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#### Abstract

We examine the problem of representing integers modulo $L$ so that both increment and decrement operations can be performed efficiently. This problem is studied in the bitprobe model, where the complexity of the underlying problem is measured by the number of bit operations performed on the data structure [18]. In this thesis, we will primarily be interested in constructing space-optimal data structures. That is, we would like to use exactly $n$ bits to represent integers modulo $2^{n}$. Brodal et al. gave such a data structure, which requires $n-1$ bit reads and 3 bit writes, in the worst case, to perform increment and decrement operations [3]. We provide several improvements to their data structure. First, we give a data structure that requires $n-1$ bit reads and 2 bit writes, in the worst case, to perform increment and decrement operations. Then, we refine this result to obtain a data structure that requires $n-1$ bit reads and a single bit write to perform both operations. This disproves the conjecture that, when a space-optimal data structure uses only 1 bit write to perform these operations, then every bit in the data structure must be inspected in the worst case [10, 2].
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## Glossary of Terms and Acronyms

| BRGC | The acronym for Binary Reflected Gray Code. |
| :--- | :--- |
| Code | A counting sequence with space-efficiency $e=1$. |
| Counter | A $d$-bit data structure that encodes integers modulo $L$, |
| where $L \leq 2^{d}$. |  |

## Chapter 1

## Introduction

We study the problem of designing data structures that efficiently represent integers modulo $L$. In particular, we would like to increment and decrement the integer using as few bit operations as possible. We analyze this problem in the bitprobe model, which was first introduced by Minsky and Papert in 1969 to discuss the average-case bitprobe complexity of the membership problem [18]. In this model, the cost of computation is measured purely by the number of bit operations performed on the data structure. That is, the number of bits read and the number of bits written are the characteristics that define the complexity of the underlying problem. In 1981, Yao generalized the bitprobe model to the cellprobe model [29], where the complexity of the underlying problem is measured by the number of reads and writes performed on $w$-bit cells. Although less powerful than the cellprobe model, the bitprobe model has been subjected to extensive study in computer science $[8,10,17,4]$. In fact, many problems have been analyzed in the bitprobe model, including polynomial evaluation [11, 6], dynamic connectivity and dynamic partial sums [22], and the membership problem [23, 24, 27, 15, 12]. For an overview of other data structure problems in the bitprobe model, we refer the reader to the survey of Nicholson, Raman and Rao [19].
There are many applications which require data structures that can efficiently increment and decrement integers. For example, Pagh, Pagh and Rao used such a data structure to create a succinct representation of a dynamic multiset, allowing them to construct an optimal dynamic Bloom filter [21]. In another application, succinct representations of integers are used implicitly to create efficient representations of binomial queues - a notion first examined by Vuillemin [28]. Finally, by utilizing a redundant binary representation, Carlsson, Munro and Poblete devised an implicit binomial queue that allows constant time
insertions in the worst case [5]. For other applications, we refer the reader to the works of Okasaki and Savage [20, 26].

### 1.1 Problem Definition and Notation

We define a counter as a $d$-bit data structure that encodes integers modulo $L$, where $L \leq 2^{d}$. In addition, we define a counting sequence $\mathcal{C}=\left\langle c_{0}, c_{1}, \ldots, c_{L-1}\right\rangle$ as a cyclic sequence of $L$ distinct $d$-bit integers. For a fixed counting sequence, a counter must support the following two basic operations:

1. Increment modifies the state of the counter from $c_{i}$ to $c_{i+1}$
2. Decrement modifies the state of the counter from $c_{i}$ to $c_{i-1}$

Note that both operations are performed modulo $L$. That is, incrementing $c_{L-1}$ produces $c_{0}$, and likewise, decrementing $c_{0}$ produces $c_{L-1}$.
The ratio $e=L / 2^{d}$ is called the space-efficiency of the counter. In particular, when $L=2^{d}$, we say that the counter is space-optimal, and refer to the corresponding counting sequence as a code. On the other hand, when $L<2^{d}$, we say that the counter is redundant. Note that in such a case, not all bit arrangements may correspond to valid integer values. When examining the overall efficiency of a counter, we will consider three different measures of complexity: the number of bit reads and writes performed in the worst case, the number of bit reads and writes performed on average, and the the space-efficiency of the counter. For this problem, the average number of bit reads is calculated by adding the total number of bits read during $L$ increment (or decrement) operations, and then dividing this total by $L$. Likewise, the average number of bits written can be defined in an analogous fashion.

Given a $d$-bit counter with space-efficiency $e$, we define a $(d, e, r, w)$-scheme as a description of the increment and decrement operations, which are performed by reading $r$ bits and writing $w$ bits in the worst case. Whenever the space-efficiency of the counter is equal to 1 , we will omit the second parameter for convenience. That is, we define a $(d, r, w)$-scheme as a $(d, e, r, w)$-scheme with $e=1$. For example, the standard binary representation of integers (also called the Standard Binary Code) uses $n$ bits to represent integers modulo $2^{n}$. Since every bit needs to be read and written in the worst case, the Standard Binary Code gives an $(n, n, n)$-scheme. In this thesis, we will primarily be interested in a specific class of codes. In particular, we say that a $(d, r, w)$-scheme induces a Gray code $\mathcal{G}$ whenever $w=1$ [13], and more generally, we call $\mathcal{G}$ a quasi-Gray code whenever $w \in \Theta(1)$ [2].


Figure 1.1: DATs for incrementing and decrementing the SBC on 2-bit integers

### 1.2 Decision Assignment Tree Model

The algorithms for incrementing and decrementing integer counters will be presented in the Decision Assignment Tree (DAT) model. First introduced by Fredman [10], a DAT is a binary tree with the following characteristics. Each internal node is labelled by the location of a particular bit in the data structure, while each leaf node contains assignment statements that describe which bits in the data structure are updated. The increment (or decrement) algorithm begins by reading the bit specified by the label at the root node. Then depending on the value of the bit read, the algorithm moves to either the left child or the right child of that node. More precisely, if the algorithm reads a bit having the value 0 , it will move to the left child of the current node. On the other hand, if the algorithm reads a bit having the value 1 , it will move to the right child of the current node. This procedure is applied recursively until the algorithm arrives at a leaf node, where it finally performs the required updates to the data structure. Figure 1.1 shows how to generate the Standard Binary Code (SBC) on 2-bit integers of the form $b_{2} b_{1}$. In particular, the DAT on the left shows how to perform increment operations, while the DAT on the right shows how to perform decrement operations.
Analyzing the complexity of a scheme under this model can be done in a straightforward manner. In particular, the number of bits read in the worst case is determined by the height of the DAT, while the number of bits written in the worst case is indicated by the leaf with the largest number of assignment statements. To calculate the average number of bits read, we sum over the length of every root-to-leaf path in the DAT, multiplied by the fraction of times each path is used during the generation of the counting sequence. Similarly, to calculate the average number of bits written, we sum over the number of assignment statements in every leaf, multiplied by the fraction of times each leaf is reached
during the generation of the counting sequence. For example, we can see that the increment tree in Figure 1.1 has a height of 2, and that the largest number of assignment statements in a single leaf is also 2 . This allows us to conclude that the scheme performs 2 bit reads and 2 bit writes in the worst case. Furthermore, we observe that two of the four bit strings in the counting sequence require a single bit read, while the other two bit strings require both bits to be read. Likewise, the same observation can be made regarding the number of bits written. From this, we conclude that the scheme requires, on average, $\frac{2}{4} \cdot 1+\frac{2}{4} \cdot 2=1.5$ bit reads and bit writes to perform an increment operation. The same analysis can be carried out on the decrement tree.

### 1.3 Thesis Outline

The remaining chapters of this thesis are organized as follows. In chapter 2, we survey some of the previous results pertaining to integer counters. In chapter 3, we explore several lower bounds regarding the number of bit reads required to perform increment and decrement operations. In chapter 4, we describe the details of an ( $n, n-1,3$ )-scheme [3]. In chapter 5 , we improve the write complexity of this scheme by reducing the number of bit writes required from 3 to 2 . We then further improve this result by reducing the number of bit writes required down to 1 . That is, we present an $n$-bit Gray code that requires, in the worst case, $n-1$ bit reads to perform increment and decrement operations. Lastly, we finish with some concluding remarks and then briefly discuss potential directions for future work.

## Chapter 2

## Survey of Previous Work

Succinct representations of integers have been extensively studied in computer science, and in this chapter, we survey some of the key results.

### 2.1 Space-Optimal Counters

The SBC uses $n$ bits to represent integers modulo $2^{n}$, resulting in an $(n, n, n)$-scheme that requires all $n$ bits to be read and written in the worst case. However, the SBC requires only $2-2^{1-n}$ bit reads and bit writes on average to perform increment (or decrement) operations. In 1953, Frank Gray patented a code now known as the Binary Reflected Gray Code (BRGC) while working on methods for converting analog signals into digital signals $[13,14]$. Unlike the SBC, the BRGC requires merely a single bit write to generate the next element in the code, and can be defined recursively as follows. Let $\mathcal{G}_{n}$ denote the BRGC on $n$ bits, and let $\mathcal{G}_{n}^{R}$ denote the code $\mathcal{G}_{n}$ in reverse order. For $n=1$, the BRGC is defined as $\mathcal{G}_{1}=\langle 0,1\rangle$, while for $n \geq 2$, we have

$$
\mathcal{G}_{n}=\left\langle 0 \mathcal{G}_{n-1}, 1 \mathcal{G}_{n-1}^{R}\right\rangle .
$$

Given $b \in\{0,1\}$, we use $b \mathcal{G}$ to denote a sequence where $b$ is prefixed to every bit string in $\mathcal{G}$. Therefore, prefixing a 0 to every bit string in $\mathcal{G}_{n-1}$ generates the first half of $\mathcal{G}_{n}$, while prefixing a 1 to every bit string in $\mathcal{G}_{n-1}^{R}$ generates the second half of $\mathcal{G}_{n}$. An example of the BRGC for $3 \leq n \leq 5$ is provided in Figure 2.1. To perform an increment operation, we have two cases to consider. If the current state of the counter has even parity, then it suffices to flip the rightmost bit. On the other hand, if current state of the counter has odd

| 000 | 0000 | 1100 | 00000 | 01100 | 11000 | 10100 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 001 | 0001 | 1101 | 00001 | 01101 | 11001 | 10101 |
| 011 | 0011 | 1111 | 00011 | 01111 | 11011 | 10111 |
| 010 | 0010 | 1110 | 00010 | 01110 | 11010 | 10110 |
| 110 | 0110 | 1010 | 00110 | 01010 | 11110 | 10010 |
| 111 | 0111 | 1011 | 00111 | 01011 | 11111 | 10011 |
| 101 | 0101 | 1001 | 00101 | 01001 | 11101 | 10001 |
| 100 | 0100 | 1000 | 00100 | 01000 | 11100 | 10000 |

Figure 2.1: The BRGC on 3, 4, and 5 bits
parity, then we find the rightmost 1 and flip the bit to its left. Decrement operations can be performed in a similar manner. In particular, if the current state of the counter has odd parity, then it suffices to flip the rightmost bit. However, if current state of the counter has even parity, then we find the rightmost 1 and flip the bit to its left. Although the problem of generating the BRGC has been subjected to extensive study [7, 1, 14], Fredman showed that any DAT which induces $\mathcal{G}_{n}$ must read all $n$ bits in the worst case [10]. Furthermore, since every bit must be inspected to determine the parity of a bit string, this procedure for incrementing and decrementing $\mathcal{G}_{n}$ requires an average of $n$ bit reads.

In 2010, Bose et al. introduced a different Gray code called the Recursive Partition Gray Code (RPGC) [2]. By using a divide and conquer approach, they were able to create an $n$ bit counter that requires $O(\log n)$ bit reads on average to perform increment and decrement operations, even though generating the code requires $n$ bit reads in the worst case. ${ }^{1}$ Let $\mathcal{R}_{n}$ denote the RPGC on $n$ bits. When $n=1$, the RPGC is defined as $\mathcal{R}_{1}=\langle 0,1\rangle$, and when $n \geq 2$, the increment and decrement operations are defined in a mutually recursive manner. For simplicity, assume that $n$ is a power of 2 . To perform increment and decrement operations, the current state of the counter is divided into two substrings, $X$ and $Y$, which we interpret as bit strings from the sequence $\mathcal{R}_{n / 2}$. When performing an increment operation, we recursively increment $X$ unless $X=Y$, at which point we recursively decrement $Y$. Similarly, when performing a decrement operation, we recursively decrement $X$ unless $X=Y+1$, at which point we recursively increment $Y$. Figure 2.2 provides an example of $\mathcal{R}_{2}$ and $\mathcal{R}_{4}$. In addition to this result, Bose et al. utilized the RPGC as a building block to construct DATs for other space-optimal counters [2]. They show that for sufficiently large $n$ and any integer $c \geq 1$, there exists an $(n, n, c)$-scheme which generates a quasi-Gray code requiring, on average, no more than $O\left(\log ^{(2 c-1)} n\right)$ bit reads to perform increment operations. Furthermore, by picking $c \in O\left(\log ^{*} n\right)$, they construct a DAT for

[^0]| 00 | 0000 | 1010 | 1111 | 0101 |
| :--- | :--- | :--- | :--- | :--- |
| 01 | 0010 | 1011 | 1101 | 0100 |
| 11 | 0110 | 0011 | 1001 | 1100 |
| 10 | 1110 | 0111 | 0001 | 1000 |

Figure 2.2: The RPGC on 2 and 4 bits
an $\left(n, n, O\left(\log ^{*} n\right)\right)$-scheme that reads at most 17 bits on average to perform increment operations. Although these two results have incredibly efficient increment operations, we note that they do not efficiently support decrement operations.
All of the counters seen so far require $n$ bit reads in the worst case. However, through an exhaustive search, Brodal et al. were able to find a $(4,3,2)$-scheme, and then use it to construct an ( $n, n-1,3$ )-scheme which supports both increment and decrement operations [3]. Furthermore, their construction uses the RPGC to represent the lower-order bits of the data structure, allowing their counter to read, on average, no more than $O(\log n)$ bits. The results described in this section are summarized in Figure 2.3.

### 2.2 Redundant Counters

By utilizing redundancy, it is often possible to improve the number of bit reads required by a scheme. In particular, by using $O(n)$ bits of extra space, Fredman provided a data structure that requires only $O(\log n)$ bit reads and a single bit write to perform increment operations [10]. Rahman and Munro later improved this result by giving an $(n+1,1 / 2, \log n+4,4)$ scheme that supports both increment and decrement operations [25]. Their data structure divides the counter into three blocks. The first block is a status bit that indicates whether a delayed bit write is required, while the other two blocks are used to store a variation of the BRGC [16, 25]. These two blocks are of size $\log n$ and $n-\log n$ respectively. When performing increment (or decrement) operations, the writes required in the smaller block are applied immediately. However, the writes required in the larger block are applied during subsequent operations, at which point the status bit is used to keep track of this information.

Similar ideas were used by Brodal et al. to give an $(n+1,1 / 2, \log n+2,3)$-scheme that supports both increment and decrement operations [3]. However, in their data structure, the smaller block stores the RPGC while the larger block stores the SBC. To perform increment operations, the smaller block is incremented until it overflows, at which point the status bit is used to indicate a delayed propagation of the carry. During subsequent
increment operations, the value of the smaller block is used as a pointer to a particular bit within the larger block, implicitly indicating the location of the current carry. In addition to this result, a trade-off is shown between the space-efficiency of the scheme and the number of bit reads required in the worst case. In particular, for an arbitrary integer $1 \leq t \leq n-\log n-1$, a variety of data structures parametrized by $t$ are given, each with a space-efficiency close to one [3]. For counters with efficient average-case complexity, Bose et al. give an $\left(n+t \log n, 1-O\left(n^{-t}\right), O(t \log n), 2 c+1\right)$-scheme for arbitrary parameters $c \geq 1$ and $t>0$ [2]. In addition to having a space-efficiency close to one, their scheme requires, on average, no more than $O\left(\log ^{(2 c)} n\right)$ bit reads.

Prior to these results, this problem was studied by Frandsen, Miltersen and Skyum within the context of dynamic language membership problems [9]. In particular, they give an ( $n+$ $\left.\log n, 2 / n-O\left(2^{-n}\right), \log n+1, \log n+1\right)$-scheme supporting both increment and decrement operations. However, as $n$ becomes larger, the space-efficiency of their scheme approaches zero. The results of this section are summarized in Figure 2.4.
Figure 2.3: Summary of previous results for space-optimal counters

| Dimension | Bits read |  | Bits written | Inc. \& | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Worst Case | Average Case | Worst Case | Dec. |  |
| $n$ | $n$ | $2-2^{1-n}$ | $n$ | Y | SBC |
| $n$ | $n$ | $n$ | 1 | Y | Gray [13] |
| $n$ | $n$ | $6 \log n$ | 1 | Y | Bose et al. [2] |
| $n$ | $n$ | $O\left(\log ^{(2 c-1)} n\right)$ | $c$ | N |  |
| $n$ | $n$ | 17 | $O\left(\log ^{*} n\right)$ | N |  |
| 4 | 3 | 3 | 2 | Y | Brodal et al. $[3]$ |
| $n$ | $n-1$ | $O(\log n)$ | 3 | Y |  |

Figure 2.4: Summary of previous results for redundant counters

| Dimension | Efficiency | Bits read |  | Bits written |  <br> Dec. | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Worst Case | Average Case | Worst Case |  |  |
| $O(n)$ | $1 / 2^{O(n)}$ | $O(\log n)$ | $O(\log n)$ | 1 | N | Fredman [10] |
| $n+\log n$ | $2 / n-O\left(2^{-n}\right)$ | $\log n+1$ | 3 | $\log n+1$ | Y | Frandsen et al. [9] |
| $n+t \log n$ | $1-O\left(n^{-t}\right)$ | $O(t \log n)$ | $O\left(\log { }^{(2 c)} n\right)$ | $2 c+1$ | N | Bose et al. [2] |
| $n+1$ | $1 / 2$ | $\log n+4$ | $O(1)$ | 4 | Y | Rahman et al. [25] |
| $n+t$ | $\geq 1-1 / 2^{t}$ | $\log n+t+1$ | $O(\log \log n)$ | 3 | N |  |
| $n+t$ | $\geq 1-1 / 2^{t}$ | $\log n+t+2$ | $O(\log \log n)$ | 2 | N | Brodal et al. [3] |
| $n+t$ | $\geq 1-1 / 2^{t}$ | $\log n+t+3$ | $O(\log \log n)$ | 1 | N |  |
| $n+t$ | $\geq 1-1 / 2^{t}$ | $\log n+t+2$ | $O(\log \log n)$ | 3 | Y |  |
| $n+t$ | $\geq 1-1 / 2^{t}$ | $\log n+t+3$ | $O(\log \log n)$ | 2 | Y |  |

## Chapter 3

## Lower Bounds

In this chapter, we explore several lower bounds regarding the number of bit reads required to perform increment and decrement operations. In particular, to generate integers modulo $2^{n}$, it can be shown that $r \in \Omega(\log n)$ whenever $e=1$ or $w=1[10,19]$. Furthermore, we will show that, on average, no space-optimal counter can perform better than the SBC. That is, any $(n, r, w)$-scheme requires at least $2-2^{1-n}$ bit reads on average to perform increment or decrement operations.

### 3.1 Worst-Case Lower Bounds

For this first lower bound, information-theoretic arguments are used to show that any $(d, e, r, 1)$-scheme requires at least a logarithmic number of bit reads in the worst case [10]. In particular, to obtain a bound on the height the corresponding DAT, it suffices to obtain a bound on the number of leaves in the tree. This notion is formalized with the following theorem.

Theorem 3.1 ([10]). Every ( $d, e, r, 1$ )-scheme that generates integers modulo $L$ requires at least $r \geq \log \log L+1$ bit reads in the worst case to perform increment (or decrement) operations.

Proof. Let $\mathcal{T}$ be a DAT which performs increment operations for a $(d, e, r, 1)$-scheme. Since $\mathcal{T}$ generates integers modulo $L$, at least $\log L$ of the $d$ bits in the data structure need to be modified. In particular, each of these bits need to be modified at least twice: once when being set to 1 , and once when being set to 0 . Therefore, since leaves can only contain one
assignment statement, the number of leaves in $\mathcal{T}$ must be at least $2 \log L$. Furthermore, since a DAT of height $r$ has at most $2^{r}$ leaves, it follows that $2 \log L \leq 2^{r}$. Hence, we have $r \geq \log \log L+1$, as required.

To facilitate the discussion of the next lower bound, we begin by defining some notation. Let $\mathcal{T}$ be a DAT for a $(d, e, r, w)$-scheme and let $l$ be a leaf node of $\mathcal{T}$. First, we define $W_{l}$ to be the set of bits that appear in the assignment statements of $l$. Similarly, let $R_{l}$ denote the set of bits that must be read in order to reach $l$. The following lemma shows that, in a space-optimal counter, we can only update bits that have been previously read. In particular, if there exists a leaf $l$ such that $W_{l} \nsubseteq R_{l}$, then $\mathcal{T}$ cannot possibly induce a valid code. Moreover, this lemma will be the crux of the argument used in the proof of Theorem 3.3.

Lemma 3.2. Let $\mathcal{T}$ be a DAT which performs increment (or decrement) operations for an $n$-bit space-optimal counter. Then for any leaf node l of $\mathcal{T}$, we have $W_{l} \subseteq R_{l}$.

Proof. Assume by way of contradiction that there exists a leaf $l$ and a bit $b$ such that $b \in W_{l}$ but $b \notin R_{l}$. Since $b \notin R_{l}$, there must exist a pair of integers $X=x_{n} x_{n-1} \ldots x_{1}$ and $Y=y_{n} y_{n-1} \ldots y_{1}$ that reach $l$ when they are incremented. Moreover, this pair of integers differs only at the position indicated by $b$. As a result, $X$ and $Y$ must be incremented to the same integer, which contradicts the definition of a space-optimal counter.
Theorem 3.3 ([19]). Every ( $n, r, w)$-scheme requires at least $r \geq \log n+1$ bit reads in the worst case to perform increment (or decrement) operations.

Proof. Assume by way of contradiction that there exists an $(n, r, w)$-scheme that induces a code $\mathcal{C}$ such that $r \leq \log n$, and let $\mathcal{T}$ denote the corresponding DAT which performs increment operations. Since $\mathcal{T}$ has height $r$, it follows that $\mathcal{T}$ must have at most $2^{r}-1 \leq$ $2^{\log n}-1=n-1$ internal nodes. Thus, there exists a bit $b$ in the data structure that is never read during any of the increment operations. Since the space-efficiency of the counter is equal to one, there must exist a leaf $l$ such that $b \in W_{l}$ but $b \notin R_{l}$. Consequently, we have $W_{l} \nsubseteq R_{l}$, which, by Lemma 3.2, contradicts the fact that $\mathcal{C}$ is a code. As a result, it follows that $r \geq \log n+1$, as required.

### 3.2 Average-Case Lower Bounds

In this section, we prove a lower bound on the average number of bit reads required to perform increment (or decrement) operations on an $n$-bit code. In particular, we show
that any $(n, r, w)$-scheme requires at least $\bar{r} \geq 2-2^{1-n}$ bit reads on average to increment an $n$-bit integer, which implies that the SBC is optimal in this regard. To show this, we will argue that any DAT achieving an average of $2-2^{1-n}$ bit reads must have a particular structure. More precisely, for every internal node in the levels 1 through $n-1$, exactly one of its two children must be a leaf. Consequently, any deviation from this structure either induces an invalid code, or increases the number of bit reads performed. We will formalize this notion with the following theorem.

Theorem 3.4. Every ( $n, r, w$ )-scheme requires at least $\bar{r} \geq 2-2^{1-n}$ bit reads on average to perform increment (or decrement) operations.

Proof. Let $\mathcal{T}$ be a DAT for an $(n, r, w)$-scheme that requires an average of $\bar{r}$ bit reads to perform increment operations, and let $z_{1}$ denote the first bit inspected by the increment algorithm. Observe that each internal node in $\mathcal{T}$ must have two children, each of which is either a leaf node, or another internal node. Hence, when analyzing the underlying structure of $\mathcal{T}$, we have three cases to consider. First, suppose that both children of the root are leaf nodes. Then, by Lemma 3.2, $\mathcal{T}$ cannot induce a valid code for any value of $n$ larger than one. On the other hand, suppose that both children of the root are internal nodes. In this case, the increment algorithm will read a second bit, regardless of the value of $z_{1}$. Hence, we have $\bar{r} \geq 2 \geq 2-2^{1-n}$. In the third case, the algorithm will only read another bit whenever $z_{1}=b_{1}$, for some $b_{1} \in\{0,1\}$. That is, when $z_{1}=b_{1}$, the algorithm will probe a second bit, and when $z_{1}=1-b_{1}$, the algorithm performs the required bit writes to the data structure. In this case, the expected number of bit reads is bounded by $\bar{r} \geq \frac{1}{2} \cdot 1+\frac{1}{2} \cdot 2=\frac{3}{2}$, which is the only case where we can hope to do better than $2-2^{1-n}$.
We now apply this argument inductively. Suppose that the internal node at level $k \leq n-1$ reads bit $z_{k}$. We again have three cases to consider. In the first case, when both children are leaf nodes, at most $k \leq n-1$ of the $n$ bits are ever read. Hence, by Lemma 3.2, $\mathcal{T}$ cannot induce a valid code. In the second case, if both children are internal nodes, then $\bar{r}$ becomes too large. In particular, the leaf at depth $1 \leq j \leq k-1$ is reached $2^{n-j}$ times, while the internal node at level $k$ is reached $2^{n-k+1}$ times. Therefore, by using the identity $\sum_{j=1}^{k-1} j / 2^{j}=2-(k+1) 2^{1-k}$, we have

$$
\begin{aligned}
\bar{r} & \geq \sum_{j=1}^{k-1} j / 2^{j}+(k+1) 2^{1-k} \\
& =2-(k+1) 2^{1-k}+(k+1) 2^{1-k} \\
& =2 .
\end{aligned}
$$

In the third case, the algorithm will only read another bit whenever $z_{k}=b_{k}$, for some $b_{k} \in\{0,1\}$. That is, when $z_{k}=b_{k}$, the algorithm will probe a $(k+1)$-th bit, and when $z_{k}=1-b_{k}$, the algorithm performs the required bit writes to the data structure. In this case, the expected number of bit reads is bounded by

$$
\begin{aligned}
\bar{r} & \geq \sum_{j=1}^{k-1} j / 2^{j}+k 2^{-k}+(k+1) 2^{-k} \\
& =2-(k+1) 2^{1-k}+k 2^{-k}+(k+1) 2^{-k} \\
& =2-2^{-k} .
\end{aligned}
$$

Finally, when $k=n$, there are no new bits for the algorithm to read. Therefore, both children of the $n$th internal node must be leaf nodes, and so, the average number of bit reads required does not increase. Hence, we have $\bar{r} \geq 2-2^{1-n}$, as required.

## Chapter 4

## Efficiently Generating Quasi-Gray Codes

In 2014, Brodal et al. presented the first space-optimal counter that, in the worst case, requires fewer than $n$ bit reads to perform increment and decrement operations [3]. Since their result forms the basis of our contributions in this thesis, we cover it extensively in this chapter. In particular, by utilizing a (4,3,2)-scheme, they devised an ( $n, n-1,3$ )scheme for any $n \geq 5$. Their (4,3,2)-scheme was obtained through an exhaustive search. Assuming the counter is of the form $b_{4} b_{3} b_{2} b_{1}$, the increment and decrement trees are shown in Figure 4.1. We will denote these trees by $\mathcal{T}_{(4,3,2)}$ and $\mathcal{T}_{(4,3,2)}^{\prime}$ respectively. For example, to increment the counter from 0001 to 0100 , the algorithm reads the bits $b_{1}, b_{3}$ and $b_{2}$, and then updates the bits $b_{1} \leftarrow 0$ and $b_{3} \leftarrow 1$. Likewise, to decrement the counter from 0001 to 0000 , the algorithm reads the bits $b_{1}, b_{3}$ and $b_{4}$, and then updates the bit $b_{1} \leftarrow 0$.

Theorem 4.1 ([3]). There is a $(4,3,2)$-scheme that supports both increment and decrement operations.
For larger values of $n$, the representation of the counter is divided into two blocks $B_{(4,3,2)}$ and $B_{\mathcal{G}}$ of size 4 and $n-4$ respectively. In particular, $B_{(4,3,2)}$ uses the $(4,3,2)$-scheme outlined in Theorem 4.1, while $B_{\mathcal{G}}$ uses the representation of a Gray code. This structure is illustrated in Figure 4.2. To perform increment operations, we first increment $B_{\mathcal{G}}$ and then check if it represents 0 . If it does, then we also increment $B_{(4,3,2)}$. Similarly, to perform decrement operations, we decrement $B_{\mathcal{G}}$, and if $B_{\mathcal{G}}$ was 0 before being decremented, then we also decrement $B_{(4,3,2)}$. We will formalize this notion with the following theorem.
Theorem 4.2 ([3]). For $n \geq 5$, there exists an ( $n, n-1,3$ )-scheme that supports both increment and decrement operations.


Figure 4.1: Increment and decrement trees for a (4, 3, 2)-scheme

Proof. Let $\mathcal{G}$ be an $(n-4)$-bit Gray code, and let $\mathcal{T}_{\mathcal{G}}$ and $\mathcal{T}_{\mathcal{G}}^{\prime}$ denote the corresponding increment and decrement trees. Without loss of generality, we assume that every leaf in these two trees has depth $n-4$. Let $l$ be the leaf in $\mathcal{T}_{\mathcal{G}}$ that corresponds to the integer that appears immediately before the string of all 0 's. In addition, let $b_{k} \leftarrow 0$ denote the lone assignment statement in $l$. To construct the increment tree, which we denote by $\mathcal{T}$, we begin by taking $\mathcal{T}_{\mathcal{G}}$ and replacing $l$ by a copy of $\mathcal{T}_{(4,3,2)}$. Moreover, we add the assignment statement $b_{k} \leftarrow 0$ to each of the leaves in $\mathcal{T}_{(4,3,2)}$. Therefore, $\mathcal{T}$ will initially update the first $n-4$ bits through $2^{n-4}$ states, according to the rules of $\mathcal{T}_{\mathcal{G}}$. However, when performing this final increment operation, $\mathcal{T}$ will also update the last 4 bits of the data structure, according to the rules of $\mathcal{T}_{(4,3,2)}$.
Performing decrement operations can be done in an analogous manner. Let $l^{\prime}$ be the leaf in $\mathcal{T}_{\mathcal{G}}^{\prime}$ that corresponds to the string of all 0 's. To construct the decrement tree, which we denote by $\mathcal{T}^{\prime}$, we take $\mathcal{T}_{\mathcal{G}}^{\prime}$ and replace $l^{\prime}$ by a copy of $\mathcal{T}_{(4,3,2)}^{\prime}$. Then, like in the construction


Figure 4.2: Structure of an ( $n, n-1,3$ )-scheme
of $\mathcal{T}$, we add the assignment statement $b_{k} \leftarrow 1$ to each of the leaves in $\mathcal{T}_{(4,3,2)}^{\prime}$. Therefore, $\mathcal{T}^{\prime}$ will update the first $n-4$ bits according to the rules of $\mathcal{T}_{\mathcal{G}}^{\prime}$. Moreover, when the first $n-4$ bits are all 0 's, $\mathcal{T}^{\prime}$ will also update the last 4 bits of the data structure, according to the rules of $\mathcal{T}_{(4,3,2)}^{\prime}$. In terms of efficiency, both $\mathcal{T}$ and $\mathcal{T}^{\prime}$ have height $n-1$. Furthermore, both DATs require 3 bit writes in the worst case: one when updating $B_{\mathcal{G}}$, and up to two more when updating $B_{(4,3,2)}$. Therefore, $\mathcal{T}$ and $\mathcal{T}^{\prime}$ induce an ( $n, n-1,3$ )-scheme, as required.

Note that, in our construction, $\mathcal{T}$ and $\mathcal{T}^{\prime}$ require at least $n-4$ bit reads to perform increment and decrement operations. However, by choosing $\mathcal{G}$ to be the RPGC, a careful analysis will show that, on average, the increment and decrement operations can be performed with $O(\log n)$ bit inspections [2, 3].

## Chapter 5

## Efficiently Generating Gray Codes

In this chapter, we explore methods for reducing the write complexity of the ( $n, n-1,3$ )scheme presented in the previous chapter. First, we describe a method for generalizing existing schemes to larger values of $n$, without increasing the number of bit writes required. This result, in conjunction with Theorem 4.1, will allow us to construct an ( $n, n-1,2$ )scheme for all $n \geq 4$. We then improve this result by further reducing the number of bit writes required. By constructing an ( $n, n-1,1$ )-scheme for all $n \geq 5$, we provide the first Gray code that requires, in the worst case, fewer than $n$ bit reads to perform increment and decrement operations. Finally, we also summarize the results of our exhaustive search for schemes on small values of $n$.

### 5.1 Constructing an ( $n, n-1,2$ )-Scheme

Let $\mathcal{G}$ be an $n$-bit Gray code and let $\pi$ be a permutation of $[n]$. ${ }^{1}$ We use the notation $\pi(\mathcal{G})$ to denote the sequence obtained by applying $\pi$ to every element in $\mathcal{G}$. That is, for every element $X=x_{n} x_{n-1} \ldots x_{1}$ in $\mathcal{G}$, we let $\pi(X)=x_{\pi(n)} x_{\pi(n-1)} \ldots x_{\pi(1)}$. Similarly, for any bijection $\varphi:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$, we use the notation $\varphi(\mathcal{G})$ to denote the sequence obtained by applying $\varphi$ to each element in $\mathcal{G}$. Lastly, we use the notation $\oplus$ to denote the exclusive-or operator. The following lemmas will lead the reader to the main result of this section, which is Theorem 5.4.

Lemma 5.1. Let $\mathcal{G}$ be an n-bit Gray code and let $\pi$ be a permutation of $[n]$. Then $\pi(\mathcal{G})$ is also an n-bit Gray code.

[^1]Proof. Let $X=x_{n} x_{n-1} \ldots x_{1}$ and $Y=y_{n} y_{n-1} \ldots y_{1}$ be two consecutive elements in $\mathcal{G}$. Observe that $x_{i}=y_{i}$ implies that $x_{\pi(i)}=y_{\pi(i)}$. Likewise, $x_{i} \neq y_{i}$ implies that $x_{\pi(i)} \neq y_{\pi(i)}$. Hence $\pi(X)$ and $\pi(Y)$ have Hamming distance one, and so, $\pi(\mathcal{G})$ is an $n$-bit Gray code.

Lemma 5.2. Let $\mathcal{G}$ be an $n$-bit Gray code, let $A=a_{n} a_{n-1} \ldots a_{1}$ be any $n$-bit integer, and let $\varphi_{A}(Z)=Z \oplus A$. Then $\varphi_{A}(\mathcal{G})$ is also an n-bit Gray code.

Proof. Let $X=x_{n} x_{n-1} \ldots x_{1}$ and $Y=y_{n} y_{n-1} \ldots y_{1}$ be two consecutive elements in $\mathcal{G}$. Observe that $x_{i}=y_{i}$ implies that $x_{i} \oplus a_{i}=y_{i} \oplus a_{i}$. Likewise, $x_{i} \neq y_{i}$ implies that $x_{i} \oplus a_{i} \neq y_{i} \oplus a_{i}$. Hence $\varphi_{A}(X)$ and $\varphi_{A}(Y)$ have Hamming distance one. Furthermore, since $\varphi_{A}$ is bijective, $\varphi_{A}(\mathcal{G})$ contains $2^{n}$ distinct elements. Therefore, $\varphi_{A}(\mathcal{G})$ is an $n$-bit Gray code.

Lemma 5.3. Let $S$ and $T$ be two distinct $n$-bit integers that have Hamming distance one. Then there exists an n-bit Gray code $\mathcal{G}_{S T}$ such that $S$ and $T$ appear consecutively in $\mathcal{G}_{S T}$.

Proof. Let $\mathcal{G}$ be any $n$-bit Gray code, and let $X$ and $Y$ denote two consecutive elements in $\mathcal{G}$. Suppose that $X$ and $Y$ differ at position $j$ and that $S$ and $T$ differ at position $i$. We will use $\mathcal{G}$ to construct $\mathcal{G}_{S T}$ as follows. First, we define a permutation $\pi$ of $[n]$ such that $\pi(i)=j$ and $\pi(j)=i$. In addition, let $A=\pi(X) \oplus S$ and let $\varphi_{A}(Z)=Z \oplus A$. We claim that $\mathcal{G}_{S T}=\varphi_{A}(\pi(\mathcal{G}))$ is a Gray code satisfying the desired properties. In particular, by Lemmas 5.1 and $5.2, \mathcal{G}_{S T}$ is indeed a Gray code, and so it suffices to verify that $S$ and $T$ appear consecutively in $\mathcal{G}_{S T}$. Since $X$ and $Y$ are consecutive elements in $\mathcal{G}$, we have

$$
\begin{aligned}
\varphi_{A}(\pi(X)) & =\pi(X) \oplus A \\
& =\pi(X) \oplus(\pi(X) \oplus S) \\
& =S
\end{aligned}
$$

and

$$
\begin{aligned}
\varphi_{A}(\pi(Y)) & =\pi(Y) \oplus A \\
& =\pi(Y) \oplus(\pi(X) \oplus S) \\
& =T
\end{aligned}
$$

are consecutive elements in $\mathcal{G}_{S T}$. Note that the second equation follows from the fact that $\pi(Y) \oplus \pi(X)$ is the $n$ bit integer containing a single 1 at position $j$ and 0 's everywhere else. Therefore, $\mathcal{G}_{S T}$ is a Gray code that satisfies the desired properties.

Let $\mathcal{C}$ be an $n$-bit code and let $\mathcal{T}_{\mathcal{C}}$ be a DAT which generates $\mathcal{C}$ by using $r$ bit reads and $w$ bit writes. Moreover, suppose that there exists a leaf $l$ in $\mathcal{T}_{\mathcal{C}}$ such that $\left|W_{l}\right|=1$. We


Figure 5.1: Conceptualization of Theorem 5.4
will now show that by using $\mathcal{C}$ and $\mathcal{T}_{\mathcal{C}}$ as building blocks, we can construct an $(n+1)$-bit code that can be generated by a DAT requiring $r+1$ bit reads and $w$ bit writes. The representation of this $(n+1)$-bit code is divided into two blocks. The first block is a single bit $b_{n+1}$, while the second block, which we denote by $B_{\mathcal{C}}$, is used to store $\mathcal{C}$. Conceptually, it will also help to further divide $B_{\mathcal{C}}$ into two subblocks: $B_{R}$ and $B_{U}$. In particular, $B_{R}$ contains the $\delta \leq r$ bits that appear in $R_{l}$, while $B_{U}$ contains the remaining $n-\delta$ bits. By utilizing this structure, which is illustrated in Figure 5.1, we can generate our ( $n+1$ )-bit code as follows.

Theorem 5.4. Let $\mathcal{C}$ be an n-bit code and let $\mathcal{T}_{\mathcal{C}}$ be a DAT which, in the worst case, requires $r$ bit reads and $w$ bit writes to generate $\mathcal{C}$. If there exists a leafl in $\mathcal{T}_{\mathcal{C}}$ such that $\left|W_{l}\right|=1$, then there exists a DAT which, in the worst case, requires $r+1$ bit reads and $w$ bit writes to generate an $(n+1)$-bit code.

Proof. Let $T=t_{\delta} t_{\delta-1} \ldots t_{1}$ denote the string that corresponds to the values of the bits in $B_{R}$ when $l$ is reached. Likewise, let $S=s_{\delta} s_{\delta-1} \ldots s_{1}$ denote the string that corresponds to the values of the bits in $B_{R}$, immediately after applying the assignment statement in $l$. Note that $S$ and $T$ have Hamming distance one since $\left|W_{l}\right|=1$. Therefore, by Lemma 5.3 , there exists a $\delta$-bit Gray code $\mathcal{G}_{S T}$ such that $S$ and $T$ appear consecutively in $\mathcal{G}_{S T}$. We will use the notation $\mathcal{T}_{S T}$ to denote the corresponding DAT. Moreover, without loss of generality, we assume that every leaf in $\mathcal{T}_{S T}$ has depth $\delta$.
Now we construct a DAT, which is denoted by $\mathcal{T}$, that generates the desired $(n+1)$-bit code. First, we label the root node of $\mathcal{T}$ by $b_{n+1}$. Next, we define the left subtree of
$\mathcal{T}$ to be $\mathcal{T}_{\mathcal{C}}$, with the modification that $l$ contains the assignment statement $b_{n+1} \leftarrow 1$. Finally, we define the right subtree of $\mathcal{T}$ to be $\mathcal{T}_{S T}$, with the modification that the leaf corresponding to $S$ contains the assignment statement $b_{n+1} \leftarrow 0$. Therefore, to generate this $(n+1)$-bit code, we begin by reading $b_{n+1}$. If the value of $b_{n+1}$ is 0 , we increment $B_{C}$ according to the rules of $\mathcal{T}_{\mathcal{C}}$, unless the values of the bits in $B_{R}$ are equal to $T$. In this case, the algorithm performs the update $b_{n+1} \leftarrow 1$. On the other hand, if the value of $b_{n+1}$ is 1 , we increment $B_{R}$ according the the rules of $\mathcal{T}_{S T}$. In particular, the algorithm continues to cycle through the elements of $\mathcal{G}_{S T}$ until the values of the bits in $B_{R}$ are equal $S$. At this point, the algorithm performs the update $b_{n+1} \leftarrow 0$. Note that this occurs $2^{n-\delta}$ times, with each occurrence having a different value stored in $B_{U}$. Therefore, $\mathcal{T}$ generates $2^{n-\delta} 2^{\delta}=2^{n}$ distinct integers when $b_{n+1}$ has a value of 1 . Moreover, when $b_{n+1}$ has a value of $0, \mathcal{T}$ generates the $2^{n}$ distinct integers in $\mathcal{C}$. As a result, this construction induces a code with a total of $2^{n+1}$ distinct integers. In terms of efficiency, since $\delta \leq r$, the height of $\mathcal{T}$ is equal to $r+1$. Since the right subtree of $\mathcal{T}$ generates a Gray code, the maximum number of writes required remains $w$.

In order to generate a code that supports both increment and decrement operations, we introduce the following definitions. Let $\mathcal{T}$ and $\mathcal{T}^{\prime}$ denote the increment and decrement trees for an $(n, r, w)$-scheme. Moreover, let $\mathcal{Z}_{l}$ denote the set of integers that reach $l$ when incremented (or decremented). We say that the pair of leaves $\left(l, l^{\prime}\right)$ is symmetric if the following two conditions hold:

- $l$ is a leaf in $\mathcal{T}$ and $l^{\prime}$ is a leaf in $\mathcal{T}^{\prime}$
- there exists a bijection $\psi: \mathcal{Z}_{l} \rightarrow \mathcal{Z}_{l^{\prime}}$ such that $\psi(X)=Y$ if and only if $X$ appears immediately before $Y$ in the corresponding code
By utilizing this symmetry between leaves, we obtain the following theorem.
Theorem 5.5. For $n \geq 4$, there exists an ( $n, n-1,2$ )-scheme that supports both increment and decrement operations.

Proof. When $n=4$, the claim is established in Theorem 4.1. For larger values of $n$, we will need to inductively apply Theorem 5.4. Let $\mathcal{T}_{n-1}$ and $\mathcal{T}_{n-1}^{\prime}$ denote the increment and decrement trees for an $(n-1, n-2,2)$-scheme. To support both operations, we require a symmetric pair of leaves $\left(l, l^{\prime}\right)$ such that $\left|W_{l}\right|=\left|W_{l^{\prime}}\right|=1$. Observe that when $n=5$, the 4th and 3rd leaves in Figure 4.1 satisfy this requirement. We begin by applying Theorem 5.4 on $\mathcal{T}_{n-1}$ and $l$ to obtain the increment tree for an ( $n, n-1,2$ )-scheme, which is denoted by $\mathcal{T}_{n}$. Furthermore, let $\mathcal{G}_{S T}$ denote the $\delta$-bit Gray code used in the construction of $\mathcal{T}_{n}$, and let $\mathcal{G}_{S T}^{R}$ denote the code $\mathcal{G}_{S T}$ in reverse order. Then, to construct the corresponding decrement tree $\mathcal{T}_{n}^{\prime}$, it suffices to apply Theorem 5.4 using $l^{\prime}$ as the chosen leaf and $\mathcal{G}_{S T}^{R}$ as the
chosen $\delta$-bit Gray code. Moreover, this procedure for constructing $\mathcal{T}_{n}$ and $\mathcal{T}_{n}^{\prime}$ guarantees the existence of another symmetric pair of leaves that can be used during the next application of Theorem 5.4. This follows from the fact that the bits of $\mathcal{G}_{S T}$ and $\mathcal{G}_{S T}^{R}$ are always read in the right subtree of $\mathcal{T}_{n}$ and $\mathcal{T}_{n}^{\prime}$ respectively. Hence, $\mathcal{T}_{n}$ and $\mathcal{T}_{n}^{\prime}$ induce an ( $n, n-1,2$ )-scheme, as required.

### 5.2 Constructing an $(n, n-1,1)$-Scheme

In this section, we show how to transform the (4,3,2)-scheme, which is outlined in Figure 4.1, into a $(5,4,1)$-scheme. The main idea is to replace the 2 -bit write transitions by multiple 1-bit write transitions. For example, consider the 6th leaf from the left in the increment tree. Currently, we have

$$
(0011,1011) \xrightarrow{b_{1}, b_{2}}(0000,1000) .
$$

Here, values above the arrow denote the bits that are updated during the corresponding increment operation. Observe that since our scheme is space-optimal, we cannot directly replace this transition by

$$
(0011,1011) \xrightarrow{b_{1}}(0010,1010) \xrightarrow{b_{2}}(0000,1000)
$$

This follows from the fact that these transitions, in conjunction with the original ones, would require both 0011 and 1010 to be incremented to 0010 . In order to resolve this issue, we simply need to add an extra bit $b_{5}$, which instead gives the following transitions

$$
(00011,01011) \xrightarrow{b_{5}}(10011,11011) \xrightarrow{b_{1}}(10010,11010) \xrightarrow{b_{2}}(10000,11000) \xrightarrow{b_{5}}(00000,01000)
$$

We can now apply the same idea to the 5th leaf in the increment tree. In particular, the resulting transitions are

$$
\begin{aligned}
(00001,01001) & \xrightarrow{b_{5}}(10001,11001) \xrightarrow{b_{3}}(10101,11101) \xrightarrow{b_{2}}(10111,11111) \\
& \xrightarrow{b_{1}}(10110,11110) \xrightarrow{b_{2}}(10100,11100) \xrightarrow{b_{5}}(00100,01100) .
\end{aligned}
$$

Note that two additional transitions are required in order to ensure that the counting sequence has no redundancy. Moreover, to support decrement operations, we simply need to reverse the transitions outlined above. The resulting increment and decrement trees for this (5, 4, 1)-scheme are presented in Figure 5.2.

Theorem 5.6. There is a (5,4,1)-scheme that supports both increment and decrement operations.

For larger values of $n$, we can apply the same proof strategy as Theorem 5.5.
Theorem 5.7. For $n \geq 5$, there exists an ( $n, n-1,1$ )-scheme that supports both increment and decrement operations.

Proof. When $n=5$, the claim is established in Theorem 5.6. For larger values of $n$, we will need to inductively apply Theorem 5.4. Let $\mathcal{T}_{n-1}$ and $\mathcal{T}_{n-1}^{\prime}$ denote the increment and decrement trees for an $(n-1, n-2,1)$-scheme. To support both operations, we require a symmetric pair of leaves $\left(l, l^{\prime}\right)$ such that $\left|W_{l}\right|=\left|W_{l^{\prime}}\right|=1$. Observe that when $n=6$, the 4th and 3rd leaves in Figure 5.2 satisfy this requirement. We begin by applying Theorem 5.4 on $\mathcal{T}_{n-1}$ and $l$ to obtain the increment tree for an $(n, n-1,1)$-scheme, which is denoted by $\mathcal{T}_{n}$. Furthermore, let $\mathcal{G}_{S T}$ denote the $\delta$-bit Gray code used in the construction of $\mathcal{T}_{n}$, and let $\mathcal{G}_{S T}^{R}$ denote the code $\mathcal{G}_{S T}$ in reverse order. Then, to construct the corresponding decrement tree $\mathcal{T}_{n}^{\prime}$, it suffices to apply Theorem 5.4 using $l^{\prime}$ as the chosen leaf and $\mathcal{G}_{S T}^{R}$ as the chosen $\delta$-bit Gray code. Moreover, this procedure for constructing $\mathcal{T}_{n}$ and $\mathcal{T}_{n}^{\prime}$ guarantees the existence of another symmetric pair of leaves that can be used during the next application of Theorem 5.4. This follows from the fact that the bits of $\mathcal{G}_{S T}$ and $\mathcal{G}_{S T}^{R}$ are always read in the right subtree of $\mathcal{T}_{n}$ and $\mathcal{T}_{n}^{\prime}$ respectively. Hence, $\mathcal{T}_{n}$ and $\mathcal{T}_{n}^{\prime}$ induce an ( $n, n-1,1$ )-scheme, as required.

### 5.3 Exhaustive Search Results

In this section, we summarize the results of our exhaustive search for schemes on small values of $n$. In particular, these results are shown in Figure 5.3. We use the notation ' + ' to denote that a scheme with the corresponding values of $n, r$ and $w$ exists. Likewise, we use the notation ' -' to denote that no scheme exists for the specified parameters. Moreover, we use '?' to denote that the existence of a ( $n, r, w$ )-scheme remains unknown, as the state space was much too large to search entirely. Observe that, by Lemma 3.2, we require that $W_{l} \subseteq R_{l}$ for every leaf $l$ in a DAT. Therefore, we can automatically place a '-' for schemes where $w>r$. In addition, the existence of a $(6,4, w)$-scheme remains unknown when $1 \leq w \leq 4$. Although we conjecture that such a scheme does not exist, we do believe that an $(n, n-2, w)$-scheme exists for larger values of $n$.


Figure 5.3: Exhaustive search results for $4 \leq n \leq 6$

## Chapter 6

## Conclusions and Future Work

In this thesis, we first surveyed several of the previous results pertaining to integer counters. We then explored lower bounds regarding the number of bit reads required to perform increment and decrement operations. In particular, it was shown that $r \in \Omega(\log \log L)$ bit reads are necessary to generate integers modulo $L$, whenever $e=1$ or $w=1$ [10, 19]. Moreover, we argued that, on average, no $(n, r, w)$-scheme can require fewer than $2-2^{1-n}$ bit reads to perform increment and decrement operations, implying that the SBC is optimal in this regard. Then, we examined a space-optimal counter that requires, in the worst case, $n-1$ bit reads and 3 bit writes to perform increment and decrement operations [3]. This counter was constructed from a $(4,3,2)$-scheme, which was found through an exhaustive search. Finally, we presented a technique for extending the ( $4,3,2$ )-scheme mentioned above, without having to increase the number of bit writes required. That is, for all $n \geq 4$, we established the existence of an ( $n, n-1,2$ )-scheme which supports increment and decrement operations. Furthermore, we showed how transform the above-mentioned $(4,3,2)$-scheme into a ( $5,4,1)$-scheme. Then, by using this ( $5,4,1$ )-scheme, we designed an ( $n, n-1,1$ )-scheme for all $n \geq 5$. In other words, we constructed an $n$-bit Gray code that requires, in the worst case, $n-1$ bit reads to perform increment and decrement operations. This construction disproves the conjecture that a DAT which generates an $n$-bit Gray code must have height $n$ [10, 2].

In terms of future work, there are many avenues that one could explore, and so we conclude with a list of open problems.

1. Improve the read complexity of space-optimal counters. In particular, space-optimal counters are only known to exist for values of $r \geq n-1$, though we conjecture that $(n, n-c, w)$-schemes exist, for any constant $c>0$.
2. The RPGC is an $n$-bit code that requires, on average, $O(\log n)$ bit reads to perform increment and decrement operations [2]. Is it possible to design a Gray code that reads, on average, fewer bits than the RPGC?
3. The ( $n, n-1,1$ )-scheme devised in chapter 5 requires, on average, $n-1$ bit reads to perform increment and decrement operations. Is there a Gray code that reads $n-1$ bits in the worst case, but only $O(\log n)$ bits on average?
4. Improve the lower bounds for space-optimal counters. In particular, to generate integers modulo $2^{n}$, at least $\log n+1$ bit reads are necessary. Can this lower bound be improved? Likewise, can one obtain an $\omega(1)$ lower bound for the average-case read complexity of quasi-Gray codes?
5. Several of the schemes surveyed in chapter 2 can only perform increment operations. Can these schemes be modified to also support decrement operations?
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[^0]:    ${ }^{1}$ Logarithms are taken to the base 2 .

[^1]:    ${ }^{1}$ The notation $[n]$ is used to denote the set $\{1, \ldots, n\}$.

