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Abstract		
Sustainability, reliability, and safety of complex industrial infrastructure are crucial worldwide 

issues. Long-term sustainable life quality, services and economic growth provided by modern 

life is dependent on the quality of the civil infrastructure. Highways, bridges, water networks, 

waste treatment facilities, and energy supplies are examples of vital civil infrastructure. 

Substantial investment is necessary for developing and maintaining these complex systems, 

which affect all parts of our modern life.  Corrosion is a key problem now pursuing the life-span 

of infrastructures and its effects are visible in most infrastructural systems.  

This thesis describes two complementary quantitative non-destructive testing methods for 

corrosion assessment of reinforced concrete structures. One based on the magnetic properties of 

the medium and the second one based on the acoustic properties of the medium. The first testing 

method use a novel passive magnetic developed for corrosion assessment of rebar within 

concrete structures. A prototype of a magnetic inspection device was designed and built in the 

NDT lab at the University of Waterloo, using magneto-inductive sensors. The prototype can scan 

reinforcement by moving it on the concrete surface to assess corrosion state without damaging 

the structure. This method is passive; meaning that there is no electrical current passing through 

the rebar. Different corroded rebars were scanned with the new device. Using signal processing 

methods, raw (not processed data) magnetic data were analyzed and results show that the 

scanning device and analysis method have potential for industrial application. The complete 

calibration of the prototype will be performed as a continuation of this research. 

By using the developed prototype, three different types of samples were tested. First tests were 

performed on a rebar with three holes at different locations and positions (top, bottom, and 

center). Experimental tests were done at two different locations in the lab. At each location, tests 

were repeated 10 times and averaged to account for local variability in the magnetic field. The 

maximum standard deviations of experimental results for tests set at Location 1 and Location 2 

are 13.6% and 21.4%, respectively. Numerical simulations were also performed for this 

experimental test data. Using signal processing techniques, hole locations were detected using 

this passive magnetic method. Also, different patterns were observed for each hole. This 

experimental test program was done as prove of concept.  
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The second set of tests was done on six rebars with different corrosion levels (metal loss). 

Penetration depth for the prototype and its ability to distinguish corroded bar from sound bar 

were tested first. Generally, increasing thickness of concrete (cover) decreases the detectability. 

However, the scanning prototype was able to detect corrosion for a concrete cover of 11 cm. 

Wavelet energy analysis was used as a signal processing method for analyzing experimental test 

data. Two trends were extracted in order to predict the percentage of metal loss in rebar by using 

the wavelet energy analysis. Although coefficient of correlation was 0.67 and 0.62 for X and Z 

direction respectively, two equations were developed and can be used as a general indicator for 

general metal loss prediction. Minimum and maximum level of detected corrosion was %4.7 and 

%14.3 respectively with ± %1 error. 

The last set of tests using the magnetometer device was done on three different rebars, which had 

local corrosion spots. These tests were done using a second version of the scanning prototype. In 

this version two parallel sensors were used to cover more area. A rotary encoder sensor was 

added to wheel in order to take the positioning and a memory card board was added to record 

raw data. The maximum standard deviations for each test were below 1.1%, considered to be an 

excellent result. Continuous wavelet transform was used to extract features from the raw data. 

The technique not only detected corrosion, but some inferences could be made about the type of 

corrosion as well. 

For the second testing methodology, ultrasonic surface waves were used as a complementary 

method to detect corrosion de-bonding in rebars. Reinforcement de-bonding from concrete is a 

major consequence of corrosion. A high frequency transducer (1MHz) and a laser vibrometer 

device were used to capture displacements at the end of rebar specimens. Surface wave analysis 

and numerical simulations have been done to detect reinforcement de-bonding. Results show that 

the peak-to-peak amplitude was in the range up to 4.7 times larger for a de-bonded bar compared 

to a perfectly bonded bar, because of leaking energy from rebar to the concrete in a perfectly 

bonded sample compare to de-bonded one.  Also, the peak to peak amplitude was 6.2 times more 

for the de-bonded rebar compared to the perfectly bonded rebar. These differences were clear in 

their Fourier transform results as well. 
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This thesis describes the development of a novel passive magnetic method and a new approach 

using ultrasonic waves to detect corrosion of rebars. A new prototype was designed and 

constructed and its final calibration is under development. Although each method measures 

different physic approaches, there are some quantified results from each to show the percentage 

of corrosion. Therefore, data fusion of the passive magnetic method with an ultrasonic method 

can increase the accuracy of corrosion detection as these methods are perfected and applied in 

the field.   
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Chapter 1  

1.1. Problem definition 

Reinforced concrete is one of the main construction materials for buildings, bridges, and 

platforms as well as for underground structures such as concrete pipelines and tunnels [1]. 

Generally, the durability and reliability of reinforced concrete requires being high in harsh 

environmental conditions such as those encountered in marine, cold weather climate, and 

industrial situations. However, instead of benefiting from long-term durability of high quality 

materials leading to good performance, the majority of concrete structures fail due to 

reinforcement corrosion [2]. Although there are specified lifetimes for concrete based on 

standards, there are numerous reasons, which cause exposure leading to the chemical or 

electrochemical attack of the steel reinforcement [3]. Hence, corrosion is a primary cause of 

reducing the durability of reinforcement concrete [4].  

From an economic point of view, the first known annual estimation of cost of corrosion was $5.5 

billion or 2.1 percent of 1949 GNP in the United States [5]. Corrosion damage just for reinforced 

concrete bridges in the United States is estimated between $325 and $1000 million per year in 

1991 [6, 7]. Also, based on the NACE Corrosion Costs Study, corrosion costs increased more 

than $1 trillion in 2012 [8]. Understanding the various types of corrosion helps in selecting an 

appropriate detection method. Corrosion types and characteristics are summarized in Table 1.1 

[9].   
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Table 1.1. Types and characteristics of most common corrosion processes [9]. 

Corrosion type Cause Appearance By-products 

Uniform attack 
Exposure to corrosive 

environment 

Irregular roughening of the 

exposed surface 
Scale, metallic salts 

Pitting 

Impurity or chemical 

discontinuity in the paint 

or protective coating 

Localized pits or holes with 

cylindrical shape and 

hemispherical bottom 

Rapid dissolution of the 

base metal 

Inter-granular 

or 

Exfoliation 

Presence of strong potential 

differences in grain or phase 

boundaries 

Appears at the grain or 

phase boundaries as uniform 

damage 

Produces scale type 

indications at smaller 

magnitude than stress 

corrosion 

Crevice 

Afflicts mechanical joints, 

such as coupled pipes or 

threaded connections. 

Triggered by local 

difference in environment 

composition (Oxygen 

concentration) 

Localized damage in the 

form of scale and pitting 
Same as scale and pitting 

Filiform 

High humidity around 

fasteners, skin joints or 

breaks in coating cause an 

electrolytic process 

Fine, meandering, thread-like 

trenches that spread from 

the source 

Similar to scale. Lifting 

of the coating. 

Galvanic 

Corrosion 

Corrosive condition that 

results from contact of 

different metals 

Uniform damage, scale, 

surface fogging or tarnishing 

Emission of mostly 

molecular hydrogen gas 

in a diffused form 

Stress 

Corrosion 

Cracking 

Mechanical tensile stresses 

combined with chemical 

susceptibility 

Micro-macro-cracks located 

at shielded or concealed 

areas 

Initially produces scale type 

indications. 

Ultimately leads to 

cracking. 

 

 

1.2. Major limitations in current technologies 

Several technologies can be used for detection, characterization, and quantification of corrosion 

damage in reinforced concrete structures. These technologies are part of the methods of Non 
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Destructive Testing methods (NDT). Table 1.2 shows the primary corrosion detection methods 

and their strengths and weaknesses [9].  

The most vital point in corrosion detection is assessing the health state of an inspected object and 

determining its remaining lifetime. This means that if a method accurately determines the 

corrosion level within a concrete structure and can give an estimate of condition before the 

structure is torn down prematurely, large operation costs could be avoided.  

Table 1.2. Conventional corrosion detection methods [11, 12]. 

Method Strength Weakness 

Visual 

• Relatively inexpensive 

• Large area coverage 

• Portability 

• Highly subjective 

• Measurements not precise 

• Limited to surface inspection 

• Labor intensive 

Enhanced Visual 

• Large area coverage 

• Very fast 

• Very sensitive to lap joint corrosion 

• Multi-layer 

• Quantification difficult 

• Subjective - requires experience 

• Requires surface preparation 

Eddy Current 

• Relatively inexpensive 

• Good resolution 

• Multiple layer capability 

• Portability 

• Low throughput 

• Interpretation of output 

• Operator training 

• Human factors 

Ultrasonic 
• Good resolution 

• Can detect material loss and  thickness 

• Single-sided 

• Requires coupling 

• Cannot assess multiple layers 

• Low throughput 

• Scattering problems 

Radiography 
• Best resolution (~1%) 

• Image interpretation 

• Expensive 

• Radiation safety 

• Bulky equipment 

Infrared Thermography 

• Large area scan 

• Relatively high throughput 

• “Macro view” of structures 

• Complex equipment 

• Layered structures are a problem 

• Precision of measurements 
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Visual inspection is one of the most common inspection methods, it is cheap and quick, but it is 

highly dependent on the operator's experience and is not suitable for detecting hidden corrosion 

[10]. 

Although some weaknesses are resolved using enhanced visual method, certain disadvantages 

remain, including:  

 Proper quantifying of inspection remains challenging. 

 A large effect of the operator's experience. 

 Surface preparation for good imaging. 

The Eddy current method is precise, but the main problems of this method include elaborate to 

human health and the necessity for high operator skill [11, 12].  

Ultrasonic probing is a common non-destructive test applicable to concrete, ceramics, and stone. 

Detecting general changes in concrete conditions such as identifying weakening areas because of 

cracking or de-bonding is a main advantage of the ultrasonic method. However, this technique is 

not applicable in some conditions such as cases with rough surfaces, cases where poor coupling 

with concrete surface and transducers is a difficulty, and in cases requiring crack detection [13].    

Using radioactive isotopes as radiation emitters in order to probe the concrete and detect the 

quality of concrete is another non-destructive method, which is also applicable to reinforced 

concrete. Gamma ray and X-ray methods are two subcategories of this method. Measuring 

density changes, locating voids, and detecting internal cracks are the main capacities of this 

method [14, 15].  

Measuring emitted infrared radiation from the surface of an object that has been subjected to a 

temperature change is a common thermography method. Heat flow through the surface of the 

object can be affected by delamination or internal or external cracks cause by corrosion. Then 

crack and delamination are two main defects, which are commonly detected by this method. Low 

risk and high inspection speed are two main advantages of infrared thermography method. One 
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main disadvantage of this technique is the effect of environment temperature changes on results 

[16]. 

1.3. Research objectives 

There are some limitations in the existing methods for corrosion/crack detection of rebar. Thus, 

this thesis presents an investigation of the potential use of passive magnetic method for detection 

of corrosion in rebars. Using an ultrasonic method to complement the magnetic data is also 

presented in this study. Accordingly this research project was planned based on the following 

steps: 

 Review of the theory and fundamental equations of ferromagnetic materials; 

 Application of  passive magnetic methods as a state of the art non-destructive testing 

method; 

 Developing an inspection prototype for recording the intrinsic magnetic field of 

reinforcement steel from the surface of concrete; 

 Using developed scanning device for experimental test; 

 Using signal processing methods to extract features related to defects (corrosion/crack); 

 Using ultrasonic experimental tests and numerical modeling as an alternative method; 

 

1.4. Methodology 

These objectives are achieved using the following items: 

 A first version of scanning prototype was designed and made just to prove the concept. 

This version had only one magnetic sensor and a main board to receive magnetic data and 

transfer it to PC. The second version of prototype was designed and made with four main 

improvements: 1-New main board with higher processing capability, 2-Two parallel 

magnetic sensors, 3-positioning sensor, and 4-Memory card board. This version of device 
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is a ready prototype. However, it needs following improvements which will be 

implemented for continuation of this research. Some of improvements can be following 

items: a) Robust positioning system, b) Wireless transfer system, c) A real time system 

for showing scanned data and analysis. 

 By using the new prototype three holes in rebar could be detected. These holes were 

placed in different locations and different positions.  

 Numerical simulations were done based on discrete finite element method to confirm 

experimental tests on rebar with three holes. 

 The developed prototype was able to distinguish generally corroded rebars with different 

percentage of metal loss with the range of %4.7 to up. 

 The penetration depth of developed device was tested. General corrosion effects on 

magnetic field around the rebars were detected by device while the distance between 

sensors and surface of rebar was 11 cm. Although, recorded magnetic field intensity was 

decreased by increased the distance between sensors and rebar.  

 Two preliminary equations using linear regression method were extracted using wavelet 

energy analysis on experimental test of generally corroded rebars.  

 Local corrosion of different rebars was detected by using developed device and 

continuous wavelet transform analysis. The depth of corrosion area was less than 0.5 mm. 

 Numerical simulation of ultrasonic transducer was done by using discrete finite element 

method. Calibration of transducer was done for the first time by using laser vibrometer. 

 Numerical simulation of longitudinal wave propagations were done for de-bonded and 

bonded rebar to the concrete cylinder.  

 Experimental ultrasonic tests were done on different de-bonded and bonded mortar 

cylinders.  

Numerical simulations and experimental tests were compared in all sections to confirm 

experimental tests. 
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1.5. Contributions 

The main scientific and engineering contributions of this project include: 

 a new prototype for corrosion/crack detection of reinforced concrete structures was 

developed. 

 the design of a signal processing methodology for analyzing passive magnetic data from 

experimental tests. 

 ultrasonic transducer is characterized using a laser vibrometer. 

 laser vibrometer measurements for detection of de-bonding in reinforced concrete sample 

are performed. 

1.6. Thesis organization 

This thesis is divided in two main parts: Experimental tests and numerical simulations. 

Experimental tests are based on Passive magnetic inspection method and ultrasonic method. 

Passive magnetic method test was done by using developed scanning device as a part of this 

research project. Ultrasonic test was done by using Laser vibrometer. Numerical simulations 

were done for all experimental tests by using discrete finite element method. Results of 

experimental tests and numerical simulations were compared at the end of each section. 

Eight chapters are current thesis are: 

Chapter 1 motivation, objectives, and the organization of the thesis are presented. 

Chapter 2 Introduction to nondestructive testing methods and methods that were used in this 

thesis.  

Chapter 3 Review of scanning device prototype, sensors, parts and its specifications.  

Chapter 4 Using developed device and signal processing methods for detection of three simples 

holes on rebar. 

Chapter 5 De-bonding assessment of reinforcement using ultrasonic testing method and laser 

vibrometer. 
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Chapter 6 General and local corrosion assessment of reinforcement using passive magnetic 

method. 

Chapter 7 Conclusion and recommendations. 
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Chapter 2  

2.1. Magnetic inspection method 

2.1.1. Active and passive methods 

One of the most significant differences between NDT methods is the way of obtaining 

information from an inspected object. For example, the ultrasound method generates elastic 

waves, sends these waves through the specimen, and then collects the reflected and refracted 

wave fields to detect the shape of the defect [17]. Active methods emit external potentials (e.g., 

acoustic excitation) and then receive the reflections and refractions from the waves passing 

through the object. On the other hand, passive methods simply use self-potential fields created or 

altered by the object.  In the case of acoustic energy, this could be, for example, the small 

internal acoustic events emitted during testing of the object (loading or heating). In summary, 

active method has a source and a receiver, but in passive methods there is just a receiver. Figure 

2.1 shows a schematic of NDT principles using active and passive methods. 

 

Figure 2.1. Schematic picture of active and passive methods [17]. 

2.1.2. Magnetic methods 

Magnetic property of ferromagnetic materials is the physical basis of magnetic inspection 

methods. Structural and mechanical properties of ferromagnetic materials are related to their 
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magnetic properties, so changes in structure or metal crystals such as the introduction of defects, 

corrosion, crack, excessive deformation, and so on, can potentially be detected by magnetic 

methods [18]. 

Ferromagnetic metals have the ability to hold an inductive magnetic field; measuring this 

magnetic field reveals inhomogeneity in the magnetization of metal. In a constant value of 

induced magnetization, non-damaged materials have uniform magnetic field, but any physical 

damage in the specimen causes to have a different magnetic response. This means that there is a 

magnetic leakage through each discontinuity in the metal such as cracks, corrosion, pitting, or 

any kind of crystalline changes [19]. The main active magnetic methods are: 

I. Magnetic particle inspection,  

II. Magnetic flux measurements,  

III. Electromagnetic microwave testing 

Each of these methods has advantages and disadvantages, but one main disadvantage of active 

magnetic methods is their repeatability. It is very hard to repeat the test for one to two years 

following each test depending on the magnetic properties of object, such as magnetic 

permeability and magnetic saturation because of the slow decay of the induced magnetization. 

Also, their penetration depth is not significant. 

It may seem that these disadvantages are not significant, but because of them, active magnetic 

methods are not applicable to concrete reinforcement assessment. For example, it is necessary to 

access the surface of the metal object when using the magnetic particle method. In addition, both 

the magnetic flux technique and the electromagnetic microwave method require being very close 

to the object [20]. 

Comprehensive literature review revealed that there is a need for quick and accurate method to 

assess corrosion and crack conditions of reinforcement. In other hand, passive magnetic 

inspection method has a potential to be a proper solution to solve this industrial problem. This 

method has been used to assess stress concentration zones for exposed industrial metal parts and 

also for underground oil and gas pipelines. 
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2.2. Passive magnetic method 

All known magnetic non-destructive inspection methods applicable to ferromagnetic materials 

can be classified as active or passive methods. The difference between active and passive 

magnetic methods is the same as for all inspection methods. In active magnetic methods, a 

specific magnetic field is applied from an outside source and then the response is captured by a 

receiver. In passive magnetic methods, residual magnetism of the system is measured. This 

residual magnetism can create a natural magnetic field around the object, perturb the Earth’s 

natural magnetic field, or affect any artificial magnetic field.  The residual magnetism of a 

ferromagnetic object is magnetic memory of object during the process of making or installing (as 

in the cold distortion of a reinforcing bar) [21]. 

The passive magnetic method is more complicated than active magnetic method. The natural 

residual magnetic of ferromagnetic materials which is result of magnetic field of earth or 

production process, is always much less than the magnetic value which is result of artificial 

magnetic induction methods. Therefore, a more sensitive and accurate device is needed to detect 

anomalies and distinguish the anomaly from the natural magnetic behavior. In addition, the 

passive magnetic method is directly related to stress condition of material. It is indirectly related 

to any kind of corrosions, defects, or cracks. Basically any changes in stress condition of 

materials can be detected by magnetic anomalies [21, 22]. 

Three physical factors cause residual magnetism in ferromagnetic materials [23]: 

I. External magnetic field during measuring process; 

II. Magneto-mechanical property of ferromagnetic materials; and 

III. The interaction of the natural magnetic field with defects and inhomogeneity in the metal 

crystals and structure. 

2.2.1. Fundamental definitions of magnetism 

Important definitions about magnetism and ferromagnetic material properties are listed here.  
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Magnetic	moment:		

Magnetic moment is the property of ferromagnetic material to have a mechanical moment with 

an applied magnetic field. Magnetic moment associated with individual electrons is the main 

reason of macroscopic magnetic properties of materials. Magnetic moment is a positive vector 

quantity which shows the object tendency to align with a magnetic field. The motion of electron 

charges and spin angular momentum are two main sources of magnetic moment. It happens by 

applying a magnetic field or mechanical force. A magnetic moment which appeared because of 

mechanical force is called mechanical magnetic moment [24]. 

Magnetic	induction:	

Magnetization process of a ferromagnetic material like iron in a magnetic field, or under 

mechanical force is magnetic induction. Magnetic induction is designated by B , and shows the 

direction and magnitude of the magnetic force's influence on the rotation direction of dipoles 

[24]. The total magnetic induction is the sum of the contributions of all of the current regions, 

and is expressed as follows [23, 24]: 

0
34




  
  I
B dl r

r
                                                                                                               (2.1) 

Here, μ0 is the magnetic constant (4π×10−7 N/A2), 

r  is a unit vector from the basic current I to 

the induction point, r is the distance between basic current and induction point, l is the length of 

specimen and 

B  is the magnetic induction (Figure 2.2). The mechanical force, vector


F , at the 

center of the magnetic field 

B  can be derived from the equation below [24]: 

F I dl B 
  

                                                                                                                              (2.2) 
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Figure 2.2. Magnetic induction. 

There are several loops (magnetic flux) around permanent magnets materials which the closest 

loops path is called magnetic circuit. Calculating the force influencing the current circuit from 

the following equation is easy.  

 


m

dB
F p

dn
                                                                                                                               (2.3) 

This equation uses the circuit radius which is shorter than the distance from the field source to 

the circuit which was used in the previous equation (eq. 2.2) [24].  



 
m

m

P n

P n
 

where n is turns per unit length and Pm is magnetic moment. The direction of the force is the 

same as the direction of the circuit magnetic moment


mp  which induced the magnetic field [23]:  

A mechanical magnetic moment is then obtained from the following equation [24]: 

 
  

Mex mM p B                                                                                                                       (2.4) 



14 
 

Magnetic	saturation	

For each ferromagnetic material, there is a maximum magnetic magnitude which by increasing 

the magnetic field or mechanical force, it does not increase more. In this situation the 

ferromagnetic material is at the magnetic saturation point [24]. 

2.2.2. Ferromagnetism 

Some metals can have a permanent magnetic moment when there is no external field; moreover, 

these materials can manifest a high magnitude of magnetic susceptibility. These are 

characteristics of ferromagnetic materials and transition metals like iron, nickel, cobalt, and some 

rare metals like gadolinium (Gd). These metals have a magnetic susceptibility higher than 106 

(Magnetization per unit volume). The permanent magnetic character of ferromagnetic materials 

is the result of magnetic moments of atoms. Spins of electrons in the atom result from the 

structure of electrons, and the orbital motion around the nucleus causes the magnetic moment. 

Magnetic domains are the regions of crystal in which the direction of spins in the atoms are 

aligned in the same orientation.  A combination of all domains with aligned electrons is cause of 

magnetic moment in ferromagnetic material.  

Ferromagnetic	domain	theory		

Domains are small regions within which local magnetization is saturated. Each specimen is 

composed of these domains in which the magnetization directions are both similar and different. 

Figure 2.3 (a, and b) shows the schematic view of domains with zero induction magnetic field for 

single crystalline and polycrystalline samples, respectively [24].    

There are two ways of magnetizing specimens: first by increasing the volume of domains which 

are oriented respectively to the magnetic field orientation and second by rotating the 

magnetization direction to the field direction. Figure 2.4 shows these two methods. Domain 

boundary displacement usually happens in weak fields while magnetization rotation usually 

happens in strong fields [24].   
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Figure 2.3. Schematic view of domains with 0 induction magnetic field. (a). Single crystal 
sample. (b). Polycrystalline sample [24].  

 

Figure 2.4. Different processes of magnetization. (a). non-magnetized crystal. (b). magnetization 

by domain boundary displacement. (c). Domain rotation magnetization (H arrow shows the 

magnetic induction direction) [24]. 

Five different factors must be considered in domain analysis [25]: 

(b) 

(a) 

(H) (H) 

(c) (b) (a) 
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 Crystal anisotropy: This measure the force tending to hold magnetization of domain 

parallel to direction of easy magnetization.   

 Block wall: In traversing a domain boundary the adjacent spins are not parallel; the forces 

of exchange interaction tend to make them parallel while the spin-orbit anisotropy tries to 

hold them parallel to a direction of easy magnetization. A force is necessary to move a 

wall to a position in which the anisotropy of crystal structure or strain is greater. 

 Action of magnetic field: This tends to align the magnetization parallel to the field.  

 Surface charge of magnetization: The occurrence of magnetic poles on the surface of the 

specimen, or on inter-domain boundaries is associated with a magnetic field which 

spreads out through space and also reacts with the magnetization of material. 

 Strain anisotropy: Similar to crystal anisotropy, but organization in lattice deformation, 

probably through spin-spin or spin-orbit coupling. 

These factors are the main components of corrosion detection based on passive magnetic method 

which will be further discussed in next chapters. 

Domains	origin	

Magnetic domains are result of contributions of energy exchange (magnetic field, mechanical 

effect), and anisotropy of ferromagnetic materials. Two experimental methods are used to 

identify these domains: 

1- Magnetic powder patterns method to take microphotographs of domain boundaries. Bitter 

(1931) has proven that shapes and sizes of domains exist as expected theoretically, and 

are affected by mechanical and magnetic forces [27]. 

2- Polarized light with an appropriate optical analyzer method in used to reveal magnetic 

domains. In this method the angle between the light beam and magnetization direction 

affects the reflection coefficient of the surface [28].  
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Figure 2.5 shows the simple structure of domains, representing a cross-section of a single crystal 

of ferromagnetic material [24].  

 

Figure 2.5. Domains origin. (a). Saturated single domain. (b). Dividing the single crystal in to 

two domains. (c). N number of domains. (d). Domain arrangement with zero magnetic energy. e. 

N numbers of domains with final zero magnetic energy [24]. 

Anisotropy energy of crystals is the energy required to form domains in the specimen’s crystals. 

This energy forms magnetic domains along the specific crystallographic axes, and the preferred 

axis is easily magnetized. These axes differ from one specimen to another. The magnetization 

may be easy or difficult according to these specific crystallographic axes in each specimen [24]. 

Figure 2.6 shows microscope images of magnetic domains in nano-crystalline alloys with 

different percentage of Cobalt (0%, 20%, 40%, and 60%). There is an increase in number of 

domains by increase in Cobalt percentage. Also in Figures 2.6(c) and 2.6(d), the extension of 

domains wall are at induced magnetic anisotropy directions shown by the black arrow at the left 

of Figure 2.5. It can be because of the effect of Cobalt as a more magnetized metal than Iron 

[29].  

(b) (c) (a) 

(e) (d) 
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Figure 2.6. Microscope image of magnetic domain with direction of induced magnetism (black 

arrow) and oriented magnetic domains [29]. 

  

2.2.3. Magnetization process of ferromagnetic materials   

External	magnetic	field	

The effect of an external magnetic field on the magnetic moment vectors of atoms causes 

changes in the angular position of the appropriate electron’s orbit. This is the magnetization 

process of ferromagnetic material in the external magnetic field [31, 33].  

The external artificial magnetic field, while re-orienting the magnetic moment vectors of atoms, 

changes the direction of the proper magnetization resulting vector. Then, it changes the domain's 

magnetization direction. This effect cause changes in magnetic memory of specimen [34, 35].   

For example, figure 2.7 shows the effect of an external magnetic field on a Pt/Co/AlOx Nano 

wire. The blue arrow (thick arrow) shows the direction of magnetic field and the black arrows 

show the changes in the domain's magnetization direction respectively from the domain wall to 

the end [33]. 
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Figure 2.7. The external magnetic field and its effect on the domain magnetization direction. 

(Blue arrow (thick arrow) shows the applied artificial magnetic, black arrows shows the direction 

of dipoles in magnetic domains) [33]. 

Mechanical	force	(magneto‐mechanical	effect)		

Shape and volume changes are the most significant effects of external force field on a 

ferromagnetic specimen. Atomic density is a function of lattice strain state. Therefore, any 

changes in the lattice geometry have an effect on atom densities, then changes in domains shape 

and volume. Positive dislocation of planes causes these changes and finally changes the magnetic 

moment of the object [24]. Changes in magnetic properties based on changes in geometry 

dimensions are referred to as the magneto-mechanical effect [51-53]. Stress changes the 

magnetism and magnetic properties of the object as a result of changes in domain structures [54]. 

The following equation defines magnetism as a function of applied stress: 

  2

1
1 an

an irr

dMdM
c M M

d d


  
                                                                                        (2.5) 

where anM  an hysteric magnetization (A/m), irrM irreversible magnetization (A/m), c  ability of 

magnetic domains to be magnetized,   stress, and  
1

2E   is the material property related to 

the Young’s modulus (E), and ξ is a coefficient with dimensions of energy per unit volume. This 

equation illustrates that magnetization based on stress changes also depends on the irreversible 
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component of magnetization ( irrM ) and losses in the magnetization curve of the material ( anM ). 

Irreversible component of magnetization means the magnetic value of specimen which does not 

change if the mechanical effect be released, and anhysteric magnetization means the amount of 

magnetic value of specimen which decreases mechanical force is released [50]. The angle 

between applied stress and magnetization field is also important; the effect of this angle (θ) is 

based on strain energy ( E ) resulting from the application of external stress. Therefore, 

23
cos

2 sE                                                                                                                 (2.6) 

where s is the saturation magnetization and is therefore also the maximum possible magnetic 

magnitude of a ferromagnetic material [50]. 

A strain level affects the magnetic magnitude of ferromagnetic materials. These changes are 

sometimes reversible and sometimes irreversible [36]. Figure 2.8 shows the effect of tensile 

stress on the magnetism of an object. In this example, magnetism has a linear relationship with 

compression stress, but for tension it is not linear. When the stress is released from the specimen, 

it loses its magnetic magnitude; conversely, when it is under stress, the magnetic magnitude of 

an object increases [39]. In some materials, at different values of magnetization, an irreversible 

change of magnetization due to stress changes takes place. Figure 2.9 shows this irreversible 

change in a magnetic magnitude of ferromagnetic material at due to stress changes. This 

behavior is evidenced by all ferromagnetic materials, but the values at which an irreversible 

change takes place depend on the different properties of each material [37]. 



21 
 

 

Figure 2.8. Reversible magnetization changes due to tensile stress changes in different magnetic 

field strengths [36]. 

  

Figure 2.9. Irreversible magnetization changes due to stress changes in different magnetic field 

strengths [36]. 

2 
2 
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Magnetic	hysteresis	

Magnetization in ferromagnetic materials is produced by an external magnetic field and is 

affected by changes in stress or temperature. The resulting magnetic value can be reversible or 

irreversible. Many different experiments have been performed to determine the effects of stress 

and temperature on the magnetization of ferromagnetic materials. Generally, with a small 

magnetic field or stress change, it is expected to see reversible behavior after release. While, it 

does not happen most of the time because there is always a small amount of magnetic field 

everywhere [36]. It has also been proven that cyclic stress causes irreversible changes in 

ferromagnetic materials [40].  

Figure 2.10 shows the typical curve of magnetic hysteresis due to the applied external magnetic 

field. In this graph the values of the magnetization field (H) are plotted versus the intensity of 

magnetization (I). Clearly, the magnetization curve differs from the demagnetization curve [41], 

and this is the hysteresis effect. 

 

Figure 2.10. Typical hysteresis loop of ferromagnetic material [41]. 
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2.2.4. Relative magnetic permeability as a function of external magnetic field and 
stress 

From a practical perspective, relative magnetic permeability is an important magnetic 

characteristic of ferromagnetic materials. The relative magnetic permeability is a key for any 

analytical definition of the effect of magnetic intensity on ferromagnetic materials and the value 

of their magnetization [42].  

The magnetic relative permeability of a ferromagnetic material is expressed by a coefficient 

which is related to the intensity of magnetization field and induction.  There are four types of this 

coefficient [23]:  

 static 

 dynamic 

 differential 

 initial  

Gradual changes in the intensity of the magnetic field H and its correlation with induction B  

characterize the static relative magnetic permeability through this linear expression: 

 0/st B H    [23].  

Magnetic viscosity or magnetic creep is magnetic relaxation or a delay of the change in magnetic 

value of a ferromagnetic material after releasing the external magnetic field [43]. 

Differential, initial, and maximum permeability terms are defined to explain the effect of 

nonlinear magnetic intensity of the induced field. Differential magnetic permeability is the 

differential value of the  B H curve at a point I; the equation is  0/B H   , and the ( )H  

curve is obtained from all of those points. The maximum permeability maxd  is the maximum 

value of the ( )H  curve. Interpolation of ( )H  curve at zero magnetic intensity gives the 

initial magnetic permeability. Figure 2.11 shows the difference between magnetic permeability 

types on the  B H curve of a ferromagnetic material [23]. Dynamic permeability is a definition 
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for magnetic permeability which changes over a time by changes in induction magnetic field 

[55]. 

 

Figure 2.11. Typical  B H curve of ferromagnetic material with permeability curve and dmaxH

[23]. 

Determination of maxdH for each type of permeability is not difficult and can be determined by 

the permeability versus magnetic field intensity curve. Figure 2.12 shows the static and 

differential permeability curves, so the maxdH for both curves is easy to recognize [24].   

Figure 2.12 compares methods of static and differential relative magnetic permeability 

determination of ferromagnetic magnetization. Assessing the precise determination of maxdH -the 

intensity at which the magnetic permeability has at its maximum, is a little complicated in this 

case [24].  

Hdmax 

μdmax 
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Figure 2.12. Static and differential magnetic permeability [24]. 

Finally, the general equation of relative magnetic permeability is defined as [24]: 

0

1 d
B

dH



   
 

                                                                                                                       (2.7) 

Where 0 is the magnetic permeability of free space and is equal to 74 10 H m   [23]. 

	Magnetic	saturation	process		

Increase in the intensity of an external magnetic field causes an increase in ferromagnetic 

magnetization because of reorientation of magnetic domain vectors to the direction of the applied 

field. This magnetization is a non-linear curve even with a linear increase of the magnetic field, 

and the curve has a step-wise nature which is called the Barkhausen effect. During the 

displacement of domains, the shifting of domain walls increase domain volumes, and causes to 

change in shape, and domains dimension. Therefore the magnetization curve of the 

ferromagnetic material will be non-linear and shows hysteresis.  

There are five typical regions on a magnetization curve which generally occur in most 

ferromagnetic materials during the magnetization process [43]: 
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Region-I: Primary magnetization region, where 0B H    . Mainly, displacements of domain 

boundaries occur in this region at a constant rate with the magnetic field changes because of 

initial magnetic permeability.  This region is also the reversible magnetization phase [24].  

 Region-II: In this region, called the Rayleigh region, the relative magnetic permeability 

increases linearly, and magnetization results from the displacement process of the magnetic 

domain boundaries. Part of this response in this region is reversible – linearly dependent on H – 

and part is irreversible – approximately dependent on H [24]. 

Region-III: This region consists of rapid magnetization growth accompanying irreversible 

displacement of domain boundaries. The highest value of relative permeability occurs in this 

region [24].  

Region-IV: In this region, also called the transformation region, the saturation point is 

approached and plays an important limiting role [24] on the shape of the magnetization 

relationship. 

Region-V: The saturated region [24].  

Figure 2.13 shows the five typical regions of ferromagnetic materials magnetization process 

from zero magnetic value, up to the saturation point [23]. 

 

Figure 2.13. Five regions of ferromagnetic materials magnetization process [24]. 
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Relationship	between	magnetism	and	mass 

Individual electron behavior is the basic cause of magnetic moments, and leads to the 

macroscopic magnetic properties of materials. Magnetic moments of each electron can be 

generated from the orbital motion of electrons around the nucleus and the electron spin. These 

two motions orbit around the axis of the atom’s center and around the spin axis, respectively. In 

this situation each electron is a small magnet with permanent orbital and spin magnetic moments 

[44].  

The Bohr magneton μB with a magnitude of 9.27×10-24 Am2 is the indivisible quantum of 

magnetic moment. Therefore, the spin magnetic moment for each electron in an atom is ±μB, and 

the orbital magnetic moment is equal to μBm1, where m1 is the magnetic quantum number of the 

electron [44].  

Orbital moments and spin moments of some electron pairs cancel each other in each individual 

atom. For instance, spin up cancels the spin moment of an adjacent atom with spin down. The net 

magnetic moment is the sum of all the magnetic moments of each of the electrons which result 

from both spin and orbital contributions. The response of electrons and atomic dipoles to the 

applied magnetic field cause material magnetism [45]. 

In ferromagnetic materials, atomic magnetic moment arise from sustained (permanent) electron 

spin as a consequence of the electron structure, and is the main reason for a permanent magnetic 

moment in a magnetized ferromagnetic material. The orbital magnetic moment is quite small in 

comparison to the spin moment, yet it still has an effect on the magnetism of ferromagnetic 

materials. Adjacent atoms which align with one another has non-zero net spin magnetic moments 

because of coupling interactions, although the origin of atomic coupling interactions is not 

completely understood [46].  

The saturation magnetization, Ms, occurs when all dipoles are mutually aligned with the external 

field. This is dependent on saturation flux density Bs, and is equal to the sum of the net magnetic 

moment of each atom and the number of atoms present. For example, the net magnetic moment 

for iron (Fe) is 8.22 per atom, and to calculate the saturation magnetization one may say that 

[48]: 
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s BM C N                                                                                                                                (2.8) 

Here, C is the net magnetic moment per atom for the specific ferromagnetic material, B is the 

Bohr magneton constant, and N is the number of atoms per cubic meter. The number of atoms is 

[47]: 

A

material

N
N

A


                                                                                                                                (2.9) 

Where   (g/m3) is the density of the ferromagnetic material, materialA  (g/mol) is its atomic 

weight, and AN (atoms/mol) is Avogadro’s number. 

Therefore, for ferromagnetic materials H M , magnetic flux density will be [47]: 

0 0 0B H M B M                                                                                                         (2.10) 

Temperature	effect	on	magnetic	properties		

Magnetic characteristics of materials can be influenced by temperature. The magnitude of 

thermal vibration of atoms increases with an increase in temperature, and also randomizes the 

direction of an atom’s moment. This effect causes more and more dipoles to be misaligned as the 

temperature increases, thus decreasing the saturation magnetization level.  The Curie 

temperature, Tc, defined for each ferromagnetic material, is the temperature at which the 

magnetic saturation becomes zero (magnetization becomes impossible. Above this temperature, 

the coupled spin forces remain totally disrupted and ferromagnetic materials acts as 

paramagnetic materials. For iron, cobalt, nickel, and Fe3O4, Tc values are 768˚C, 1120˚C, 335˚C, 

and 585˚C, respectively. Figure 2.14 shows the saturation magnetization changes based on 

temperature for iron and Fe3O4 [49]. In the case of heat works on specimen, there is a big 

difference between heat work area and other area and there will be an anomaly on magnetic data. 

This anomaly is not related to any kind of defects. 
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Figure 2.14. Magnetic Saturation versus temperature [49]. 

 

2.3. Ultrasonic method 

One of the most essential construction materials in civil structures (e.g., buildings, bridges, 

platforms), and also underground structures (e.g., roadbeds, concrete pipelines and tunnels), is 

reinforced concrete (RC) [56]. Usually reinforced concrete is designed to be in service for more 

than 100 years in harsh environmental condition [57]. External environmental conditions such as 

exposure to corrosive industrial fluids, solutions of road salt, and service temperature, are known 

to considerably affect the durability and longevity of RC structures. Defects (corrosion and 

cracks) in steel reinforcement result from these conditions, and decrease the strength of RC 

structures, thus increasing their failure risk. 

Recently there has been a lot of work to improve quality of concrete matrix [58], or different 

reinforcement protections [59, 60, and 61]. Although these attempts increased service time of RC 

structures, but deterioration process of reinforcement never stops. Hence, condition assessment 

of RC structures is still vital to assess their serviceability and their level of safety. Standard 

ultrasonic as a Non Destructive Testing (NDT) method has been used for more than sixty years 
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in industrial applications. Applying 0.2-30 MHz range of bulk wave, measuring arrival time, and 

calculating probable discontinuities are main procedure of regular ultrasonic methods.  

One of the most well-known non-destructive testing methods for underground pipelines is the 

ultrasonic method which is based on introducing high frequency sound waves to propagate into 

the inspection object. The range of frequency varies between different types of ultrasonic 

methods, but usually it is between 0.5 MHz to 20 MHz. Attenuation of sound waves because of 

mechanical properties of the inspection object, intensity of sound waves, and reflection of waves 

from the opposite surface of the object are the main approaches to measurement in this method 

[61].  

Two main categories of conventional ultrasonic methods are the pulse echo method, and the 

transmission method. Pulse echo methods are based on reflection of sound wave from opposite 

surfaces. Capturing and analyzing reflected waves from the opposite surface and also from the 

surfaces of defects such as cracks is the main basis of this method. Arrival time and the degree of 

reflection depend largely on the condition of the inspection object. Capturing transmitted wave 

from the opposite site, measuring the arrival time, and comparing result with healthy condition 

are main approaches of the through-going transmission method [61].   

Ultrasonic testing methods have experienced impressive developments in recent years, and now 

it they have become well-known methods in industry and in many different applications [62]. 

These developments contain applying remote operation of probes, some automatic operations, 

using different kind of waves, improved processing systems, using high accuracy transducers, 

and using newly-developed analysis software. Data processing methods of increased efficiency 

and reliability for ultrasonic methods now exist. These developments have allowed professionals 

in this area to develop new branches of ultrasonic methods such as the guided wave method [62]. 

Two main advantages of the guided wave method are: first, it is more appropriate for pipe 

inspection over a long distance, and the second one, it permits rapid inspection of the pipe’s wall 

thickness. Comparing to the conventional point by point ultrasonic inspection method, this 

method can be used much more efficiently. Another advantage of this method in addition to fast 

inspection over a long distance is inspection capability for underground or underwater pipelines 
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while they are in service. The possibility of inspection for different parts and joints with complex 

geometry is another potential advantage of this method [63, 64]. 

In this section, different types of elastic wave propagation and their application in the non-

destructive testing area are explained. The basis of the guided wave method, its application, its 

advantages and disadvantages, limitations and weaknesses are the main topics addressed in this 

chapter. The following chapter addresses setting up different experimental tests on different 

types of water pipelines. These tests are the first step in applying guided wave principles, 

especially the use of the Lamb wave, to determine remaining wall thickness of underground 

water pipelines.  

2.3.1. Surface waves 

Being dispersive and guided in heterogeneous medium are two main properties of surface waves 

which cause them to be useful for NDT applications [65]. Surface waves propagate along a free 

surface (such as earth-air) or along an interface between materials with different elastic 

properties, these are called Rayleigh (1885) waves (R-wave) [66, 67 and 68]. Lamb waves (L-

wave) are another type of surface waves which refer to the propagation of a strain wave as the 

result of the presence of two close boundaries, as in a plate. The particle displacement in Lamb 

waves is in two directions; there is a component of movement in the propagation direction, and 

another component perpendicular to the plane of the plate [69].  

The major difference between R-waves and L-waves is the condition of the surface that they 

propagate in; R-waves propagate along one free surface like the interface of ground and air (a 

half-space), whereas L-waves propagate in the presence of two free surfaces like plates. When 

the frequency is sufficiently high so that the wavelength is much smaller than the thickness of the 

plate, then it is expected that L-waves behaves like R-Waves. Both of these two modes (R-wave, 

L-wave) are dispersive when the medium is heterogeneous, and this means that in different 

frequencies they have different velocities. Therefore over different distances, they have different 

propagation pulse shapes [70].   
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2.3.2. Lamb waves concept 

R-waves have a small penetration depth from the free surface, but when the medium is thin 

enough to let the R-wave travel from the top to the bottom surface effectively, and then it 

becomes a flexural Lamb wave (L-wave). For this to occur, the thickness of medium should be 

almost equal to wavelength [70, 71]. Particle displacements occur parallel and perpendicular to 

the wave propagation direction, as for Rayleigh waves, and L-waves propagate in two modes: 

symmetrical and anti-symmetrical (Figure 2.15). L-wave velocity is related to the frequency, so 

it is important to make a distinction between phase and group velocity. The L-wave phase 

velocity depends on parameters like the order of the mode (0th, 1st, 2nd …) [72], whether the 

motion is symmetrical or anti-symmetrical, frequency, plate thickness, and the nature of the plate 

material.    

 

Figure 2.15. Lamb wave modes. (a). symmetric. (b). anti-symmetric [73]. 

The most important mode in L-wave studies is the fundamental mode [72]. L-waves are 

dispersive and their equation of motion can be expressed by the Rayleigh-Lamb frequency 

(a) 

(b) 
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equation [74]. To get the equation of motion we need to start looking at Newton’s second law 

which can be written as: 

 
2

2

xyxx xz u
x y z x y z

x y z t

   
             

                                                                        (2.11) 

Where ρ is the density and u is the displacement. This equation can be written in x, y and z axes 

as well. So, for displacement in x axis: 

2

2

xyxx xzu

t x y z

  
        

                                                                                                  (2.12) 

From Hooke’s law, the stress parameters of the equation can be replaced by elastic relations of 

an isotropic material: 

2xx xx    , xy xy   , xz xz     

where λ and μ are the elastic constants (Lame’s constant), 
u v w

x y z

  
   

  
 is the volumetric 

strain, v and w are displacements in axes y and z respectively. 

Result from combining Hooke’s law and Newton’s second law is wave equation: 

 
2

2
2

u
u

t x

 
    
 

                                                                                                       (2.13) 

where 
2 2 2

2
2 2 2x y z

  
   

  
 is Laplacian operator.  

In the case of traction-free surface in xy plane with z is positive through the interior of the solid, 

for the 2D solution of wave equation, the potential functions are given as: 

u
x z

 
 
 

  and w
z x

 
 
 

                                                                                               (2.14) 

For dilation and rotation: 
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2u w

x z

 
     

 
 and 22 x

u w
w

z x

 
    
 

                                                                       (2.15) 

where ϕ and ψ are correspond to dilation and rotation respectively.  

Using wave equations (2.13, 2.14 and 2.15): 

     
2 2

2 2
2 2

2
x t z t x z

          
                     

                                                    (2.16.a) 

     
2 2

2 2
2 2

2
z t x t z x

          
                     

                                                    (2.16.b) 

Helmholtz equations can be achieved from these equations: 

2
2 2 2

2

2
pV

t

     
        

                                                                                               (2.17.b) 

2
2 2 2

2 sV
t

   
        

                                                                                                     (2.17.b) 

where Vp and Vs are wave compressional and shear wave velocity respectively.  

Harmonic solution in axis x by applying Eqs. 2.17, sinusoidal wave traveling in axis x with 

frequency f = w/2π and velocity c = w/k: 

 ( ) i kx wtF z e                                                                                                                        (2.18.b) 

 ( ) i kx wtG z e                                                                                                                        (2.18.b) 

where 1i    , k is the wave number, F and G are the functions of amplitudes in axis z. 

Applying Vp and Vs into Eqs. 2.18: 

     22
2

2 2
p

d F zw
F z k F z

V dz
                                                                                              (2.19.a) 
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     22
2

2 2
s

d G zw
G z k G z

V dz
                                                                                              (2.19.b) 

The general solution of Eqs. 2.19 will be: 

  1 2
z zF Z A e A e    and   1 2

z zG Z A e A e    

By using 2 2 2 2/ pk w V    and 2 2 2 2/ sk w V   in the general solutions of Eqs. 2.19 we will 

have the potential equation of surface wave: 

( )z i kx wtAe e                                                                                                                       (2.20.a) 

( )z i kx wtBe e                                                                                                                      (2.20.b) 

By applying boundary conditions 0zz zx     and having c = w/k = VR which is basically the 

surface (Rayleigh) wave velocity, Rayleigh frequency equation can be achieved as below: 

42 22

16 1 1 2R R R

P S S

V V V

V V V

         
           
              

                                                                               (2.21) 

Finally vertical and horizontal displacements can be derived as below: 

( )
2 2

2z z i wt kxu Aki e e e
k

   
     

                                                                                    (2.22.a) 

( )
2 2

2z z i wt kxw Ak e e e
k k

    
     

                                                                                 (2.22.b) 

The brackets present the attenuation of displacement within the depth of the medium.  

To have a Lamb wave propagation equation in a plate with two traction-free surfaces, we have 

[69]: 
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cosh( ) sinh( )i x i x
s aA z e B z e                                                                                            (2.23) 

cosh( ) sinh( )i x i x
s aC z e D z e                                                                                          (2.24) 

The factor i te  is dropped for briefness. So, if we consider that the stresses xz and zz  are equal 

to 0 at the plate boundaries z d  , then we have: 

These equations are satisfied only when the following are also satisfied:  

 
 

2 2

2 2

cosh 2 cosh 0

2 sinh sinh 0

s s

s s

dA i dD

i dA dD

    

    

   


  
                                                                            (2.25) 

 
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2 2

2 2

sinh 2 sinh 0

2 sinh sinh 0

a a

a a

dB i dC

i dB dC

    

    

   


  
                                                                            (2.26) 

The Rayleigh-Lamb frequency equation will be the determinants of Eq. 2.25 and Eq. 2.26 which 

correspond to the Eigen values of  (wave number). The Rayleigh-Lamb wave frequency 

equation for symmetrical and anti-symmetrical waves can then be written as: 

 
   

2

22 2

tanh 4
0

tanh

d

d

 
  

 


                              (Symmetrical)                                                (2.27) 

 
 

 22 2

2

tanh
0

tanh 4

d

d

 
 


                              (Anti-symmetrical)                                           (2.28) 

Considering only real roots of these equations and noting that    tanh tand i i d  and for 

2 2 2 ,pV  and 2 2 2 ,sV    Eq. 2.27 and Eq. 2.28 can be written as: 

 
   

1
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22 2

tan 4
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d

d

 
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
 
  
  

,              
+1 = symmetrical

-1 = anti-symmetrical





                                            (2.29) 
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A limited number of symmetrical and anti-symmetrical L-waves can occur at different 

frequencies at which their phase and group velocities will be different. As frequency tends to 

zero, the order of the L-wave is fundamental or 0th mode, and by increasing frequency, higher L-

wave modes appears. The total number of symmetrical and anti-symmetrical L-waves with 

critical frequencies at which higher Lamb modes appear can be expressed by following equations 

[69]: 

2 2 1
1

2s
s p

d d
N round round

 
  

     
    

                 (round = integer value)                             (2.30) 

2 2 1
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2a
p s

d d
N round round

 
   

      
    

                                                                                  (2.31) 

By solving Eq. 2.29 numerically, the dispersion curves can be obtained. Dispersion curves show 

the changes in phase or group velocities base on changes in frequency for different Lamb wave 

modes. Dispersive curves can be plotted by using different variables like frequency or velocity.  

Figures 2.16(a) and 2.16(b) present normalized phase (a) and group velocity (b) of L-wave 

modes in an aluminum plate. Velocities were normalized to the shear velocity and frequency is 

normalized to sd , and numbers refer to L-wave modes (e.g. s0 and a0 for fundamental mode, s1 

and a1for 1st mode, and so on) [69]. 
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Figure 2.16. Normalized dispersion curves of L-wave modes in an aluminum plate. (a). phase 

velocity. (b). group velocity [69]. 

At high frequencies the symmetrical and anti-symmetrical Lamb waves come together and 

transfer to R-waves at the surfaces because the plate thickness becomes large with respect to the 

penetration depth of the R-wave. At this condition, the waves do not interact with the other 

surface and then L-waves will not be generated. By looking at Eq. 2.29, when the frequency is 

high enough we can assume    tan tan 1d d   , which at the limit becomes a Rayleigh wave 

equation. On the other hand, when the frequency is low, the following approximation can be 

considered to be sufficient [69]: 
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2 2

2 2
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d h d

d h d
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                                                                                                    (2.32) 
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To find the velocity for fundamental L-wave modes at low frequencies, Eq. 2.32 and Eq. 2.29 

can be combined, leading to [69]: 
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                                                                                                            (2.33) 

 Here, E is Young’s modulus; extV is the symmetrical L-wave velocity when it is in fundamental 

mode. The L-wave phase velocity varies from this value to flxV which is the global flexural mode 

of the plate and varies with the frequency (wave number) [69].   

In order to find the particle displacement, the potential function can be written as follows: 

   cosh sinhs ai x i x
s s a aA z e B z e                                                                                    (2.34) 

 
   

   
   

 
2 2 2 2

2 sinh 2 sinh
sinh sinh

sinh sinh
s ai x i xs s s a a a

s s a a

s s s a a a

i d i d
A z e B z e

d d
      

  
     

 
 

             (2.35) 

Where 2 2 2
, ,s a s a pV    , and 2 2 2

, ,s a s a sV    .  By considering the potential functions as 

the sum of symmetrical and anti-symmetrical motions, the particle displacements can be written 

as [69]: 
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Where A and B are arbitrary constants. There is a phase difference of 2 in Eq. 2.36 in both 

symmetrical and anti-symmetrical L-wave modes between the horizontal and vertical 

displacements. Figure 2.17 presents particle displacements in L-wave modes of a plate with

 0.34, 1, 6R td d     [69]. By increasing the thickness of plate, the properties of the 

wave’s s0 and a0 change; they become more and more like one another until the condition of the 

R-wave is recovered [69]. 

 

Figure2.17. Particle displacements for L-waves [69]. 

 

2.3.3. Wave propagation in circular cross-section bodies 

Three modes of wave propagation in a circular cross section bodies are: longitudinal waves, 

torsional waves, and flexural waves. By assuming rotational symmetry of the rod with regard to 

the x axis, longitudinal elastic waves in structural rod specimen can be simplified. Because of the 

symmetry in all components (displacement, and stress) they will be independent from the angle. 
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Therefore in the case of longitudinal waves, the uθ displacement components and γxθ and γrθ as 

deformation components must be equal to zero. It means that using Helmholtz decomposition the 

potential vector H has only one nonzero component Hθ [75, 76]. So, the displacement vector in 

rod can be presented as: 

 1
,x r

rH H
u u

x r r r x
    

   
                                                                                 (2.37) 

Where, ux and ur are displacements in x and r directions,  is the scalar potential, and vector 

potential H = (Hx, Hr, Hθ). Figure 2.18 shows a schematic of rod with Cartesian system (x, y, z) 

and cylindrical systems of coordinates (x, r, θ) and displacement vectors for a simple rod. 

 

Figure 2.18. Structural rod elements [77]. 

By using harmonic wave propagation along the x axis in the rod, solution of wave equation can 

be achieved in a general complex form: 

       ˆ ˆ,i kx wt i kx wtr e r e                                                                                   (2.38) 

Where ̂  and ̂ are unknown functions. Bessel differential equations for functions  ˆ r  and 

 ˆ r can be found through the substitution of Eq. 2.38 into the motion Equations. 
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Where:  
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The solutions in the form of Bessel functions (    0 0
ˆ ˆ,AJ r BJ r     ) in the general form of 

solutions (Eq. 2.38) will give the following equations: 

       
0 0,i kx wt i kx wtAJ r e BJ r e                                                                  (2.40) 

Where A and B are some constants. J0 is the first order of Bessel function.  

Longitudinal wave propagation in a rod requires defining the external boundary conditions of rod 

surface, which will accompany in the equation of motion: 

   , , 0 , 0 ,
2rr xr

d
x r x r dla x l r a        

Where d is the rod diameter and l is length.  

The Pochhammer frequency equation for longitudinal modes of wave propagation in rods can be 

derived by substituting Eq. 2.40 into the stress strain condition of Hooke’s law. The 

Pochhammer equation has a nontrivial solution only if its determinant vanishes. This equation is 

related to the wavenumber k and the angular frequency ω [77]. 
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1 1 0 1 1 0
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                                            (2.41) 

Torsional and Flexural waves are consequence of vanishing displacements in different directions 

of wave propagation and on the circumferential angle θ and in the displacement vector 

respectively.  
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Chapter 3  

Scanning device prototype 

3.1. Introduction 

Some devices work based on the magnetic memory of ferromagnetic materials: Contact method 

devices, and Non-contact method devices. Maximum penetration depth for contact method is 2 

millimeter and welding test is their main application. Non-contact method with application of 

underground pipeline inspection has penetration depth of 1 meter to 7 meter. Clearly, the purpose 

of inspection for these two groups of devices is different. Contact devices are for exposed objects 

such as above-ground pipelines and other exposed metal structures. The maximum distance 

between the sensors and the object in this group of devices should not exceed one centimeter, a 

limitation imposed because of the sensitivity of sensors as well as the artificial magnetic fields 

around the object. 

Non-contact devices are mostly useful for covered objects in regions where there are no other 

concentrations of ferromagnetic materials that could be generating artificial magnetic fields or 

distorting the earth’s natural field. For example, in built-up areas with several buried 

infrastructure objects made of ferromagnesian materials, the deconvolution of the measured 

passive field is challenging, perhaps impossible, without a great deal of additional data. Ideally, 

only the object of interest is responsible for the deviations in the earth’s local magnetic field. 

Again, in this situation there is a limitation of distance between the device and specimen; based 

on field measurements experience, this distance is if the range of ten to fifteen times the width 

(diameter) of the object.  For example, a 15 mm steel reinforcing bar can be covered from 5 to 10 

cm under the surface of the concrete and still provide a detectable magnetic field and analyzable 

signal.     

A suitable device for reinforcement concrete inspection is designed for the typical embedment 

distance from the free surface.  The minimum concrete cover to protect reinforcement is usually 

three inches (7.62 cm) for exposed casts [78]. This places reinforcing steel bars well within the 

limits delineated above, but because of the very weak magnetic field around the reinforcement 
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and complex structure of reinforcements, passive magnetic methods have not yet been used for 

this purpose, and it appears that this study is the first in this area. 

3.2. Procedure of making inspection device 

The designed device has five main sections: 

1. Main electronic board 

2. Sensors  

3. Positioning system 

4. Data storage system 

5. Power supply 

Based on the required resolution for reinforced concrete inspection, magnetic sensors were 

selected. The intention was to collect magnetic field data in three axes (X, Y, and Z), therefore 

three identical sensors were selected. Each of these three sensors had different sensitivity to the 

magnetic field, and also their covering ranges of magnetic field were different. Prototype 

version.1 was designed based on the examination of three different sensors and finding the best 

one for desired application. The best sensor type which was suitable for desired application was 

selected to design a main board and sync other part of prototype to them. A rotary encoder was 

selected to use for record the location of each data point through the scanning process. A 

memory card board was selected to save all magnetic field data and location data into the 

memory card. 9 volt battery was used to supply electrical power for system. Details of boards 

and sensors are explained below. 

3.2.1. Main body of prototype 

The main board was designed for following roles: 

1- Receive magnetic field data from magnetic sensors 

2- Receive location data from rotary encoder sensor 

3- Decode received voltage data to the text file  

4- Send decoded data to the memory card for saving 
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Figure 4.1 shows a simple scheme of developed prototype version.2 which contains main board, 

sensors, wheels, storage board and power supply section. One wheel is attached to the rotary 

encoder in order to measure the length of scanning. Rotary encoder is synced to two magnetic 

sensors which provide specific location for each data point. Main board (Arduino due) gathers all 

data in voltage and changes it to text file line by line. Then main board transfers text lines to the 

memory card board and saves data in a memory card. Main board saves 10 sets of data per 

second from two magnetic sensors and one rotary encoder. It has an ability to save up to 25 data 

per second as well. Prototype version.1 contained one magnetic sensor with no positioning 

system. In version.1 data was transferred directly to PC with RS-232 cable.  

 

Figure 3.1. Simple scheme of developed prototype version 2. 

3.2.2. Magnetic sensors 

Magneto-inductive (MI) sensors were selected to use in the prototype version 2. These sensors 

contain very small coils 0.24 in (approximately 6 mm) in diameter. Because it is necessary to 

record magnetic data around the object in three directions, sensors are placed on three orthogonal 

axes: X, Y, and Z. Resolution and sensitivity of sensors can be changed, based on the typical 

thickness of concrete. Figure 4.2 shows a simple scheme of sensors and the sensors’ board. MS1, 

MS2, and MS3 are small coils placed in directions X, Y, and Z, respectively. These sensors were 

connected directly to the main board (Figure 3.1).  
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Figure 3.2. Simple scheme of the sensors’ board; MS1, 2 and 3 are small coils placed in X, Y 

and Z directions, respectively. 

3.2.4. Rotary encoder 

Positioning system of prototype version.2 is modular incremental encoder type AMT10 [80]. The 

accuracy of this type of encoder is 0.25. Resolution of this encoder is from 48 PPR to 2048 PPR. 

It means that it can read 48 points to 2048 points per rotation. Working voltage is from 4.6 V to 6 

V. This encoder is attached to one wheel. Selected resolution for developed prototype is 1024 

PPR which means its minimum resolution is 0.13 mm based on wheels diameter. While attached 

wheel rotate, the encoder send a pulse to the main board.  

3.2.4. Data recording procedure 

The prototype contains a memory card board which is connected to main board. Main board will 

transfer voltage data from sensors to the text file and send it to memory card board. The text file 

will be saved as a text file in a memory card. The capacity of memory card is enough to save 

data for more than 10 hours of scanning. So, it will be enough for at least one day test.  

3.3. Version.2 of PMI Prototype  

Figure 4.3 shows the final design of prototype version.2 of Passive Magnetic Inspection (PMI) 

device. The body of device is prepared by 3D printing device. This device is able to scan 

reinforced concrete structures in the field. The procedure of scanning is very simple. There is a 

key on the top of the device which makes it on. Then the device should be moved on the concrete 
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surface along the reinforcement direction. When scanning finished, the switch should be off. 

After bringing out the memory card from the memory board at bottom-right side of the device, 

data can be transfer from the memory card to the pc. 

 

Figure 3.3. Prototype V.2. (a). Inside view. (b). Outside view. 

3.4. Conclusion 

The second version of prototype was designed and made with four main improvements from the 
first version. These changes are: 

1- New main board with higher processing capability. 
2- Two parallel magnetic sensors. 
3- Positioning sensor. 
4- Memory card board. 

This version of device is ready for field test. However, it needs following improvements which 
will be implemented for next version. Some of improvements can be following items: 

 More robust wheels system. 

 Wireless transfer system. 

 A system for showing scanned data and analysis on time. 

 

 

Magnetic sensors 

Memory card 
board 

Encoder 

Main board 
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Chapter 4 

Detecting defects in steel reinforcement using the passive 

magnetic inspection method 

 

4.1. Introduction 

Reinforced concrete (RC) is used in the construction of most civil infrastructure (e.g. buildings, 

bridges, platforms, roadbeds, concrete pipelines and tunnel lining) [1]. The durability and 

longevity of RC depend on external environmental conditions such as exposure to corrosive 

fluids, solutions of road salt, stray electrical currents, and service temperature. 

Some deterioration in reinforcement is the result of electrochemical and chemical processes, 

predominantly the effects of chloride and carbonation reactions. The penetration of chloride ions 

into concrete and the development of a carbonation depth greater than the concrete cover are key 

processes in the deterioration of RC structures [81]. Although there is a specified service life of 

RC structures based on standards [82], deterioration may cause steel reactions, cracking, and 

premature loss of structural integrity [3]. Steel deterioration is almost certainly the primary 

reason for reduction of lifespan and service level for RC structures [4].  

Position, location, distribution, and deterioration percentage of reinforcement steel are necessary 

variables to assess RC structure deterioration over time. This information can then be used to 

define obligatory repair work or replacement schedules. Also, rapid non-destructive testing 

(NDT) for identification of deterioration sites in bars is desirable, as it is expensive and time 

consuming to use destructive methods on structural elements to quantify deterioration state. 

Common NDT methods such as acoustic probing, electrical and electrochemical methods have 

limitations related to variation in moisture and salinity conditions over time as well as the non-

homogeneous properties of concrete. Sometimes these limitations make assessment of the 

reinforcement condition impossible [83, 84].  
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Steel reinforcement in RC structures is a ferromagnetic material. Recently, magnetic flux leakage 

(MFL) methods have been used to detect deterioration of reinforcement. In this method, an 

induction of a magnetic field is necessary to magnetize the reinforcement [85-89]. Applying such 

a magnetic field categorizes the MFL method in the “active, non-destructive” testing group. 

Superconducting quantum interference device (SQUID) is used to detect magnetic flux density 

changes because of corrosion around the reinforced concrete from electrochemical reactions.  

Electrochemical corrosion reactions produce an electrical current inside the bar. This current 

generates a magnetic flux density, which is the basis of using SQUID sensor methods [90, 91]. 

Using giant magneto-resistive (GMR) sensors is another approach to detect bar deterioration in 

reinforced concrete [92]. Although both methods are successful in detecting deterioration of 

reinforcement bars, the existence of electrical currents as the result of corrosion process is an 

issue, and applying currents through the specimen is necessary for detection of deterioration [90-

92]. 

The earth’s magnetic field magnetizes the steel reinforcing bar during its manufacturing process. 

This natural magnetic condition modifies the natural magnetic field around the steel member 

through a process called self-magnetic flux leakage (SMFL), which is the basis of the PMI 

method [93-95]. The strain and stress applied during reinforcement formation under the 

influence of the earth’s magnetic field, give a specific and unique initial magnetic signature to 

steel reinforcement. The alignment of electron dipoles in magnetic domains and the irreversible 

oriented magnetization of these domains form the micro-structural explanation for the self-

magnetic properties of all ferromagnetic materials [97]. The final permanent magnetic field of 

each reinforcement is different based on their magnetic properties and also their stress-strain 

history [97]. 

The PMI method has been used to detect possible locations of defects in industrial structures [94, 

95, and 98] where the surface of the steel is exposed. Few studies have been done to evaluate the 

type of defects, their size, or the extent of deterioration in RC structures [98], or other steel 

structures, where the steel is embedded beneath a layer of concrete or soil.  

This study first presents numerical simulations of magnetic flux density signals followed by 

experimental tests results for the use of PMI on RC specimens to find defect locations as a new 
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application of the passive magnetic inspection method. For the experimental tests of this study, 

magneto-inductive (MI) sensors were used [79]. The main difference of the current study from 

previous ones [90-92] is the measurement of magnetic flux density of reinforcement bars without 

any electrochemical reaction or electrical current in the specimen. The numerical and 

experimental case presented is a proof-of-concept study to demonstrate that the PMI approach 

has the potential for practical application as a NDT to assess the condition of steel reinforcement 

covered by concrete. 

The use of a PMI method for assessing the corrosion state of reinforcing bars in concrete is now 

presented and explained. Defect-related anomalies are hidden in the background magnetic field 

[99]. It was necessary to develop a signal processing methodology to subtract background 

magnetic field trends from raw data and extract signal anomalies related to defects in the 

experimental materials. Numerical simulation based on the magnetic stray field energy equations 

and cross-correlation of numerical simulation data to experimental test data enhances the 

interpretation of the test results, so they can be compared to the numerical simulation results; 

Figure 4.1 shows the methodology employed. 
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Figure 4.1. Methodology flow chart. 

4.2. Theoretical background 

Induced magnetization is related to the fabric of crystals in ferromagnetic materials and the 

earth’s magnetic field direction when the crystals were magnetized during cooling and because 

of deformation. This magnetization process defines the anisotropic self-magnetization field 

energy for a ferromagnetic material in service [96]. The dependence of the self-magnetized 

energy on the direction of magnetization, which arises from aligned electron dipoles in the iron 

crystallite, leads to the distortion (perturbation) of the ambient magnetic field around a 

ferromagnetic material such as cold-deformed reinforcing steel. Both crystal anisotropy 

(microstructure) and induced magnetization anisotropy affect the ambient magnetic field. The 

basic crystal structure is the source of intrinsic crystal anisotropy, whereas oriented lattice 

defects or partial atomic ordering are examples of deviation of electron dipoles from the ideal 

state, leading to a general orientation of the electron dipoles, and leads to what is referred to as 

induced anisotropy [97].  



52 
 

There are two types of magnetic fields: stray and external [100-102]. Magnetic flux density of 

ferromagnetic material is related to these magnetic fields (Eq.4.1).  

 0 0divB div H J                                                                                                              (4.1) 

Where, B is the magnetic flux density, µ0 is the vacuum magnetic permeability, H is the external 

magnetic field, and J is magnetic polarization. 

The stray magnetic field and the stray magnetic field energy are required for the numerical 

simulation of the PMI method. The stray magnetic field is a consequence of the magnetic body 

itself, whereas the external magnetic field is the result of the earth’s field, modified by local 

strongly magnetic bodies. Maxwell’s equation is needed for the computation of the gradient of 

the stray field Hd and they are summarized from the derivations presented by Hubert and Schäfer 

[97].  

 0ddivH div J                                                                                                                     (4.2)                         

Here, Hd is the stray magnetic field, which can also be expressed as a magnetic charge that is 

always balanced by opposing energy and can be written as: 

2
d 0 d d

all space sample

1 1

2 2
μ d dE H V H J V                                                                                        (4.3) 

Here, Ed is the stray magnetic field energy, and V is the volume of the ferromagnetic material. 

Potential theory gives a general solution for the stray field problem. Magnetization (M) has a 

relation to volume charge density ( V ) and the surface charge density ( S .M n  ). This special 

relationship happens when the second medium is non-magnetic. Figure 4.2 presents typical 

conditions of surface charge such that: 

    sM r J r J                                                                                                                        (4.4) 

V divM                                                                                                                                  (4.5) 
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where r is the position vector, n is the normal outward vector to the separation plane, and Js is 

magnetization saturation. An interface charge develops when there are two materials with two 

different M values (M1, M2) and it is of magnitude:  S 1 2M M n    .  

 

 
 
Figure 4.2. Schematic view of two different cases of surface magnetic charge (plus signs at edge 
of material shows the surface charge). (a). Two materials with different M values (M1, and M2). 
(b). One material with M value. (After Hubert & Schäfer, 1998). 
 

To calculate the potential of the stray field energy (Φd (r)) using Eqs. 4.3, 4.4 and 4.5 at a 

position r, integration over the volume is required [103]:  

     V S
d

0

d d
4πμ

s
r rJ

r V S
r r r r

   
       

                                                                               (4.6) 

Where, rʹ is derivative of position vector r. 

By using Eq.4.6, the stray field can be computed by applying the following equation: 

   d dH r grad r                                                                                                                  (4.7)  

The stray field energy can also be derived from the following equation: 

       d s V d S dd dE J r r V r r S                                                                                (4.8) 

(a)

(b)

(Bottom and top corners) 

(Bottom corner) 

(Top corner) 
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Here, the stray field energy is integrated over the volume and the surface charge density is 

integrated over the surface.  

Any increase in stray field energy at the top and bottom corners of the specimen shown in Figure 

4.2 is important for defect detection. The configuration of smaller domains, which presumably 

charged the domain walls magnetically by denser aligned dipoles, is the reason for an increase in 

stray field energy [104]. To numerically simulate the effects of bar defects on the magnetic flux 

density, the gradient of the stray field energy is the most suitable way to detect the presence of 

domain changes, a method which is used in this study.   

 

4.3. Numerical model 

A steel rod (diameter: 1.6 cm) with three small holes (defects) in different positions and 

orientations is modelled (Figure 4.3). To better understand the magnetic flux density arising from 

a small hole in a steel bar, a numerical simulation is conducted using COMSOL Multiphysics 

V.4.4, which is based on finite element method (FEM) [105]. The relative magnetic permeability 

(ratio of magnetic permeability of specimen to the magnetic permeability of free space) of the 

type of low carbon steel used (ASTM 1020) is from 50 to 100 [106, 107], so the relative 

magnetic permeability in this study is chosen to be 75. Table 4.1 presents information about the 

three cylindrical holes’ geometry in the steel reinforcement.  
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Figure 4.3. Three small holes in sound steel reinforcement (bar). 
 
 
 

Table 4.1. Geometry of the three holes in a sound steel reinforcement bar. 
Holes  Diameter (cm)  Depth (cm)  ϕHole/ϕbar X‐Location on bar (m)  Position 

H1  0.58  1.24  0.3625  0.14  Top 

H2  0.68  0.57  0.4250  0.27  Left side 

H3  0.66  0.67  0.4125  0.49  Bottom 
 

Equation 4.1 was used to model the entire magnetic flux density in the x direction (Bx) around 

the reinforcement, and equation 4.8 was used to obtain stray field energy from the sharp edge 

effect of the hole. A free tetrahedral mesh discretization method was used for both bar and holes 

[105]. Maximum and minimum element sizes for the model of the bar were 0.00058 mm and 

0.000113 mm, respectively (Table 4.2). Also, the maximum element size for the holes was 

0.00029 mm and the minimum element size was 0.000029 mm. Element size gradually changes 

from maximum far from holes to minimum close to holes. Inside the holes, the minimum 

element size starts at the hole’s edge and reached its maximum at the center of the hole. That is, 

the minimum element size is at the hole’s edge, and the maximum element size is between two 

holes.   

Hole 1 Hole 2 

Hole 3 
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Figure 4.4 presents the 3D model of the magnetic flux density changes around the three holes 

because of the stray field effect.  Figure 4.4(a) is a top view of the 3D model that shows the first 

hole at the top of the reinforcement bar. In Figures 4.5(b) and 4.5(c), the side and bottom holes 

are visible.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4. 3D magnetic flux density model around three holes in a steel bar because of the stray 
field energy. (a). Hole at top of the bar (H1). (b). Hole at left side of the bar (H2). (c). Hole at 
bottom of the bar (H3). 
 

A two-step process was used for model calibration and verification; the first part of the data was 

reproduced by adjusting the independent parameters (calibration), then the model was run and 

results compared with the second part of the data from the experimental test results (verification) 

[104]. Also, parametric analysis was done to evaluate different parameters’ effects on magnetic 

flux density. 

 

4.4. Parametric analysis 

To calibrate and verify the numerical simulations, the following independent parameters were 

selected: hole diameter, hole depth, and position of scanning line around the bar.  For these 

(a) (c)(b) 

Position of scanning 
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simulations, the bar diameter was 1.6 cm, the same as in the experiments, and a constant 5 cm 

distance from the simulated sensor site to the top of the bar was maintained in order to represent 

the presence of a 5 cm thick non-magnetic concrete cover. Only the maximum magnitude of the 

x-component of magnetic flux density at the sensor site was used for the parametric studies and 

comparisons to the x-component of the magnetic flux density from experimental tests. To study 

hole diameter and depth effects on the magnetic flux density numerically, these parameters were 

changed in increments of 10% of their original size. For example, to study the effect of diameter, 

the simulations started from 10% percent of 0.58 cm, 10% of 0.68 cm and 10% of 0.66 cm for 

Holes 1, 2 and 3 respectively.   

Figure 4.5 shows  Hole-1 model with diameter equal to 1/10 of the original diameter, along with 

the  mesh discretization used in the numerical simulation.   

 

 
Figure 4.5. Element size changes around Hole-1 with ratio of 0.1 of its original diameter. 

 

Table 4.2 presents mesh convergence analysis results. This was done to select proper mesh 

element size for numerical simulation, based on the minimum diameter of the hole in the 

parametric analyses (0.1 of the diameter of Hole-1). The minimum mesh element size of bar is at 

the edge of holes (Figure 4.5). The maximum magnetic flux density presented in Table 4.2 is 

from a numerical simulation above hole-1 with a ratio of 0.1 of its original diameter.  

 
 
 

0.058 cm 
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Table 4.2. Mesh element size analysis result. 

No. 
Max. mesh 

element size (mm) 
Min. mesh element 

size (mm) 
Number of degrees of 

freedom 
Max. magnetic 
flux density (T) 

Solution time 
(min) 

1 0.00168 0.001213 1528395 1.30E-04 5.30E+01 
2 0.00158 0.001113 1626482 1.30E-04 5.40E+01 
3 0.00148 0.001013 1764000 1.30E-04 6.20E+01 
4 0.00138 0.000913 1951915 1.31E-04 6.70E+01 
5 0.00128 0.000813 2209100 1.33E-04 8.00E+01 
6 0.00118 0.000713 2556759 1.42E-04 9.40E+01 
7 0.00108 0.000613 3043013 1.46E-04 1.12E+02 
8 0.00098 0.000513 3738213 1.48E-04 1.40E+02 
9 0.00088 0.000413 4799231 1.48E-04 1.88E+02 

10 0.00078 0.000313 6461920 1.49E-04 2.76E+02 
11 0.00068 0.000213 9297889 1.49E-04 4.27E+02 
12 0.00058 0.000113 14432535 1.50E-04 2.85E+03 

Figure 4.6 (a) presents a mesh convergence plot to show the variation of magnetic flux density as 

a function of the size of the mesh element. As it is clear, when minimum mesh element size of 

bar reaches to below 0.004 cm, the maximum magnetic flux density value shows less variation 

for lower mesh element sizes. Figure 4.6 (b) shows the simulation process time due to mesh 

sizes. When mesh size decrease, the simulation takes longer and it means that there is a 

limitation in time and also in computer processor. Based on this mesh convergence analysis 

(Table 4.2, and Figure 4.6), maximum and minimum element sizes for the bar were chosen to be 

0.00058 mm and 0.000113 mm, respectively. 
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Figure 4.6. Mesh convergence plots, (a). Magnetic field changes due to mesh size (b). Simulation 
process time due to mesh size. 

 

After data collection, the next simulation was run with 20% of the initial hole diameters and so 

on up to their original size in the experiments.  The magnetic flux density variations as the results 

of diameter changes are shown in Figure 4.7.  The magnetic flux density values for all parametric 

analyses including diameter, depth and angle of scanning changes for three holes shown in the 

figures were normalized to the maximum magnetic flux density value measured for hole 1 (1.51 

(a) 

(b) 
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E-04 Tesla). This maximum value in the magnetic flux density was obtained for a diameter of 

10% of the original size (ratio = 0.10). 

 

  
 

Figure 4.7. Effect of changes in hole diameter on magnetic flux density. (a). Hole-1 (H1). (b). 
Hole-2 (H2). (c). Hole-3 (H3). 

 
The magnetic flux density around the bar normally decreased with increase in diameter for Hole-

1 (H1) (top hole) (Figure 4.7(a)), but for the Hole-2 and Hole-3 (H2 and H3) the magnetic flux 

density increased with diameter (Figures 4.7(b) and 4.7(c)). For H1, when the diameter ratio is 

0.1 (10 times less than original diameter of H1 in the experiments), the two sharp edges are very 

close to each other, facilitating the accumulation of magnetic stray field energy. For diameter 

ratios between 0.4 and 0.8, the magnetic flux density remained stable, but with a further increase 

in diameter, these accumulations decreased and consequently the maximum magnetic flux 

density decreased.  The opposite behavior was observed for H2 and H3. Even though the 
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absolute magnetic flux density response for these two holes was far weaker than the absolute 

value for H1, the normalized magnetic flux density increased as the hole diameter increased.  

The reason is that the distance from the side and bottom of the bar (positions of H2 and H3) to 

the top (scanning line) has more effect than the hole size (increased sharp edge proximity to the 

sensor location). For H2 and H3, until simulated diameters reached 40% of the original diameter, 

the magnetic flux density response was barely larger than the background level of the magnetic 

flux density.  

To study the effect of hole depth, a similar procedure was followed. The first simulation was run 

with 10% of the experimental hole depth; Figure 4.8 shows the results.  Figure 4.8(a) shows 

changes of normalized magnetic flux density at the top of H1 as a function of the changes in its 

depth. The trend generally is constant in amplitude with a slight slope from 10% of original 

depth to the original depth. This slight decrease happened because of increase in distance 

between the two sharp edges of the hole which gradually reduced the sharp edge effect on the 

magnetic flux density around the hole, but because the distance between sharp edges with respect 

to the scanning position did not change significantly (25%), the magnetic flux density changes 

are smaller than the changes induced by the hole diameter. The normalization value used for all 

plates is the maximum value obtained for the diameter parametric analysis (Figure 4.7(a)). 
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Figure 4.8. Effect of hole depth changes on magnetic flux density. (a). H1. (b). H2. (c). H3. 
 

Increasing the depth of H2 and H3 caused an increase in the amplitude of the magnetic flux 

density. The bottom sharp edges of these holes became closer to the scanning line as depth 

increased; then, their effects on the magnetic flux density around the bar became perceptible, 

although the absolute effects on the magnetic flux density are far smaller than observed values 

for H1. The effect of the orientation of the edges of the hole with respect to the sensor location is 

studied next. 

Figure 4.9 shows the scanning line locations in 10º rotation increments with respect to the three 

holes in the bar, shown in the z - y plane view. Each dot around the bar is a 10º rotational 

increment of scanning positions. The simulated scanning positions are actually 5 cm above the 

black dot positions to represent the concrete cover on top of the 1.6 cm diameter bar, as in the 

laboratory tests.   
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Figure 4.9. Numerical scanning locations (dots) at different angles (θ) with respect to bar 
geometry with three holes in the z-y plane.  

 
Results for changing the scanning angle are presented in Figure 4.10. As expected, for H1 

(Figure 4.10(a)) the maximum values are symmetrically distributed in the sector between 330° 

and 30°.  Similar results are found for the other two holes and their angular orientations with 

respect to the scanning angle and holes edges. There are slight asymmetries in Figure 4.10 

graphs, related to scanning positions and FEM meshing limitations and asymmetries. The high 

magnetic flux density peaks for the scanning positions are closer to a sharp edge (stray field 

energy) while for lower values the scanning positions are farther from a sharp edge.  

Figure 4.11 shows the normalized amplitude of magnetic flux density around the bar with the 

three holes when the hole depths are equal to the bar diameter. In this simulation, holes fully 

penetrate the bar, and thus 180º rotational symmetry is expected.  The main change in magnetic 

flux density anomalies happened because of the full penetration, in contrast to the simulation 

presented in Figure 4.10. Peak values of responses are almost the same as peak values in Figure 

4.10. The main difference between graphs in Figure 4.10 and Figure 4.11 happened because of 

the initial increase in distance of the sharp edges at the bottom of the holes. 
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Figure 4.10. Normalized amplitude of magnetic flux density changes vs scanning angle. (a). H1. 
(b). H2. (c). H3. 
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Figure 4.11. Normalized amplitude of magnetic flux density changes vs. scanning angle (Holes 
depths are equal to bar diameter, penetrating from one side to the other). (a). H1. (b). H2. (c). H3. 
 

Numerical simulation permits extension and assessment of experimental results, and allows the 

calculation of various parameters effects (e.g. diameter, depth and orientation of blind holes). 

Trends noted in the results are comparable to the experimental test data (next section), to give 

insight into issues such as detectability and resolvability (multiple edges and their orientations, 

distances, and sharpness).   
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Figure 4.12 presents the magnetic flux density data derived from the 3D numerical model at a 

distance of 5 cm above the bar. There are two significant peaks at 0.14 m and 0.49 m, 

corresponding to the top and bottom holes. The middle peak at 0.27 m for the hole in the left side 

of the bar has a different pattern and magnetic flux density from the other two. These results 

show that valuable information about the orientation and shape of defects can be obtained by 

careful mapping of the magnetic flux density, calculating changes from a base model, and 

applying an inversion method.  

 
 

Figure 4.12. Magnetic flux density data from the numerical model. 
 

Figure 4.13 shows an amplification of the three magnetic flux density responses to each of the 

three holes (H1, H2, and H3) indicated in Figure 4.4 to show the small scale fluctuations related 

to the discretization scale of the numerical model and the consequent changes in stray field 

energy. To suppress artefacts at numerical element borders in the modeling, a local regression 

using weighted linear least squares and a 2nd-degree polynomial model is applied to the 

numerical results.  It gives a good, point-wise approximation of the results with a low-order 

polynomial [108-110]. These results are presented in Figure 4.14, which are next compared with 

experimental data. 
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In order to evaluate the effect of smoothing, three different analyses were performed. The first 

uses the standard deviation (SD) of the raw and the smoothed data. The SD of smoothed data 

should be lower than the SD of raw data, and it is: 2.45 vs. 4.84. The variance ratio is the second 

approach; a higher value of this ratio expresses a lower noise fraction.  To quantify this, the 

variance values of raw and smoothed data are calculated (14.77 and 6.00, respectively), giving a 

ratio of 2.46. The difference of integrals (DOI) is the third method used to show the accuracy of 

smoothed data, more accurate data having a value closer to zero; a value of 1.88 is obtained 

[111]. 

Based on these results, the smoothing process is considered successful in removing spatial 

numerical fluctuation effects on the data, without eliminating the effects of the holes on the 

magnetic flux density measurements. These numbers indicate that the smoothing of the 

numerical data used still leads to reliable estimates of the changes in the magnetic flux density. 

The smoothing does not significantly affect magnetic anomalies related to holes; hence, the 

numerical results are useful for comparison to real cases.  

 

 

 
Figure 4.13. Fluctuation in the numerical data. (a). Top hole (H1). (b). Side hole (H2). (c). 
Bottom hole (H3). 
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Figure 4.14. Smoothed numerical data. (a). Top hole (H1). (b). Side hole (H2). (c). Bottom hole 
(H3). 
 

4.5. Experimental set-up and data processing 

A concrete beam was made with the possibility of changing the reinforcement bar inside an 

internal longitudinal hole. As concrete is a non-magnetic material with a relative magnetic 

permeability of 1, it has no effect on magnetic flux density around the reinforcement bar [112]. 

In this study a typical concrete mixture was used based on ACI 211.1-91 [113]. Defects in the 

steel reinforcement (A572-G60, diameter 1.6 cm, Length 56.4 cm) are simulated by three holes 

(Figure 4.3).. Figure 4.15(a) shows the experimental set-up and Figure 4.15(b) shows the 

scanning machine prototype on the concrete specimen surface and reinforcement inside it.  
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Figure 4.15. Experimental test (a). Scheme of test, (b). Scanning machine prototype and concrete 
specimen.  

 
The magnetic flux density in the x direction (along the reinforcement direction) around the steel 

reinforcement with three holes underneath 5 cm of concrete is recorded using the same geometric 

configuration as in the numerical simulation. A prototype magnetometer using a Magneto-

Inductive (MI) sensor [79] was developed to record the magnetic flux density around the 

reinforcement (Figure 4.15(b)).  Recorded raw magnetic flux density data during the scanning 

process was transferred to the data logger directly.  

The scanning method used was to move the prototype on the concrete surface in the same 

direction as the long axis of the reinforcement. While the scanner was moving, 10 data sets per 

(a) 

(b) 
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second were transferred to the data logger. Before each test, the device precision accuracy was 

checked by recalibrating the device [114]. The experimental test is done at two different 

locations in the laboratory where the ambient magnetic flux densities are expected to be 

different. At each location, the magnetic flux density in the presence of the reinforcement steel 

within the concrete beam was measured 10 times and averaged. Figure 4.16 shows the 

experimental test procedure. The maximum standard deviations of experimental data for tests set 

at location 1 and location 2 are 14.6% and 21.4%, respectively. So, based on this, the data from 

test set 1 were selected for this study. Note that the relative magnetic permeability of concrete is 

equal to 1, thus it does not affect the magnetic flux density of the bar [115].  

 

 
Figure 4.16. Experimental test procedure. 

 
 
 
Figure 4.17 shows the raw magnetic flux density experimental data.  
 



71 
 

 
 

Figure 4.17. Raw magnetic flux density data above steel reinforcement from the experimental 
with ±14.6% SD. 
 

The raw magnetic flux density data show different trends, and both high and low frequencies are 

found in the signal. Natural magnetic fields are spatially variable, giving a low-frequency trend 

in all such measurements. A high pass filter must therefore be applied to attenuate the low-

frequency trend from the experimental raw data, so a frequency spectrum analysis (Figure 4.18) 

is carried out to define the appropriate filtering parameters. The Zero offset (DC level) correction 

is applied to data and afterward a Fast Fourier Transform (FFT) analysis is done by using a 

Hamming window to avoid fluctuation in the FFT result [116]. From this analysis, a frequency 

of 1.5 Hz was selected for the pass frequency parameter.  
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Figure 4.18. Frequency spectrum of magnetic data from the experimental test. 

 

Once the low frequency response is removed from the experimental data, high-frequency data 

can be examined for anomalies which may be related to defects.  To emphasize the point, this 

passive method will sample the magnetic effects related to the presence of a ferromagnetic 

substance in an ambient magnetic field, but the presence of an artificial magnetic field around the 

test specimen or the nature of the general magnetic field in the test area would have led to 

different trends in the magnetic flux density around the reinforcement steel. These trends can be 

of a low or high frequency nature, and the best way to remove these unwanted trends (noise) is to 

calibrate the inspection device before any test. The calibration process is to record the magnetic 

field at the test area in different three directions (x, y, and z), then subtract those values from the 

recorded test data [117]. Figure 4.19 shows the magnetic flux density data filtered in this manner, 

and it is now possible without further signal processing to identify two peaks at the positions of 

the top and bottom holes (0.14 m and 0.49 m).  
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Figure 4.19. High pass filter (1.5 Hz) results from the experimental magnetic data. The two 
squares show two holes’ locations at the top and bottom of the bar.  
 

4.6. Comparisons of Results and Discussion 

Filtered experimental data (Figure 4.19) have similar patterns at the right locations, compared to 

simulated results (Figure 4.15) for the top and bottom holes, at exactly the right positions. Figure 

4.20 presents the simulated and experimental data together showing the spatial superposition of 

the two, with no adjustment in the horizontal position. There is a clear correspondence, but to 

have a better comparison, a scaling factor in amplitude is applied with a multiple of 0.1 between 

the two. The reason for the mismatch in amplitude is because of the difference between the real 

and the numerical model value assumed for magnetic properties of the reinforcement.  In other 

words, the numerical model, although verified, was not specifically calibrated.  

In this comparison, the middle hole (H2) in the side of bar shows a different response pattern and 

a much smaller amplitude than the top and bottom holes (Figure 4.13, and Figure 4.15(b)). The 

reason is most likely that the hole is more covered by metal, but it may also be that the edges of 

the steel were less sharp than the other holes in the direction of transit along the bar with the 

magnetometer device.  
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Figure 4.20. (a). Experimental test data, (b). simulation data, (c). Cross correlation result. 

 

From Figures 20a and 20b, it seems clear that the experimental results after simple filtering have 

a reasonable match with the numerical data in the two large-response holes, the top and bottom 

holes in the bar. To further demonstrate this, a standard cross-correlation (product of two graphs) 

plot was extracted from these two signals with no spatial adjustment. Such results can be used as 

an auto-correlation method to estimate potential similarity between two signals or the similarity 

between them. In Figure 4.20(c) the two significant peaks simply mean that there are two regions 

with a high degree of correlation between the numerical and experimental data, confirming that 

the premises and procedures have led to reliable detectability of small anomalies with the passive 

magnetic measurement method. 

4.7. Conclusions 

The numerical simulation results from theory-based calculations present a reasonable match with 

the experimental data for small defects in reinforcement at 5 cm distance from the 

magnetometer. Similar to other passive NDT approaches, it is necessary to filter out non-related 
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effects.  The low frequency trend (result of magnetic flux density of bar) in experimental data is 

filtered out so that the high-frequency response of the holes can be extracted from the signal. 

Careful examination of the frequency spectrum of the experimental data is a good way to find the 

best cut-off frequency for the high pass filter for the experimental raw data. The following items 

are the main conclusion of this chapter: 

1. Defect diameter, depth and location of small drilled holes (defects) with respect to the 

sensor are effective parameters, which control the magnetic flux density of a steel 

reinforcing bar. 

2. The angle of scanning magnetic data with respect to a defect orientation has a large effect 

on the amplitude of recorded magnetic flux density, so recording magnetic data at 

different angles can be useful for inverse geometrical modeling of defects.  

3. Edge effects are dominant among the parameters was assessed. Although the effects of 

changes in the depth of defects are also quite considerable.  

4. The results with respect to the geometric characteristics of defects indicate that data 

inversion (replication) of actual defect geometry in practice is possible, but it is a 

complicated procedure that likely requires magnetic flux density measurements in a 

number of different directions at each sampling site. 

5. Inverse modelling of defects based on absolute magnetic flux density values will be 

complicated if there are multiple defects affecting the response at a sampling site.  Thus, 

resolvability of two closely spaced defects (for example) will be constrained; nevertheless, the 

anomalies simulated here should be, in practice, highly detectable. 

6. Numerical simulation of altered magnetic flux density gives results that match well with 

experimental data. This match is apparent only after applying some simple signal 

processing techniques on both simulation and experimental data: numerical data were 

smoothed to reduce the FEM discretization effect; experimental data were filtered to 

remove low-frequency trends so as to reveal signal anomalies.  

7. Two holes in different positions (top, and bottom) were readily detected from the 

magnetic flux density measurements in the bar axis direction. The reason may be the 

presence of two edges for each hole which were crossed by the inspection device during 

the experimental test.   
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8. As shown using auto-correlation analysis, there is a strong similarity of response between 

experimental and simulation data for the top and bottom holes.  

9. The side hole presented a different and much lower amplitude pattern, compared to the 

top and bottom holes. This difference is probably because of the position (left side) of the 

middle hole such that the (linear) magnetometer sensor did not cross the magnetic flux 

density around this hole optimally.  The noise and signal levels were similar, so the 

desired anomaly related to that hole could not be extracted. Numerical simulation 

confirms the low magnetic field impact of this hole configuration.  

A better solution to detect all such holes is to simultaneously collect tri-axial (x-y-z) 

magnetometer data for co-processing.   

This early-stage proof-of-concept analysis has been kept simple to demonstrate that steel bar 

deterioration (which radically alters the magnetic response) can be detected and analyzed with a 

passive magnetic approach, supplemented by standard signal filtering, and supported by 

theoretical calculations. However, shapes and sizes of three holes are different from real defects 

caused by corrosion in reinforcement concretes, but it seems that it is possible to apply this 

inspection method for a real corroded reinforced concrete. Because the method is purely passive 

(neither applied magnetic field nor electrical current in bar which applied artificially or caused 

by corrosion), and the fact that concrete is not a magnetic material, there is no effect from 

concrete condition on inspection results. This is the main advantage of PMI method. 

 Before the technique is applied in practice, parametric analysis is needed and testing in well-

defined field conditions must be undertaken. Different filtering approaches will likely be needed 

in different conditions to extract anomalies because of deterioration or induced defects (cracks).  

These efforts are underway. 
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4.8. Principal Component Analysis 

It is urgent to recognize RC structures, defects quantitatively by utilizing smart signal processing 

methods. Besides being tiring and time consuming, non-intelligent methods results are dependent 

on the human element of uncertainty. The applied mathematical relation between defects and 

magnetic fields is the reason to avoid these limitations. This study presents the application of 

Principal Component Analysis (PCA) to passive magnetic signal data, followed by the result of 

experimental tests using PMI on RC specimen, to locate defects. The simple case presented is a 

proof-of-concept study that demonstrates PCA method’s ability to locate the deterioration of 

steel reinforcement covered by concrete. 

4.8.1. PCA feature extraction for PMI method 

The advantage of the PMI is the basis of this NDT method in self-magnetic potential of steel 

rebar, which categorize PMI as a passive NDT method. It means that there is no need to apply 

strong magnetic field before start the test. Self-magnetic potential occurs because of domain 

boundaries formation at accumulations of electron dipoles in an aligned direction. The alignment 

of dipoles is under the effect of earth’s magnetic field as a natural magnetic source and 

mechanical force as an artificial factor. Any change in metal structure, affects the magnetic 

domain’s size and distribution. Changes in a magnetic domain affect the electron dipole 

alignment and consequently change the magnetic response of ferromagnetic specimens [50, 94, 

95, 23, 97, 121, 98, and 92].  

The feature extraction technique applied in this study is Principal Component Analysis (PCA). 

Passive Magnetic Inspection (PMI) data is mainly carried out in the time domain. The first and 

main object of this non-destructive testing is locating any deteriorated areas quickly. Therefore, 

PCA analysis seems to be a sound approach [122].  

PCA is a useful statistical solution for extracting principal components as a dominant feature. 

Field magnetic data around the reinforced concrete is suitable multivariate data in the time-

domain for PCA analysis. Raw field magnetic data are selected from the experimental test as 

multivariate data. To achieve Eigensignals, Hn has been defined as a column vector with n 
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variables. Because magnetic field data is collected in three different axes (x, y, and z), there will 

be an array matrix of H, with the size of 3 × n, as below: 

H = [Hx, Hy, Hz]                                                                                                                       (4.9) 

where Hx, Hx and Hx are magnetic fields in x, y and z axes. The average signal   is defined by: 
 

3

1

1

3 n
n

H


                                                                                                                             (4.10) 

By subtracting the average signal from each signal column, difference signals that are subjected 

to principal component analysis are available, as follows: 

, , , , , ,x y z x y z x y zH   , n n nH                           

(4.11) 

Covariance matrix C should be calculated in order to find the orthogonal eigenvectors:

3
T T

n n
n=1

1 1
C= × = A×A

3 3
                                                                                                             (4.12) 

where zA=[ , , ]x y   . If we consider iv as the eigenvectors of TA×A , then: 

TA×A , , ,i i iv u v i x y z                                                                                                             (4.13) 

Therefore; 

Ai iu v                                                                                                                                     (4.14) 

So, these iu are referred to as Eigensignals. The principal components for any signal H are 

defined by: 

 T
i iw u H                                                                                                                           (4.15) 

The value of iw  are the new features that might be correlated with the defects. 
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4.8.2. Experimental setup and test 

Figure 4.21(a) shows the reinforced concrete specimen used for this study. It has three small 

holes (defects) in different positions and orientations (Figure 4.21(b)). This rebar type is A572-

G60, based on ASTM standards, and its relative magnetic permeability is around 75 [123, 124]. 

Table 4.3 presents information about the three holes’ geometry.  

 

Figure 4.21. (a). Concrete beam specimen. (b). Three small holes in sound steel reinforcement 

(rebar). 

Table 4.3. Geometry information for the three holes in the steel reinforcement 

Holes  Radius (cm) 

Depth 

(cm) 

Hole location on rebar 

(m)  Position 

H1  0.29  1.24  0.14  Top 

H2  0.34  0.57  0.27  left side 

H3  0.33  0.67  0.49  Bottom 

 

Figure 4.22 shows raw magnetic field data from the top of the reinforced concrete (with 5.4 cm 

thickness), for the reinforcement (steel rebar) with three different holes in three different 

(a) (b)
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locations. These raw magnetic fields data are in x, y, and z directions. These data are from an 

experimental test, and make it clear that locating the three holes is impossible (Table 4.3).  

 

Figure 4.22. Raw magnetic field data from the surface of the drilled reinforced concrete beam. 

As mentioned in Eq. 4.9, these data are input as column vectors. The same experimental test 

results from the sound steel reinforcement were used as threshold data (Figure 4.23). 

 

Figure 4.23. Raw magnetic field data from the surface of sound reinforced concrete beam. 
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4.8.3. Results 

Based on the equations mentioned in Section 4.8.1 (Eq. 4.14, and Eq. 4.15), and by applying 

them on the experimental test data, a set of Eigensignals were derived. The first Eigensignals, 

shown in Figure 4.24, is the PCA analysis results for the sound steel reinforcement. These results 

were used as a threshold [123]. The threshold data is necessary to distinguish between the sound 

and deteriorated reinforcement.  

 

 

Figure 4.24. Eigensignals of sound steel reinforcement. 

Figure 4.25 shows the Eigensignals derived from the drilled steel reinforcement. Again, the 

results from the PCA analysis from the sound and drilled reinforcements fail to show significant 

changes. Some changes occur in the pattern of magnetic field changes in the x and y directions. 

The important change is in the result of the magnetic field in z direction.  
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Figure 4.25. Eigensignals of drilled steel reinforcement. 

Figure 4.26 shows the results of subtracting the drilled bar Eigensignals from the sound bar 

Eigensignals. The graphs from the x, and y axes do not present meaningful results, but magnetic 

data from the z axis show changes from negative to negative values on the hole’s locations 

(Table 4.3). In field magnetic analysis the area it called a zero line [124], shown in red (dashed 

line) in the figure 4.26. 

  

Figure 4.26. Subtraction of Eigensignal from threshold Eigensignal. Red line shows the zero line. 

Three red boxes show the locations of holes. 
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Red box no.1 in Figure 4.26 shows the top hole on the rebar. In this location the Eigensignal of 

the Z axis data crosses the zero line and, exactly at the start of the hole, it dips to below the zero 

line, stays below zero until the end of hole, returns to above it after and then drops below zero 

again. The second hole’s story is different, because it is at the right side of the rebar. In this case 

(red box no.2), the Eigensignal climbed above the zero line and then return below. For the hole at 

the bottom of the rebar (hole-3), the Eigensignal shows a different pattern, but it still passes 

above the zero line before the hole and return after it. The anomaly width for this hole is wider 

than its diameter, perhaps because this hole’s signal is a little bit wider than the other two. 

Because the Eigensignal graph shows different patterns for the three holes (top, right side, and 

bottom), this method may also be suitable for detecting the clock position of defects in 

reinforcement. 

4.8.4. Conclusion 

A PCA based feature extraction method has been used in a new PMI non-destructive testing 

method investing reinforced concrete. The method is shown to be applicable in detecting the 

location of holes in three different positions in a rebar, making this a successful case study. For 

each defect’s position, the Eigensignals shows different patterns. These patterns are candidates 

for a future study on clock position detection of defect. Current study demonstrates a relatively 

fast investigation of PMI test data to find whether and where any problems exist in 

reinforcement. The answers to these two questions are important when investigating the severity 

of such problems and in deciding to repair or replacement reinforced concrete structures.  
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Chapter 5  

De-bonding assessment of reinforced mortar using ultrasonic 

experiments test and numerical simulations  

5.1. Introduction 

One of the most used construction materials in civil structures (buildings, bridges, platforms), 

and also underground structures (e.g., roadbeds, concrete pipelines, and tunnels), is reinforced 

concrete (RC) [1]. Commonly, service times of reinforced concrete are designed to be more than 

100 years, even in harsh environmental conditions [57]. External conditions such as exposure to 

corrosive industrial fluids, solutions of road salt, and service temperature, are known to reduce 

the durability and longevity of RC structures. Defects (corrosion and cracks) in steel 

reinforcement result from these conditions, and decrease the strength of RC structures, thus 

increasing their failure risk. 

Recently there has been much work to improve the quality of the concrete matrix [58], or 

introducing different reinforcement protection approaches [59, 60, and 61]. Although these 

attempts increase the service time of RC structures, deterioration processes affecting the 

reinforcement never cease. Hence, condition assessment of RC structures remains vital to assess 

their serviceability and their level of safety over time. The standard ultrasonic approach as a Non 

Destructive Testing (NDT) method has been used for more than sixty years in industrial 

applications. Applying a 0.2-30 MHz range of the excitation wave, measuring arrival time, and 

calculating probable discontinuity occurrence are the main elements of conventional ultrasonic 

methods [125].  

Guided waves (Rayleigh and Lamb waves) have been used progressively more than standard 

ultrasonic methods to estimate thickness changes of specimens in the last few decades [125]. The 

main advantage of guided waves is their confinement to the thickness of the plate or cylindrical 

medium, which gives the advantage of extracting more information about the state of the 

medium. This additional information can be the thickness of the plate, or the presence and nature 

of internal defects such as voids, cracks, and corrosion [77]. Guided waves, being less dispersive, 
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can propagate through long distances, usually resulting in greater sensitivity or greater 

assessment lengths than most ordinary NDT methods. Furthermore, they are applicable for the 

assessment of multilayered structures, and in principal can serve as an appropriate method for 

non-invasive RC structures inspection [126].  

The most common ultrasonic method based on guided waves is multichannel analysis of surface 

waves (MASW), used widely for various structures [73, 127]. This method has been used to 

evaluate concrete structure integrity, including defect detection [70, 128, 129, 130], or corrosion 

monitoring of reinforcement [57, 131]. Attenuation in time and frequency domains is a 

parameter which can be extracted from the MASW test; peak-to-peak amplitude changes are a 

strong energy loss indicator in the time domain, and attenuation in the frequency domain can be 

calculated by the spectra area method [132]. The dispersive characteristics of waves can be used 

as well to compare a sound specimen to deteriorated ones, and inversion of dispersion curves can 

be done in order to determine wave velocity and probable deterioration locations and size [133].   

Piezoelectric transducers with different ranges of frequency are an important part of guided wave 

experimental tests, but details of the material properties of the transducer are usually not 

provided by the manufacturer. The main part of each piezoelectric transducer is the central 

piezoelectric crystal that reacts mechanically to an input electrical impulse, or can generate a 

current that is related to an applied mechanical force [142]. Although the principle is the same, 

based on their applications they have different crystal materials and dimensions [142]. After 

some years of using a transducer its response performance may be somewhat changed; thus, a 

clear understanding of the evolution of signals from a transducer is important, and because to 

have a proper numerical simulation the piezoelectric crystal should be simulated properly, 

careful calibration and re-calibration of the piezoelectric crystal is the best way to understand the 

actual input signal. 

In practice it is difficult to determine the frequency and energy content of a transducer-

transmitted wave throughout the specimen. The actual displacement response of piezoelectric 

transducers to excitation is a parameter that is needed to properly test and then evaluate 

experimental results. More information about the transmitted wave (input signal) through the 

specimen helps to improve the quality of results, and by knowing precisely the frequency, 
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displacement and energy content of the input signal, detection of deterioration becomes more 

feasible [133].  

Piezoelectricity behavior - first noted by the Curie brothers in the late 19th century [167] - 

involves transforming an electrical pulse to a mechanical pulse and vice versa through the use of 

transducers made of electro constrictive materials such as pure and highly crystalline oriented 

quartz crystals. Characterization of the transmitter and receiver behavior is necessary to quantify 

their effects on experimental results, and transducer calibration is an established method of 

characterization of the input signal [168]. The electrical properties of the transducers and the 

associated cabling are other important aspects which may affect transducer behavior. However, 

piezoelectric transducers involve complex aspects of rapidly changing electromagnetic fields, 

mechanical properties, and strain wave emissions, which presents certain challenges to 

mathematical simulation [169]. 

In this chapter, by using a laser vibrometer, the actual displacement of a transducer is measured 

at a nano-meter scale. Numerical simulation of the transducer behavior is carried out using a 

discrete finite element method [105] to compare modeled outputs to real displacements of the 

transducer as a means of verifying the validity of the simulation. Understanding and quantifying 

the real input signal is an aid to the more correct analysis of experimental data as the 

incorporation of a proper simulated input signal from the piezoelectric transducer allows more 

realistic and accurate numerical simulation of the whole specimen response.  

Corrosion in reinforcement generates a narrow gap between the reinforcement and the concrete 

[57], a de-bonded condition where there are regions of minimal contact between the two 

components, although the gap can be very small (scale of microns). After calibration of the 

piezoelectric transducer, the guided wave method was used to test reinforced mortar cylinders in 

perfectly bonded and de-bonded conditions. The perfectly bonded and de-bonded conditions of 

the reinforced mortar cylinder were then numerically simulated for comparison with the 

experimental results and to evaluate the viability of de-bonding assessment using the guided 

wave acoustic assessment method.  
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5.2. Theoretical background 

The steel-matrix bonding condition within a reinforced mortar cylinder was assessed in this 

study using intermediate frequency strain waves. Compressional waves (P-wave) and shear 

waves (S-wave) are strain body-wave propagation types within an appropriately excited infinite 

length perfect elastic cylinder [77]. In a homogeneous infinite medium without flaws, the P- and 

S-wave velocities are constant, but in a steel bar, reflection of waves from the boundaries allows 

propagation energy to remain within the bar. Therefore these waves behave as surface waves 

which have propagation velocities related to their frequency content, and dispersion curves show 

this behavior clearly [134]. Complex reflections from the boundaries and the dispersive behavior 

of surface waves because the surface of the bar is in contact with materials of different elastic 

properties generates different modes of wave propagation. The main advantage of using 

dispersion curves that are produced from testing bars is their predictable mode shapes and 

frequencies which can be calculated by the equations of wave propagation [135]. 

In a rebar with a consistent cross-section, there are longitudinal, flexural and torsional 

propagation modes for strain waves [77]. By attaching a transducer to one end of bar/rebar, as in 

this study, longitudinal waves can be generated [136]. Pochhammer (1876) was the first to 

transform the equations of motion in three-dimensional solid circular rods into cylindrical 

coordinates, and derived a frequency equation after applying the free surface boundary condition 

[137]. Similar work was done independently by Chree in 1889 [138]. The Pochhammer-Chree 

equation has the following form [77]: 

               2 2 2 2 2
1 1 0 1 1 0

2
4 0k J a J a k J a J a k J a J Ba

a

                                                                 (5.1) 

2 2 2 2 2 2 2 2
L S ( / c ) k ,  ( / c ) k ,       2

,L SC C
  
 


    

Here, k is wavenumber, ω is frequency, cL is longitudinal P-wave velocity, cS is transverse S-

wave velocity, a is radius of the rebar, and J0 and J1 are the Bessel functions [139]. Prediction of 

mode shapes and frequencies in a sound solid circular rod became available with the application 

of Eq. 5.1.  
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While the longitudinal wave is propagating through the reinforcement, it is necessarily 

interacting with an interface between two different materials, the steel bar/rebar and the mortar, 

with different Young’s modulus (E), density (ρ), and Poisson’s ratio (υ). Reflection from the 

boundary of reinforcement or transmission into the mortar can happen. Wave transmission into 

the mortar media causes a loss of energy, called leakage (Figure 5.1) [140]. Elastic and damping 

properties of the mortar plus the bond quality between steel bar/rebar and mortar are the main 

parameters which affect energy leakage [141].  

 

Figure 5.1. Leakage of longitudinal wave at reinforcement and mortar interface. 

The acoustic impedance property – W – is used to quantify reflection and transmission of a 

longitudinal wave from the interface between two media [75]:  

W c E                                                                                                                                 (5.2) 

2 1 2 2 1 1

1 2 1 1 2 2

W W c c
R

W W c c

 
 

 
 

 
                                                                                                                (5.3) 

2 2 2

1 2 1 1 2 2

2 2W c
T

W W c c


 

 
 

 (5.4) 

 

Where c is the longitudinal wave velocity and ρ is density. R and T are reflection and 

transmission coefficients for the interface between the two materials. Large difference between 

acoustic impedance of two specimens led to complete reflection from their interface. No 

difference between acoustic impedance of two specimens causes a complete transmission of 

wave to another specimen if the interface is perfectly bonded. R will be less in the case of steel 
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reinforcement perfectly bonded to the mortar, compared to the same reinforcement which is 

somewhat or totally de-bonded. Also, T (transmission coefficient) will be less for de-bonded 

reinforcement compared to perfectly bonded reinforcement. So, in the case of perfectly bonded 

reinforcement, more energy leakage will happen because of lowered reflection, and less energy 

can be captured at the other end of the reinforcement. 

 

5.3. Experimental investigation 

5.3.1. Experimental methodology 

Figure 5.2 shows the work flow for this study. Tests and numerical simulations were carried out 

after two sets of calibrations. The first set of calibrations was done on the transducer. Face to 

Face calibration was done by using two similar transducers (Panametrics V102). The optimum 

force holding the transducers together was established by using a load cell.  The optimum force 

was applied behind the transducer and, by using the laser vibrometer, the actual displacement 

was measured on the surface of the transducer. By using an X-ray device, the internal parts of the 

transducer (backing material, piezoelectric crystal, and matching layer) were delineated. Then, a 

numerical simulation was done using the discrete finite element method with the input voltage, 

electrical circuit and transducer parts defined based on the real experimental calibration of the 

transducer. Displacement from the numerical simulation was adjusted to correspond as closely as 

possible to the actual displacement from the laser test using trial and error. The closest numerical 

simulation result to the actual displacement of the transducer was used in the second step of 

numerical simulation. 

Before casting rebars and bars in mortar, tests were done using the laser vibrometer to verify the 

optimum weight from the load cell, and also to compare experimental results with numerical 

simulation results and the theoretical solution for a cylinder. Numerical simulation of the 

transducer and free bar was performed and again was adjusted using the laser vibrometer 

experimental test results, in a manner similar to the transducer calibration described above. 

Dispersion curves of longitudinal wave propagation from numerical simulation of the free bar 

were extracted and compared with dispersion curves calculated from the theoretical method. The 
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final numerical simulations were to define similar final specimens to verified simulations as a 

means of calibration. 

Comparing results has confirmed the validity and value of the numerical simulations. The final 

section of this study involved analyzing guided wave propagation data from experimental tests of 

bonded and de-bonded reinforced mortar cylinders for bar and rebar reinforcements. Test results 

and numerical simulations were compared once the testing was completed. In summary, the peak 

to peak amplitudes of the de-bonded bar and the de-bonded rebar in experimental tests and the 

de-bonded bar numerical simulations were 4.68, 6.24, and 9.88 times more than the case of 

perfectly bonded samples.  

 

Figure 5.2. Procedure work flow. 

5.3.2. Preparations 

Two steel rebars type A572-G60 (E = 200 GPa; υ = 0.3; ρ = 7850 kg/m3) and two steel bars (low 

carbon grade 1020) (E = 210 GPa; υ = 0.29; ρ = 7870 kg/m3) were embedded in mortar (E = 5 

GPa; υ = 0.16; ρ = 1770 kg/m3). Bars and rebars have a radius of 7.91 mm and a length of 1.168 
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m. The final mortar cylinder has a diameter of 16 cm and a length of 97 cm. One bar and one 

rebar were wrapped with 5 layers of plastic food wrap to make a 0.1 mm space before casting to 

achieve a de-bonded condition. Two reinforced mortar cylinders were cast with bar (sample 1) 

and rebar (sample 3) to have perfect bonding samples (Figure 5.4(a) and 4(c)), and two 

reinforced mortar were cast with plastic wrapped bar (sample 2) and plastic wrapped rebar 

(sample 4) (Figure 5.4(b) and 6.4(d)). 

 

 

Figure 5.3. Wrapped bar (bottom) and rebar (top) with plastic wrap.  
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Figure 5.4. Reinforced mortar cylinders. (a). Perfectly bonded bar. (b). de-bonded bar with 
plastic wrap. (c). Perfectly bonded rebar. (d). de-bonded rebar with plastic wrap. 

5.3.3. Experimental setup 

In this study a 1 MHz piezoelectric transducer (Panametrics V102, 1-inch diameter) was selected 

as a transmitter to generate mechanical waves in the specimen. The excitation pulse was 

generated by a pulse generator (Panametric Pulser Receiver Model 5052PR). A constant pressure 

was applied to the back of the transducer using a load cell (Model 20210-100, 445N). Having a 

constant load is critical to avoid weak coupling and to transmit constant energy from the 

transmitter to the specimen. The load cell output was monitored with the digital multi-meter to 

measure the pressure applied on the transducers. For each test, a sample was equipped at one end 

(a) (b)

(c) (d)

Steel bar 

Plastic wrap 

Rebar 

Plastic wrap 
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by the transducer on the frame equipped with the load cell. Vacuum grease was used as an 

ultrasonic couplant between the transducer and the specimen. A constant pressure of 

approximately 100 kPa was maintained in all tests to improve the repeatability of the results. A 

laser vibrometer (Polytec Inc.) was used to capture signals at the end of rebar/bar. Figure 5.5 

presents the experimental setup which was used for the reinforced mortar cylinder specimens. 

The same setup was prepared for calibration of piezoelectric transducers and reinforcements 

before casting to mortar cylinders.  

 

Figure 5.5. Schematic drawing of experimental setup. 

5.3.4. Transducer calibration  

In order to calibrate the transducer response and model it numerically, an X-ray image was 

captured from the transducer. An X-ray computed tomography device (Phoenix Nanomex, 2D X-

ray inspection - 3D computed tomography) was used to take an X-ray image (Figure 5.6(a)). By 

using the X-ray image, a transducer schematic was drawn (Figure 5.6(b)). Correct dimensions of 

the transducer parts play a key role for the numerical model; however, these were not supplied 

by the transducer supply company (Figure 5.6(b)).  

(a) 
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Figure 5.6. Piezoelectric transducer used in the tests (a). X-ray image. (b). Schematic picture 

with dimensions. 

 

Real dimensions of the piezoelectric transducer are needed to form a more realistic numerical 

model (this simulation will be explained in the numerical simulation section of this study). The 

actual displacement at the top of the transducer was measured using a laser vibrometer head 

(Polytec OFV-534). The laser head covered an area of 400 mm2 of the transducer's surface by 

scanning 441 points; the spacing between each point was 1.00 mm. The scanning area was 

covered by using a motion controller (PI micos-SMC corvus eco). The transducer was placed on 

a moving stage to move point by point under the control of the automatic motion controller. 

Figure 5.7(a) shows a displacement time signal of the piezoelectric transducer calibration test 

with the laser vibrometer at the center point of the transducer. Figure 5.7(b) shows the minimum 

displacement of the whole transducer surface area. Each signal is a result of averaging 3000 

readings to decrease the noise effect. While the increment of scanning was 1.00 mm, the gridding 

increment was 0.1 mm as shown in Figure 5.7(b).  

(a) (b) 
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Figure 5.7. Piezoelectric transducer calibration test results from the laser vibrometer. (a). Single 

time signal from the center of the transducer surface. (b). Surface displacement of matching layer 

surface at the minimum point.   

Voltage, displacement, and velocity time signals (121 signals for each) from the center of the 

transducer (121 mm2) were measured using a laser vibrometer. Figure 5.8 presents the average 

(a) 

(b) 
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displacement time signal as a center curve. The two curves above and below the center curve 

represent average plus and minus one standard deviation respectively.  

 

Figure 5.8. Displacement time signals from the laser vibrometer (Average of 121 points from the 

center). 

In order to evaluate the calibration test results from the laser vibrometer, the average value of 

time signals from the laser test was compared to the output signal from the receiver resulting 

from the face-to-face test. Two transducers (Panametrics V102, 1 inch diameter) were contacted 

through their faces by using vacuum grease and a constant weight of 36 kN applied with the load 

cell at the back of the transmitter. Based on the face-to-face calibration test with the load cell 

(Figures 5.9(a) and 5.9(b)), the voltage peak-to-peak value was constant after a 25 kN load.  
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Figure 5.9. (a). Face-to-face calibration Schematic. (b). Load cell calibration result.  

In order to properly calibrate the experimental test result from the receiver, three averaged time 

signals from the laser test (displacement and velocity) were compared to the face-to-face test 

results (voltage). To have a reasonable comparison, zero offset was done for all time signals as 

well as normalization to their maximum values. Figures 5.10(a) and 5.10(b) present averaged 

time signals from the laser test for displacement and velocity respectively, and Figure 5.10(c) 

shows the voltage time signal result from the face-to-face test.   
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Figure 5.10. Time signals. (a). Normalized average displacement from laser vibrometer. (b). 

Normalized average velocity from laser vibrometer. (c). Normalized average voltage from face-

to-face test. 

 

A comparison of displacement and velocity signals (Figures 5.10(a) and 5.10(b)) from the laser 

test shows that there is only a small difference. Also, the voltage signal from the face-to-face test 

(Figure 5.10(c)) shows a slight difference from displacement and velocity signals. Minimum 

peak for displacement, velocity, and voltage signals occurred at 1.66×10-5 second, 1.68×10-5 

second, and 1.67×10-5 second respectively. In the case of the face-to-face test, the generated 

pulse from the transmitter should travel from the wearing plate of the transmitter and then pass 

through the space between the transmitter and the receiver, again traveling from the wearing 

plate of the receiver and finally reaching the piezo crystal of the receiver. The piezo crystal 

transforms the receiving mechanical pulse to a voltage. Instead, with the laser vibrometer, the 

(a) 

(b) 

(c) 
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actual displacement pulse is captured by the laser light. This may be the main reason for the 

difference between the transducer signal and the laser vibrometer.  

 

Figure 5.11. Frequency analysis of:  (a). Displacement. (b). Velocity (from laser vibrometer test). 

(c). Voltage from face-to-face test.  

Frequency analyses of time signals (Figure 5.10) are presented in Figure 5.11. As shown in 

Figure 5.11(a), the closest frequency to the transducer frequency is obtained from a Fourier 

transform of the displacement time signal (almost 743 kHz). The main frequency deduced peaks 

from the velocity signal and voltage signal are almost 493 kHz and 671 kHz, respectively. 

(a) 

(b) 

(c) 
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Figure 5.12. Transfer functions of Fourier transform. (a). Displacement over Velocity. (b). 

Displacement over Voltage. (c). Velocity over Voltage.  

Figure 5.12 shows the transfer functions of the Fourier transform of displacement over velocity, 

displacement over voltage, and velocity over voltage. Although transfer function results do not 

show a good match between these three types of time signals (displacement, velocity, and 

voltage), the transfer function of the Fourier transform of the displacement time signal over 

voltage shows a higher peak value (0.1163 magnitude).  

The piezoelectric transducers (PZT) did not have a calibrated response. The actual displacement 

of the piezoelectric transducer was measured for the first time and compared to the velocity and 

voltage time signals. The PZT response includes the transfer function of the transmitter (HT) plus 

coupling (HC) plus receiver (HR), whereas the captured displacement time signal from the laser 

vibrometer is only the transfer function of the transmitter (HT). 

 

    

 

 

(a) (b) (c) 
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5.4. Numerical Simulation 

A discrete finite element method was used to simulate the piezoelectric transducer [105]. Three 

physics interfaces were used in this simulation: Solid Mechanics, Electrostatics, and Electrical 

Circuit. Electrostatics and Electrical Circuit interfaces were used to generate the same input 

voltage to the transducer, and the Solid Mechanics interface was used to transfer the mechanical 

load from the piezo crystal to the matching layer and finally the reinforcement. 

 

5.4.1. Transducer simulation 

Analyzing the piezoelectric transducer was the first step of simulation. Table 5.1 and Table 5.2 

present the information about the piezoelectric transducer which was used in the simulation. The 

geometry of the transducer was defined based on an X-ray image (Figure 5.6(a)).  

Table 5.1. Piezoelectric transducer information. 

 Thickness (mm) Diameter (mm) 
Type of 

Material 

Density* 

(kg/m3) 

Young’s 

Modulus* 

(Pa) 

Poisson’s 

ratio* 

Piezoelectric crystal 1.2 14.29 PZT-5A 7750 7.4×1010 0.35 

Matching layer 0.6 14.29 Aluminum 2700 70×109 0.33 

Backing Material 7 14.29 P-silicon 2320 160×109 0.22 

*. Ref: [105] 
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Table 5.2. Piezoelectric and elastic matrix parameters. 

Elastic constant* (GPa) C11=120, C12=75, C13=75, C33=111, C44=21, C66=23 

Piezoelectric constant* (C/m2) e31=-5.35, e33=15.78, e15=12.29 

Relative permittivity** ϵ 
11

S
 / ϵ

 
0=919.1, ϵ 

22
S

 / ϵ
 
0=919.1, ϵ 

33
S

 / ϵ
 
0=926.6 

* Values obtained by trial and error for best curve fitting. 

** ϵ 
0 = 8.85×10-12F.m-1 

 

To apply the same voltage source which was used in the experimental test, a pulse source type (a 

type of source voltage used in finite element software) was used in the numerical simulation 

through Electrostatic and Electrical Circuit interfaces. Different electrical circuits for the resistor 

and capacitor were used to simulate the input voltage as an experimental test.  Figure 5.13(a) 

shows simulated electrical circuit to get input voltage similar to the experimental test. Figure 

5.13(b) shows the input voltage source for the numerical simulation and the experiment 

respectively. 
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Figure 5.13. (a). Defined electrical circuit to get input voltage. (b). Simulation and experimental 

input voltages for transmitter. 

In order to obtain a similar dynamic response of the piezoelectric transducer in the numerical 

simulation compared to the experimental test on the transducer, damping properties of the three 

elements in the piezoelectric transducer should be applied correctly [143]. Selected Rayleigh 

damping parameters for the piezoelectric transducer elements are presented in Table 5.3. 
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Table 5.3. Rayleigh damping properties of the piezoelectric transducer [144, 145, and 146]. 

Material Mass damping  αdM (1/s) Stiffness damping  βdK (s) 

Piezo crystal 209440 1.1×10-8 

Matching layer 0 10.0×10-8 

Backing material  0 1.5×10-5 

 

Figure 5.14 shows the minimum displacement of the whole transducer surface area. For this 

simulation different mesh element sizes were used for each section of the piezoelectric 

transducer. Mesh element size was 0.03 mm for the matching layer, 0.04 mm for the piezo 

crystal, and 0.75 mm for the backing material. The mesh element size for backing material did 

not have an effect on the transducer dynamic response. Backing material simply absorbs part of 

the generated wave from the piezo crystal and does not let the wave reflect back to the piezo 

crystal and after that to the matching layer.   
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Figure 5.14. Numerical simulation of transducer. Displacement of matching layer surface at the 

minimum point (time 15.8750 ×10-5 s) (Radial displacement scale is different than geometry 

scale). 

 

Figure 5.15 shows the averaged (121 points) normalized time signal of the transducer calibration 

experiment with the laser vibrometer (with normalization factor of 0.69) and normalized time 

signal of the transducer numerical simulation (with normalization factor of 0.71). The transducer 

simulation result shows a good correlation with the calibration test with the laser vibrometer for 

the first peak. There is a low frequency wave after the first peak in the experimental test. This 

could be the result of the presence of the polymer foam upon which the transducer was settled 

during the experimental test.   
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Figure 5.15. Piezoelectric simulation and experimental results. 

 

5.4.2. Reinforced mortar simulation 

The finite element method was used for numerical simulation of elastic wave propagation [150]. 

Mesh element sizes were chosen to be greater than 20 nodes per wavelength to represent wave 

propagation accurately [147].  

min

20el


                                                                                                                                        (6.5) 

Where le is the minimum element mesh size and λmin is the shortest wavelength. Sampling 

frequency was selected based on experimental test values with the laser Vibrometer which were 

25.6 MHz. Total time in this simulation was also similar to the experimental test (T = 0.00128 s).  

Free boundary conditions were applied to all edges while the specimen was fixed to avoid free 

body motion. The bonding between mortar and bar was assumed to be a perfect contact for the 

“perfectly bonded” test specimen. For de-bonded samples, 0.1 mm spacing was applied to the 
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model with air as the material in this space. The excitation was applied by the piezoelectric 

transducer which was previously studied and simulated (Section 6.4). Displacement signals in 

the Z direction were extracted at the end of the bar, as with the experimental test.  

Figures 5.16(a) and 5.16(b) show wave propagation simulation results in perfectly bonded and 

de-bonded specimens respectively. Generated waves from the transducer propagate first through 

the small section of the free bar and then reach the anchorage location in the mortar block.  From 

here, part of the wave leaks to the mortar and part of the wave is propagated through the 

remaining part of the bar. It is clear from the third snapshot of the simulation which waves are 

propagating in the mortar and which in the bar. The arrival wave at the end of the bar is shown in 

the next picture. It is clear that the wave energy is not as strong as when it was first generated at 

the other end.  

 

 

(a.1) 
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(a.2) 
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Figure 5.16. Simulation result of wave propagation through the reinforced mortar cylinder. (a). 

Perfectly bonded sample. (b). De-bonded sample. 

 

 

(b.2) 

(b.3) 
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Figure 5.16(b).1 shows a generated wave from the piezoelectric transducer for the de-bonded 

mortar cylinder. The generated wave propagates through the bar without leakage to the mortar. 

There is no clear sign of wave refraction to the mortar in Figure 5.16(b).2. Figure 5.16(b).3 

shows the first arrival at the end of the bar. The wave has amplitude more than five times larger 

than the arrival wave at the end of the bar in the perfectly bonded sample, showing the large 

leakage effect. Wave reflection arrived at the source location at 0.465 ms. Arrival times 

correspond to a compressional wave velocity of bar (Vp ≈ 5480 m/s).  

The difference between the perfectly bonded and the de-bonded bar is because of the leaked 

energy from the bar to the mortar in a perfectly bonded sample; however, in a de-bonded sample, 

the energy remains in the bar, as was expected (Figures 5.16(a) and 5.16(b)). 

To verify the numerical simulation of wave propagation though the bar, the dispersion curve of 

surface waves from the numerical simulation was compared with the dispersion curve obtained 

from the theoretical model. Displacements from the side of the bar in the Y direction were 

extracted, and a F-K plot was calculated from the time signals, then dispersion curves were 

extracted from the F-K plot. Also, the theoretical dispersion curves were calculated using Eq. 

5.1. Figure 5.17 presents dispersion curves from the theoretical model and the numerical 

simulation. 

Dispersion curves from the numerical simulation have a good correlation with the theoretical 

model. The difference between the dispersion curves from the numerical simulation and the 

theoretical model may be the result of simplifications in both methods.  
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Figure 5.17. Dispersion curves from the numerical simulation and the theoretical model (Eq.5.1). 

5.5. Experimental results 

Experimental results for four reinforced mortar samples are presented here. Two mortar 

cylinders were embedded with steel bars in which one was perfectly bonded and one was de-

bonded (Figures 5.4(a) and 5.4(b)). Also, two mortar cylinders were embedded with rebars in 

which one was perfectly bonded and one was de-bonded (Figures 5.4(c) and 5.4(d)). Figure 5.18 

shows four snapshots of the three-dimensional movement of time signals at the end of the bar in 

sample 1 (perfectly bonded). Four differently shaped modes of wave propagation are presented 

in this figure. First, the compressional wave reaches the end of the bar (Figure 6.18(a)), and after 

that there is arrival of a longitudinal mode of surface wave (Figure 5.18(b)). Finally, flexural 

mode of wave propagation starts which is also associated with compression wave (Figure 

5.18(c)) followed by a complete flexural mode at the end (Figure 5.18(d)). In this case the 

compressional wave and longitudinal mode of surface wave are the main types of wave 

propagation in a perfectly bonded bar.     
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Figure 5.18. Mode shapes of wave propagation at the end of bar for sample 1. (a). Compressional 

wave. (b). Longitudinal wave. (c). Flexural mode. (d). Flexural mode.   

Figure 5.19 shows four snapshots of three-dimensional movements of time signals on the surface 

of the de-bonded bar embedded in mortar cylinder (sample 2). As can be seen in Figure 5.19(a), 

the first arrival wave is a compressional wave which has higher amplitude than in sample 1. The 

longitudinal mode of the surface wave is associated with the first arrival wave. This can be seen 

clearly in Figure 5.19(b) when the compressional wave goes below zero. Figure 5.19(c) shows 

the flexural mode of the surface wave which can be a type of anti-symmetric mode of the Lamb 

wave. This mode of wave propagation is apparent in Figure 5.19(d). 

(a) (b)

(c) (d)
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Figure 5.19. Mode shapes of wave propagation at the end of the bar for sample 2. (a). 

Compressional wave. (b). Longitudinal mode. (c). Flexural mode. (d). Flexural mode. 

Figure 5.20 shows four snapshots of time signals from the surface of the perfectly bonded rebar 

(sample 3). Maximum and minimum amplitude of wave propagation in this test is almost the 

same as sample 1, and less than sample 2. Two different modes of wave propagation can be seen 

in these figures. Compressional wave is the first arrival wave which reaches the end of the rebar 

(Figure 5.20(a)). Following the compressional wave, the flexural mode of the surface wave 

arrives but it is associated with the first mode (Figures 5.20(b) and 5.20(c)). At the end, only the 

flexural mode is propagating through the rebar (Figure 5.20(d)). 

(a) (b)

(c) (d)
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Figure 5.20. Mode shapes of wave propagation at the end of the rebar for sample 4. (a). 

Compressional wave. (b). Flexural mode. (c). Flexural mode. (d). Flexural mode. 

 

Figure 5.21 shows snapshots of time signals from the end of the de-bonded rebar embedded in 

the mortar cylinder (sample 4). Amplitude of wave propagation modes are five times more than 

sample 4. The first arrival wave is the compressional wave (Figure 5.21(a)). The longitudinal 

mode of the surface wave appears afterwards (Figure 5.21(b)). The flexural mode of the surface 

wave is another type of wave propagation which appears, as seen in Figure 5.21(c). Another 

flexural mode of surface wave appears at the end (Figure 5.21(d)). 

(a) (b)

(c) (d)
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Figure 5.21. Mode shapes of wave propagation at the end of the rebar for sample 4. (a). 

Compressional wave. (b). Longitudinal mode. (c). Flexural mode. (d). Flexural mode. 

 

5.5.1. Comparison of numerical and experimental results 

Figure 5.22 shows the center point time signals of the experimental test for sample 1 and the 

numerical simulation result for sample 1. Numerical simulation shows a good correlation with 

the experimental test for this sample; the first arrival waves show much lower amplitude in 

numerical simulation compared to the experimental test time signal, but the peaks follow the 

same trend. The second arrivals from both time signals match well almost up to the end of the 

recording time.   

(a) (b)

(c) (d)
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Figure 5.22. Experimental test result with the laser vibrometer and numerical simulation of 

sample 1 (perfectly bonded bar). 

The experimental time signal of sample 2 and numerical simulation of de-bonded bar are 

presented in Figure 5.23. It is evident that the first peak from the simulation has a very good 

correlation with the experimental test. Also, the second reflection at 0.433 milliseconds matches 

very well. After the first arrival, the displacement signals in the simulation attenuate more than 

the signal from the experimental test. This may be because of the difference between the 

damping ratio of the actual bar and the simulated bar.  
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Figure 5.23. Experimental test result of the Laser vibrometer and the numerical simulation of 

sample 2 (de-bonded bar). 

Although much effort was put toward modeling specimen response as close as possible to real 

response, the materials in the numerical simulations are completely homogenous materials, but 

the real ones are heterogeneous to some degree. The coupling between the transducer and the 

specimen was assumed to be completely perfect, but in reality it is very difficult to obtain close-

to-perfect coupling. Contact condition between the bar and mortar is another important 

difference between the simulation and the real test. The isolation condition of the experimental 

test also has an effect on the test results. All of these factors contribute toward the differences 

between the numerical simulation results and the experimental test results as revealed in Figures 

5.22 and 5.23.   

5.5.2. De-bonding identification 

Experimental test results with the laser vibrometer are shown in Figure 5.24. Experimental and 

numerical simulation tests clearly show that amplitude of time signals is almost five to six times 

more in de-bonded samples than perfectly bonded samples. Also, the energy dissipated in both 

the perfectly bonded bar and the rebar specimens after 0.001 second, but in de-bonded samples, 

there was still displacement occurring after 0.001 second. Table 5.4 presents results of the ratio 
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of first peak-to-peak time signals of the de-bonded samples to the “perfectly bonded” samples. 

For all specimens, it is evident that peak-to-peak amplitudes are far higher for de-bonded 

samples compared to “perfectly bonded” samples. 

Table 5.4. Ratio of peak-to-peak amplitudes of de-bonded samples time signals and perfectly 

bonded sample. 

Specimen 
Maximum Peak to peak 

amplitude (nm) 

Amplitude 

(de-bonded/bonded) 

sample 1 3.66 

4.90 

sample 2 (de-bonded bar) 17.94 

sample 3 0.72 

6.34 

sample 4 (de-bonded rebar) 4.57 

Simulation sample 1 4.06 

5.07 

Simulation sample 2 20.59 
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Figure 5.24. Experimental test results from the center point at the end of the bar and rebar. (a). 

Perfectly bonded bar. (b). De-bonded bar. (c). Perfectly bonded rebar. (d). De-bonded rebar.  

Figure 5.25 shows the numerical simulation results for the perfectly bonded bar (Figure 5.25(a)) 

and the de-bonded bar (25(b)). Peak-to-peak amplitude of wave propagation is larger for the de-

bonded specimen, which means that there is less leakage of energy through the mortar. Also, 

after 0.001 second, the energy is almost dissipated for the perfectly bonded simulated sample, 

but for the de-bonded simulated sample, there is higher peak-to-peak amplitude of displacement 

signal. 

(a) 

(b) 

(c) 

(d) 
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Figure 5.25. Numerical simulation results from the center point at the end of the bar. (a). 

Perfectly bonded bar. (b). De-bonded bar. 

 

Figures 5.26(a) and 5.26(b) present the frequency response of the experimental test for the 

perfectly bonded bar and the de-bonded bar specimens respectively. The frequency range of the 

perfectly bonded bar is 19% of the frequency range of the de-bonded bar, and the magnitude of 

the perfectly bonded bar is 37% of the magnitude of the de-bonded bar. As shown in Figures 

5.26(c) and 5.26(d), the frequency range of the perfectly bonded bar is 8.6% of the de-bonded 

rebar and the magnitude of the perfectly bonded rebar is 14% of the de-bonded rebar. The 

frequency analyses of numerical simulations are shown in Figures 5.26.e and 5.26.f. The 

magnitude of frequency is 48% less for the perfectly bonded bar than the de-bonded bar. Also, 

the frequency range of the perfectly bonded bar is 8.8% less than the de-bonded bar. When there 

is a perfect bonding between reinforcement and mortar, more energy leaks to the mortar. In 

addition, waves with a higher frequency range dissipate sooner and will not reach to the end of 

(a) 

(b) 
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the bar/rebar. When there is imperfect bonding between the bar/rebar and mortar, waves with 

higher frequency range travel through the reinforcement without less leaking and reach the end 

of the reinforcement bar.  

 

Figure 5.26. Frequency response of the experimental test and the numerical simulation. (a). 

Perfectly bonded bar. (b). De-bonded bar. (c). Perfectly bonded rebar. (d). De-bonded rebar. e. 

Simulation result of perfectly bonded bar. f. Simulation result of de-bonded bar. 

5.6. Conclusions 

In this study, a piezoelectric transducer was simulated numerically using the discrete finite 

element method. For this simulation, an X-ray image was used to obtain the actual geometry of 

the same piezoelectric transducer that was used in the experimental test. The electrical circuit of 

the piezoelectric transducer was also modeled in order to simulate input voltage more similar to 

that of the experimental test. Through the modeled electrical circuit, the same input voltage of 

the calibration test on the transducer as with the laser vibrometer was used in the numerical 

(a) (b)

(c) (d)

(e) (f)
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simulation. By using the laser vibrometer, experimental tests were conducted on the piezoelectric 

transducer for calibration. Transducer numerical simulation results were compared to 

experimental test results on the transducer with the laser vibrometer.  

The main contributions of this study are as follows: 

 A new model of 1 MHz piezoelectric transducer was simulated using its actual geometry 

and actual input voltage. This simulation was compared with real displacement 

measurements using a laser vibrometer. 

 Actual displacement of the piezoelectric transducer was measured for the first time and 

compared to the velocity and voltage time signals. The piezoelectric transducers (PZT) 

do not have a calibrated response provided by the manufacturer. 

 The PZT response includes the transfer function of the transmitter (HT) plus coupling 

(HC) plus receiver (HR), whereas the captured displacement time signal from laser 

vibrometer involves only a transfer function related to the transmitter (HT). 

De-bonding of reinforcement from the mortar was experimentally tested through the laser 

vibrometer on four specimens and two numerical simulations. The main conclusions of this study 

from the experimental tests and numerical simulations are as follows: 

 Peak-to-peak amplitude ratios were 4.90, 6.34, and 5.07 times more for de-bonded bar, 

de-bonded rebar, and simulated de-bonded bar respectively.  

 Frequency response range of the perfectly bonded bar was 19% of the de-bonded bar. 

 Frequency response range of the perfectly bonded rebar was 8.5% of the de-bonded 

rebar. 

 Frequency response range of the simulated perfectly bonded bar was 8.7% of the de-

bonded simulated bar. 

 Frequency magnitudes of the de-bonded bar were 2.67 times more than the perfectly 

bonded bar. 

 Frequency magnitudes of the de-bonded bar were 7.20 times more than the perfectly 

bonded bar. 
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 Frequency magnitudes of the simulated de-bonded bar were 2.06 times more than the 

simulated perfectly bonded bar. 

Results from the tests and numerical simulations confirmed that when there is “perfect bonding” 

between reinforcement and mortar, wave energy leaks easily into the mortar and higher 

frequency waves dissipate before arriving at the end of the reinforcement. In contrast waves 

travel mostly through the reinforcement for de-bonded samples. 

“Perfect bonding” of reinforcement with mortar is a desired condition in practice.  Any kind of 

defects on the reinforcement (corrosion, crack) or within the concrete (crack) makes 

reinforcement somewhat more de-bonded from the mortar/concrete. This study indicates that the 

acoustic wave propagation method can reveal de-bonding of reinforcement, and it is most likely 

to be useful on a year-to-year basis to evaluate progressive de-bonding from corrosion.  
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Chapter 6  

General Metal Loss, and Local Corrosion Detection with the 

Passive Magnetic Inspection Method and Wavelet Analysis 

6.1. Introduction 

In Chapter 3, a rebar with three holes was tested by using a device based on the Passive 

Magnetic Inspection method. Numerical simulation was compared with experimental data to 

prove the concept of the method, and also to increase the reliability of the results. In Chapter 4, a 

Principal Component Analysis method (PCA) was applied to data from the same specimen. 

Results show that PCA method has an ability to extract features from Passive Magnetic raw data.  

In this chapter, experimental test results of six rebars are presented. Each rebar has a different 

percentage of metal loss. Rebars were placed sequentially into the same concrete specimen to 

have the same distance from the rebar and the same intervening material. The experimental test 

is to distinguish among the corroded rebars using recorded passive magnetic data obtained with 

the scanning device prototype. 

6.2. Experimental test specimens preparation 

6.2.1. Concrete specimen 

A concrete specimen holder was cast in such a way to provide flexibility in changing corroded 

rebars and in using a different thickness of concrete. At the approximate middle of the casting 

mold (Figure 6.1) an acrylic tube with diameter slightly bigger than the rebars’ diameter (15 mm) 

was placed to allow easy changing out of different rebars.  The tube was not exactly at the center 

of casting mold to allow for different thicknesses of concrete.  As shown in Figure 6.2, this gave 

thickness ranges along the tube axis on the four sides of the specimen holder as 2.3-4.0 cm, 5.2-

4.7 cm, 5.4-5.6 cm, and 6.8-7.0 cm.   
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Figure 6.1. Acrylic tube inside the casting mold. 

 

Figure 6.2. Schematic picture of the concrete specimen.  

 

Figure 6.3 shows the final picture of the concrete specimen, acrylic tube, and different 

thicknesses from the concrete surface to the acrylic tube. By scanning along each flat surface of 

concrete, different overburden thicknesses can be achieved.  In this study a typical concrete 

mixture was used based on ACI 211.1-91 [113] 
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Figure 6.3. Cured concrete specimen with acrylic tube in the center and a rebar inside the tube. 

6.2.2. Rebars 

Six rebars with different corroded rebars were used. Rebars were Grade 400 steel according to 

CSA Standard CSA-G30.18 [148]. Rebar No. 6 was completely sound. Table 6.1 presents metal 

losses percentage for each rebar, and Figure 6.4 shows rebars used in this experimental test. 
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Table 6.1. Percentage of metal loss for studied bars [148]. 

Rebar 
No. 

Metal Loss 
(%) 

1 4.73 
2 7.02 
3 9.07 
4 12.2 
5 14.3 
6 0 

 

 

Figure 6.4. Seven bars with different percentages of metal loss. 

6.3. Experimental test procedure 

As concrete is a non-magnetic material with relative magnetic permeability of almost 1, it will 

not have an effect on the magnetic flux density around the reinforcement bar [112]. Because of 
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different parameters to study such as rebars metal losses and different overburden thicknesses, 

experimental tests were done in 30 unique conditions. Each unique condition was tested 20 

times, and Table 6.2 presents all the unique conditions of the experimental test procedure.  

Table 6.2. Variation of tests with different sensor to rebar (SR) distance. 

Bar No. Metal loss (%) Sensor to rebar distance (cm) 

1 4.73 6.5-7 8-8.5 8.5-9 10-10.5 10.5-11 

2 7.02 6.5-7 8-8.5 8.5-9 10-10.5 10.5-11 

3 9.07 6.5-7 8-8.5 8.5-9 10-10.5 10.5-11 

4 12.2 6.5-7 8-8.5 8.5-9 10-10.5 10.5-11 

5 14.3 6.5-7 8-8.5 8.5-9 10-10.5 10.5-11 

6 0 6.5-7 8-8.5 8.5-9 10-10.5 10.5-11 

All data were saved as a text file in the memory card of prototype device. Figure 6.5(a) shows 

the experimental set-up and Figure 6.5(b) shows the scanning machine prototype on the concrete 

specimen surface with the rebar in place.  
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Figure 6.5. Experimental test (a). Scheme of test, (b). Scanning machine prototype and concrete 

specimen. 

6.4. Data analysis 

Based on domain theory [24, 25, 28, 29, 31, 33, 34, and 35] and stress state in relation to the 

magnetic value of ferromagnetic materials [16, 21, 22, 36, and 39], sudden changes of magnetic 

values can occur because of domain displacement due to stress state changes. Also, another main 

reason for change in domain structure is the generation of a defect (corrosion, crack, and pitting) 

in the crystalline structure [97]. Therefore, a first quick analysis technique to determine any 

structural changes of rebars such as corrosion, cracking or pitting may be achieved by exploring 

(a) 

(b) 
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the first derivative of raw magnetic data recorded on the concrete surface above the 

reinforcement bar.    

Based on first derivative analysis, it is possible to distinguish corroded bars from healthy bars for 

different levels of corrosion and thicknesses. Figures 6.6(a) and 6.6(b) show first derivative 

curves of magnetic data in x, y, and z directions on bars with 4.73% metal loss and 0% metal 

loss. The spacing between the magnetic sensors and the top surface of reinforcement in this test 

was 6.5 to 7 cm. The maximum magnetic intensity for the steel reinforcement bar with 0.0% 

metal loss is approximately 100 A/m, but for the rebar with 4.7% metal loss, it is close to 300 

A/m. By increasing the concrete thickness the magnetic intensity was reduced for both rebars. 

Figure 6.7 shows the first derivative of magnetic data for 10.5 to 11.0 cm thickness. Again, in 

these figures the difference between a corroded bar (Figure 4.7(a), 4.7% metal loss) and a non-

corroded bar is clear. The maximum magnetic intensity for a sound rebar is 88 A/m, but for a 

corroded rebar it is 145 A/m. 

 

Figure 6.6. First derivative of magnetic data from bars at X, Y and Z directions. The concrete 

thickness is 6.5-7.0 cm. (a). Bar with 4.7% metal loss. (b). Bar with 0.0% metal loss. 
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Figure 6.7. First derivative of magnetic data from bars at X, Y and Z directions. The concrete 

thickness is 10.5-11.0 cm. (a). Bar with 4.7% metal loss. (b). Bar with 0.0% metal loss. 

The same analysis method was applied to all rebars and concrete thicknesses, and all the figures 

are available in Appendix I. Table 6.3 presents the analysis results for different conditions; The 

data show that there is a big difference in magnetic intensity between corroded bars and un-

corroded bars in all testing modes.  

Table 6.3. Magnetic intensity for different sensor to rebar distances. 

Sensor to rebar distance (cm) 
Metal loss 

%
Maximum Magnetic Intensity (A/m)

7  0 127 

8  0 76 

9  0 52 

10  0 51 

11  0  50 

7  4.73 275 

8  4.73 240 

9  4.73 235 

10  4.73 189 

11  4.73  150 

7  7.02 293 

8  7.02 244 

9  7.02 185 

10  7.02 149 
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11  7.02  131 

7  9.07 300 

8  9.07 276 

9  9.07 196 

10  9.07 162 

11  9.07  156 

7  12.2 267 

8  12.2 196 

9  12.2 159 

10  12.2 112 

11  12.2  101 

7  14.3 225 

8  14.3 124 

9  14.3 124 

10  14.3 102 

11  14.3  91 

 

 

 

Figure 6.8. Changes in magnetic field intensity due to spacing changes between sensors and 
rebar. 
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It is reasonable to expect that by increasing the spacing between the sensor and rebar the 

recorded magnetic field would decrease gradually. However, the magnetic field intensity is 

higher for corroded rebars, and it is because of the additional stray field energy from corroded 

edges in the steel. Figure 6.8 is a plot of the results in Table 6.3.  Spacing here means distance 

between the sensor to the surface of the concrete plus the thickness of concrete to the top of the 

rebar.  

6.4.1. Wavelet analysis 

Wavelet transform is a mathematical process which divides continuous time signals into different 

frequency components in time. The wavelet analysis of a signal allows the study of each 

frequency component with a resolution matched to its scale [171]. Let x(t) a signal with finite 

energy the definition of the continuous wavelet of x(t) is given by equation 6.1 [173]: 

  *1
( , )x

t u
W u s x t dt

ss






   
                                                                                              (6.1) 

In equation 6.1, the function ψ is the wavelet, u represents the translation time factor, s represents 

the scale or dilation factor, (*) represents the complex conjugate operation. The function ψ must 

satisfy some strict mathematical properties. As for the Fourier transform it is possible to 

reconstruct the signal x(t) from its wavelet transform, if this wavelet functions are orthogonal: 

    20

1 1
,x

t u ds
x t W u s du

K s ss


 



   
                                                                             (6.2) 

where K is a constant value. The implementation on a computer of the continuous wavelet 

transform needs the discretization of the u and s values. This discretization process leads to the 

discrete wavelet transform. The discrete wavelet transform decomposes the signal into mutually 

orthogonal set of wavelets. This is a main property of the discrete wavelet transform and the 

main difference from the continuous wavelet transform. The continuous wavelet transform is 

based on the utilization of the wavelet [170, 171]: 

 ,

1
u s

t u
t

ss
     

 
                                                                                                               (6.3) 
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In discrete wavelet transform, the function ψ(t) is shifted (u factor) and is dilated (s factor) by 
factors expressed as a power of two. 

 ,

1 2

22

j

j k jj

t k
t 

 
  

 
                                                                                                         (6.4) 

The wavelet coefficient of the decomposition of signal x(t) are the computed by: 

*

, ,( ) ( )x
j k j kC x t t dt




                                                                                                                 (6.5) 

The main difference between Fourier Transform and wavelet transform is that Fourier transform 

allows the localization of phenomenon in the frequency domain and the wavelet transform 

allows the localization of the phenomenon in the frequency domain but also in the time domain. 

Another advantage of the wavelet transform over the traditional Fourier transform is its ability to 

analyze the physical consequence (result) of probable signal anomalies. The development of 

wavelets happened independently in different fields of science and engineering (mathematics, 

physics, geophysics, electrical engineering) new applications of wavelet analysis for image 

analysis, earthquake predictions, radar data analysis, and non-destructive testing methods are the 

result of interchanges among different disciplines [149]. 

Classical Fourier transform analysis has some limitations for signal processing such as localizing 

time and frequency simultaneously, the irreversibility of spectral analysis in stationary signals, 

and limitations in analyzing signals that are inherently not composed of the superposition of 

periodic signals. Wavelet analysis was developed as a means of providing an analysis approach 

to overcome these limitations. With the wavelet transform, it is possible to localize different 

frequencies in the time scale [150]. Figure 6.9 presents the difference between Fourier and 

wavelet transforms. Signals in figures 6.9(a) and 6.9(b) have the same frequency content, but 

there is a clear difference in appearance, despite very similar Fourier transforms. The continuous 

Morlet (Appendix III.a) wavelet spectra (bottom) show the clear existence of each frequency 

contents in its specified time domain [151]. 
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Figure 6.9. Fourier and continuous wavelet transform on synthetic signals [172]. 

	

Wavelet	energy	

The wavelet energy concept was defined in the context of studies of atmospheric turbulence 

[152], and then applied to the analysis of diurnal and nocturnal turbulence [153]. Wavelet 

variance study and its applications are continuing fields of study [154, 155, 156, and 157]. If the 

Fourier transform F(x(t)) of the time signal x(t) exits it is possible to calculate distribution of 

energy across frequencies ω using a power spectrum density as follows: 

   2
( )XXP F x t                                                                                                                          (6.6)  

By using the wavelet transform the conservation of energy between the time domain and the 
time-frequency domain described by the Parceval theorem we will have [151]:  

2
2

20

1
( ) ( , )x

ds
x t dt W u s du

K s

  

 
                                                                                                (6.7) 

So, the total energy of signal can be presented in the wavelet domain and wavelet spectrum 

[158]:  
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        2*, , , ,
W

x
X X XP u s W u s W u s W u s                                                                                            (6.8) 

where Px
W (u, s) is the wavelet spectrum also named scalogram. An orthogonal multiresolution 

approach can also be used to define the concept of wavelet energy [159]. As demonstrated in 

Chapters 3 and 4, defect-related signals have different frequency content. This different 

frequency content has different energy contents at specific locations. All these characteristics 

make wavelet energy analysis a suitable signal processing method for this study.  

Wavelet	energy	analysis		

Figure 6.10 shows wavelet energy analysis results of the X-direction magnetic field measured 

above the rebars. Morlet wavelet was used for wavelet energy calculations based on equation 6.4 

[160]. Using wavelet energy analysis for different corroded rebars shows an increase in wavelet 

energy with increasing general metal loss. Figure 6.11 shows wavelet energy analysis results of 

the Z-direction magnetic field data scanned along the rebar length.  A similar pattern is observed, 

but as the metal loss percentage of rebars increased, the maximum value of wavelet energy 

increased. 

 

Figure 6.10. Wavelet energy result of magnetic field in X direction for different corroded rebars. 
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Figure 6.11. Wavelet energy result of magnetic field in Z direction for different corroded rebars. 

Based on these maximum values result of wavelet energy analysis and linear regression method, 

two linear equations (Eq. 6.5, and Eq. 6.6) were extracted (Figure 6.12). Although the coefficient 

of determinations are 0.67 and 0.62 for X and Z graphs respectively, but these two equations can 

be used as a good indicator for general metal loss prediction.   

 

Figure 6.12. Linear regression from maximum wavelet energy values respect to metal loss 
presented in table 6.4. 
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Ewx = 127.19 Cr + 1681.7                                                                                                          (6.5) 

Ewz = 508.71Cr + 6522.1                                                                                                           (6.6) 

Here, Ewx and Ewz are maximum wavelet energy values in the X and Z directions, and Cr is metal 

loss percentage of rebars.  

6.5. Locally corroded rebars 

In this section three stainless streel rebar sections with local corrosion were selected. This local 

corrosion developed on rebars by making artificial cracks in reinforced concrete specimens at 

specific locations and applying chloride ingress to speed up the chemical reactions [161]. Table 

6.4 presents information on the rebar sections, and Figure 6.13 shows these corroded rebars. 

 

Table 6.4. Locally corroded rebars information. 

Sample Steel 
type 

Corrosion types Rebar Length 
(cm) 

Location of corrosion (cm) 

C1 MMFX General 
corrosion 

36 20.5 to 24 

C2 2101 Spot corrosion 36 6 to 10, 15.5, 18 
C3 MMFX General 

corrosion 
36 22.5 to 24.5 
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Figure 6.13. Locally corroded rebars (C1, C2, and C3). Red circles show corroded sections. 

6.5.1. Experimental results  

Rebars were scanned with the PMI device, version 2 (Figure 6. 5), moving the prototype on the 

concrete surface in the same direction of the rebar. Before each test, the device precision 

accuracy is checked by calibrating the device [114]. While the scanner was moving, 10 data 

points per second were recorded into the memory card. The experimental test is done at two 

different locations in the laboratory where the ambient magnetic flux density are expected to be 

different. At each location, the magnetic flux density in the presence of the reinforcement steel 

within the concrete beam was measured 10 times and averaged [162, 163]. Figure 6.14 shows ten 

experimental test results of sample C1 after the high pass filter process (Chapter 3, section 5). A 

clear peak appeared between 16.5 cm to 20.4 cm. Figure 6.15 presents the mean value of all 10 

experimental tests of sample C1, and two more lines representing the mean value plus and minus 

standard deviation. The maximum standard deviation of this experimental data set was 0.8 

percent (Figure 6.16). Note that the relative magnetic permeability of concrete is equal to 1, thus 

it does not affect the magnetic flux density of the bar [115]. 
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Figure 6.14. Ten PMI test results on rebar C1 (red arrow shows corrosion area). 

 

Figure 6.15. Mean value, mean value plus standard deviation, and mean value minus standard 
deviation of PMI experimental test on rebar C1. 
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Figure 6.16. Coefficient of variance for sample C1. 

Figure 6.17 shows the eleven experimental test results from sample C2 after the high pass filter 

process is applied (Chapter 3, Section 5). There are a number of peaks appearing between 5 cm 

and 18 cm scan length. As shown in Figure 6.13, there are three spot corrosion areas between 6 

cm to 18 cm. Figure 6.18 presents the mean value of all eleven experimental scans of sample C2, 

and two more graphs representing mean value plus and minus standard deviation. The maximum 

standard deviation of this experimental test was slightly more than 1 percent, which is considered 

acceptable for anomaly detection (Figure 6.19).  

 

Figure 6.17. PMI ten test results on rebar C2 (red arrows show corrosion areas). 
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Figure 6.18. Mean value, mean value plus standard deviation, and mean value minus standard 
deviation of PMI experimental test on rebar C2. 

 

Figure 6.19. Coefficient of variance for sample C2. 

Figure 6.20 shows ten experimental test results from sample C3 after the high pass filtering 

process (Chapter 3, section 5). There are some anomalies between 22 and 28 cm. It seems that 

there is less discrimination of peak locations relative to the actual location of the corrosion.  

Figure 6.21 presents mean values of all eleven experimental tests on sample C3, and two more 

graphs representing mean value plus and minus one standard deviation. The maximum standard 

deviation of this experimental test was slightly more than 0.5 percent (Figure 6.22). 
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Figure 6.20. PMI ten test results on rebar C3 (red arrow shows corrosion area). 

 

Figure 6.21. Mean value, mean value plus standard deviation, and mean value minus standard 
deviation of PMI experimental test on rebar C3. 
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Figure 6.22. Coefficient of variance for sample C3. 

6.5.2. Continuous wavelet analysis 

Continuous wavelet transform (CWT) has a computational efficiency that provides an 

opportunity to extract features from non-stationary signals. It has the ability to separate the 

frequency component of signals [164]. Energy distribution in the time domain can be represented 

by a scalogram. This is the squared value of the wavelet transform, based on Parseval’s theorem. 

The intensity of the signal can be represented in an image with different shades of color [165]. 

The Haar wavelet (Appendix III.b) was used as the mother wavelet for this study, selected 

because of the nature of the signals to be studied, and because of initial successful results for 

damage extraction using the Haar wavelet [166]. 
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Figure 6.23. Scalogram of continuous wavelet transform for rebar C1.  

Figure 6.23 presents a scalogram of a continuous wavelet transform from experimental tests on 

Sample C1. The two yellow colored sections in the middle of graph present different energy 

magnitudes related to the corrosion regions in rebar Sample C1. The two sections probably 

present two edges of the corroded region, and the sharp response confirms the importance of 

sharp edge effects on the magnetic stray energy field (Chapter 3, Section 2). 

 

 

Figure 6.24. Scalogram of continuous wavelet transform for rebar C2. 

Figure 6.24 presents a scalogram of a continuous wavelet transform of experimental test data 

collected on Sample C2. The orange colored section is different than the corrosion response of 

Length (mm) 0 400 

Length (mm) 0 400 
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Sample C1 because of the different nature of the corrosion.  In bar C1 there were only two fairly 

large corroded regions, in C2 many smaller spot corrosions over the central part of the bar.  The 

location of the orange area matches with the location of the spot corrosions on Sample C2, but 

although they were appeared separate on the bar, the scalogram analysis did not differentiate 

them. This may simply be the effect of the distance from the rebar to the magnetic sensors, or it 

may be because of a low sampling rate from the scanning device.  Perhaps other sampling 

methods (several axial magnetometers) or analysis methods could be developed to differentiate 

them, but this is a subject for more research.   

Figure 6.25 presents the scalogram of a continuous wavelet transform of the experimental data 

from Sample C3. The pink color section is a similar pattern as Sample C1. There is a difference 

between number of pink section (one) in Sample C3 and yellow sections (two) in Sample C1 

because of the differences in length of the corroded region in these two samples. Also, the 

location of the pink area matches with the location of the corroded area on Sample C3.  

 

 

Figure 6.25. Scalogram of continuous wavelet transform for rebar C3. 

 

6.6.  Conclusion 

In this chapter two set of experimental tests with the scanning passive magnetometer device were 

presented. The first set of experimental tests was done on rebars with different percentages of 

general corrosion (metal loss), and the second set was done on several locally corroded rebars. 
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The main signal processing method used to generate the results in this chapter was wavelet 

transform analysis to calculate the wavelet energy of the magnetic field around the rebars. For 

the first set of experiments, a Morlet wavelet was used as the mother wavelet, whereas for the 

second set a Harr wavelet was selected.  

The following conclusions from these proof-of-concept tests are: 

1. The passive magnetic field signal from a corroded rebar has more distortion of energy 

than that from a sound rebar. It can be detected by wavelet energy analysis. It 

demonstrates the proof of the concept that analysing the distortions in the natural 

magnetic field caused by corroded rebar (compared to the intact rebar) is a viable means 

of non-destructive and remote detection of corrosion under concrete cover. 

2.  There is a relation between the wavelet energy of the magnetic field signals and the 

percentage of metal loss because of general corrosion. 

3. In order to determine more accurate relationships between wavelet energy and metal loss, 

more experimental tests are necessary, and this study is to be taken as a proof-of-concept 

pointing the direction for improvements in scanner design and test data analysis. 

Additional tests on different types of rebar of different diameters, with different nature of 

corrosion are necessary, and preferably this could be done in the field, analyzed, and then 

excavated for independent confirmation.  

4. A continuous wavelet transform can be used to extract data about local corrosion regions 

from the passive magnetic field signal around the rebar. A color-differentiated scalogram 

is a good visual indicator of the presence of spot corrosion by showing different color 

ranges for corroded regions. 

5. The location of corrosion spots can be extracted from scalogram analysis.  

6. It appears that the scalogram characteristics may be useful to detect the type of corrosion 

in rebars, but as stated above, there remains experimental work to be done to refine a 

method that is quick, consistent and discriminatory. 
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Chapter 7  

Conclusion and Recommendations 

Taking advantage of the residual magnetic properties of ferromagnetic materials for non-

destructive testing is the basic applied thrust of this thesis – the Passive Magnetic Inspection 

method (PMI). PMI was used for application to defect (corrosion, cracks) detection in steel bars 

in reinforced concrete structures. Defects (corrosion, cracks) in rebar change the direction of 

electron dipoles in magnetic domains of crystalline structures, which causes changes in the 

magnetic domains. These changes in magnetic domains result in anomalies in the natural 

magnetic field around the steel rebar, and these anomalies can be identified and analyzed.  

Based on this premise, a scanning device was developed to scan the magnetic field around an 

embedded rebar from the concrete surface. The first version of the device was based on one 

sensor and a board to collect and transfer data to a PC. The second version of the device had an 

array of sensors to cover a larger area during scanning. A locating sensor was added to record the 

location of each point and a memory card reader board was added to record data during the 

scanning time. Numerical tools (filtering, modelling…) were developed to analyze the 

magnetometer scan data to identify anomalies arising from corrosion. 

Besides using the magnetometer device to scan corroded rebar, an ultrasonic method was used 

for de-bonding detection of rebar in reinforced concrete, due to corrosion. In this study, a laser 

vibrometer was used to detect de-bonding. The actual displacement of a 1 MHz transducer was 

measured and modelled numerically by using the laser vibrometer at a scale of Nano-meters. 

Using this calibration of a transducer, 0.1 mm of de-bonding was detected using experimental 

tests, and the results were verified with numerical simulation. 

In summary, the novel contributions are: 

 an unique prototype was developed for defect (corrosion/crack) detection of reinforced 

concrete structures. 

 a procedure of signal processing methods was defined for processing raw magnetic data.   
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 based on wavelet energy analysis, two equations were derive for general metal loss 

estimation. 

  a unique method was used to calibrate a piezoelectric transducer. 

 reinforcement de-bonding was detected using an ultrasonic method and laser vibrometer. 

 local corrosion was detected using a continuous wavelet transform and data from the 

developed device. 

 

7.1. Conclusions 

The following items comprise summaries of results associated with the various chapters of this 

thesis. 

7.1.1. Scanning device prototype 

The last version of prototype with four main improvements worked well in the lab. The main 

improvements which applied to device are: 

 New main board with higher processing capability 

 Two parallel magnetic sensors 

 Positioning sensor 

 Memory card board 

7.1.2. Defect detection in steel reinforcement 

The numerical simulation results from theory-based calculations present a reasonable match with 

the experimental data for small defects in steel reinforcement bars located at 5 cm distance from 

the magnetometer. Similar to other passive NDT approaches, it is necessary to filter out non-

related effects.  The low frequency trend (the result of magnetic flux density of the bar) in 

experimental data is filtered out so that the high-frequency response from the defects can be 
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extracted from the signal. Careful examination of the frequency spectrum of the experimental 

data provides a way to find the best cut-off frequency for the high pass filter for the experimental 

raw data.  The following items are the main conclusion of this section: 

 Defect diameter, depth and location of small drilled holes (defects) with respect to the 

sensor are parameters, which control the magnetic flux density of the bar. 

 The angle of scanning magnetic data with respect to a defect orientation has a large effect 

on the amplitude of recorded magnetic flux density; therefore recording magnetic data at 

different angles can be useful for inverse geometrical modelling of defects.  

 Edge effects are dominant among the parameters assessed, although the effects of 

changing the defect depth are also quite considerable.  

 The results with respect to the geometric characteristics of defects indicate that data 

inversion “replication” of actual defect geometry in practice is possible, but it is a 

complicated procedure that likely requires magnetic flux density measurements in a 

number of different directions at each sampling site. 

 Inverse modelling of defects based on absolute magnetic flux density values will be 

complicated if there is more than one defect affecting the response at a sampling site.  

Thus, resolvability of two closely spaced defects (for example) will be constrained. 

 Nevertheless, the anomalies simulated in the laboratory work, although small, should be, 

in practice, highly detectable. 

 Numerical simulation of altered magnetic flux density gives results that match well with 

experimental data. This match is apparent only after applying some simple signal 

processing techniques on both simulation and experimental data: numerical data were 

smoothed to reduce the FEM discretization effect; experimental data were filtered to 

remove low-frequency trends so as to reveal signal anomalies.  

 Two holes in different positions (top, and bottom) were readily detected from the 

magnetic flux density measurements in the bar axis direction. The reason may be the 

presence of two edges for each hole which were crossed by the inspection device during 

the experimental test.   

 As shown using auto-correlation analysis, there is a strong similarity of response between 

experimental and simulation data for the top and bottom holes.  
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 The side hole presented a different and much lower amplitude pattern, compared to the 

top and bottom holes. This difference is probably because of the position (left side) of the 

middle hole such that the (linear) magnetometer sensor did not cross the magnetic flux 

density around this hole optimally.  The noise and signal levels were similar, so the 

desired anomaly related to that hole could not be extracted. Numerical simulation 

confirms the low magnetic magnitude effect of this hole configuration.  

 

7.1.3. Principal component analysis 

A PCA-based feature extraction method is shown to be applicable in detecting the location of 

holes in three different positions in a rebar. Also, Eigensignal analysis shows different patterns 

for each hole.  

This study demonstrates a relatively fast investigation of PMI test data to find whether and where 

any corrosion or crack problems exist in reinforcement. The answers to these two questions are 

important when investigating the severity of such problems and affect decisions on whether and 

when to repair or replace reinforced concrete structures. 

7.1.4. De-bonding assessment 

In this study, a piezoelectric transducer was simulated numerically through the discrete finite 

element method. De-bonding of reinforcement from the mortar was experimentally tested 

through the laser vibrometer on four specimens and with two numerical simulations. The main 

conclusions from the experimental tests and numerical simulations of de-bonding are: 

 Peak-to-peak amplitudes were higher for de-bonded specimens. 

 Peak-to-peak amplitude was higher for de-bonded sample in numerical simulations. 

 Frequency response ranges were wider for de-bonded specimens. 

 Frequency response range was wider for de-bonded sample in numerical simulations. 

 Frequency magnitudes were wider for de-bonded specimens. 

 Frequency magnitude was wider for de-bonded sample in numerical simulations. 
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Results from the experimental tests and numerical simulations confirmed that when there is a 

perfect bonding between reinforcement and mortar, wave energy leaks through the mortar, and 

higher frequency waves dissipate before arriving at the end of the reinforcement bar, whereas for 

de-bonded samples, waves travel mostly through the reinforcement bar (less attenuation). 

Perfect bonding of reinforcement is a desired condition for which any kind of defect on the 

reinforcement (corrosion, cracks) or in the concrete (crack) leads to reinforcement de-bonding 

from the mortar/concrete. In this study, it is shown that this method can be used to quantify de-

bonding of reinforcement. 

7.1.5. Metal loss and corrosion detection using wavelet analysis 

Two sets of experimental tests were carried out with the magnetometer device.  The first set of 

experimental tests was done on rebar with different percentages of general corrosion (metal loss), 

and the second set of experimental tests were done on locally corroded rebars. The main signal 

processing method used in these sets of tests was wavelet transform analysis to calculate wavelet 

energy of the magnetic field around the tested rebars. For the first set of experimental tests, a 

Morlet wavelet was used as a mother wavelet, whereas for the second set of experimental tests, a 

Harr wavelet was selected. Main conclusions for this study are: 

1. The magnetic field signal of a corroded rebar has more chaos (noise) than that from a 

sound rebar, and this can be detected and quantified by wavelet energy analysis. 

2. There is a relation between wavelet energy of magnetic field signals and percentage of 

metal loss, but more testing is necessary to refine this relationship in practice.    

3. A continuous wavelet transform can be used to extract local corrosion data from the 

magnetic field signal around the locally corroded rebar. 

4. The scalogram is a good indicator of corrosion by showing different color ranges for 

corroded areas. 

5. The location of corrosion can be extracted from scalogram analysis, and it may be 

capable of detecting types of corrosion in rebars. 
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7.2. Contributions 

The main scientific contributions of this project are: 

 A new prototype for corrosion/crack detection of reinforced concrete structures was 

developed. 

 A signal processing methodology for analyzing passive magnetic data from experimental 

tests. 

 Ultrasonic transducer is characterized using a laser vibrometer. 

 

7.3. Future work 

Recommendations for possible future work in these areas are now formulated. These 

recommendations are categorized into three main sections: i) device development, ii) 

experimental tests, and iii) simulation and numerical modelling. 

 

7.3.1. Device development 

The second generation corrosion-detector magnetometer device is ready for field testing. 

However, it needs improvements which will be implemented for the next generation. Some 

improvements are: 

 more robust wheels system to allow trouble free and quick transit. 

 wireless transfer system. 

 adding a system to show scanned data. 

 real time analysis system to find corrosion/crack on site. 
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7.3.2. Experimental tests 

The following experimental tests are suggestions regarding a more comprehensive experimental 

program that would help develop a better understanding of corrosion detection and 

quantification: 

 ultrasonic test on corroded reinforced concrete using the laser vibrometer. 

 passive magnetic test on corroded reinforced concrete using the magnetometer-based 

system but taking tri-axial field data during the scans. 

 passive magnetic field corrosion detection at real sites to address environmental impacts 

and standardization practices.   

7.3.3. Simulation and numerical modelling 

Numerical simulation in this study was performed on simple bar. Rebar has a corrugated surface 

which helps it to achieve better bonding. This corrugation also makes change on the magnetic 

field around rebar compare to simple bar.  Because of this it is difficult to carry out numerical 

simulations of more realistic bar shapes because of all the edges and corners that are introduced 

during the discretization.   These issues are reasons for the following recommendations: 

 Surface scanning of generally corroded rebars with laser scanning, and using scanned 

results as an input geometry for numerical simulations. 

 Surface scanning of more locally corroded or cracked rebars with laser scanning, and 

using scanned results as an input geometry for numerical simulations. 

 Numerical simulation of ultrasonic test on scanned rebars (general corrosion, and local 

corrosion). 

 Examination of more issues related to discretization, smoothness of the surface, and so 

on, working toward better inversion of results so that in the field, practical value can be 

provided in a quick time frame to guide engineering decisions.  
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Apendix I: 

Matlab code of numerical simulation (Chapter 3): 
 
function out = model 
% 
% FinalDrilledrebarmodel.m 
% 
% Model exported on Mar 25 2016, 16:39 by COMSOL 4.4.0.248. 
  
  
import com.comsol.model.* 
import com.comsol.model.util.* 
  
model = ModelUtil.create('Model'); 
  
model.modelPath('C:\JournalPapersForMyThesis\1\new journal Journal of 
Nondestructive Evaluation\Review results 21-10-2015\element size analysis'); 
  
model.modelNode.create('mod1'); 
  
model.geom.create('geom1', 3); 
  
model.mesh.create('mesh1', 'geom1'); 
  
model.physics.create('mfnc', 'MagnetostaticsNoCurrents', 'geom1'); 
  
model.geom('geom1').feature.create('cyl1', 'Cylinder'); 
model.geom('geom1').feature('cyl1').set('r', '0.008'); 
model.geom('geom1').feature('cyl1').set('h', '0.555'); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl1').set('axistype', 'x'); 
model.geom('geom1').runAll; 
  
model.name('1.mph'); 
  
model.geom('geom1').run; 
  
model.param.set('gB', '5e-5[T]'); 
model.param.descr('gB', 'Geomagnetic'); 
model.param.descr('gB', 'Geomagnetic Field'); 
  
model.physics('mfnc').prop('BackgroundField').set('SolveFor', 1, 
'ReducedField'); 
model.physics('mfnc').prop('BackgroundField').set('Hb', {'gB/mu0_const' 
'gB/mu0_const' 'gB/mu0_const'}); 
model.physics('mfnc').feature('mfc1').set('mur_mat', 1, 'userdef'); 
model.physics('mfnc').feature.create('exfd1', 'ExternalMagneticFluxDensity', 
2); 
model.physics('mfnc').feature('exfd1').selection.all; 
model.physics('mfnc').feature.create('ms1', 'MagneticShielding', 2); 
model.physics('mfnc').feature('ms1').selection.all; 
model.physics('mfnc').feature('ms1').set('mur_mat', 1, 'userdef'); 



167 
 

model.physics('mfnc').feature('ms1').set('mur', {'75000' '0' '0' '0' '75000' 
'0' '0' '0' '75000'}); 
model.physics('mfnc').feature('ms1').set('ds', 1, '0.008'); 
  
model.mesh('mesh1').feature.create('ftet1', 'FreeTet'); 
model.mesh('mesh1').feature('size').set('custom', 'off'); 
model.mesh('mesh1').feature('size').set('hauto', '3'); 
model.mesh('mesh1').run; 
  
model.study.create('std1'); 
model.study('std1').feature.create('stat', 'Stationary'); 
model.study('std1').feature('stat').activate('mfnc', true); 
  
model.sol.create('sol1'); 
model.sol('sol1').study('std1'); 
model.sol('sol1').feature.create('st1', 'StudyStep'); 
model.sol('sol1').feature('st1').set('study', 'std1'); 
model.sol('sol1').feature('st1').set('studystep', 'stat'); 
model.sol('sol1').feature.create('v1', 'Variables'); 
model.sol('sol1').feature('v1').set('control', 'stat'); 
model.sol('sol1').feature.create('s1', 'Stationary'); 
model.sol('sol1').feature('s1').feature.create('fc1', 'FullyCoupled'); 
model.sol('sol1').feature('s1').feature.create('i1', 'Iterative'); 
model.sol('sol1').feature('s1').feature('i1').set('linsolver', 'cg'); 
model.sol('sol1').feature('s1').feature('fc1').set('linsolver', 'i1'); 
model.sol('sol1').feature('s1').feature('i1').feature.create('mg1', 
'Multigrid'); 
model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('prefun', 
'amg'); 
model.sol('sol1').feature('s1').feature.remove('fcDef'); 
model.sol('sol1').attach('std1'); 
model.sol('sol1').runAll; 
  
model.result.create('pg1', 'PlotGroup3D'); 
model.result('pg1').run; 
model.result('pg1').set('edges', 'off'); 
model.result('pg1').feature.create('slc1', 'Slice'); 
model.result('pg1').feature('slc1').set('expr', 'mfnc.normB'); 
model.result('pg1').feature('slc1').set('descr', 'Magnetic flux density 
norm'); 
model.result('pg1').feature('slc1').set('quickplane', 'xy'); 
model.result('pg1').feature('slc1').set('quickzmethod', 'coord'); 
model.result('pg1').feature('slc1').set('quickz', '-15'); 
model.result('pg1').run; 
model.result('pg1').feature('slc1').set('quickz', '0'); 
model.result('pg1').feature('slc1').set('quickzmethod', 'number'); 
model.result('pg1').run; 
model.result('pg1').set('allowtableupdate', true); 
model.result('pg1').set('renderdatacached', true); 
model.result('pg1').feature('slc1').set('quickplane', 'yz'); 
model.result('pg1').run; 
model.result('pg1').feature('slc1').set('quickxnumber', '20'); 
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').feature.create('vol1', 'Volume'); 
model.result('pg1').feature('vol1').set('expr', 'mfnc.normB'); 
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model.result('pg1').feature('vol1').set('descr', 'Magnetic flux density 
norm'); 
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').feature('slc1').active(false); 
model.result('pg1').run; 
  
model.physics('mfnc').prop('BackgroundField').set('Hb', {'1' '1' 
'gB/mu0_const'}); 
  
model.sol('sol1').study('std1'); 
model.sol('sol1').feature.remove('s1'); 
model.sol('sol1').feature.remove('v1'); 
model.sol('sol1').feature.remove('st1'); 
model.sol('sol1').feature.create('st1', 'StudyStep'); 
model.sol('sol1').feature('st1').set('study', 'std1'); 
model.sol('sol1').feature('st1').set('studystep', 'stat'); 
model.sol('sol1').feature.create('v1', 'Variables'); 
model.sol('sol1').feature('v1').set('control', 'stat'); 
model.sol('sol1').feature.create('s1', 'Stationary'); 
model.sol('sol1').feature('s1').feature.create('fc1', 'FullyCoupled'); 
model.sol('sol1').feature('s1').feature.create('i1', 'Iterative'); 
model.sol('sol1').feature('s1').feature('i1').set('linsolver', 'cg'); 
model.sol('sol1').feature('s1').feature('fc1').set('linsolver', 'i1'); 
model.sol('sol1').feature('s1').feature('i1').feature.create('mg1', 
'Multigrid'); 
model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('prefun', 
'amg'); 
model.sol('sol1').feature('s1').feature.remove('fcDef'); 
model.sol('sol1').attach('std1'); 
model.sol('sol1').runAll; 
  
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').feature.remove('vol1'); 
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').feature.remove('slc1'); 
model.result('pg1').run; 
model.result('pg1').feature.create('vol1', 'Volume'); 
model.result('pg1').feature('vol1').set('expr', 'mfnc.normB'); 
model.result('pg1').feature('vol1').set('descr', 'Magnetic flux density 
norm'); 
model.result('pg1').run; 
  
model.view('view1').set('scenelight', 'off'); 
model.view('view1').set('transparency', 'off'); 
  
model.physics('mfnc').prop('BackgroundField').set('Hb', {'1' '1' '1'}); 
  
model.mesh('mesh1').run; 
  
model.sol('sol1').updateSolution; 
  
model.result('pg1').run; 
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model.physics('mfnc').prop('BackgroundField').set('Hb', {'1' '1' 
'gB/mu0_const'}); 
  
model.sol('sol1').updateSolution; 
  
model.result('pg1').run; 
model.result('pg1').run; 
  
model.physics('mfnc').prop('BackgroundField').set('Hb', {'gB/mu0_const' '1' 
'1'}); 
  
model.result('pg1').run; 
  
model.sol('sol1').updateSolution; 
  
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').feature('vol1').set('rangedataactive', 'off'); 
model.result('pg1').feature('vol1').set('rangecoloractive', 'on'); 
model.result('pg1').feature('vol1').set('rangedataactive', 'off'); 
model.result('pg1').feature('vol1').set('rangecolormin', '5E-5'); 
model.result('pg1').feature('vol1').set('rangecolormax', '8E-5'); 
  
model.physics('mfnc').prop('BackgroundField').set('Hb', {'gB/mu0_const' 
'gB/mu0_const' 'gB/mu0_const'}); 
  
model.sol('sol1').updateSolution; 
  
model.result('pg1').run; 
  
model.material.create('mat1'); 
model.material.create('mat2'); 
model.material('mat2').name('A572 Grade 50 [solid]'); 
model.material('mat2').info.create('Composition'); 
model.material('mat2').info('Composition').body('bal. Fe, 1.35 Mn, 0.23 C 
max, (0.005-0.05) Nb, (0.01-0.15) V, 0.015 N max, 0.04 P max, 0.05 S max, 0.4 
Si max (wt%)'); 
model.material('mat2').set('family', 'iron'); 
model.material('mat2').propertyGroup('def').set('dL', '(dL(T[1/K])-
dL(Tempref[1/K]))/(1+dL(Tempref[1/K]))'); 
model.material('mat2').propertyGroup('def').set('CTE', 'CTE(T[1/K])[1/K]'); 
model.material('mat2').propertyGroup('def').set('thermalconductivity', 
'k(T[1/K])[W/(m*K)]'); 
model.material('mat2').propertyGroup('def').set('thermalexpansioncoefficient'
, '(alpha(T[1/K])[1/K]+(Tempref-293[K])*if(abs(T-Tempref)>1e-
3,(alpha(T[1/K])[1/K]-alpha(Tempref[1/K])[1/K])/(T-
Tempref),d(alpha(T[1/K]),T)[1/K]))/(1+alpha(Tempref[1/K])[1/K]*(Tempref-
293[K]))'); 
model.material('mat2').propertyGroup('def').set('mu', 'mu(T[1/K])[Pa]'); 
model.material('mat2').propertyGroup('def').set('density', 
'rho(T[1/K])[kg/m^3]'); 
model.material('mat2').propertyGroup('def').set('kappa', 
'kappa(T[1/K])[Pa]'); 
model.material('mat2').propertyGroup('def').func.create('dL', 'Piecewise'); 
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model.material('mat2').propertyGroup('def').func('dL').set('funcname', 'dL'); 
model.material('mat2').propertyGroup('def').func('dL').set('arg', 'T'); 
model.material('mat2').propertyGroup('def').func('dL').set('extrap', 
'constant'); 
model.material('mat2').propertyGroup('def').func('dL').set('pieces', {'294.0' 
'1065.0' '-0.002440417+5.044861E-6*T^1+1.2594E-8*T^2-4.727316E-12*T^3'; 
'1065.0' '1254.0' '-0.0145039+2.05632E-5*T^1'}); 
model.material('mat2').propertyGroup('def').func.create('CTE', 'Piecewise'); 
model.material('mat2').propertyGroup('def').func('CTE').set('funcname', 
'CTE'); 
model.material('mat2').propertyGroup('def').func('CTE').set('arg', 'T'); 
model.material('mat2').propertyGroup('def').func('CTE').set('extrap', 
'constant'); 
model.material('mat2').propertyGroup('def').func('CTE').set('pieces', 
{'294.0' '1065.0' '5.044861E-6+2.5188E-8*T^1-1.418195E-11*T^2'}); 
model.material('mat2').propertyGroup('def').func.create('k', 'Piecewise'); 
model.material('mat2').propertyGroup('def').func('k').set('funcname', 'k'); 
model.material('mat2').propertyGroup('def').func('k').set('arg', 'T'); 
model.material('mat2').propertyGroup('def').func('k').set('extrap', 
'constant'); 
model.material('mat2').propertyGroup('def').func('k').set('pieces', {'294.0' 
'500.0' '234.5899-1.989374*T^1+0.007548095*T^2-1.209641E-5*T^3+6.968605E-
9*T^4'; '500.0' '774.0' '40.19827+0.08548251*T^1-1.715148E-4*T^2+8.281573E-
8*T^3'}); 
model.material('mat2').propertyGroup('def').func.create('alpha', 
'Piecewise'); 
model.material('mat2').propertyGroup('def').func('alpha').set('funcname', 
'alpha'); 
model.material('mat2').propertyGroup('def').func('alpha').set('arg', 'T'); 
model.material('mat2').propertyGroup('def').func('alpha').set('extrap', 
'constant'); 
model.material('mat2').propertyGroup('def').func('alpha').set('pieces', 
{'294.0' '1065.0' '4.702292E-6+2.930806E-8*T^1-2.805246E-11*T^2+9.790445E-
15*T^3'; '1065.0' '1254.0' '-1.044381E-6+1.019586E-8*T^1'}); 
model.material('mat2').propertyGroup('def').func.create('mu', 'Piecewise'); 
model.material('mat2').propertyGroup('def').func('mu').set('funcname', 'mu'); 
model.material('mat2').propertyGroup('def').func('mu').set('arg', 'T'); 
model.material('mat2').propertyGroup('def').func('mu').set('extrap', 
'constant'); 
model.material('mat2').propertyGroup('def').func('mu').set('pieces', {'4.0' 
'274.0' '8.626526E10+1636497.0*T^1-108981.6*T^2+291.1261*T^3-0.3377859*T^4'; 
'274.0' '1050.0' '8.301552E10+9184755.0*T^1-38834.5*T^2'; '1050.0' '1500.0' 
'7.694034E10-2.580357E7*T^1'}); 
model.material('mat2').propertyGroup('def').func.create('rho', 'Piecewise'); 
model.material('mat2').propertyGroup('def').func('rho').set('funcname', 
'rho'); 
model.material('mat2').propertyGroup('def').func('rho').set('arg', 'T'); 
model.material('mat2').propertyGroup('def').func('rho').set('extrap', 
'constant'); 
model.material('mat2').propertyGroup('def').func('rho').set('pieces', 
{'294.0' '1065.0' '7919.309-0.124948*T^1-2.88651E-4*T^2+1.131694E-7*T^3'; 
'1065.0' '1254.0' '8184.48-0.4654125*T^1'}); 
model.material('mat2').propertyGroup('def').func.create('kappa', 
'Piecewise'); 
model.material('mat2').propertyGroup('def').func('kappa').set('funcname', 
'kappa'); 
model.material('mat2').propertyGroup('def').func('kappa').set('arg', 'T'); 
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model.material('mat2').propertyGroup('def').func('kappa').set('extrap', 
'constant'); 
model.material('mat2').propertyGroup('def').func('kappa').set('pieces', 
{'4.0' '100.0' '1.800573E11-3478717.0*T^1+151512.1*T^2-
5485.327*T^3+28.28329*T^4'; '100.0' '274.0' '1.818111E11-
4.023792E7*T^1+84204.68*T^2-94.09453*T^3'; '274.0' '1500.0' '1.842649E11-
2.509462E7*T^1-28588.37*T^2'}); 
model.material('mat2').propertyGroup('def').addInput('temperature'); 
model.material('mat2').propertyGroup('def').addInput('strainreferencetemperat
ure'); 
model.material('mat2').propertyGroup.create('Enu', 'Young''s modulus and 
Poisson''s ratio'); 
model.material('mat2').propertyGroup('Enu').set('youngsmodulus', 
'E(T[1/K])[Pa]'); 
model.material('mat2').propertyGroup('Enu').set('poissonsratio', 
'nu(T[1/K])'); 
model.material('mat2').propertyGroup('Enu').func.create('E', 'Piecewise'); 
model.material('mat2').propertyGroup('Enu').func('E').set('funcname', 'E'); 
model.material('mat2').propertyGroup('Enu').func('E').set('arg', 'T'); 
model.material('mat2').propertyGroup('Enu').func('E').set('extrap', 
'constant'); 
model.material('mat2').propertyGroup('Enu').func('E').set('pieces', {'4.0' 
'274.0' '2.217366E11+5020008.0*T^1-305140.4*T^2+926.6601*T^3-1.145454*T^4'; 
'274.0' '1050.0' '2.109875E11+4.572844E7*T^1-106319.6*T^2'; '1050.0' '1500.0' 
'2.024261E11-6.77381E7*T^1'}); 
model.material('mat2').propertyGroup('Enu').func.create('nu', 'Piecewise'); 
model.material('mat2').propertyGroup('Enu').func('nu').set('funcname', 'nu'); 
model.material('mat2').propertyGroup('Enu').func('nu').set('arg', 'T'); 
model.material('mat2').propertyGroup('Enu').func('nu').set('extrap', 
'constant'); 
model.material('mat2').propertyGroup('Enu').func('nu').set('pieces', {'4.0' 
'120.0' '0.2850355-1.662951E-6*T^1'; '120.0' '274.0' '0.2848011-7.147353E-
6*T^1+6.558945E-8*T^2'; '274.0' '1054.0' '0.2712267+7.030261E-5*T^1-
4.856929E-8*T^2+1.246582E-11*T^3'; '1054.0' '1500.0' '0.3165268-1.242823E-
6*T^1+1.661461E-9*T^2'}); 
model.material('mat2').propertyGroup('Enu').addInput('temperature'); 
model.material('mat2').set('family', 'iron'); 
model.material('mat2').selection.all; 
  
model.physics('mfnc').feature('ms1').set('mur_mat', 1, 'from_mat'); 
  
model.sol('sol1').updateSolution; 
  
model.result('pg1').run; 
model.result('pg1').feature.create('vol2', 'Volume'); 
model.result('pg1').run; 
model.result('pg1').feature('vol1').active(false); 
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').feature('vol2').set('expr', 'mfnc.normB'); 
model.result('pg1').feature('vol2').set('descr', 'Magnetic flux density 
norm'); 
model.result('pg1').run; 
  
model.name('1.mph'); 
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model.result('pg1').run; 
  
model.geom('geom1').run('cyl1'); 
model.geom('geom1').feature.create('cyl2', 'Cylinder'); 
model.geom('geom1').feature('cyl2').set('r', '0.00291'); 
model.geom('geom1').feature('cyl2').set('h', '0.01241'); 
model.geom('geom1').feature('cyl2').setIndex('pos', '0.17', 0); 
model.geom('geom1').feature('cyl1').set('h', '0.564'); 
model.geom('geom1').feature('cyl2').setIndex('pos', '0.145', 0); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.008', 1); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').set('axistype', 'x'); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').set('axistype', 'y'); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').set('axistype', 'z'); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '0', 1); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.008', 2); 
model.geom('geom1').runAll; 
  
model.view('view1').set('renderwireframe', true); 
model.view('view1').set('transparency', 'on'); 
model.view('view1').set('renderwireframe', false); 
  
model.geom('geom1').feature('cyl2').setIndex('pos', '0.008', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00359', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00358', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00350', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.003', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.0036', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.0037', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.004', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.0045', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.0044', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').run('cyl2'); 
model.geom('geom1').feature.create('cyl3', 'Cylinder'); 
model.geom('geom1').feature('cyl3').setIndex('pos', '0.268', 0); 
model.geom('geom1').feature('cyl3').set('r', '0.003395'); 
model.geom('geom1').feature('cyl3').set('h', '0.00569'); 
model.geom('geom1').feature('cyl3').set('axistype', 'y'); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl3').setIndex('pos', '0.008', 2); 
model.geom('geom1').runAll; 
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model.geom('geom1').feature('cyl3').setIndex('pos', '0.000', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl3').setIndex('pos', '0.00231', 1); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl3').setIndex('pos', '0.1', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl3').setIndex('pos', '0.0', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00445', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00359', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00358', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00355', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00350', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.0036', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.0038', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.0039', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').run('cyl3'); 
model.geom('geom1').feature.create('cyl4', 'Cylinder'); 
model.geom('geom1').feature('cyl4').set('r', '0.003255'); 
model.geom('geom1').feature('cyl4').set('h', '0.00636'); 
model.geom('geom1').feature('cyl4').setIndex('pos', '0.492', 0); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.008', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.007', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.0075', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.0074', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.0073', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.00732', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00395', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00396', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.003965', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').run; 
  
model.material('mat2').selection.set([1 2 3 4 5 6 7 8 9]); 
model.material('mat2').selection.all; 
model.material.remove('mat1'); 
model.material('mat2').selection.set([1]); 
  
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.0073', 2); 
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model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.007', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.00732', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.00735', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').run; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.0074', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').run; 
  
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('size').set('hauto', '4'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('size').set('hauto', '5'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('size').set('hauto', '2'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('size').set('hauto', '6'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('size').set('custom', 'off'); 
model.mesh('mesh1').feature('size').set('hauto', '3'); 
model.mesh('mesh1').feature('size').set('custom', 'on'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').run; 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('size').set('custom', 'off'); 
model.mesh('mesh1').feature('size').set('hauto', '4'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature.remove('ftet1'); 
model.mesh('mesh1').feature.create('swe1', 'Sweep'); 
model.mesh('mesh1').current('swe1'); 
model.mesh('mesh1').feature.remove('swe1'); 
model.mesh('mesh1').clearMesh; 
model.mesh('mesh1').feature.create('bl1', 'BndLayer'); 
model.mesh('mesh1').feature('bl1').feature.create('blp', 'BndLayerProp'); 
model.mesh('mesh1').feature('bl1').feature('blp').selection.all; 
model.mesh('mesh1').feature('bl1').feature('blp').selection.set([1 2 3 4 5 
45]); 
model.mesh('mesh1').run; 
  
model.physics('mfnc').feature('ms1').selection.set([1 2 3 4 5 45]); 
model.physics('mfnc').feature('ms1').set('materialType', 1, 'solid'); 
  
model.sol('sol1').study('std1'); 
model.sol('sol1').feature.remove('s1'); 
model.sol('sol1').feature.remove('v1'); 
model.sol('sol1').feature.remove('st1'); 
model.sol('sol1').feature.create('st1', 'StudyStep'); 
model.sol('sol1').feature('st1').set('study', 'std1'); 
model.sol('sol1').feature('st1').set('studystep', 'stat'); 
model.sol('sol1').feature.create('v1', 'Variables'); 
model.sol('sol1').feature('v1').set('control', 'stat'); 
model.sol('sol1').feature.create('s1', 'Stationary'); 
model.sol('sol1').feature('s1').feature.create('fc1', 'FullyCoupled'); 
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model.sol('sol1').feature('s1').feature.create('i1', 'Iterative'); 
model.sol('sol1').feature('s1').feature('i1').set('linsolver', 'cg'); 
model.sol('sol1').feature('s1').feature('fc1').set('linsolver', 'i1'); 
model.sol('sol1').feature('s1').feature('i1').feature.create('mg1', 
'Multigrid'); 
model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('prefun', 
'amg'); 
model.sol('sol1').feature('s1').feature.remove('fcDef'); 
model.sol('sol1').attach('std1'); 
  
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').run; 
  
model.physics('mfnc').feature('ms1').set('mur_mat', 1, 'userdef'); 
  
model.sol('sol1').study('std1'); 
model.sol('sol1').feature.remove('s1'); 
model.sol('sol1').feature.remove('v1'); 
model.sol('sol1').feature.remove('st1'); 
model.sol('sol1').feature.create('st1', 'StudyStep'); 
model.sol('sol1').feature('st1').set('study', 'std1'); 
model.sol('sol1').feature('st1').set('studystep', 'stat'); 
model.sol('sol1').feature.create('v1', 'Variables'); 
model.sol('sol1').feature('v1').set('control', 'stat'); 
model.sol('sol1').feature.create('s1', 'Stationary'); 
model.sol('sol1').feature('s1').feature.create('fc1', 'FullyCoupled'); 
model.sol('sol1').feature('s1').feature.create('i1', 'Iterative'); 
model.sol('sol1').feature('s1').feature('i1').set('linsolver', 'cg'); 
model.sol('sol1').feature('s1').feature('fc1').set('linsolver', 'i1'); 
model.sol('sol1').feature('s1').feature('i1').feature.create('mg1', 
'Multigrid'); 
model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('prefun', 
'amg'); 
model.sol('sol1').feature('s1').feature.remove('fcDef'); 
model.sol('sol1').attach('std1'); 
model.sol('sol1').runAll; 
  
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').feature('vol2').active(false); 
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').feature('vol1').active(true); 
model.result('pg1').run; 
  
model.mesh('mesh1').clearMesh; 
model.mesh('mesh1').feature.remove('bl1'); 
model.mesh('mesh1').feature.create('ftet1', 'FreeTet'); 
model.mesh('mesh1').feature('ftet1').selection.geom('geom1', 3); 
model.mesh('mesh1').feature('ftet1').selection.all; 
model.mesh('mesh1').run; 
  
model.sol('sol1').updateSolution; 
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model.result('pg1').run; 
  
model.view('view1').set('transparency', 'off'); 
  
model.result('pg1').set('allowtableupdate', true); 
model.result('pg1').set('renderdatacached', true); 
  
model.view('view1').set('renderwireframe', true); 
model.view('view1').set('transparency', 'on'); 
  
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.00399', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.004', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.005', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.004', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.003', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl2').setIndex('pos', '-0.0035', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl3').setIndex('pos', '0.0025', 1); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl3').setIndex('pos', '0.0027', 1); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.0085', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.0080', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.0075', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').feature('cyl4').setIndex('pos', '-0.0078', 2); 
model.geom('geom1').runAll; 
model.geom('geom1').run; 
  
model.mesh('mesh1').feature('ftet1').selection.set([1 2 3 4 5]); 
model.mesh('mesh1').feature('ftet1').selection.all; 
model.mesh('mesh1').feature('ftet1').selection.set([1]); 
model.mesh('mesh1').feature('size').set('hauto', '3'); 
model.mesh('mesh1').run; 
  
model.physics('mfnc').feature('ms1').selection.all; 
model.physics('mfnc').feature('ms1').selection.set([1 2 3 4 5 44]); 
model.physics('mfnc').feature('ms1').set('ds', 1, '0.016'); 
  
model.sol('sol1').study('std1'); 
model.sol('sol1').feature.remove('s1'); 
model.sol('sol1').feature.remove('v1'); 
model.sol('sol1').feature.remove('st1'); 
model.sol('sol1').feature.create('st1', 'StudyStep'); 
model.sol('sol1').feature('st1').set('study', 'std1'); 
model.sol('sol1').feature('st1').set('studystep', 'stat'); 
model.sol('sol1').feature.create('v1', 'Variables'); 
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model.sol('sol1').feature('v1').set('control', 'stat'); 
model.sol('sol1').feature.create('s1', 'Stationary'); 
model.sol('sol1').feature('s1').feature.create('fc1', 'FullyCoupled'); 
model.sol('sol1').feature('s1').feature.create('i1', 'Iterative'); 
model.sol('sol1').feature('s1').feature('i1').set('linsolver', 'cg'); 
model.sol('sol1').feature('s1').feature('fc1').set('linsolver', 'i1'); 
model.sol('sol1').feature('s1').feature('i1').feature.create('mg1', 
'Multigrid'); 
model.sol('sol1').feature('s1').feature('i1').feature('mg1').set('prefun', 
'amg'); 
model.sol('sol1').feature('s1').feature.remove('fcDef'); 
model.sol('sol1').attach('std1'); 
model.sol('sol1').runAll; 
  
model.result('pg1').run; 
model.result('pg1').set('allowtableupdate', true); 
model.result('pg1').set('renderdatacached', true); 
model.result('pg1').run; 
model.result('pg1').feature('vol1').active(false); 
model.result('pg1').run; 
model.result('pg1').run; 
model.result('pg1').feature('vol2').active(true); 
model.result('pg1').run; 
  
model.view('view1').set('transparency', 'off'); 
  
model.name('Drilled rebar models.mph'); 
  
model.result('pg1').run; 
model.result.dataset.create('cln1', 'CutLine3D'); 
model.result.dataset('cln1').set('method', 'twopoint'); 
model.result.dataset('cln1').run; 
model.result.dataset('dset1').set('frametype', 'spatial'); 
model.result.dataset('dset1').run; 
  
model.view.remove('view2'); 
  
model.result.dataset('dset1').run; 
  
model.view.remove('view2'); 
  
model.result('pg1').run; 
model.result.dataset('dset1').run; 
  
model.view.remove('view2'); 
  
model.result.dataset.create('cpl1', 'CutPlane'); 
model.result.dataset('cpl1').set('quickplane', 'xz'); 
model.result.dataset('cpl1').run; 
model.result.dataset('dset1').set('frametype', 'material'); 
model.result.dataset('dset1').run; 
  
model.view.remove('view2'); 
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model.result.export.create('data1', 'cpl1', 'Data'); 
model.result('pg1').run; 
model.result.export('data1').set('expr', {'mfnc.normB'}); 
model.result.export('data1').set('descr', {'Magnetic flux density norm'}); 
model.result.export('data1').set('unit', {'T'}); 
model.result.export('data1').set('filename', 'C:\Documents and 
Settings\Administrator\Desktop\training Comsol\Healthy and drilled rebar\new 
data.txt'); 
model.result.export('data1').run; 
model.result('pg1').run; 
model.result('pg1').set('allowtableupdate', true); 
model.result('pg1').set('renderdatacached', true); 
model.result.table.create('evl3', 'Table'); 
model.result.table('evl3').comments('Interactive 3D values'); 
model.result.table('evl3').name('Evaluation 3D'); 
model.result.table('evl3').addRow([0.1467414607542168 0.0022867829728401845 
0.006432588736491274 7.479777156928616E-5]); 
model.result('pg1').run; 
model.result.export.create('data2', 'cln1', 'Data'); 
model.result.export('data2').set('filename', 'new line data'); 
model.result('pg1').run; 
model.result.export('data2').set('expr', {'mfnc.normB'}); 
model.result.export('data2').set('descr', {'Magnetic flux density norm'}); 
model.result.export('data2').set('unit', {'T'}); 
model.result.export('data2').run; 
model.result.export('data2').set('filename', 'C:\Documents and 
Settings\Administrator\Desktop\training Comsol\Healthy and drilled rebar\new 
line data.txt'); 
model.result.export('data2').run; 
model.result.dataset('cln1').setIndex('genpoints', '0.564', 1, 0); 
model.result.dataset('cln1').setIndex('genpoints', '0.008', 0, 2); 
model.result.dataset('cln1').setIndex('genpoints', '0.008', 1, 2); 
model.result.export.create('data3', 'cln1', 'Data'); 
model.result.export('data3').set('expr', {'mfnc.normB'}); 
model.result.export('data3').set('descr', {'Magnetic flux density norm'}); 
model.result.export('data3').set('unit', {'T'}); 
model.result.export('data3').set('filename', 'C:\Documents and 
Settings\Administrator\Desktop\training Comsol\Healthy and drilled rebar\new 
line data-2.txt'); 
model.result.export('data3').run; 
model.result.dataset('cln1').set('genparaactive', 'off'); 
model.result.export('data3').set('expr', {'mfnc.normB'}); 
model.result.export('data3').set('descr', {'Magnetic flux density norm'}); 
model.result.export('data3').set('unit', {'T'}); 
model.result.export('data3').set('filename', 'C:\Documents and 
Settings\Administrator\Desktop\training Comsol\Healthy and drilled rebar\new 
line data2.txt'); 
model.result.export('data3').run; 
model.result.dataset('cln1').setIndex('genpoints', '0', 1, 2); 
model.result.dataset('cln1').setIndex('genpoints', '00', 0, 2); 
model.result.dataset('cln1').run; 
model.result.export.create('data4', 'cln1', 'Data'); 
model.result.export('data4').set('expr', {'mfnc.normB'}); 
model.result.export('data4').set('descr', {'Magnetic flux density norm'}); 
model.result.export('data4').set('unit', {'T'}); 
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model.result.export('data4').set('filename', 'C:\Documents and 
Settings\Administrator\Desktop\training Comsol\Healthy and drilled rebar\new 
line data2.txt'); 
model.result.export('data4').run; 
model.result.export.remove('data3'); 
model.result.export.remove('data4'); 
model.result.dataset('cln1').setIndex('genpoints', '0.008', 0, 2); 
model.result.dataset('cln1').setIndex('genpoints', '0.0', 1, 2); 
model.result.dataset('cln1').setIndex('genpoints', '0.00', 1, 2); 
model.result.dataset('cln1').setIndex('genpoints', '0.008', 1, 2); 
model.result.dataset('cln1').run; 
model.result.dataset('cln1').run; 
model.result.export.create('data3', 'cln1', 'Data'); 
model.result.export('data3').set('expr', {'mfnc.normB'}); 
model.result.export('data3').set('descr', {'Magnetic flux density norm'}); 
model.result.export('data3').set('unit', {'T'}); 
model.result.export('data3').set('filename', 'C:\Documents and 
Settings\Administrator\Desktop\training Comsol\Healthy and drilled rebar\new 
line data2.txt'); 
model.result.export('data3').run; 
model.result.export('data3').set('expr', {'mfnc.Hx'}); 
model.result.export('data3').set('descr', {'Magnetic field, x component'}); 
model.result.export('data3').set('unit', {'A/m'}); 
model.result.export('data3').run; 
model.result.dataset('cln1').setIndex('genpoints', '0.0079', 0, 2); 
model.result.dataset('cln1').setIndex('genpoints', '0.007', 1, 2); 
model.result.dataset('cln1').setIndex('genpoints', '0.0079', 1, 2); 
model.result.dataset('cln1').run; 
model.result.export('data3').run; 
model.result('pg1').run; 
model.result.dataset.create('cpl2', 'CutPlane'); 
model.result.dataset('cpl2').set('quickplane', 'xz'); 
model.result.dataset('cpl2').set('genparaactive', 'off'); 
model.result.dataset('cpl2').run; 
model.result.export.create('data4', 'cpl2', 'Data'); 
model.result.export('data4').set('expr', {'mfnc.Hx'}); 
model.result.export('data4').set('descr', {'Magnetic field, x component'}); 
model.result.export('data4').set('unit', {'A/m'}); 
model.result.export('data4').set('filename', 'C:\Documents and 
Settings\Administrator\Desktop\training Comsol\Healthy and drilled rebar\new 
line data4.txt'); 
model.result.export('data4').run; 
model.result.dataset('cpl2').set('quickplane', 'xy'); 
model.result.dataset('cpl2').run; 
model.result.dataset('cpl2').set('quickz', '0.008'); 
model.result.dataset('cpl2').run; 
model.result.dataset('cpl2').set('quickz', '0.0079'); 
model.result.dataset('cpl2').run; 
model.result.dataset('cpl2').set('quickz', '0.0070'); 
model.result.dataset('cpl2').run; 
model.result.dataset('cpl2').set('quickz', '0.006'); 
model.result.dataset('cpl2').run; 
model.result.dataset('cpl2').set('quickz', '0.00795'); 
model.result.dataset('cpl2').run; 
model.result.export.create('data5', 'cpl2', 'Data'); 
model.result.export('data5').set('expr', {'mfnc.Hx'}); 
model.result.export('data5').set('descr', {'Magnetic field, x component'}); 
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model.result.export('data5').set('unit', {'A/m'}); 
model.result.export('data5').set('filename', 'C:\Documents and 
Settings\Administrator\Desktop\training Comsol\Healthy and drilled rebar\new 
line data4.txt'); 
model.result.export('data5').run; 
  
model.name('Drilled rebar models.mph'); 
  
model.result('pg1').run; 
model.result('pg1').set('allowtableupdate', false); 
model.result('pg1').set('title', 'Volume: Magnetic flux density norm (T)'); 
model.result('pg1').set('renderdatacached', false); 
model.result('pg1').set('allowtableupdate', true); 
model.result('pg1').set('renderdatacached', true); 
model.result('pg1').feature('vol2').set('colortable', 'GrayScale'); 
model.result('pg1').feature('vol2').set('colortablerev', 'on'); 
  
model.name('Drilled rebar models.mph'); 
  
model.result('pg1').run; 
model.result('pg1').run; 
model.result.export.create('plot1', 'Plot'); 
model.result('pg1').feature('vol2').active(false); 
model.result('pg1').set('window', 'graphics'); 
model.result('pg1').run; 
model.result('pg1').set('window', 'graphics'); 
model.result('pg1').set('windowtitle', ''); 
model.result('pg1').feature('vol2').active(true); 
model.result.export.remove('plot1'); 
model.result.create('pg2', 'PlotGroup1D'); 
model.result('pg2').run; 
model.result('pg2').feature.create('lngr1', 'LineGraph'); 
model.result('pg2').feature('lngr1').set('data', 'cln1'); 
model.result('pg2').feature('lngr1').set('expr', 'mfnc.Bx'); 
model.result('pg2').feature('lngr1').set('descr', 'Magnetic flux density, x 
component'); 
model.result('pg2').run; 
model.result('pg1').run; 
model.result('pg1').feature('vol2').set('colortable', 'Rainbow'); 
model.result('pg1').feature('vol2').set('colortablerev', 'on'); 
  
model.name('Final Drilled rebar model.mph'); 
  
model.result('pg1').run; 
model.result('pg2').run; 
model.result.export.remove('data2'); 
model.result.export.remove('data3'); 
model.result.export.remove('data4'); 
model.result.export.remove('data5'); 
model.result.export('data1').set('expr', {'mfnc.Bx'}); 
model.result.export('data1').set('descr', {'Magnetic flux density, x 
component'}); 
model.result.export('data1').set('unit', {'T'}); 
model.result('pg2').run; 
model.result.export('data1').set('expr', {'mfnc.Bx' 'mfnc.By'}); 
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model.result.export('data1').set('descr', {'Magnetic flux density, x 
component' 'Magnetic flux density, y component'}); 
model.result.export('data1').set('expr', {'mfnc.Bx' 'mfnc.By' 'mfnc.Bz'}); 
model.result.export('data1').set('descr', {'Magnetic flux density, x 
component' 'Magnetic flux density, y component' 'Magnetic flux density, z 
component'}); 
model.result.export('data1').set('expr', {'mfnc.Bx' 'mfnc.By' 'mfnc.Bz' 
'mfnc.normB'}); 
model.result.export('data1').set('descr', {'Magnetic flux density, x 
component' 'Magnetic flux density, y component' 'Magnetic flux density, z 
component' 'Magnetic flux density norm'}); 
  
model.param.set('R', '0.008[m]'); 
model.param.descr('R', 'Radius of bar'); 
model.param.set('L', '0.564[m]'); 
model.param.descr('L', 'Length of bar'); 
model.param.set('rh1', '0.00291'); 
model.param.set('rh2', '0.003395'); 
model.param.set('rh3', '0.003255'); 
model.param.set('rh1', '0.00291[m]'); 
model.param.set('rh2', '0.003395[m]'); 
model.param.set('rh3', '0.003255[m]'); 
model.param.set('dh1', '0.01241[m]'); 
model.param.set('dh2', '0.00569[m]'); 
model.param.set('dh3', '0.00636'); 
model.param.descr('rh1', 'Radius of hole 1'); 
model.param.descr('rh2', 'Radius of hole 1'); 
model.param.descr('rh3', 'Radius of hole 1'); 
model.param.descr('rh2', 'Radius of hole 2'); 
model.param.descr('rh3', 'Radius of hole 3'); 
model.param.descr('dh1', 'Depth of hole 1'); 
model.param.descr('dh2', 'Depth of hole 1'); 
model.param.descr('dh3', 'Depth of hole 1'); 
model.param.descr('dh2', 'Depth of hole 2'); 
model.param.descr('dh3', 'Depth of hole 3'); 
  
model.geom('geom1').feature('cyl2').set('r', 'rh1'); 
model.geom('geom1').feature('cyl2').set('h', 'dh1'); 
model.geom('geom1').feature('cyl3').set('r', 'rh2'); 
model.geom('geom1').feature('cyl3').set('h', 'dh2'); 
model.geom('geom1').feature('cyl4').set('r', 'rh3'); 
model.geom('geom1').feature('cyl4').set('h', 'dh3'); 
model.geom('geom1').run('fin'); 
model.geom('geom1').feature('cyl1').set('r', 'R'); 
model.geom('geom1').feature('cyl1').set('h', 'L'); 
model.geom('geom1').run('fin'); 
  
model.label('Final Drilled rebar model.mph'); 
  
model.geom('geom1').feature('cyl2').set('r', 'rh1/10'); 
model.geom('geom1').feature('cyl3').set('r', 'rh2/10'); 
model.geom('geom1').feature('cyl4').set('r', 'rh3/10'); 
model.geom('geom1').runPre('fin'); 
model.geom('geom1').run; 
  
model.mesh('mesh1').run; 
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model.mesh('mesh1').feature('size').set('hauto', '1'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('size').set('custom', 'on'); 
model.mesh('mesh1').feature('size').set('hmax', '0.00031'); 
model.mesh('mesh1').feature('size').set('hmin', '2.26e-5'); 
model.mesh('mesh1').run('size'); 
model.mesh('mesh1').create('ftet2', 'FreeTet'); 
model.mesh('mesh1').feature('ftet2').create('size1', 'Size'); 
model.mesh('mesh1').feature('ftet1').create('size1', 'Size'); 
model.mesh('mesh1').feature('ftet2').selection.geom('geom1', 3); 
model.mesh('mesh1').feature('ftet2').selection.set([1]); 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hauto', '2'); 
model.mesh('mesh1').feature('ftet1').selection.remaining; 
model.mesh('mesh1').feature('ftet1').feature('size1').set('custom', 'on'); 
model.mesh('mesh1').feature('ftet1').feature('size1').set('hmaxactive', 
'on'); 
model.mesh('mesh1').feature('ftet1').feature('size1').set('hminactive', 
'on'); 
model.mesh('mesh1').feature('ftet1').feature('size1').set('hmax', '2.29e-5'); 
model.mesh('mesh1').feature('ftet1').feature('size1').set('hmin', '2.29'); 
model.mesh('mesh1').feature('ftet1').feature('size1').set('hmax', '2.29e-4'); 
model.mesh('mesh1').feature('ftet1').feature('size1').set('hmin', '2.29e-5'); 
model.mesh('mesh1').run; 
  
model.geom('geom1').feature('cyl2').set('pos', {'0.145' '0' '-0.0034'}); 
model.geom('geom1').run('cyl2'); 
model.geom('geom1').feature('cyl2').set('pos', {'0.145' '0' '-0.0030'}); 
model.geom('geom1').run('cyl2'); 
model.geom('geom1').feature('cyl2').set('pos', {'0.145' '0' '-0.0037'}); 
model.geom('geom1').run('cyl2'); 
model.geom('geom1').feature('cyl2').set('pos', {'0.145' '0' '-0.0038'}); 
model.geom('geom1').run('cyl2'); 
model.geom('geom1').feature('cyl2').set('pos', {'0.145' '0' '-0.0045'}); 
model.geom('geom1').run('cyl2'); 
model.geom('geom1').feature('cyl2').set('pos', {'0.145' '0' '-0.0042'}); 
model.geom('geom1').run('cyl2'); 
model.geom('geom1').feature('cyl2').set('pos', {'0.145' '0' '-0.0043'}); 
model.geom('geom1').run('cyl2'); 
model.geom('geom1').run; 
model.geom('geom1').feature('cyl2').set('pos', {'0.145' '0' '-0.0044'}); 
model.geom('geom1').run('cyl2'); 
model.geom('geom1').run; 
  
model.mesh('mesh1').run; 
  
model.sol('sol1').runAll; 
  
model.result('pg1').run; 
model.result('pg2').run; 
model.result('pg2').run; 
model.result('pg2').feature('lngr1').set('expr', 'mfnc.Hx'); 
model.result('pg2').feature('lngr1').set('descr', 'Magnetic field, x 
component'); 
model.result('pg2').feature('lngr1').set('cutline', 'cln1'); 
model.result('pg2').feature('lngr1').set('linefirst', [0.28200000524520874 
1.9499985501170158E-4 -0.00800000037997961]); 
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model.result('pg2').feature('lngr1').set('linesecond', [0.28200000524520874 
1.9499985501170158E-4 0.008009999990463257]); 
model.result('pg2').feature('lngr1').set('lineisinit', true); 
model.result.dataset('cln1').set('method', 'twopoint'); 
model.result.dataset('cln1').set('genpoints', [0.281998 1.94999E-4 -0.008; 
0.281998 1.94999E-4 0.00801]); 
model.result('pg2').feature('lngr1').set('cutmode', 'off'); 
model.result('pg2').run; 
model.result('pg2').feature('lngr1').set('expr', 'mfnc.Bx'); 
model.result('pg2').feature('lngr1').set('descr', 'Magnetic flux density, x 
component'); 
model.result('pg2').run; 
model.result('pg2').run; 
model.result('pg2').run; 
model.result('pg2').feature('lngr1').set('expr', 'mfnc.Bx'); 
model.result('pg2').feature('lngr1').set('descr', 'Magnetic flux density, x 
component Magnetic field, x component'); 
model.result('pg2').feature('lngr1').set('expr', 'mfnc.Bx'); 
model.result('pg2').run; 
model.result('pg2').feature('lngr1').set('expr', 'mfnc.Bx'); 
model.result('pg2').feature('lngr1').set('descr', 'Magnetic flux density, x 
component'); 
model.result('pg2').feature('lngr1').set('expr', 'mfnc.Hx'); 
model.result('pg2').feature('lngr1').set('descr', 'Magnetic field, x 
component'); 
model.result('pg2').run; 
model.result('pg2').feature('lngr1').set('data', 'cln1'); 
model.result.dataset.remove('cpl1'); 
model.result.dataset.remove('cpl2'); 
model.result.dataset('cln1').run; 
model.result.dataset('cln1').setIndex('genpoints', '0', 0, 0); 
model.result.dataset('cln1').setIndex('genpoints', '0.56', 1, 0); 
model.result.dataset('cln1').setIndex('genpoints', '0', 0, 1); 
model.result.dataset('cln1').setIndex('genpoints', '0', 1, 1); 
model.result.dataset('cln1').setIndex('genpoints', '0.79', 0, 2); 
model.result.dataset('cln1').setIndex('genpoints', '0.79', 1, 2); 
model.result.dataset('cln1').run; 
model.result.dataset('cln1').run; 
model.result.dataset('cln1').setIndex('genpoints', '0.079', 0, 2); 
model.result.dataset('cln1').setIndex('genpoints', '0.079', 1, 2); 
model.result.dataset('cln1').run; 
model.result.dataset('cln1').setIndex('genpoints', '0.0079', 0, 2); 
model.result.dataset('cln1').setIndex('genpoints', '0.0079', 1, 2); 
model.result.dataset('cln1').run; 
model.result('pg2').run; 
model.result('pg2').feature('lngr1').set('expr', 'mfnc.Bx'); 
model.result('pg2').feature('lngr1').set('descr', 'Magnetic flux density, x 
component'); 
model.result('pg2').run; 
model.result.export.create('data1', 'Data'); 
model.result.export('data1').set('data', 'cln1'); 
  
model.mesh('mesh1').feature('ftet1').feature('size1').set('hmax', '1.45e-4'); 
model.mesh('mesh1').feature('ftet1').feature('size1').set('hmin', '1.45e-5'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hauto', '1'); 
model.mesh('mesh1').run; 
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model.sol('sol1').runAll; 
  
model.result('pg1').run; 
model.result('pg2').run; 
model.result('pg2').run; 
model.result.export('data1').set('expr', {'mfnc.Bx'}); 
model.result.export('data1').set('descr', {'Magnetic flux density, x 
component'}); 
model.result.export('data1').set('unit', {'T'}); 
  
model.mesh('mesh1').feature('ftet2').feature('size1').set('custom', 'on'); 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hminactive', 
'on'); 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmin', '1.13E-4'); 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmaxactive', 
'on'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmax', '0.00113'); 
model.mesh('mesh1').run; 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmax', 
'0.000565'); 
model.mesh('mesh1').run; 
  
model.sol('sol1').runAll; 
  
model.result('pg1').run; 
model.result('pg2').run; 
model.result('pg2').run; 
  
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmax', '0.00029'); 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmin', '0.565e-
4'); 
model.mesh('mesh1').run; 
  
model.label('Final Drilled rebar model.mph'); 
  
model.mesh('mesh1').feature('ftet1').feature('size1').set('hmax', '2.9e-4'); 
model.mesh('mesh1').feature('ftet1').feature('size1').set('hmin', '2.9e-5'); 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmax', '0.00058'); 
model.mesh('mesh1').feature('ftet2').feature('size1').set('hmin', '1.13e-4'); 
model.mesh('mesh1').run; 
  
model.label('Final Drilled rebar model.mph'); 
  
out = model; 
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Appendix II: 

Matlab code of wavelet energy analysis (Chapter 7): 
 
%% General comments 
clear; 
%Wavelet definition 
wname  = 'Morl'; 
par    = 6; 
WAV    = {wname,par}; 
  
%% Wavelet for Hx 
load('Rebar5.mat'); 
%sampling frequency 
scales = 1:0.1:10; 
dt = 1/10; 
s1{1} = xb; 
s1{2} = dt; 
cwt_s1_lin = cwtft(s1,'scales',scales,'wavelet',WAV,'plot'); 
cwt_s1_pow = cwtft(s1,'plot'); 
  
% Compute the energy distribution over scales. 
cfs = cwt_s1_lin.cfs; 
energyX = sum(abs(cfs),2); 
percentageX = 100*energyX/sum(energyX); 
  
[maxenergy,maxenergyScaleIDX] = max(energyX+100); 
figure; 
plot(energyX,'k','Markersize',100); 
hold on 
plot(maxenergyScaleIDX,maxenergy,'.k','Markersize',20); 
title ('Rebar 5 (14.30% general corrosion)'); 
xlabel('Indices of Scales'); 
ylabel('Wavelet Energy of Magnetic field (Hz)'); 
axis tight 
grid 
MaxEner = scales(maxenergyScaleIDX) 
% Detect the scale of greatest energy. 
  
[maxpercent,maxScaleIDX] = max(percentageX) 
figure; 
plot(percentageX,'.-r'); 
hold on 
plot(maxScaleIDX,maxpercent,'.k','Markersize',20); 
xlabel('Indices of Scales'); 
ylabel('Percentage of energy'); 
axis tight 
grid 
scaMaxEner = scales(maxScaleIDX) 
  
%Step 2: Reconstruction of System Anomaly Signature in the Time Domain 
cwt_anomalyX1 = cwt_s1_pow; 
% Find the index of logarithmic scale detecting the anomaly. 
[valMin,anomaly_index_scales] = min(abs(cwt_s1_pow.scales-scaMaxEner)) 
anomaly_cfs = cwt_s1_pow.cfs(anomaly_index_scales,:); 
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newCFS = zeros(size(cwt_s1_pow.cfs)); 
newCFS(anomaly_index_scales,:) = anomaly_cfs; 
cwt_anomalyX1.cfs = newCFS; 
% Reconstruction from the modified structure. 
anomalyX1= icwtft(cwt_anomalyX1,'plot','signal',s1); 
%ax = findobj(gcf,'type','axes','tag',''); 
%set(ax,'XLim',[250 500]); 
%Step 3: A Second Reconstruction of System Anomaly Signature 
% First step for building the new structure corresponding to the anomaly. 
cwt_anomalyX2 = cwt_s1_lin; 
% Choose a vector of scales centered on the most energetic scale. 
dScale = 5; 
anomaly_index_scales = (maxScaleIDX-dScale:maxScaleIDX+dScale); 
anomaly_cfs = cwt_s1_lin.cfs(anomaly_index_scales,:); 
newCFS = zeros(size(cwt_s1_lin.cfs)); 
newCFS(anomaly_index_scales,:) = anomaly_cfs; 
cwt_anomalyX2.cfs = newCFS; 
% Reconstruction from the modified structure. 
anomalyX2 = icwtlin(cwt_anomalyX2,'plot'); 
 

 

 

Appendix III: Wavelet  

a. Morlet wavelet (real part) 

Equation:  
2

2( ) cos 5
x

x e x


    

 

Matlab code for graph: 
 
lb = ‐4; 
ub = 4; 
n = 1000; 
[psi,xval] = morlet(lb,ub,n); 
plot(xval,psi) 
title('Morlet Wavelet'); 
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b. Haar wavelet 

Equation:  

1
1 0

2
1

( ) 1 1
2

0 otherwise

t

t t

  

   




  

 

 
 

Some definitions: 
 
The energy of a signal x(t) is given by : 

2
( )xE x t dt




   

with x(t)  the modulus of x(t). 

The power of a signal x(t) is define by: 
22

2

1
lim ( )

T

Tx T
P x t dt

T



 
   

The Fourier transform of a signal x(t) with finite energy is given by: 
 

2( ) ( ) tX x t e dt
 


   

 

with ω the frequency. 
 
In case of a signal with finite power (this mean that the energy of the signal is equal to 0) the 
definition of the Fourier transform needs the utilization of distribution (δ function) theory. 
 

 

The autocorrelation of a signal x(t) with finite energy is given by: 
 

*( ) ( ) ( )xx x t x t dt 



    
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The cross correlation of a signal x(t) with finite energy and a signal y(t) is given by: 
*( ) ( ) ( )xy x t y t dt 




    

 

The autocorrelation of a signal x(t) with finite power is given by: 
 

*2

2

1
( ) lim ( ) ( )

T

Txx
T

x t x t dt
T

 


 
    

 

The cross correlation of a signal x(t) with finite power and a signal y(t) is given by: 
 

*2

2

1
( ) lim ( ) ( )

T

Txy
T

x t y t dt
T

 


 
  

 
 
In case of finite energy signals we have: 
 

2
(0) ( )xx x t dt




    

 

*(0) ( ) ( )xy x t y t dt



    

 

 

In case of finite power signals we have: 
 

22

2

1
(0) lim ( )

T

Txx
T

x t dt
T



 
  

 
 

*2

2

1
(0) lim ( ) ( )

T

Txy
T

x t y t dt
T



 
  

 
 
The spectral densities of signals are defined as: 
 

  2
( )xxS X 

 
 

   *( )xyS X Y  
 

 
By using the Wiener-Kinchine theorem: 
 

   ( )xx xxS F  
 

 
with  xxF Γ (τ) the Fourier transform of the autocorrelation function of the signal x(t). 
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  ( )xy xyS F      
 
 
with xyF Γ (τ)   the Fourier transform of the cross correlation function of the signal x(t) and the 

signal y(t). 
 
 
Parceval theorem: 
 

2 2

( ) ( )x t dt X d 
 

 
   

 

 

 

 

 

 

 

 

 

 

 
 


