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Abstract 

A new basis for the prediction of the drop size and velocity distribution in a spray is 

developed, using the maximum entropy formalism. The prediction considers the imposition 

of integral conservation constraints for mass, momentum and mechanical energy on the 

breakup of an undulating liquid sheet. The resulting drop size distribution is similar to 

the widely used empirical distributions, while the velocity distribution is Gaussian, with a 

variance that decreases with increasing drop size. 

Measurements were made in a simple water spray using the Phase / Doppler technique 

to obtain the joint size / velocity PDF . Photographic measurements were used to obtain an 

estimate of the geometry of the breakup region . 

Good agreement was found between the measurements and the predictions, except in 

the region where drag forces had strongly influenced the distribution. This discrepancy was 

expected, as drag effects were not included in the model. 
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Chapter 1 

Introduction 

The modelling of spray flames requires information on the joint drop size and velocity dis­

tribution uf the fuel spray, and its variation over the spray volume. Its behaviour governs 

the distribution of the heat release over the combustion volume, as well as other phenom­

ena important to the nature of the flame. Together with the gaseous flow field, the joint 

drop size and velocity distribution provides information of fundamental importance to the 

understanding of spray flames. 

It is commonly suggested that a major area of uncertainty in spray modelling is in the 

definition of initial conditions . Until recently there has been no analytical basis for the dis­

tribution of drop size and velocity resulting from breakup . Recent work by the author [1,2,3] 

uses the maximum entropy formalism to analyze the breakup of a thin flat sheet of liquid, 

predicting a joint drop size and velocity distribution , and presents a simplified analysis of 

the downstream behaviour of the spray. The predicted distribution is similar to the Rosin­

Rammler distribution in drop size and has a Gaussian distribution in velocity. However, 

the unrealistic flat sheet model requires the artificial inclusion of an arbitrary momentum 

1 
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source term in the calculation of the velocity distribution. In real sprays produced by sheet­

forming nozzles, the sheet does not remain flat prior to breakup , but develops undulations 

which contribute substantially to the breakup process. 

1.1 Objectives 

The objectives of this work are: 

• to obtain a prediction of the form of the drop size and velocity distribution in a spray 

resulting from the breakup of an undulating liquid sheet. 

• to make experimental measurements of such a spray, and compare them to the pre­

dictions. 

To achieve these objectives this works builds on the previous work by : 

• introducing a model for the behaviour of the undulating sheet. 

• expanding the constraint equations to incorporate two components of velocity. 

• introducing the additional constraint on the partition of surface energy. 

• performing measurements for comparison with the results of the model. 

1.2 Previous Work in Liquid Sheet Breakup 

The importance of atomization in the combustion of liquid fuels has prompted a great deal 

of research. Nevertheless, there are still large gaps in the understanding of many of the 

mechanisms . 



3 

0 0 
0 

0 
Figure 1.1 : Idealized disintegration of a liquid sheet. After Dombrowski and Johns [4]. 

The research literature on 'atomization can be divided into two parts . By far the larger 

part is concerned with the description of sprays. This work is primarily empirical , usually 

involving the measurement of the drop size distributions produced by practical devices and 

fitting a distribution equation to the data . Practical parameters , such as the Sauter mean 

diameter (D32) , may then be extracted and correlations developed between the important 

features of the drop size distribution and the design and operating parameters of the atom­

izers used . Much of the modern work of this type has been reported in the proceedings of 

the International Conferences on Liquid Atomi=ation and Spray Systems (!CLASS- 78, -82, 

-85) . 

The remammg research has focussed on the stability of liquid sheets and ligaments 

subject to some specific forms of disturbances. This work begins with Rayleigh's 1878 paper 

on the stability of cylindrical jets subject to sinusoidal disturbances [5]. It goes on to include 

the effects of liquid viscosity [6], deformation wavelength and asymmetry [7], aerodynamic 
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Figure 1.2 : Disintegration of the conical sheet produced by a swirl jet nozzle. This photo­

graph shows a spray of water from a Delavan 1.50 80 B nozzle . The water temperature was 

20° C and the injection pressure was 345 kPa. 
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effects of relative gas-liquid velocity [6,7], growth and breakup of surface waves [8], liquid 

sheet breakup [4], and secondary breakup of drops at very high relative velocities [9]. These 

theoretical studies are well supported by many experimental studies . However , such work 

does not yield any description of the spray produced beyond some expression for an average 

or maximum drop diameter on the basis of the parameters of the disturbances which are 

most readily amplified. The main features of this research are well summarized by Rice [10]. 

The work of Dombrowski and Johns [4] on breakup of liquid sheets is of particular 

interest in the present work. It provides the background for the present model of the sheet 

behaviour prior to breakup. 

Dombrowski and Johns consider the behaviour of a viscous liquid sheet in quiescent, in­

viscid, gaseous surroundings. The balance of aerodynamic, surface and liquid viscous forces 

governs the growth of sinuous disturbances on a sheet . It is assumed that the disturbances 

of maximum growth rate dominate the behaviour , thus simplifying the analysis. 

The breakup length is reached when the troughs and crests of the undulations blow out , 

leaving segments of sheet , each one half a wavelength long . These segments then contract 

into ligaments and break up by the classical mechanisms of the unstable liquid cylinder. See 

figures 1.1 and 1.2 for the idealized and actual behaviour of a sheet respectively. Applying 

the ligament breakup model of Weber [6] to their theoretical predictions they predict a 

mean drop diameter that is in reasonable agreement with experiments . This suggests that , 

at least, their qualitative description of the process is reasonably accurate. That description 

will be used , in conjunction with basic conservation principles and the maximum entropy 

formalism, to predict the distribution of drop size and velocity in the present work. 



Chapter 2 

Maximum Entropy Formalism 

Applied to the Breakup of a 

Liquid Sheet 

2.1 The Maximum Entropy Formalism 

The maximum entropy formalism of Jaynes [11 ,12] and Tribus [13] is a method of statistical 

inference which has found substantial application in scientific and engineering problems. It 

was initially perceived as an alternative approach to statistical thermodynamics . However, 

it is now being recognized as a method of statistical inference which is generally applicable, 

rather than specifically a tool for thermodynamics . 

The formalism provides a method for maximizing the Shannon entropy 
m 

S = -k LPi ln/pi (2 .1) 
j=O 

6 
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of a probability distribution, subject to constraints of the form 

m 

LPi9i =< g > (2.2) 
i=O 

where 9i is the set of values of some state function and < g > is the expectation value for 

that state function, which known to exist and have a single value. This results in the least 

biased distribution of probability which still satisfies the constraints of a particular physical 

problem. 

The constraints define some average property of the system, or moment of the probability 

distribution. This form of constraint is ideal for expressing conservation equations. For 

example, if the state function g were energy, a conservation constraint might read: "The 

sum of the energy over the entire system is equal to the total energy" . On this sort of basis 

one may make predictions of the probability distribution based on its known moments . 

The author has shown [3] that, for a uniform discretization of the solution space 1/;, the 

constraints of the formalism and the resulting probability distribution may be expressed in 

a continuous form. 

JI god1/J = < go> 

Vi 

J /g1d1/J =< 91 > 

Vi 

\ 
J f 9nd1/J =< 9n > 
Vi 

f = exp( - >.o - A191 - A292. - . .. - An9n) 

(2.3) 

(2.4) 

(2 .5) 

(2.6) 

where / is a probability density function (PDF) such that Pi = f d'lj;i . The normalization 

constraint 2.3 arises from the restriction that the probabilities must sum to unity. The state 
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functions go is defined as unity and therefore < g0 >= l. This allows the normalization 

constraint to be written in the same form as the other constraint equations. This form 

is well suited to the treatment of continuous variables such as the drop size and velocity, 

which form the solution space in this work. 

The as-yet-undetermined Lagrange multipliers, .Xo, .X1, .X2 , .. ,,.Xn, may be found using a 

modified Newton-Rhapson type numerical solution. The method developed by the author 

for finding the multipliers [3] was an improvement over earlier methods. The critical step in 

the solution is the enforcement of the normalization constraint at every iteration. Without 

this requirement the solution is strongly divergent. 

When the entropy of the distribution is at a maximum, subject to the constraints, the 

result is the least biased distribution which satisfies the physics embodied in the constra~ts. 

In the language of information theory, it contains the least amount of information, i.e . only 

the information embodied in the constraints. Any other distribution would be biased, 

because it would contain more information than the physics provides. Qualitatively, the 

result may be thought of as the smoothest distribution that satisfies the constraints. It 

reveals no non-uniformities except those required by the physics of the system, as expressed 

in the constraints. 

For more detailed information on the maximum entropy formalism and its solution for 

a probability distribution refer to references [13] and [14], or reference [3] as excerpted in 

Appendix A. 

2.1.1 Application Approaches for the Maximum Entropy Formalism 

There are various ways to apply the maximum entropy formalism in problems involving 

probability distributions. There is the obvious approach which directly parallels the deriva-
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tion . A set of constraints is known a priori and the maximum entropy principle is used to 

find the least biased distribution of probabilities that satisfies those constraints. 

A more complex approach is the inverse problem. In this case the dist ribution is known , 

and the objective is to obtain a set of constraints which , in conjunction with the maximum 

entropy principle, would yield that distribution. There is no direct path to the solution 

of this type of problem. However, if a solution is found , it may offer insight into the 

fundamental principles which underlie the observed distribution. 

The present work combines the two approaches . A set of fundamental conservation con­

straints is determined a priori to be of physical importance in the atomization process. The 

distribution resulting from the maximization of the entropy, subject to these constraints, is 

compared to the observed distributions in real sprays and some inconsistencies are evident. 

This observation drives the inverse process ; a search for some physical aspect which has 

been overlooked . A further constraint is sought, and found, which will bring the distribu­

tion into line with the empirical evidence. This is one of the strengths of the formalism . 

An incomplete analysis can point the way to an improvement in the system of constraints, 

resulting in a better solution and increased understanding of the physical processes . 

2.2 Conservation Constraints on Breakup 

Many atomizers function by producing a thin sheet of liquid which develops instabilities, 

breaking up into ligaments and then into drops. The swirl jet atomizer , for example , 

produces a conical sheet in which the fluid is stretched by the initial radial momentum, 

until breakup occurs. This work begins with a sheet which has already been stretched to 

the point of breakup. The sheet has a thickness r, which is assumed to be uniform, and 

a mean velocity in the streamwise direction U . There are undulations on the surface of 
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the sheet which are growing as the sheet moves downstream. As a result of these growing 

undulations any small element of the sheet will have both streamwise and cross-stream 

components of velocity. 

Constraints are developed by assuming that the breakup is a nearly conservative process. 

The collection of drops just downstream of the breakup zone are taken to have the same 

total mass, momentum, directed kinetic energy and surface energy as the portion of the 

sheet that broke up to form them. The techniques used to develop values for the average 

momentum and kinetic energy of the undulating sheet are described in a later section. The 

process is assumed to be isothermal, with constant fluid properties. 

The probability is distributed over the drop diameter, 8, and two components of drop 

velocity, u and v, each of which are nondimensionalized as shown, using the mass mean 

diameter and the mean streamwise sheet velocity respectively. 

8 
8. = -­

. D30 

u 
u . = u 

V 
v. = -. u 

The solution space consists of the three variables combined, so that d?/J = d8.du . dv • . 

2.2.1 Conservation of Mass 

(2.7) 

The mass conservation constraint for the liquid arises from the statement that the total 

mass M from the sheet must be equal to the sum of all the drop masses, plus any mass 

sources due to a nonconservative process. For example, evaporation would lead to a negative 

mass source. N is the total number of drops, so that N f d?/J is the number of drops in an 

incremental volume of solution space. 

M = /ff Nfp:83 d?/J mass sources (2.8) 
,µ 



By recalling that 
M + mass sources p1r Dio 

N 6 

the above expression may be recast in a dimensionless form . 

jjj f8;d8 . du . dv . = 1 

1/J 

2.2.2 Conservation of Momentum 

11 

(2 .9) 

(2 .10) 

Similar methods may be used to develop equations for the components of linear momentum. 

Two components are considered. The x axis is aligned with the mean motion of the sheet , 

while the y axis is perpendicular to the sheet. 

ff! p1r83 
Mus= N J-

6
-ud'ljJ x momentum sources (2 .11) 

,p 

and 

Mvs = jjj N f p~
83 

vd'I/J y momentum sources (2.12) 
,p 

which relate the momentum of the sheet to the momentum of the drops in the resulting 

spray. Nondimensionalization then gives 

and 

JI! f8;u , d8, du , dv. =Us.+ Smu 

,p 

J J J f 8;v. d8. du . dv . = vH + Smv 

,p 

for the x and y components respectively. 

(2 .13) 

(2.14) 
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2.2.3 Conservation of Energy 

Initially one would expect the conservation of energy to provide a single constraint . How­

ever, this would leave out important information concerning the physics of certain energy 

transformations, as well as the prior knowledge of the energy distribution before breakup. 

A single constraint would not account for the barriers to transformation between differ­

ent modes of energy. The model must incorporate the fact that kinetic energy does not 

transform to surface energy unless there are deformation processes taking place that facil­

itate the transformation. Because of this each energy mode is separately conserved, with 

source terms to permit the exchange of energy between modes . The two energy modes of 

importance in the current study are surface energy and directed kinetic energy. 

Conservation of Kinetic Energy 

The directed kinetic energy of all the drops in the distribution must match the kinetic 

energy present in the sheet that broke up to form them. Balancing the two gives 

!!! p1r83 
M(u; + v;) = N f-

6
-(u2 + v2)d8, du . dv , kinetic energy sources 

VJ 

or, on nondimensionalization 

ff J f Sf ( u: + v;)d8, du , dv. = u;. + v;. + Ske 

VJ 

(2.15) 

(2 .16) 
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Conservation of Surface Energy 

The surface energy is simply the surface tension, u, multiplied by the surface area, so that 

balancing the surface area of the drops with that of the original sheet gives 

2
:~ = jjj u N f 1r8

2
d8. du . dv. surface energy sources (2.17) 

,t, 

for a sheet of locally uniform thickness r. The factor of two allows for the two sides of the 

sheet. This becomes 

J J J f 8;d8. du . dv. = 3: . + Ss 

,t, 

(2.18) 

on nondimensionalization . Alternately, since the net surface area m the resulting spray 

must be equal to the surface area of the sheet, plus any surface area sources, 

2uM 
<1 Anet = -- + surface energy sources 

pr 

and equation 2.18 may be expressed in terms of the net surface area per unit mass. 

!!! f /j2d/j d d . = pD30 Anet 
• • u. v. 6(1 + Rm) M 

,t, 

(2.19) 

(2.20) 

where Rm is the mass source term expressed on a per unit mass basis. (1 + Rm)M/ p is 

the total volume of liquid in the spray. Examination of the definition of the Sauter mean 

diameter ( D32) shows that it is equal to 6 times the overall volume to surface area ratio . 

Thus, the constraint may be rewritten as 

jjj f 8;d8. du . dv. = ~::, (2.21) 

,t, 

the form used in the model calculations of Chapter 5. This eliminates the need to obtain 

the surface energy sour·ce terms directly. The surface energy source term will be negative, 

representing the dissipation of a large portion of the surface energy in the processes of 

contraction that take place in the breakup region . 
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2.3 The Complete Set of Conservation Equations 

When all of these constraint equations are combined with a normalization constraint they 

provide a complete description of all the information given by the conservation laws about 

the drop size and velocity distribution . This gives the following set of constraints on the 

· distribution. 

Normalization 

Surface Energy 

Mass 

X Momentum 

Y Momentum 

Kinetic Energy 

Ill fd8., du.dv. = 1 (2.22) 

"' 
!!! 2 1 pD30 Anet D30 ( ) f8 ., d8.du.dv. = - + Ss = ( R ) M = - 2.23 

3r., 6 1 + m D32 

"' I I If 8;d8.du., dv. = 1 (2.24) 

"' 
I I If 8;u.d8.du.dv. =Us• + Smu (2.25) 

"' 
I I If 8;v.d8.du.dv. =Vs• + Smv 

"' Ill J8;(u; + v:)d8.du.dv. = u;. + v;. + Ske 

"' 

(2.26) 

(2.27) 

The maximum entropy formalism then yields the PDF: 

(2 .28) 

describing the joint distribution of drop size and velocity. The Lagrange multipliers must 

still be determined numerically for each individual case. 
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2.3.1 Inadequacy of the Previous Flat Sheet Model 

Notice that, for a flat sheet moving in the x direction at a uniform velocity so that u ., = U 

and v ., = 0, equation 2.26 becomes meaningless (0 = 0) and equations 2.25 and 2.27 reduce 

to 

J J J J 8;u . d8. du . dv. = 1 + Smu 

,f; 

f JJ f8;u;d8 ., du . dv. = 1 + Ske 

,f; 

(2 .29) 

(2.30) 

These are the equations used in the previous flat sheet work [l]. If the momentum and 

kinetic energy source terms are both set to zero, then the drops would all have one velocity. 

This is because , when both of the source terms are neglected , the constraint equations 2.29 

and 2.30 taken in combination state that the variance of the velocity must be zero. Clearly 

this is not the case for real spray systems. To compensate for this shortcoming a small 

negative momentum source was arbitrarily included to produce an initial distribution of ve­

locity. The current, more realistic model does not require this type of arbitrary modification 

to produce a qualitatively realistic result. 

2.4 Addition of a Constraint on the Partition of Surface 

Energy 

When the equations of section 2 .3 are applied , a solution may be obtained . An example of 

such a solution is shown in figure 2 .1. This solution is not in agreement wit h t he character­

istics of most experimental results. The probability associated with the smaller drop sizes 

is much larger than is generally observed. 
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Figure 2.1: Sample solution of conservation constraints. This figure shows typical output 

from the model when only the conservation constraints are applied . The conservation 

constraints do not include a mechanism to suppress the probability at small drop sizes, 

hence the high values of the PDF at small drop sizes. 
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This high value of probability is due to a deficiency in the conservation constraints. 

All of these constraints are positive moments of the drop size, or drop size and velocity. 

The lowest order moment of drop size is the second moment that forms the surface area 

constraint. The smallest drop sizes make very little contribution to the values of these 

moments, therefore constraints on the values of these moments have very little effect on 

the nature of the distribution at small drop sizes. Where the constraints have little effect, 

the entropy maximization dominates the results . Thus the distribution at small drop sizes 

is simply the smoothest curve that can be accommodated by the rest of the distribution. 

This drives one to search for an additional physical constraint which will have some effect 

in reducing the PDF values at small drop sizes. 

In limiting the number of very small drops, the physical process at work is a limitation 

of the concentration of surface energy. With fixed values of surface tension, flow velocities, 

etc. it is unlikely that sufficient deformation energy will be expended on an element of mass 

to reduce the drop size beyond a certain point . The critical quantity is the surface to mass 

ratio of a drop . It is limited by the amount of deformation energy that a small element of 

mass can absorb within that particular spray flow. 

The simplest constraint that can be applied is the statement that the surface-area-to­

volume ratio of the drops in the spray has some mean value - which need not be known in 

advance. 

( 3)-1 
Mean Surface to Volume Ratio= ff f f',r8 2 1r: d,j; 

t/! 

(2.31) 

For a given spray the mean surface to volume ratio exists, and this constraint may be 

rearranged as 

ff ff 8:;
1
d8. du . dv. = Kp 

t/! 

where the value of Kp expresses the strength of the partition constraint. 

(2.32) 
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When this constraint is added to the system of conservation constraints , and the entropy 

is maximized , the resulting PDF is 

(2 .33) 

The Lagrange multipliers must be determined individually for each case . This expression 

is the basis of the results presented in Chapter 5. 



Chapter 3 

Liquid Sheet Behaviour Prior to 

and During Breakup 

In Chapter 2 constraints on the drop size and velocity distribution were developed based on 

a knowledge of the behaviour of an undulating sheet just before breakup. To provide that 

input, some of the sheet's behaviour must be modelled . This chapter presents a model of 

sheet behaviour, and the means for extracting mean velocity information from that model. 

3.1 The Present Model 

In the present work the sheet is modelled, following Dombrowski and Johns [4], as having 

sinusoidal undulations which are growing in amplitude as the sheet moves downstream. The 

undulations are taken as fixed on the sheet, so that both move together in the streamwise 

direction with an average velocity of U. This seems to be a reasonable assumption , as the 

driving aerodynamic forces are essentially symmetrical about the peaks and would not be 
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expected to drive the undulations along the sheet. Thus, as the sheet moves out and the 

undulations grow, the same element of mass rer.1ains at the same relative position on the 

disturbance. Elements on the axis remain on the axis . Elements at the peaks remain at the 

peaks. If the thinning of the sheet due to undulation growth is presumed to be uniform, 

then intermediate elements will maintain the same relative position between the axis and 

the peak, along the curve of the sheet. 

These approximations result in an idealized model of the sheet which does not incorpo­

rate many of the small scale movements. However, the description of the large scale motion 

is sufficient to provide an estimate of the mean momentum and kinetic energy. 

Expressed mathematically, the centerline of the sheet is taken to follow 

A(x) . (21r ) y = -
2

- sm T(x - Ut) (3.1) 

where x is the streamwise direction, y is the cross-stream direction, t is time, ,\ is the 

wavelength of the disturbance and A(x) is an amplitude function that grows with x. In this 

work an exponential amplitude function is used, as that is the form predicted by Dombrowski 

and Johns. Figure 3.1 shows such a sheet at two successive points in time, illustrating the 

motion of individual elements of fluid. Over a short period of time an element of fluid 

at the point B moves to the point B' which is the same relative distance between A' and 

C' as B is between A and C . This is a consequence of assuming a locally uniform sheet 

thickness. This assumption and equation 3.1 together allow the calculation of the velocity 

of each element of fluid in the sheet by defining the way they move with time. 

Consider s as the dimension along the sheet, so that the relative distance from A to B 
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Figure 3.1: Development of the undulations with time . 
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(3 .2) 

The problem is brought into the x - y frame of reference by transforming coordinates. 

(ds) 2 = (dx) 2 + (dy) 2 (3 .3) 

From differentiation of equation 3 .1 

( 1 dA(x) . (21r ) 1r (21r ) ) dy = 2~ sm T(x - Ut) + ~A(x) cos T(x - Ut) dx (3.4) 

so that 

ds = ( I + G d~~x) sin (2; (x - U t)) + ~A(x) cos (2; (x - Ut))) ') j dx (3.5) 

Because B' is the location of the element from point B a short distance in time later, the 

velocity of point B may be calculated as 

YB' - YB 
Vs= Lit 

In addition, the mass averages for the region AC are 

C 

J PTUsds 
A 

C 

J prds 
A 

(3.6) 

(3.7) 



u; + v; 

C 

C 
J prds 
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J pr( u; + v;)ds 
A 
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A 

23 

(3.8) 

(3.9) 

Since the sheet thickness and liquid density have been assumed constant over the segment 

in question, these expressions may simplified. 

C 

vs = f vs d ( 
8 
;c ) 

A 

C 

u; + v; = f ( u; + v;) d C;c) 
A 

(3.10) 

(3 .11) 

(3.12) 

Thus, the values for the mass averages may now be calculated numerically. Due to the 

mathematics of the change in amplitude with x , the relative position of the peaks and zero 

crossings within a one wavelength segment changes slightly with downstream motion. To 

maintain the alignment of peaks and zero crossings specified by the model, the calculations 

must be made over a quarter wavelength segment , starting at either a peak or a zero crossing . 

Averaging over four segments will then provide an overall picture of a one wavelength 

segment of the sheet near breakup. 
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3.1.1 Numerical Calculation of Mass Averages 

The values of the mass average quantities for a region of the sheet are calculated by the 

following procedure 

• In order to examme an undulation immediately prior to breakup, a starting point 

A is selected with an x location near the breakup length , as determined from the 

photographic measurements. The time base is then adjusted so that point A is a 

positive going zero crossing. This locates the other end point C, one wavelength 

downstream, and the corresponding end points A1 and C1, 6.t later . 

• Calculations are made for each one of a set of points B . At each point 

The relative distance from A to B is calculated by numerical integration using 

Simpson 's rule . 

A shooting algorithm 1s used to find the point B 1 which 1s the same relative 

distance from A1
• 

The coordinates of the two points and the time differential provide the velocity 

components and the sum of the squares . 

• The values for the individual points in the set are then used for another integration 

over the length of the segment, yielding the mass average quantities for that segment 

of the sheet . 

3.1.2 Source Terms in Breakup 

Each of the conservation constraints includes a source term to reflect any deviation from a 

purely conservative breakup process . They are generally small but some will be significant 
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m the breakup of the sheet. The following paragraphs discuss each of the source terms 

briefly. 

The mass source term is included to reflect any changes due to processes such as evap­

oration. Although evaporation is very important to the spray as a whole it is reasonable 

under most conditions to neglect the evaporation that takes place during the short breakup 

period. Exceptions would include situations such as sprays at temperatures above their 

flash point . In those cases a nonzero mass source term would change the numerical results , 

but the basic nature of the model would remain unchanged. 

The source terms for momentum and kinetic energy will reflect any acceleration of the 

liquid through environmental interactions such as drag, and perhaps some surface effects. 

These source terms are set to zero on the assumption that the accelerations due to environ­

mental interactions are small within the breakup region. 

The surface source term accounts for changes in surface energy during breakup. As the 

liquid sheet breaks up its surface area is reduced , first by the contraction of sheet segments 

into ligaments, and then by the breakup of those ligaments into droplets. Dombrowski and 

Johns [4] provide a model for this reduction, however, in this case the experimental work 

provides a better indication of actual values. 



Chapter 4 

Experimental Procedures 

The experimental work described here was performed in two parts. The assembly of the 

Phase / Doppler system and the measurements of the joint drop size and velocity distri­

butions were carried out during the fall of 1986 at the Lehrstuhl fi.ir Stromungsmechanik 

(LSTM) in Erlangen , West Germany. The photographic work and the measurements of 

flow rates through the nozzles were done at the University of Waterloo in the winter and 

spring of 198 7. 

The theoretical work describes the breakup of a sheet in terms of the thickness of the 

sheet and the characteristics of the undulations. Because of this , it is desirable to work in a 

spray where these data may be e2.sily measured, or estimated. Two common types of sheet 

producing nozzles are the fan spray nozzle, which produces a plane sheet of liquid, and the 

swirl jet nozzle, which produces a conical sheet. 

26 
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4.1 The Spray Flow 

The selected spray flow must satisfy several criteria: 

• It must be suitable for application of the model. 1.e. the nozzle must produce a thin 

liquid sheet subject to aerodynamic instabilities . 

• It must be feasible to make measurements of both the spray and undulating sheet 

characteristics . 

• It must be easily moved , as the spray measurements were to be made in Germany. 

The simplest flow to which the model may be applied is a spray into a quiescent environment. 

This type of flow also satisfies the remaining constraints. Since no wind tunnel or flow 

enclosure is required , the important elements of the system are easily moved and there is 

no interference with the optical access necessary for measurements. 

The area of interest in this work is the region in the immediate vicinity of the nozzle . In 

this region flow velocities are much higher than typical room air circulation velocities and 

the flow is driven by the nozzle momentum . Since the flow was dominated by the nozzle 

momentum, no special efforts were necessary to suppress the ambient air currents . This is 

not true in the far field, however no measurements were made at distances greater than 15 

mm downstream from the nozzles . 

Swirl jet nozzles were chosen for the experimental work on the basis of availability. 

Widely available domestic oil burner nozzles produce a thin conical sheet of liquid at mod­

erate operating pressures . The only available fan spray nozzles produced thick liquid sheets 

that were unaffected by the aerodynamic instability and produced a very coarse spray. 

These nozzles are similar to those found in automatic car washes. Two commercial oil 
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Figure 4.1: Basic design of Delavan oil burner nozzles . This drawing shows the basic design 

of the 1.50 80 B nozzle used in the experiments . The 3.00 80 A nozzle was of the same 

design, except that it was fitted with a mesh strainer rather than a sintered filter. Nozzle 

drawing courtesy of Delavan Inc [15]. 

burner nozzles were selected for the experiment. The nozzles are manufactured by Delavan 

Inc [15] and designated as nozzle types 3.00 80 A and 1.50 80 B. Their basic design is shown 

in figure 4 .1 

Clean, demineralized water was used as a working fluid . 

4.1.1 Supply System 

The flow rate through domestic oil burner nozzles is very low; typically of order 10-6 m3 / s. 

Thus, an experimental system may be easily operated on a batch basis, with a small water 

supply tank. The arrangement of the supply system is shown in figure 4.2. 

Water in a storage tank was put under pressure using compressed air from the lab 

supply system, controlled by a regulator. The volume of the air blanket in the top of the 

tank prevented pressure surging, and no pressure drift was observed during the experiments. 
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Figure 4.2: Schematic of spray flow supply system. 
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The water was fed from the tank to the nozzle assembly through flexible plastic hose, with 

control valves as indicated . The valves were used only in an on / off manner, so that the 

flow was governed by the t_ank pressure. Water temperature was measured near the nozzle 

assembly using a thermocouple and digital thermometer. 

The nozzle assembly was composed of a Delavan nozzle adapter which would accept 

either nozzle , various pipe fittings and a pressure gauge to determine the supply pressure 

at the nozzle . The gauge was manufactured by US Gauge and graduated from O to 100 

psi (approximately Oto 700 kPa) . The same gauge was used for both sets of experiments , 

and was observed to give repeatable results . The pressure measurements are used only to 

identify the different flow conditions and do not enter into the measurements or the model 

in a quantitative way. 

There were minor variations between the supply systems used at the Lehrstuhl fiir 

Stromungsmechanik and at the University of Waterloo. The differences are detailed in the 
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following sections. Note that the same physical nozzles and pressure gauge were used at 

both locations. 

System Used at the Lehrstuhl fiir Stromungsmechanik 

The spray was supplied from a stainless steel tank of approximately 1 m3 capacity. The 

tank was never operated at more than 3/ 4 full , so that a substantial air cushion was always 

present. 

The nozzle assembly was mounted to a 0 .50 m section of 1/ 4 inch pipe (9 .2 mm inside 

diameter, 13.7 mm outside diameter) . This in turn was fixed to the bed of a three dimen­

sional traversing mechanism. Displacement gauges with 10- 5 m graduations were fixed to 

the wall, so that the location of the traversing rig could be measured. The sensitivity of 

both the traversing mechanism and the displacement gauges provided positional accuracy 

much tighter than the dimensions of the sampling volume of the instrument . 

System Used at University of Waterloo 

The spray was supplied from a galvanized steel tank of approximately 0.1 m3 capacity. The 

tank was never operated at more than 3/ 4 full, so that a substantial air cushion was always 

present. The nozzle assembly was clamped in a retort stand with no provision for traversing. 

A rotameter was included in the system for the measurement of flow rate under different 

conditions. The meter was an SK type 1875 "LO-FLO" rotameter with 1/ 4 - 15 - G tube 

and 316 stainless steel float . Calibration was made using a mass reference technique. For 

each calibration data point the meter was read, and the resulting flow collected in a beaker. 

The mass of water collected and the length of time taken to collect it then give the mass 
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flow rate for a particular meter reading . A quadratic was fitted to the data using a least 

squares technique . 

m = -0.2968 + 0.3125X + 0.01138X2 ( 4.1) 

This fit provides the mass flow in g / s as a function of the meter reading X. For flow rates 

between 0.5 and 2.5 g/ s the error was estimated to be less than ±0.04 g/ s so that the 

maximum error in the flow rate measurements is ±8%. 

4.2 Photographic Measurements 

Photographs of the sprays from each of the nozzles were taken to permit rough measure­

ments of some parameters, as input for the model. 

4.2.1 Arrangement of Photographic Equipment 

The photographic equipment was arranged as shown in figure 4.3. The spray was illuminated 

using a mercury flash lamp connected to a microflash unit. This produced a flash pulse of 

less than 1 µs duration, which virtually froze the spray image. 

A 35 mm Pentax camera was used, with a 90 to 250 mm zoom lens and a combination 

of extension tubes 175 mm long. This combination provided a film image that was slightly 

larger than the actual size of the spray, so that when printed on 100 by 150 mm paper the 

image is 4.5 times true size. 

The camera was set horizontally, with the lens axis perpendicular to the axis of the fl.ow. 

The flash lamp was placed on the opposite side of the spray from the camera, slightly off 

the lens axis both downward and to the left, as viewed through the lens. This geometry 
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Figure 4.3 : Schematic of photographic setup. This figure shows the arrangement of the 

photographic equipment, as seen from above . The camera was oriented horizontally, with 

the flash lamp situated slightly off axis and below camera ·level. 

was established by trial and error to eliminate reflections from the inside of the extension 

tubes, while still maintaining /idequate illumination. 

Ilford XPl film was exposed at f8 and the X flash setting ( approximately 1/ 50 of a 

second) . With the lab lights dimmed there was no visible effect from light other than the 

flash illumination . This is confirmed by the fact that frames where the flash failed to fire 

are completely blank. 

4.2.2 Analysis of Photographs 

One roll of film (- 36 exposures) was shot for each of the six different conditions. The fea­

tures of the undulating sheet shown in figure 4.4 were measured using a scale and protractor 

on the 4.5:1 scale prints . Measurements of breakup length, undulation wavelength and am­

plitude were made for each side of the sheet visible in profile . Those photographs where 

the undulations could not be distinguished were ignored. Figure 4.5 shows an example of 

the measurement technique, as applied to an actual photograph . 
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Figure 4.4: Quantities measured from spray photographs . This figure defines the geomet­

rical quantities measured from the photographs. The results of these measurements are 

tabulated in table 5 .1. 
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Figure 4.5: Sample photographic measurement . This photograph gives an example of the 

measurement process . The measured quantities are indicated in white . 
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The difficulty in recognizing and segregating the sheet features leads to high uncertainty 

m the results of these measurements. The best indicator of the magnitude of error is 

provided by the results in table 5.1. Although this flow is axi-symmetric , the average values 

for quantities measured on opposite sides of the spray differ by as much as 44% for the 

undulation amplitude . The figures for breakup length and undulation wavelength are in 
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better agreement from side to side, but it 1s clear that these values must be used with 

caution. 

4.3 Drop Size and Velocity Instrumentation 

There are various techniques available for taking simultaneous measurements of drop size 

and velocity. The simplest method is double flash photography. Two exposures are made 

in quick succession , freezing the spray at two points slightly separated in time. Drop sizes 

are measured directly from the photograph , while velocities are obtained by measurmg 

the distance travelled by each drop in the short time between exposures. This type of 

measurement is very tedious , thus it is not feas; ble for taking substantial volumes of data. 

In addition, this method makes it difficult to take truly local measurements , and problems 

with depth of field can introduce errors in drop sizing. For these reasons, this method has 

been largely replaced by laser based optical techniques . 

The Malvern Instrument [16,17 ,18 ,19] uses small angle diffraction theory to analyze the 

scattered light from a single laser beam. This results in a PDF for the drop size in the volume 

of the beam. This instrument has been widely used to obtain data on the characteristics 

of various atomizers. For further details on the theory and application of the Malvern 

see Brena de la Rosa's [20] work on unconfined spray flames. Although this instrument is 

available at Waterloo, it provides only a drop size distribution with no information on drop 

velocities . For complete data fur ther instrumentation would be necessary. 

Several techniques have been developed based on extensions of the basic laser doppler 

anemometry (LDA) systems used in single phase flows. The drops in the spray make excel­

lent scattering particles , so it is possible to obtain drop velocities from conventional LDA 

practices. The system must then be extended to simultaneously measure some indicator 
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of particle size. Analysis of light scattering from particles yields a variety of signals that 

are in some way dependent on particle size, notably the intensity of scattered light and the 

modulation visibility of the signal. However, the complex nature of these signals makes 

it difficult to extract the information, and calibration is crucial, as any amplification or 

attenuation of the signal affects these amplitude based measurements. Timmerman [21] 

describes the development and testing of an instrument based on the visibility technique. 

Durst [22] and Chigier [23] both provide reviews of LDA based measurement techniques. 

4.3.1 The Phase / Doppler Technique 

Durst and Zare [24] have shown that the phase angle of a doppler burst from a particle varies, 

depending on the position at which the signal is collected and the size of the particle. If light 

scattered from a spherical particle is collected at two different places in space , the phase 

difference between the signals will be directly proportional to the size of the particle . The 

theory and application of this technique are described by several authors. See , for example, 

references [25,26,27 ,28,29]. The theoretical relations are developed using the principles of 

geometric optics. The resulting equations may then be tested, at specific operating points, 

using the more exact Mie scattering theory. Bachalo and Houser [25] have shown that the 

calculations based on geometric optics are in agreement with the Mie theory for water drops 

as small as three microns. At least two instruments based on this technique are commercially 

available, one from Aerometrics, Inc . [30] and one from Dantec Elektronik [31]. 

A major advantage of the phase-doppler technique lies in the nature of the signal. Rather 

than extracting information from the amplitude of a signal, the information is carried by 

the phase and frequency. Because of this the technique is insensitive to attenuating or 

amplifying influences in the system. In addition, the theory is sufficiently complete that 
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calibration of the instrument is not required. There are no unknown constants to be found . 

4.3.2 Phase / Doppler Measurement Relations 

A Phase / Doppler system uses the same arrangement of transmitting optics as a standard 

LDA system, with laser beams crossing at some angle(). One or both of the beams may have 

some frequency shift to allow detection of negative velocities , as in standard LOA practice. 

Two photodetectors are located as indicated in figure 4.7. ¢> is the off-axis scattering , 

angle measured as a deviation from full forward scatter , and 'lj; is the elevation angle of the 

detectors above and below the measurement plane. The size , 8, of a spherical drop is then 

related to the signal phase shift <I> by 

(4 .2) 

where ). is the laser wavelength in vacuum, nc is the refractive index of the continuous phase 

and ~ is a function of the optical geometry of the system [28]. For 'lj; in the region around 

70 degrees, transparent drops in a continuous gas phase scatter light almost exclusively by 

refraction and 

12 I . {) . {) 2 
2 

2 ( 1 + n - n v'2 ( 1 + sm 2 sm 'lj; + cos 2 cos 'lj; cos ¢>) ) 
( 

l .!. 

12 I • {) . {) 2 2 l .!.) 
- ( 1 + n - n v'2 ( 1 - sm 2 sm 'lj; + cos 2 cos 'I/; cos </>) ) (4.3) 

where n' = nd / n c is the ratio of refractive index of the dispersed liquid phase to that of 

the continuous gas phase. 

With only two detectors, there may be some ambiguity in the phase shift. For instance, 

it is impossible to tell the difference between some small phase shift and one that is 21r, 
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Figure 4.6 : Typical signals from a Phase / Doppler system. The upper graph shows the 

onset of the burst , with traces for each of the channels. The lower graph shows a small 

section of the upper graph, enlarged to show the phase difference between signals. 
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or 471" larger. Although it was unnecessary in this work , this ambiguity can be resolved by 

introducing additional detectors to check the phase shift. 

4.4 Phase / Doppler Experimental Apparatus 

The measurements that form part of this thesis were made usmg a Phase / Doppler rig 

assembled by the author at LSTM in Erlangen. The rig is described in three parts, the 

optical sending system, the optical receiving system and the signal processing hardware and 

software. Error analysis and testing of the system are described in Appendix C. 

4.4.1 Sending Optics and Control Volume 

The Phase / Doppler system used at LSTN1 was based on an existing low power HeNe LDA 

sending system. The general layout of the system is shown in figure 4.7, while the sending 

optics are detailed in figure 4.8. The components of the sending system were mounted on 

an aluminum honeycomb optical bench . The system included : 

• NEC 15 mW HeNe laser 

• plane mirrors in adjustable mounts, allowing the laser to be mounted beside the 

sending optics. 

• a rotating diffraction grating to provide both beam splitting and frequency shift, 

paired with a lens to make the split beams parallel. 

• a 310 mm sending lens to direct the beams across one another inside the spray. 
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Figure 4.7: Basic Phase / Doppler arrangement and receiving optics . The upper portion of 

this figure shows the basic arrangement of the system in relation to the velocity component 

to be measured . The lower drawing shows the receiving optics in det ail. 
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Table 4.1 gives full details of the system geometry. The control volume features are 

calculated from equations presented by Durst, Melling and Whitelaw [32] for the crossing 

of Gaussian profile laser beams. The beam waist diameter is 

( 4.4) 

where A is the laser wavelength, / 3 is the focal length of the sending lens and D is the initial 

laser beam diameter . When two such beams cross 

/ _ ds 
m - sin(B / 2) 

and dm = ds 
cos( e / 2) 

(4.5) 

give the length and diameter, respectively, of the measurement volume . The Doppler dif­

ference frequency, VD, is related to the perpendicular velocity, U.J... , of the particle producing 

the signal by 
2UJ...sin(B / 2) . 

VD = A + frequency shift. ( 4.6) 

The phase angle conversion factor is calculated from equations 4.2 and 4.3. 

4.4.2 Receiving Optics 

The detailed arrangement of the receiving optics is shown in figure 4.7. The receiving system 

is composed of 

• a 500 mm focal length receiving lens, approximately 100 mm in diameter. 

• two 80 mm focal length lenses, 40 mm in diameter. 

• two multi-mode, Phillips F &G fiber optic cables, in adjustable mounts . 

• an optical rail and other hardware to support the components and maintain their 

orientation . 



44 

Laser Wavelength A 632 .8 nm 

Beam Diameter D 1.10 mm 

Beam Separation Xs 15.0 mm 

Sending Lens Focal Length Is 310 mm 

Beam Crossing Angle B = 2tan- 1 (xs/ 2/a) 2.77° 

Control Volume Length lm 11.7 mm 

Control Volume Diameter dm 0.28 mm 

Velocity / Frequency Factor 13.08 (m/ s) / MHz 

Scattering Angle cf> 70° back from forward scatter 

Receiving Lens Focal Length fr 500 mm 

Receiver Separation Xr 40.0 mm 

Receiver Elevation Angle 'lj; = tan- 1 (xr / 2/r) 2.29° 

Refractive Index Ratio n' = nwater / nair 1.33 

Phase / Diameter Factor 1.16 degrees/ µm 

Table 4.1: Phase / Doppler system geometry and conversion factors. 
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The large receiving lens is placed at its focal length , 500 mm, from the control volume so 

that it collects the light scattered from the control volume and transforms it into a parallel 

beam. The two small lenses then collect light from different parts of this parallel beam, 

focussing that light on the receiving apertures of the two fiber optic cables. 

The fiber optics transfer the light from the receiving optics to two photo-multiplier 

tubes mounted approximately 1 m away. Although fiber optics may introduce problems 

when used as part of a sending system, there are no particular difficulties when they are 

used as part of the receiving system. An LDA sending system must deliver highly coherent 

laser light to produce suitable signals . The variable optical path lengths in multi-mode 

fibers can reduce coherency, resulting in noisy or spurious signals. In the receiving optics , 

the Doppler difference frequency is of order 106 Hz, as compared to the laser frequency of 

order 1014 Hz. At the MHz level , any small variations in optical path length will not have 

an important effect on the signal. 

4.4.3 Signal Processing - Hardware 

The optical signals travel through the fiber optic cables to a pair of photo-multiplier tubes 

(PMTs) . The PMTs convert the optical signal to a voltage signal which is fed to a pair 

of matched variable band pass filter banks . The filters were set to pass only frequencies 

between 0.5 MHz and 5 MHz. This eliminates the lower frequency signal pedestal and any 

high frequency noise from the signal , leaving only the Doppler difference signal , fluctuating 

about zero. Even though the filter banks and other equipment were matched , an inherent 

phase lag was found between the channels. Fortunately, this lag was constant, so it could 

be measured and a simple correction applied. For more detail on this and other elements 

of the system, see Appendix C . 
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Figure 4.9 : Schematic of signal processing hardware . 
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From the filter banks the signal goes to a two channel transient recorder . From the 

receiver to the transient recorder, the Phase / Doppler system is identical to a basic LDA 

system. The only exception is that there are two of each component , forming one path for 

each of the two signals collected. Until they reach the transient recorder the two signals 

remain completely separate. 

The Datalab DL1080 transient recorder permits recording of 8 bit digital representations 

of two analog signals , with a maximum sampling rate of 20 MHz . The device is equipped 

with a level trigger which may be adjusted to detect and record particle events . The trigger 

level was set to give a balance between rejection rate and bias against low power signals 

from smaller drops . Some bias was accepted in order to obtain a reasonable rejection rate . 

See Appendix C for details. 
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4.4.4 Signal Processing - Software 

The transient recorder was connected to an HP Vectra personal computer, using a Hewlett­

Packard Interface Bus (HPIB or IEEE-488) interface. When the transient recorder was 

triggered, it would signal the computer, and the digital data representing that event would 

be transferred to the computer for processing. The code used for data acquisition and 

processing was written in the C language. It is not included in this thesis, but is available 

as part of reference [33]. 

Each of the signals was analyzed, using a band crossing technique , to find each of the 

zero crossings. The band crossing method avoids generating spurious multiple counts of 

zero crossings due to small noise fluctuations in the signal. This technique is illustrated in 

figure 4.10. When the time of each zero crossing is known the frequency may be estimated , 

since the time between zero crossings corresponds to half the period of the signal. Similarly, 

the phase difference between two signals may be determined by comparing the times at 

which positive going zero crossings occur for each of the separate signals. 

After the data for one event were transferred , the transient recorder was rearmed and 

the entire process repeated; each event being tallied as a part of the distribution . After the 

desired number of data points had been taken the results were printed in summary, and the 

tally matrix recorded on disk for future processing. 

Signal Verification 

The method described above will yield some result for any signal, including system noise. 

Additional verification tests are required before an event is recorded as valid data. The 

testing used here verifies that the signal frequencies and phase shift are consistent within the 
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Figure 4.10: Location of zero crossings . This figure graphically illustrates the process used 

to determine the location of each of the zero crossings in a signal. The lower section of the 

figure is an enlargement of a small part of the upper section . To qualify as a zero crossing , 

the signal must pass through a band about zero, so that small glitches in the signal will be 

ignored . The location of the crossing is then estimated from a linear interpolation between 

the two points closest to, but outside, the limits of the band. 
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sampled signals. This effectively eliminates random noise and "garbage" signals produced 

by multiple scattering or reflections . 

Each signal was sampled for 15 periods. Two frequencies were calculated : one based 

on the average of the first seven wavelengths and the other based on the average of the 

last eight wavelengths. If the two values did not agree the event was rejected , otherwise 

an overall frequency was calculated from the average of the two. Thus two self consistent 
__. 

frequencies were obtained , one for each channel. These were then compared , and if they 

did not agree the event was rejected , otherwise a final frequency was calculated from the 

average of the two . 

Two values for the phase difference were then obtained : one for the first seven wave­

lengths and one for the next eight . If these did not agree , the event was rejected , otherwise 

the average frequency and the average phase difference were recorded as indicators of drop 

size and velocity. 

If the two signal channels are represented as A and B, the verification process was: 

• test different parts of signal A for self consistency in frequency. 

• test different parts of signal B for self consistency in frequency. 

• compare the frequencies obtained for A and B for consistency in frequency between 

signals. 

• test the phase difference between signals A and B for consistency at different points 

in time. 

If any one of these tests failed, the event was rejected. The frequencies were tested for 

agreement to within 4%. The phase shift was tested for agreement to within 1 transient 
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recorder time step (50 ns). Typical measurements resulted in overall rejection rates of 25 

to 40 percent. See reference [33] for details of individual measurements. 

4.4.5 Phase / Doppler System Performance 

A sample size of 10,000 validated drops was found to give good repeatability on the drop 

size distribution, however even larger sample sizes were needed to provide reasonable values 

for mean and variance of velocity. For increasing drop sizes there are fewer and fewer 

drops within a given drop size range , so the corresponding velocity measurements show 

large scatter. Due to limitations of time , most measurements were made with a sample size 

of 10,000 validated drops. Some measurements were made with sample sizes of 20 ,000 or 

30,000 drops for comparison. 

The combined hardware / software system described above was able to process approxi­

mately 8 to 10 events per second , so that a distribution composed of 10,000 validated events 

could take over half an hour to obtain. (The 8 to 10 event per second rate includes both 

validated and rejected events.) The primary bottleneck in the system was the HPIB. Al­

though an HPIB channel is suitable for data transmission rates of up to 250,000 bytes per 

second, this particular system ran at a data rate of about 10,000 bytes per second . Clearly, 

a major improvement in performance is available , if a faster interface board and/ or software 

can be installed. 

Measurement errors are estimated in Appendix C. With a 95% confidence , the errors 

are estimated as follows: 

• Systematic errors due to uncertainty in system geometry could be as high as ±4% of 

the measured velocity, and as high as ±3% of the measured drop size. These errors 
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Figure 4.11: Effects of errors on drop size distributions. This figure shows drop size distribu­

tions taken under identical conditions , except for the variation in the phase shift validation 

parameter . Values of 0.5, 1 and 2 were used , so that a fourfold increase in error should 

be expected . The only differences observed were in the error rates of 47%, 20% and 26% 

respectively, based on fraction of total events detected . Each distribution is based on a 

measurement of 10000 verified events. It appears that the actual error in measurement of 

individual drop sizes is low enough to prevent significant errors in the resulting drop size 

distributions. 
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appear as scaling errors, through the conversion factors used to get from frequency 

and phase angle to velocity and drop size . 

• The random error in a single velocity measurement is dependent on the magnitude of 

the velocity. It varies almost linearly from an error of ± 0.34 m/ s at zero velocity to 

an error of ±0.59 m/ s at a velocity of 16 m/ s. 

• The random error in a single drop size measurement is also dependent on the drop 

velocity. This is due to the fact that the phase shift is measured as a time, rather 

than as a phase angle. The Doppler frequency enters as a multiplier in converting 

between the two . The estimated error varies linearly from a value of 19 µm at zero 

velocity to a value of 45 µm at a velocity of 16 m/ s. 

• There is a systematic bias against drops smaller than about 50 µm due to the trigger 

level setting. 

• There is an ambiguity error in the phase s: Jt, making it impossible to differentiate 

between very small drops and drops in the range of 310 µm. This manifests itself in 

the results as a clump of drops with both small diameter and high velocity. These 

are, in fact, much larger drops . All of the small drops move at slower velocities, very 

close to the velocity of the surrounding air. This error also has little effect above a 

drop size of 35 to 50 µm . 

The random error in velocity is small when compared with the RMS velocities encoun­

tered. The maximum standard error value of 0.29 m/ s (half the 95% confidence value) 

would combine with a typical true RMS velocity of 1 m/ s to give a measured RMS of 1.04 

m/ s. Thus, the measured velocities and their RMS values may be directly compared with 

the predicted values, without any correction for errors in measurement. 
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The estimated random error in drop size is very large, and would be expected to strongly 

influence the results. As discussed in Appendix C , this estimate represents a worst case. 

Actual errors should be much lower. Figure 4.11 shows drop size distributions taken under 

the same conditions , but using three different values for the phase shift verification param­

eter. As there is no substantial variation in the drop size distributions, it appears that the 

actual error in the drop size measurement is not sufficient to alter the measured drop size 

distribution. 



Chapter 5 

Results and Discussion 

This chapter presents the results of the experimental procedures described in Chapter 4 

and Appendix C, and compares them to the predictions of the physical model described in 

Chapters 2 and 3. 

5.1 Sheet Parameters Obtained Photographically 

The results of the photographic measurements are shown in table 5.1. At 207 kPa 

the "conical" sheet formed by the 1.50 80 B nozzle shows a great deal of inward curvature, 

primarily due to the effects of surface tension acting around the cone . (See figure 5.1.) Thus 

it is unrealistic to measure a cone angle for this case. A value of 60° was used in transforming 

from the perpendicular velocity component of the measurements to the streamwise velocity 

and back again. 

Typical photographs of the sprays produced at different pressures are show in figures 5.1 

through 5.3 . The difficulty in obtaining accurate values for the sheet parameters should be 

54 
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BL1 BL2 M1 M2 A1 A2 B 

1.50 80 B 

207 kPa 7.5 7.3 1.1 1.2 0 .48 0.48 (60°) 

276 kPa 6.4 6 .5 1.1 1.2 0.71 0.64 66° 

345 kPa 6 .1 5.8 1.1 1.2 0 .74 0 .65 69° 

3.00 80 A I 
207 kPa 7.4 6.6 1.5 1.4 0 .76 0.43 96° 

276 kPa 7.7 7.5 1.6 1.5 0.90 0 .57 85° 

345 kPa 8.1 8.4 1.6 1.6 0.68 0.80 70° 

Table 5.1: Results of photographic measurements . This table lists the average values ob­

tained for each of the quantities measured from the photographs. All dimensions are given 

in mm, except the angle, B, which is expressed in degrees . 
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clear from these photographs. 

5.1.1 Predictions of Sauter Mean Diameter 

Using the photographic information , it is possible to make a crude prediction of the mean 

drop diameter in the spray. This calculation is similar to that made by Dombrowski and 

Johns [4]. The mean diameter is obtained by considering the surface to mass ratio, and how 

it changes as the sheet goes through the transformations of an idealized breakup . Since the 

calculation is based on the surface to mass ratio , the resulting mean diameter should be 

compared to the D32 , which represents the surface to mass ratio of the spray as a whole. 

In the idealized breakup, each half wavelength segment forms a toroidal ligament . Bal­

ancing the volume contained in these ligaments against the volume flow rate through the 

nozzle gives 

1rdlig . (e) u 
Q = -

4
-21r BL sm 2 m. (5.1) 

Q is the volume flow rate through the nozzle, obtained from the rotameter measurements. 

The volume of each ligament is obtained from the cross-sectional area multiplied by the 

cone circumference at breakup, and U /VV'L gives the number of ligaments produced per unit 

time . Rearranging this expression , the diameter of the ligament would be 

dtig = 2VV'LQ 
(5.2) 

1r 2 U BL sin ( 0 / 2 )' 

If that ligament then breaks up due to the Rayleigh mechanism, with a most readily 

amplified disturbance wavelength of 4.508 , the estimated drop size is obtained by setting 

the drop volume equal to the volume of a cylinder, dlig in diameter and 4.508 d1ig long. 

1rD3 1rd2 
~ - 4 -osd . ___0J_ - .u lig 

6 4 
or D32 = 1.89 d1ig (5.3) 
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The mean large drop velocity, defined in section 5.2.1 , is used as an estimate of the per­

pendicular component of the sheet transhtional velocity. As with the other modelling , the 

translational velocity U was estimated from the measured U1_ values by trigonometry. 

U = U1_ 
cos( B / 2) 

(5 .4) 

The results of these calculations are shown in table 5.2 , along with measured values of 

the D3z. Dombrowski and Johns compare their predicted values to an unspecified mean 

diameter, presumably either the D30 or the D3 2 . They find that the measured mean diam­

eter is typically smaller than the predicted diameter and suggest a linear relation between 

them, although the data show substantial scatter. This trend is consistent with the results 

presented here. Dombrowski and Johns found a constant of proportionality of 0.676 . This 

compares well with 0.71, the average value in these results . This is discussed further in 

section 5.4. 

5.2 Drop Size and Velocity Distributions 

The drop size and velocity distributions obtained usmg the Phase / Doppler technique 

all showed similar characteristics. Six individual measurements have been chosen as a 

representative sample; one for each of the two nozzles, at each of three operating pressures. 

These joint drop size and velocity distributions are shown as surface plots in figures 5.4 

through 5.9. The same results are presented in a different form in figures 5.11 through 5.16, 

where they are compared with the output from the model. For experimental references, the 

dimension y is measured along the nozzle axis, with y = 0 at the face of the nozzle . The 

dimension x is the radial distance from the nozzle axis . 
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Nozzle and Meter Flow Flow U.1.. u Ligament D 32 D32 I 
I 

Pressure Reading Rate Rate Diameter predicted measured 

g/ s mm3 / s m / s m / s µm µm µm 

1.50 80 B 

207 kPa 2.8 .667 668 6.56 7.57 74.2 140 111 

276 kPa 2.9 .705 706 6.78 8.07 74 .8 141 101 

345 kPa 3.2 .820 821 7.79 9.45 77.6 147 101 

3.00 80 A 

207 kPa 4.4 1.30 1301 7.00 10.5 83.2 157 121 

276 kPa 4.85 1.49 1489 8.68 11.8 87 .1 165 113 

345 kPa 5.15 1.61 1617 10.0 12.2 93 .9 178 106 
-

Table 5.2: Estimation of D32 from photographic measurements. This table compares photo­

graphic estimates of D 32 with the measured values for each of the different spray conditions . 
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1.50 80 B 3.00 80 A 

Figure 5 .1: Typical spray photographs 207 kPa. 
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1.50 80 B 3.00 80 A 

Figure 5.2: Typical spray photographs 276 kPa. 
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1.50 80 B 3.00 80 A 

Figure 5.3: Typical spray photographs 345 kPa. 
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5.2.1 The Mean Velocity of Large Drops 

In all of the measured cases the mean drop velocity seems nearly constant at larger drop 

sizes . This is also consistent with the model. The larger drops have not yet been affec ted 

by aerodynamic drag, and therefore provide a good indicator of the velocities at the point 

of breakup. In order to quantify this velocity, the mean large drop velocity is defined as 

the arithmetic mean of the four mean velocity readings covering the range from 120 µm to 

160 µm. Figure 5.10 shows the variation in the value of the mean large drop velocity as a 

function of distance out from the nozzle centerline. 

5.3 Model Results 

Although the surface plots presented previously provide an overall impression of the data , 

they are not suitable for making quantitative comparisons. In this section the same data are 

presented in a different form . Figures 5.11 through 5.16 show the drop size PDF , the mean 

drop velocity and the variance of the drop velocity, all plotted as a function of drop size. 

The PDF is dimensionless , expressed as probability per unit 8.. Both the mean velocity 

and the variance are plotted in dimensionless form - nondimensionalized with the modelled 

mean sheet velocity U . The equivalent results from the model are plotted on the same 

graphs. The model results are plotted with broken lines, while the experimental results are 

plotted with solid lines . In all cases: 

• The drop size distributions are the curves that show a central peak . 

• The mean velocity curves show nearly constant values at larger drop sizes , with typical 

values of u, near 0.8. 
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Figure 5.4: Size / Velocity PDF 1.50 80 B 207 kPa y = 10 mm x = 6 mm. 
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Figure 5.5: Size / Velocity PDF 1.50 80 B 276 kPa y = 10 mm x = 10 mm . 
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Figure 5.6: Size / Velocity PDF 1.50 80 B 345 kPa y = 10 mm x = 10 mm . 
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Figure 5.7 : Size / Velocity PDF 3.00 80 A 20i kPa y = 10 mm x = 10 mm. 
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Figure 5.8 : Size / Velocity PDF 3.00 80 A 276 kPa y = 10 mm x = 10 mm . 
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Figure 5.9: Size / Velocity PDF 3.00 80 A 345 kPa y = 10 mm x = 10 mm . 
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- 1 .50 80 B 207 kPc - 1 .50 80 B 276 kPc - 1.50 80 B 345 kPc - 3 .00 80 A 207 kPc - 3.00 80 A 276 kPc - 3.00 80 A 345 kPc 

Figure 5.10: Positional variation of mean large drop velocity. This plot shows the mean 

large drop velocity for each of the six flow conditions, plotted as a function of distance from 

the nozzle center line . All of t he measurements were taken at points 10 mm downstream 

from the nozzle . (y = 10 mm) 
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• The curves showing variance of velocity decrease towards zero with increasing drop 

size. They are scaled up by a factor of ten to allow all the information to be displayed 

on a single plot . 

The input for the model was established from the quantities measured in the spray. 

• The mean sheet velocity could not be measured in the experimental flow. It is esti­

mated from the measured "large drop" velocities and the angle of the spray cone. 

• The undulation wavelength , amplitude and the breakup length are taken directly from 

the photographic measurements. In each case the mean of the two measured values 

was used. 

• The value used in the surface energy constraint was taken from the spray measure­

ments as the ratio D30 / D32. 

• A kinetic energy source term was used to obtain agreement with the data. This term 

accounts for uncertainties in the amplitude measurements, as well as other disruptive 

processes that were not modelled. 

• Appropriate values of the partition coefficient , Kp , were determined by trial and error. 

Table 5.3 shows the values used as input to the model. 

5.3.1 Velocity Distributions 

In addition to the information on mean and variance of velocity presented in the previous 

sections, the model predicts that the distribution of velocity will be Gaussian in shape . 

Figure 5.17 shows measured distributions of velocity at different drop sizes. Although 
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Nozzle and u Breakup Wave- Amplitude D30/ D32 K.E. KP 

Pressure Length length Source 

m/ s mm mm mm J / kg I 

1.50 80 B 

207 kPa 7.57 7.40 2.28 0.481 0.852 3.50 1.30 

276 kPa 8.07 6.46 2.21 0.677 0.869 3.50 1.30 

345 kPa 9.45 5.96 2.31 0.699 0.878 3.50 1.30 

3.00 80 A 

207 kPa 10.50 6 .98 2.87 0 .592 0 .827 3.50 1.40 

276 kPa 11 .77 7.61 3.04 0 .735 0 .868 4.00 1.30 

345 kPa 12.22 8.27 3.13 0.740 0.885 5.50 1.25 

Table 5.3: Input parameters for model predictions . This table shows the values used to 

obtain the model results shown in figures 5.11 through 5.16. 
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Figure 5.12 : Comparison : model vs. experiment 1.50 80 B 276 kPa y 

x = 10 mm. See the text of section 5.3 for explanation. 
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Figure 5.13: Comparison: model vs . experiment 1.50 80 B 345 kPa y 10mm 

x = 10 mm. See the text of section 5.3 for explanation. 
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Figure 5.17: Velocity distributions at different drop sizes. These results are for the 3.00 80 A 

nozzle , operated at 207 kPa. The drop sizes listed in the legend are in µm . 

the grid dimensions and sample size prevent a detailed assessment, the shape of these 

distributions is consistent with the Gaussian prediction. 

5.4 Discussion 

As is evident from the spray photographs, the measurements of the sheet properties are 

subject to a large uncertainty. This is amply demonstrated by the discrepancies between 
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measurements of the same quantities taken from opposite sides of the cone. In this ax1-

symmetric flow the results should be the same on both sides. Considering the crudeness 

of both the measurements and the theoretical treatment, the agreement between the D32 

values is quite good, and the similarity to the results of Dombrowski and Johns [4] is 

remarkable. The fact that the predicted values are consistently higher than the measured 

values suggests that there is some additional disruptive mechanism, beyond the model of 

breakup based on the decay of surface area through contraction of the sheet into ligaments 

and those ligaments into drops. One would expect this mechanism to have more effect when 

the relative velocities in the spray are higher. This could explain the opposite trends seen 

in the D32 between the predictions and the measurements. 

Comparing the spray photographs to the idealization of the breakup process also sug­

gests additional mechanisms, as the contraction into ligaments is not necessarily completed, 

and may not include the entire half wavelength segment . Also, small drops break loose from 

the edges of the sheet as the segments contract, reducing the resulting D32 . 

All of the measured distributions show basically the same characteristics. At large drop 

sizes the mean velocity is reasonably constant , while the variance decreases with increasing 

drop size. As the drop size decreases, both the mean and variance of the velocity start 

to drop. This is due to the onset of drag effects. Aerodynamic drag affects smaller drops 

much more strongly than large drops. The effects of drag on the distribution can be clearly 

seen in the surface plots in figures 5.4 through 5.9, where a sharp, cliff-like portion of the 

distribution faces towards the region of small size and high velocity. Drag effects have 

displaced all of the drops from this region of the distribution, forcing them to a lower 

velocity. 

At very low drop sizes, there is some effect due to the phase ambiguity errors which show 

the signals of very large drops as very small drops as the scale wraps around. In this work 
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the liquid was sprayed into a quiescent environment, so that the velocity of the surrounding 

gas stream is much slower than the spray velocity. Due to differences in drag effects, the 

large drops generally move at much higher velocities than the small drops. This leads to 

a false increase in the indicated values of both the mean and variance of velocity. This is 

simply an artifact of the measurement technique, which could be eliminated if an additional 

detector were added to resolve the phase angle ambiguity. These large drops are visible on 

the surface plots as a small hill of high velocity drops in the small drop size region. 

Contrary to expectation, the mean velocity in the spray was very much dependent on 

the radial position in the spray. This variation would be expected in the far field, where the 

effects of entrainment and aerodynamic drag would be more strongly felt. In this region , 

very close to the nozzle, these effects should not have materially altered the velocities of 

the larger drops . This expectation is consistent with the form of the drop size and velocity 

distributions measured , which do not show substantial effects of drag on the larger drops. 

This variation in velocity must therefore be due to some dynamic effect in the breakup 

process , such as a "drag" force on the sheet. If this effect takes place before the sheet 

breaks up into drops, it will not show up as a function of drop size. Only the drag forces 

that act on individual drops after breakup is complete will show effects that are dependent 

on drop size . This possibility is consistent with the observed results, but no conclusions 

may be drawn from this limited information. 

Figures 5.11 through 5.16 show very good agreement between the measured and pre­

dicted values , except in the smaller drop size range where drag effects have been substantial. 

The six cases selected from the measured data are a reasonable representation of the overall 

data. Except for variations in velocity, little difference in results was seen with variation in 

the radial position. These distributions, taken from the central region of the spray sheet, 

represent a reasonable estimate of the overall integral distribution function. It is this inte-

- -

------
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gral distribution function that is predicted by the model, which does not account for any 

local variations. 

This good agreement suggests that this model will perform well as a basis for estimating 

initial conditions in spray flows where complete experimental data is unavailable. However, 

the detailed information required for input to the model may also be unavailable in these 

cases. It may be possible to correlate the input parameters with easily obtained experimen­

tal variables, as discussed in section 5.4.1. If so , this model would provide an easy to use 

method .of estimating initial conditions in sprays of this type. 

Although the results at small drop sizes are suspect due to biasing errors, an interesting 

discrepancy between the predicted and measured size distributions is evident in all of the 

cases. There is a "shoulder" present in the measured distributions at a 8. value of about 0.5 . 

Rather than showing the smooth reduction present in the predicted PDF as it approaches 

zero, the measured PDF shows more small drops than would be expected . This can be 

explained by entrainment effects in the spray. The injection of the spray into a quiescent 

environment induces an air flow in and near the spray cone . The positive velocity at the 

base of the cone requires an entrainment velocity through the sides of the cone to satisfy 

continuity. Thus, the air velocity in the developing spray includes a radial component 

moving inwards towards the axis . This air flow exerts a drag force on the water drops in 

the spray, accelerating them toward the axis . Because this drag effect is more pronounced 

on smaller drops, there is a preferential transport of small drops towards the center of the 

spray cone . The increased incidence of small drops in the measured data could be the 

result of this transport bringing small drops from the outer edges of the spray in to the 

more central region where the measurements were made. If an integral measurement was 

made, covering the complete range of radial position, this effect would average out . The 

integration would eliminate any observable effects of radial transport . 
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5.4.1 Distribution Parameters 

All of the parameters that go into the physical model are physically meaningful. They 

represent the physical characteristics of the spray system . However, not all of the parameters 

can be obtained from an examination of the liquid sheet. Three parameters are obtained 

from a knowledge of the spray: 

• the kinetic energy source term. 

• the D30 / D32 ratio for the surface energy constraint. 

• the partition coefficient K p· 

Figures 5 .18 through 5.20 show the effects of variation in these parameters . The model 

solution for the 3.00 80 A nozzle operating at 345 kPa is used as the base case about which 

the parameters are varied. 

The kinetic energy source term is a correction for the sheet model. It covers two inade­

quacies . Firstly, it corrects for any errors associated with the sheet amplitude measurement , 

or the modelling of the sheet behaviour. Secondly, it accounts for any of the features of 

breakup which act to increase the distribution of drop velocity. The values used here rep­

resent increases of between 5. 7 and 12 percent of the total kinetic energy in the sheet. A 

positive source term value will produce a higher variance of velocity than would be seen with­

out the source term . The consistent requirement for a positive source term indicates that 

further distributive processes are taking place , beyond the "surface area decay" · processes 

incorporated in the model. This is consistent with the discrepancies between measured and 

predicted values of the D32 , which indicate a further disruptive process which reduces the 

average drop size beyond that predicted by the simple model of section 5.1.1. 
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Figure 5.18: Effects of varying the kinetic energy source term. Only the variance of velocity 

shows significant change. The drop size distribution and mean velocity are unaffected. 
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Figure 5.19: Effects of varying the Dso/ Ds2 ratio . Only the drop size distribution is affected 

by this parameter . 
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Figure 5.20: Effects of varying the partition coefficient Kp. Only the drop size distribution 

is affected by this parameter. 
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There is nothing in the global conservation argument that permits an estimate of the 

D30/ D32 ratio, or the partition coefficient. Together they are responsible for the broadness 

of the drop size distribution. In both cases, values doser to unity result in narrower distri­

butions. Neither of these parameters show large variations in the sprays under study. With 

a larger experimental study it might be possible to correlate these values with atomizer 

parameters, perhaps a Weber number plus some description of atomizer geometry. 

5.4.2 Potential for Application to Other Modes of Atomization 

Although the present work is directed towards a specific mode of atomization , the technique 

is suited for wider application . The case of liquid sheet breakup was chosen for this work 

due to the ease with which conservation constraints may be formulated . This is primarily 

due to the fact that the production of surface energy by sheet stretching is separated from 

the breakup process, allowing a reasonable estimate of the surface energy present in the 

spray to be made . In more complex modes of atomization the various processes are not so 

readily separable and constraints would be correspondingly more difficult to obtain. 

One example of a more complex system is the breakup of a cylindrical , turbulent jet. 

(Diesel injectors provide a transient, cylindrical, turbulent jet , the behaviour of which is not 

well understood.) One mechanism postulated for the breakup of such jets is the interaction 

of the jet turbulence with the surface of the jet . The energy of the turbulence would act to 

break out elements of the jet as individual particles. In this instance, it might be possible to 

formulate similar constraints based on the transfer of the kinetic energy of the turbulence 

to the surface energy and kinetic energy of the drops . The following paragraphs outline the 

approach that might be taken to formulate the constraints. 

At the nozzle exit there is a jet of known dimensions, velocity and turbulent kinetic 
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energy. This allows the formulation of constraints on the mass, linear momentum and 

kinetic energy. The momentum and kinetic energy constraints would incl ude source terms to 

accommodate physical knowledge of the breakup process . To formulate a model analogous 

to the present one , an additional constraint is required for the surface energy. 

If the breakup mechanism is as described above , then some fraction of the kinetic en­

ergy of turbulence is transformed into surface energy, some into directed kinetic energy of 

individual drops, while the remainder is dissipated at some point in the process . Before 

constrail)ts can be formulated, this partition of turbulent kinetic energy must be known, or 

modelled. For the present, though , it will be assumed known . Taking the initial surface 

energy of the jet and adding the surface energy produced by the turbulence provides a 

constraint on the surface energy of the spray. The kinetic energy imparted to individual 

droplets during breakup adds to both the kinetic energy and momentum of the resulting 

spray. While the momentum contributions could be expected to cancel out due to direc­

tional uniformity, there would be a small, but potentially important contribution to the 

kinetic energy. 

The constraints formed m this way would be mathematically equivalent to the con­

straints for the undulating sheet . The differences would lie in the numerical values as­

sociated with the constraints, and thus the resulting distributions could have a different 

character. 



Chapter 6 

Conclusions 

This thesis presents a physical model of the breakup of a two dimensional undulating liquid 

sheet in a quiescent environment, based on a combination of integral conservation con­

straints and the maximum entropy formalism. This model yields a physically reasonable 

prediction of the joint drop size and velocity distribution in a spray. The drop size dis­

tribution shows the same qualitative characteristics that are present in the widely used 

empirical distributions . The velocity distribution is Gaussian in cross-section, with both 

the transverse and streamwise components of velocity showing the same variance . The 

mean velocities do not vary substantially with drop size, however the variance of velocity 

decreases with increasing drop size. 

The physical model is in close agreement with experimental data obtained usmg the 

Phase / Doppler measurement technique in a simple spray. The agreement includes 

• Similarity of drop size distribution. 
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• Similarity of mean velocity at different drop sizes, except where drag has had a sub­

stantial effect. 

• Similarity of the variance of velocity at different drop sizes , except where drag has 

had a substantial effect. 

• Measured drop velocity distributions that are not inconsistent with the predicted 

Gaussian profile. However , the small sample sizes and coarse grid do not provide 

conclusive evidence . 

The physical model detailed here is unique in the study of sprays. The entire approach 

differs from previous work, which has been based on deterministic rather than statistical 

approaches. The success of this model provides substantial insight into the nature of at­

omization mechanisms , creating a foundation for future work on the nature of a variety of 

sprays. 

This work suggests that global conservation is sufficient to explain the nature of the 

atomization process . It is unnecessary to describe the processes that lead to the formation 

of each drop. Only the overall quantities and their distribution are important . As should 

be expected, global information is sufficient to predict global characteristics . 
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Nomenclature 

A 

A() 

A,B, C 

A',B' ,C' 

BL 

D 

d 

surface area , or undulation amplitude measured from photographs 

amplitude function in the sheet model 

points on the undulating sheet 

the points corresponding to A , B , C a short time later 

breakup length measured from photographs 

laser beam diameter 

mass or volume mean diameter 

Sauter mean diameter 

ligament diameter 

laser beam waist diameter 

a probability density function, or a focal length 

drop number probability density function over size space only 
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g 

<g> 

KP 

k 

I 

M 

m 

m 

N 

n 

n' 

p 

Q 

R 

s 

s 

some function of location in the solution space 

the average or expectation value of g 

a coefficient of partition of surface energy 

Boltzmann constant 

length 

total mass of liquid in the sheet 

cumulative mass fraction or the mass of a drop 

mass flow rate 

total number of drops in the system 

cumulative number fraction 

refractive index of the continuous phase 

refractive index of the dispersed phase 

ratio of refractive indices, n 1 = nd / nc 

probability of a particular discrete event 

volume flow rate 

dimensional source term - per unit mass basis(subscripted) 

Shannon entropy, or a dimensionless source term (subscripted) 

distance along the sheet for line integrals in the sheet model 
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t time 

U bulk velocity in the downstream direction 

U.1. perpendicular component of velocity (relative to LDA measurement 

axis) 

u local or drop velocity in the downstream direction 

V bulk velocity in the cross-stream direction 

v local or drop velocity in the cross-stream direction 

itL one half of the undulation wavelength , measured from the spray pho­

tographs. 

X rotameter reading 

x downstream spatial dimension , or beam separation 

y cross-stream spatial dimension 

.6. geometric factor in Phase / Doppler relations 

8 drop diameter 

() laser crossing angle , or spray cone angle 

.X arbitrary Lagrange multiplier (subscripted) , undulation wavelength , 

or wavelength of laser light 

VD Doppler difference frequency 

p density 
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a surface tension 

r sheet thickness 

<I> Phase / Doppler signal phase shift - angle 

<p Phase / Doppler elevation angle 

1/J solution space ( usually df = d8. du. dv . ), or Phase / Doppler collection 

angle 

Subscripts 

a air 

/ pertaining to a flat sheet , rather than an undulating one 

ke kinetic energy 

/ liquid 

m mass for a PDF or source term , or measurement volume 

mu x momentum 

mv y momentum 

net remaining after application of sources and sinks 

r receiving optics 

s sheet, surface energy for a source term, or sending optics 



* 

1,2 

0, 1, 2, ... ,j, ... 

0,1,2, ... ,i, ... , n 

Superscripts 
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normalized by D30 for a length or Us for a velocity 

measurements from the two different sides of the cone seen in the spray 

photographs 

association with a particular discrete state 

association with a particular constraint number 

prime indicates a corresponding position , some small time later 
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Appendix A 

The Maximum Entropy 

Formalism and Its Solution 

This section first appeared as Chapter 1 in Sellens ' Master 's thesis [2]. It is included here 

for completeness. It has been reformatted , references adjusted to match the References 

section in this work, and an irrelevant section on doubly truncated Gaussian distributions 

has been omitted, but it is otherwise unchanged. 

A.I The Shannon Entropy 

In 1948 Claude Shannon [34] proposed a definition of entropy as it relates to communication 

theory as: 

S = -k LPi lnpi (A.l) 
j 

This entropy is a measure of the information present in a message. Consider a communica-

tion line whose state (perhaps voltage) is varying with time so as to transmit information. 
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If the state remains constant then the minimum amount of information is transmitted and 

the entropy from equation A.l is a maximum . Any deviation from a uniform state provides 

some information, either message or noise, and correspondingly reduces the entropy. The 

more unlikely the event (smaller probability), the greater the amount of information carried 

by such an event . 

If the entire signal is of interest, then both the noise and message components of the 

signal provide information . The former provides information about the noise sources in 

the system, while the latter provides information about the message sent . However, the 

noise content is usually not of interest and acts only to mask the message. The base , 

or maximum entropy, state must then be taken as a constant null message state with a 

statistical representation of the noise superimposed. In this case any message signals must 

be larger, or contain greater redundancy, in order to be discernible from the noise. Only 

the discernible portions of the message will provide any additional information, and thus a 

reduction in entropy. 

Shannon applied this idea to the design of communications hardware, calculating such 

things as the channel capacity of a communications link in the presence of different noise 

conditions . The effect of his work has, however, been felt over a far wider range of subjects. 

A.2 Edwin Jaynes and Myron Tri bus 

The work of Edwin Jaynes [11] starting in 1957 builds on Shannon's information theory 

and shows that the methods of statistical mechanics are in fact a special case of statistical 

inference based on the entropy measure of information. Jaynes proposed a formalism for 

the maximization of entropy subject to constraints which can be applied in any type of 

problem with incomplete information. Myron Tribus has done substantial work in applying 
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this formalism and making it available to the engineering profession as it relates to thermo­

dynamics [13] as well as problems in design and resource management [14] The following 

section presents the maximum entropy formalism in much the same form as it is presented 

by Tribus in references [13] and [14]. 

A.3 The Maximum Entropy Formalism 

The maximum entropy formalism is useful when the information available describing the 

system under consideration is macroscopic in nature, describing some average or moment 

of the system. Examples of this type of information include: 

• the temperature of a system of molecules as a statement of the average kinetic energy 

of molecules in that system. 

• the mean and variance of a part 's diameter over a production run as information on 

a set of quality control measurements. 

• any other measure which is the average of some property over all the elements in the 

system. 

Any information of this type can be written as a constraint on the probability distribution 

of the form 

LPigj = < g > 
j 

(A.2) 

where Pi is the probability of some state j, g1 is some function of state evaluated at state 

j and < g > is the (known) expectation or average value of the function g over the entire 

system. The summation is over some range of j so that all possible states of the system are 

evaluated . 

' . 
I 

·i 
" I 
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If a set of such constraints is combined with a normalization constraint requiring the 

sum of the probabilities to be unity, this system of equations results : 

LPi 1 (A .3) 
j 

LPi 9ij < g; > i 1, 2, 3, ... , n (A.4) 
j 

In cases of interest there are generally many more possible states than there are constraints 

available , making this system of equations indeterminate. A method is needed to choose the 

most appropriate solution which satisfies the const raints . The Shannon Entropy provides 

the criterion. 

If a solution is found to fit the constraints, then all the information that is present in 

the constraints must be present in the resulting solution, for each of the constraints may be 

obtained by taking the appropriate moment of the distribution. By maximizing the entropy, 

subject to the constraints , one obtains the distribution of probabilities containing the least 

amount of information, while still containing all the information present in the constraints. 

This solution will be the most appropriate because it conveys all the available information 

without adding any unjustified bias in the form of additional information . 

The solution of the system of equations which produces the maximum ent ropy can 

be found using the method of Lagrange multipliers. Differentiation of equation A.1 with 

respect to the Pi yields 

and setting dS 

dS = -k L(lnp1 + l)dp1 
j 

0 for a maximum gives 

L(1np1 + 1)dp1 
j 

0 

(A.5) 

(A.6) 
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Similar differentiation of equations A.3 and A.4, noting that the < 9i > are constant , yields 

0 (A .7) 

0 1, 2, 3, ... , n (A.8) 

To obtain the solution the above n + 1 equations are mult iplied by some set · of arbitrary 

multipliers. For simplicity in solution the first equation is multiplied by (..\o - 1) and the 

rest by the set..\; ; i = 1, 2, 3, . . . , n. If these multiplied equations are then summed in 

combination with the prev ious equation the result is 

n 

L(lnpi + l)dpi + L(>.o - l)dp1 + L L ,\i9iidPi 
i 

or , combining terms , 

i i = 1 i 

L [1n Pi + >.a + t >.i9iil dp1 = 0 
J i = 1 

0 (A.9) 

(A.10) 

To ensure that this equat ion is sat isfied for arbitrary dpi, t he quanti ty within the square 

brackets is set to zero . 
n 

In Pi + ..\o + L >.i9ii 
i = 1 

so that , after dropping the state index j 

0 (A.11) 

(A.12) 

where values of the probability p and the functions 9i vary with the state point being 

evaluated and the ,\i are constant. Equation A.12 is the solution to the problem. It is the 

probability distribution which maximizes the entropy under the given constraints. However, 

the Lagrange multipliers are still undetermined. They must be chosen in such a way as to 

satisfy the constraint equations. 
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Substituting equation A .12 into the normalization constraint equation A .3 gives 

(A.13) 

or with rearrangement 

(A.14) 

which permits the direct evaluation of Ao, given the values of the other multipliers . This is 

simply a restatement of the normalization constraint and Ao is a normalization parameter 

which alters only the magnitude of the probabilities , not their relative distribution. 

Since equation A.12 can be used to replace Pi in all the constraint equations the system is 

now a set of n + 1 equations inn+ 1 unknowns. The equations are then physical constraints 

derived from the problem and set in the form of equation A.4 , plus the normalization 

constraint expressed as either equation A.3 or equation A.14. The n + I variables are the 

Lagrange multipliers Ao, >-1 , >.2, .. . , An . 

These summation equations are not easily solved, except in trivial cases. The problem 

can be simplified by translating these discrete summation equations and their solution to 

some equivalent continuous form where the familiar methods of calculus can be applied . 

A.3.1 "Extension" of the Maximum Entropy Formalism to a 

Multi-Dimensional Solution Space 

It is easy to see how the previously derived formalism can be applied to a one dimensional 

problem. One simply maps the state index J directly onto the one dimensional variable in 

question . Many problems in thermodynamics involve quantum states and are easily viewed 

as an ensemble of possible discrete states . Even if the problem concerns a variable that is 

continuous in one dimension, it can be readily discretized to match the formalism. 
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It is important to note that in the derivation of the formalism there is no assumption 

of the "shape" of the solution space. It is said only that the summations are over the 

set of possible state points and that each gi is some function of which state point J. is 

being considered. The j is an index only, and need not have any correlation with the 

physical parameters of the solution space. The index j can map into a one, two, or even n 

dimensional solution space with equal validity. The index need not map into the solution 

space completely, or even in a contiguous manner. There may be states which are in 

general possible, but which are excluded from a specific solution because of the nature of 

the problem. These excluded states may be those beyond some maximum or mrn1mum 

bound, or they may be "forbidden" states which lie within the general domain. 

This can be verified by deriving the formalism with a different number of index param­

eters. If the number of index parameters was significant one would not obtain the same 

results using two parameters as one. However, the only difference in results is that which 

was introduced explicitly: the requirement for two index subscripts instead of one. 

A.4 An Equivalent Continuous Formalism 

Many physical problems do not naturally lend themselves to solution in a space consisting of 

a finite number of discrete states. On a macroscopic level the physical variables are usually 

continuous rather than discrete. This can be handled in two ways; either the continuous 

physical space can be discretized to give a solution space which matches the formalism, or 

an equivalent formalism can be developed for the continuous solution space. The latter is 

preferable both because it provides a more natural representation of the physical problem 

and because it leads to the more familiar continuous mathematics and integrals rather than 

discrete mathematics and summations. 
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Consider a solution space having m dimensions represented by the independent variables 

xi, x2, x3, ... , Xm. The solution space is discretized into elements which are uniform with 

respect to some set of monotonically increasing or decreasing functions h1(x1), h2(x2), 

h3(x3), ... , hm(xm) so that for any mesh element 

a constant (A.15) 

If .6.xi is small, one can make the approximation 

Ohi hi(Xi + .6.xi) - hi(Xi) 
- ~ ___;c__ __ _:_ _ __:.__;,_ 

oxi .6.xi 
(A.16) 

which, in combination with equation A.15, gives the relation 

(A.17) 

Now define .6. 'lj; as a small element of the solution space 'lj; so that 

(A.18) 

and define some base set of discretization volumes { .6. 'lj;b} to work from so that 

(A.19) 

where Cb is a proportionality constant. A proportionality constant K is used to define a 

corresponding set of smaller volumes with the same discretization shape as { .6. 'lj;b}. 

{.6.'lj;} = {.6.1h} 
- K 

From application of the maximum entropy formalism over { .6. 'lj;b} 

Pb = exp(-Aob - Alb91 - Azb92 - ... - Anb9n) 

(A.20) 

(A.21) 



108 

is the probability associated with a particular D. lpb where g1 , g2 , .. . , gn are functions of 

location in 'lj;. If the probability density is continuous and {D.1Pb} is fine enough to resolve 

it, then 

{p} ~ {Pb} 
K 

(A.22) 

is a good approximation for the set of probabilities associated with the smaller volumes 

{D.'lj; }. Substituting in equation A.21 yields the following expression for the probability. 

(A.23) 

Define a set of probability densities and rewrite the above equation for f, a probability 

density function or PDF , rather than p , a probability. 

{!} = _{El_ 
{D. 'lj; } 

(A.24) 

(A .25) 

Recalling that K = t). ij;b/ D. 'lj; , or ln K = ln D. if'b - ln D. 'lj;, the above expression can be 

reduced to 
1 

f = D.'lj;b exp(->.ob - >.1bg1 - >.2bg2 - .. . - Anbgn) (A.26) 

Substituting in from equation A.19 and redefining the Lagrange multipliers as 

(A.27) 

gives the final expression for the equivalent continuous probability density function. 

(A.28) 

If the original solution space was discretized uniformly over each of the independent 

variables then each of the ahif axi will be constant over the solution space. If these constants 
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are absorbed into Ao in the same way that Cb was, the result is an expression for the PDF 

over a continuous field, equivalent to a discrete formulation with uniform discretization over 

each of the independent variables. 

f = exp(-.\o - .\1g1 - Azgz - ... - An9n) (A.29) 

Examination shows that equation A.29 gives the PDF f in the same form that equa­

tion A.12 gives the discrete probability Pi. The only difference is in the value of Ao, and 

this difference reflects a constant of proportionality between Pi and f which will depend on 

the magnitude of the grid used in the discrete solution. 

A.4.1 The Meaning of a Non-Uniform Discretization 

In the previous section a continuous formalism was developed based on some potentially 

non-uniform discretization of the solution space. What does it mean to use a non-uniform 

discretization with the maximum entropy formalism? 

Discretization is the first task required in applying the formalism. It must be done on 

some rational basis. What is the most reasonable way to divide a continuous field? In the 

absence of information to the contrary, any field should be divided into uniform elements 

based on the unit of measure being applied. To do anything else would imply further 

information that allows one part of the field to be differentiated from another on some basis 

other than the applied unit of measure. If one has such information it would be preferable 

to apply it as a constraint, through the usual means of the formalism. 

In some cases, however, the field might best be described physically by some other unit 

of measure, but for practical reasons it is desirable to represent it in the chosen units. (i.e. 

it may be appropriate to consider specific kinetic energy as the best physical description, 
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rather than velocity, but velocity is the desired scale for reasons of presentation.) In this one 

may apply a discretization which is non-uniform in the scale units to provide a discretization 

which is uniform in the units which are felt to be most physically representative . 

In any event, the use of a non-uniform discretization implies prior information of some 

sort which is not necessarily present in the constraints. In the absence of all physical 

constraints each state is equally probable and a non-uniformity of discretization puts more 

divisions, or states, in one area of the field than another. This results in a non-uniform prob­

ability density which has some information content beyond the minimum for the definition 

of the field . 

A.5 Solution of the Equations in the Continuous Form 

The transformation to a continuous solution space yields a system of integral equations 

which take the form 

j f godl/J =<go> (A.30) 

,/; 

ff g1d1/J = < g1 > (A.31) 

,/; 

j f gzdl/J = < g2 > (A.32) 

,/; 

ff gndl/J = < gn > (A.33) 

,/; 

f exp(->.o - .X1g1 - A2g2 - ... - Angn) (A.34) 

>.0 = In [! exp( - A 1g1 - !.2g2 - •• . - >..g.)d,J,] (A.35) 
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where go and < go > are defined as equal to one to put the normalization constraint equation 

in the same form as the other constraint equations . 

Agmon, Alhassid and Levine [35] give a method for solu t ion of a discrete maximum 

entropy formalism problem. They dismiss the use of an iterative method of the Newton -

Rhapson type as generally non-convergent , even in a system with only a single constraint . In 

this section a slightly modified solution method of the Newton - Rhapson type is developed 

for the continuous problem. The new method converges well , even in a system of four 

constraints . 

The constraints can be rewritten as functionals qo, q1 , q2 , ... , qn with values of zero . 

j J god'lj; - < go > = 0 

1P 

J fg1d 'lj; - < 91 > = a 
1P 

J 192 d'lj; - < 92 > = o 
1P 

J f 9nd1P - < 9n > = 0 

1P 

(A.36) 

(A.37) 

(A.38) 

(A.39) 

Consider qi as a general constraint functional and a quantity q; = qi(Ab , ).~ , ).~ , . .. , ).~) 

where the prime indicates values which are used as a guess in the current iteration . Taking 

a first order Taylor series expansion about q; gives 

(A.40) 
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and setting q; equal to zero to satisfy the ith constraint yields: 

oq· oq· oq· oq· -',\ +--',\ +--',\ + ... +--',\ 
o..\o 

O 
0..\1 

1 
0..\2 

2 
o..\n n 

oq · oq· oq· oq· 
- I + --' Al + __ 1 Al + --' Al ' ... + --' Al q, O A O .'.l ,\ 1 .'.l \ zT O A n 

0 U 1 U/12 n 
(A.41) 

Applying this approach to each of the constraints in turn gives a system of n + 1 linear 

equations in n + 1 unknowns. This system is shown in Figure A.5. 

As the solution space , the 9i values , and the expectation values are independent of the 

Lagrange multipliers it is a simple matter to evaluate the derivatives . 

qi J fgid 'lj; - < 9i > 

,/; 

I aJ 
o..\ 9id'lj; 

,/; J 

(A.42) 

(A.43) 

The derivatives oqi/o..\1 can be evaluated at q; . It would be convenient if this system of 

equations converged nicely over a few iterations to a solution. However , as observed by 

Agmon et al , this system is unstable and generally does not converge without intervention . 

In fact, this system can be stabilized by using equation A.35 after each iteration to 

ensure that normalization is maintained . On reflection it is clear that the definition of the 

PDF is fundamental, and that if normalization is not maintained the system will fall apart. 

The Newton - Rhapson approach by itself does not ensure normalization at all stages of 

solution. 
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8qo 8qo 8qo 8qo 
>..o -

8>..o a>..1 8>..2 8>..n 

8q1 8q1 8q1 8q1 
>..1 -

8>..o a>..1 8>..2 8>..n 

8q2 oq2 8q2 8q2 
>..2 -

8>..o 8>..1 8>..2 8>..n 

Figure A.1: Matrix of linear equations used to solve for the Lagrange multipliers . 



Appendix B 

Numerical Solution Technique 

Numerical solutions to the model were obtained on a personal computer . The primary 

computer was an IBM PC/ AT compatible machine with a floating point processor . The 

program will also run on a basic IBM PC with a floating point processor, but at lower speeds . 

A complete calculation , at reasonable error levels, required about an hour of computing on 

the AT. This computing time varied in both directions, depending on the convergence 

properties of the particular solution and on the solution parameter settings . 

B.1 The Algorithms 

The computational model exists as two distinctly separate modules that combine to produce 

results . The first module uses information on the sheet geometry to compute the motions 

of the sheet just before breakup , and integrates those motions to obtain estimates of the 

mean sheet momentum and kinetic energy. The second module uses the output of the first 

to formulate the constraints for the maximum entropy formalism and solves the equations 
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115 

for the Lagrange multipliers. Both modules produce reports and graphic output. 

When integration is required , either Simpson's one third rule , or Simpson's rule with 

end correction are used. The choice depends on whether the required derivatives are readily 

available. All of the functions involved are well behaved , with smooth transitions and no 

singularities. No difficulty was encountered in obtaining accurate results for the integrations. 

B.1.1 The Sheet Model 

The procedure followed by the sheet model was: 

1. Initialize variables , loading sheet data from an input file. 

2. Starting at a positive going zero crossing , half a wavelength behind the breakup length , 

calculate the sheet behaviour over a one wavelength region in four steps, using quarter 

wavelength segments. (When the entire wavelength was calculated as one section , 

small numerical errors produced anomalous results near the zero crossings. Breaking 

the solution into four segments keeps everything on trau, eliminating the errors.) 

(a) Set the end points of the segment and calculate the total length by line integra­

tion. 

(b) Using the relations of Chapter 3 for each of the elements in the segment, calculate 

and store each of the following quantities: 

1. Initial x and y location of the element. 

11. Initial relative position along the segment. 

111. x and y location of the same relative position along the segment some short 

time later. This is the new location of that element. 



1v . Components of velocity, based on a displacement over time calculation. 

v. The sum of the squares of the velocity components. 
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3. Calculate the mean velocities and the mean of the sum of the squares by integration. 

These are averages based on the sheet dimension, which will be mass averages if the 

sheet thickness is a constant. 

4. Print Results. 

B.1.2 The Maximum Entropy Formalism Solution 

The procedure followed by the \:IEF solver was: 

1. Initialize variables, reading parameters from a data fil e. 

2. Set the streamwise momentum and kinetic energy constraints from the values gener­

ated by the sheet model , adjusted for input source terms , if any. 

3 . Set the cross-stream momentum constraint to zero , as any nonzero value predicted by 

the sheet model will alternate positive and negative, depending on whether a positive 

or negative going zero crossing is used for the base point in the calculation. 

4. Calculate Ao to provide normalization in the initial distribution. 

5. Repeat the following steps until a convergence test is met. 

( a) Calculate the components for the Newton-Rhapson solution matrix shown in 

figure A.5. This is done by integration, based on the current estimate of the 

distribution function 

(b) Solve the matrix of linear equations. 



117 

(c) Set the new values of the Lagrange multipliers based on the old values, the matrix 

solution and a relaxation parameter. 

( cl) Reduce the magnitude of the relaxation parameter to avoid oscillation of the 

solution as it nears convergence. 

(e) Calculate >.o to enforce normalization of the distribution . This step is critical in 

obtaining a stable , convergent solution . 

6. Calculate check values for each of the constraints to test how well the solution satisfies 

the constraints. These integrations are performed on the solution grid and on a grid 

with twice the number of divisions to demonstrate grid independence. 

7. Print results. 

B.2 The Code 

The actual computer code is written in the C language , using the DeSmet C Development 

Package. C was chosen for its portability, speed, and because of the author 's prior familiarity 

with the language . Although not as commonly used in numerical work as Fortran , C 

provides better control of I/ 0 functions, dynamic memory allocation, etc ., while covering 

the numerical requirements as well as most Fortran compilers. On microcomputers, C is 

widely used in operating system development. Thus, the development of C compilers for 

any given architecture usually leads the development of Fortran compilers . Even in the 

fairly mature IB.\1 PC world , the selection and performance of C compilers is still ahead of 

comparable Fortran compilers . 

The actual code is not provided as part of the thesis, but 1s available as part of a 

University of Waterloo Mechanical Engineering Report [33]. 



Appendix C 

Testing of Phase Doppler System 

and Error Analysis 

This appendix describes the setup and testing procedures used with the Phase / Doppler 

system assembled at LSTM in the fall of 1986. It goes on to develop estimates of error in 

individual particle measurements, based on the information found in the testing . 

C.1 System Setup and Alignment 

The system arrangement is described in section 4.4 . Once assembled , the optical compo­

nents must be aligned to provide proper signals, or for that matter, any signals at all. With 

the laser and rotating grating fixed in horizontal positions , the plane mirrors were adjusted 

so that 

• the laser beam was horizontal , measured with respect to the table . 
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• the beam struck the centre of the first order band on the rotating diffraction grating . 

The separation between the parallel beams leaving the lens of the rotating grating system 

were measured . The 310 mm sending lens was fixed in place , locating the laser crossing 

volume within the range of the nozzle traversing system. 

The optical rail for the receiving optics was bolted to the table with its axis gomg 

through the known location of the crossing volume . The angle between the rail and the 

plane of the laser beams was set to 70° . The large collecting lens was mounted on the rail, 

500 mm from the crossing volume . The collection assembly was then mounted immediately 

behind the main lens. 

With the laser on and the nozzle spraying, a faint image could be seen at the focal plane 

of the small receiving lenses. The following procedure was used to align the two channels 

so that the control volume was in view, and insure that both channels were focussed on the 

same region within the crossing volume . 

• Adjust both of the fiber optic apertures so that they are at approximately the crossing 

location in the laser image . 

• Select one of the two channels for first adjustment . With the aid of the transient 

recorder and oscilloscope, determine the limits within which signals may be found for 

different aperture locations . Locate the aperture at the centre of this region, so that 

it is centred on the crossing volume. (With the long , narrow crossing volume that 

results from this geometry there is much more play in the horizontal direction than 

there is in the vertical .) 

• Adjust the second channel so that it receives the same signals as the first channel. 

When two bursts are frozen by the transient recorder , it is easily seen that they result 
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from the same particle. When the two channels are aligned to view the same location 

a burst on one channel will always have a corresponding burst on the other channel. 

The two channels are now optically aligned . If they are poorly aligned , only those drops 

that pass through the overlap region will generate signals on both channels . Those particles 

that are seen by only one channel will produce "orphan bursts" , appearing only on that 

channel. With patience the channels may be very closely aligned by trial and error. The 

exactness of this alignment is important in reducing the error rate , but does not impact on 

the measurements , as any "orphan bursts" will be rejected by the verification logic. 

The filter settings were adjusted to remove the signal pedestal and high frequency noise, 

without interfering with the observed signal frequencies. The transient recorder trigger level 

was set to maintain sensitivity, while providing a reasonable error rate . This is discussed 

further in section C.3. 

With these steps complete , the system was functional , producing signals from the spray 

that could be analyzed to give drop size and velocity information . However , the meaning 

and accuracy of that information was not fully known. 

C.1.1 System Phase Shift Testing 

Despite the use of identical filter banks and similar connecting cables and photomultipliers, 

there was a difference in the propagation time between the two channels . This resulted in 

an apparent phase shift for the system, which was present in addition to any true phase 

shift due to the optical effects. 

Initial testing was done by connecting the output of one PMT to both of the filter bank 

inputs. Thus the same signal was fed into each of the two trains of electronics. With both 
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filter banks set at the same cutoff frequencies , a phase difference of approximately 100 ns 

was observed between the two channels . The phase difference was not a function of signal 

magnitude or frequency, allowing this error to be eliminated by a correction constant. 

The values for the correction constant were determined as follows. 

• The system was set up in the final measurement configuration. 

• Both filter bank inputs were connected to the same PMT. 

• A modified version of the measurement program was run , collecting data on the 

measured phase shift between the two channels. 

Since both channels saw the same signal , this yielded a measure of the time lag between 

signals due to discrepancies between the two channels, downst ream of the photomultiplier 

tubes . The time lag between channels was measured to be 2 .164 transient recorder time 

steps , based on actual spray signals for input. (Each transient recorder time step corre­

sponds to 50 ns .) This value was incorporated into the measurement program as a correction 

constant for the phase lag between signals. When the same test was repeated after all spray 

measurements were complete the time lag was 2.07 time steps , with an RMS of 0.59 time 

steps . 

No significant time lag was expected for the fiber optic cables . The speed of light is 

c = 3 x 108 m/ s, so that a 1 m variation in optical path length corresponds to a 3.3 ns time 

lag . As the fiber optics were identical, there should be no significant difference in optical 

path length , thus no significant time lag. It was not possible to test this assumption. 

It was also expected that the PMTs would not introduce a time lag . This was tested 

by using an LDA burst simulator available at LSTM . It produces a high frequency signal, 
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within a lower frequency envelope. The signal is available as both analog voltage output, 

and as an optical burst from a photo diode. If the photo diode is applied to the PMT and 

the analog output connected to the second transient recorder channel , a propagation delay 

may be measured for the system. When one photomultiplier was substituted for the other , 

no difference in the propagation delay was found . Thus it was concluded that both PMTs 

introduced the same time lag, probably near zero. 

C.1.2 Rotating Grating Frequency Shift Measurements 

A frequency difference between the two laser beams was introduced by the rotating diffrac­

tion grating, making it possible to distinguish positive and negative drop velocities . The 

controller for the rotating grating was not calibrated, so that measurements of the resulting 

frequency shift were required. 

A short piece of hair was fixed to a glass slide and held stationary in the control volume , 

providing a strong signal from which the frequency shift could be measured . The value 

obtained by a modified version of the measurement program was 0.907 MHz with an RMS of 

0.0103 MHz. This value was used in the measurement program. The grating controller was 

left undisturbed for the duration of the measurements . On completion of all measurements 

the frequency shift was again measured , yielding a value of 0.907 MHz with an RMS of 

0.0105 MHz. 

C.2 Selection of Verification Parameters 

Sensitivity tests were made to determine the effects of using different values for the verifi­

cation parameters . Testing was done separately for each of the parameters ; band size for 
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zero crossings , phase verification time and frequency verification, both within a signal and 

between channels. In each case , the parameter was varied both above and below the final 

value by a factor of two. The resulting measurements were compared for similarity of drop 

size distribution and rejection rate. Only the rejection rate was found to vary significantly. 

Tighter tolerances on agreement between signals resulted in much higher rejection rates. 

All other values showed variations no larger than the statistical variation seen between 

equivalent measurements using the same parameters. 

The. values chosen for the verification parameters represent a compromise between re­

jection rate and tolerance for individual measurements. A lower rejection rate shortens the 

time required to make a measurement, and reduces the possibility of a bias being introduced 

by the verification logic. As noted above, no biasing effect was apparent around the values 

used for the verification parameters. 

C.3 Selection of Transient Recorder Trigger Level 

The strength of the optical signals from a drop varies with the scattering cross-section of the 

drop, roughly proportional to square of drop diameter . Thus for a one order of magnitude 

variation in drop size, the resulting signal strength could vary by two orders of magnitude. 

For this optical arrangement the strength of signals from the smaller drops approaches the 

strength of the noise in the system. (This is largely due to the low laser power used in this 

rig.) As a result , signals cannot be effectively segregated from noise by a level trigger . 

The lower the trigger level is set, the more readily it is tripped by spikes of noise , so 

that at very low levels signals are found only by accident . The bursts of noise are rejected 

by the verification logic, so that a low trigger level will yield a very high rejection rate . This 

makes it virtually impossible to complete a measurement . 
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At higher trigger levels , noise is effectively screened out , however some of the lower 

strength signals will also be missed. Since signal strength is in part dependent on drop size, 

this will result in a bias against the recording of smaller drops. Thus, the small end of the 

drop size spectrum will be under-represented in the measured drop size distribution. 

Ideally, there would be a gap between these two trigger levels, so that the system could 

trigger on virtually all signals , while ignoring the noise . In this system , this was not possible. 

Figure C. l shows drop size distributions obtained at different trigger levels . At the trigger 

level which was used for these measurements , it appears that there is no significant bias 

against drops larger than 50 µm. Drops below that size are under-represented . This is not 

a significant problem in this study, as the shape of the drop size distributions at larger drop 

sizes may be directly compared . 

C.4 Estimate of Errors 

This section provides an estimate of both the systematic and random errors inherent in 

these measurements . Standard statistical techniques are used in the estimation . See , for 

example , reference [36]. 

C.4.1 Systematic Error in Size and Velocity Measurements 

Calculated factors were used to convert the measured frequency and phase shift data into 

equivalent drop size and velocity data. These factors are functions of the optical system 

geometry and laser wavelength , as described in section 4.3.2. As such , these calculated 

factors include any error that was made in measurement of the system geometry. The 

cumulative effects of these errors are shown in table C. l. 
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Figure C .l: Trigger level biasing effects. This figure shows drop size distributions taken 

under the same conditions, but using different transient recorder trigger levels . The PDFs 

have been scaled for comparison purposes . The trigger level was set at the value used in the 

measurements (0 .0093 volts), as well as at half and twice that value. Notice that at the high 

trigger level there is an almost complete elimination of small drops from the distribution . 

The distributions for the other two trigger levels do not show marked differences above a 

drop size of about 50 µm . Thus it is assumed that there is no important size bias , except 

against drops of less than 50 µm diameter. 

-
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Quantity Value Used Tolerance 

Laser Wavelength ,\ 632 .8 nm - 0 

Beam Separation X s 15.0 mm ± 0 .25 

Sending Lens Focal Length Is 310 mm ±6.2 

Beam Crossing Angle B = 2 tan- 1 (x 3 / 2/3 ) 2.77° ± 0.10° 

Velocity / Frequency Factor 13 .08 (m/ s) / MHz ±0 .49 

Scattering Angle 4> 70° ± 10 

Receiving Lens Focal Length fr 500 mm ±10 

Receiver Separation Xr 40 .0 mm ± 0.25 

R.eceiver Elevation Angle 1/; = tan - 1 (xr / 2/r) 2.29° ± 0.03° 

Refractive Index Ratio n' = nwat er / nair 1.33 -o 

Phase / Diameter Factor 1.16 degrees / µm ±0.03 

Table C.l: Geometric factors influencing systemat ic errors . This table shows error estimates 

for the measured system geometry, combining to give estimates of the total systematic error 

present in the size and velocity conversion factors . 
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The errors in lens focal length are based on a standard 2% tolerance on biconvex, 

research quality lenses. The error in scattering angle is an estimate , consistent with the 

lens tolerances. The other values in the table are obtained by propagating those errors 

through the relations given in section 4.3.2. 

Thus, systematic error in velocity should be less than 4% , while the systematic error in 

the drop size is less than 3%. Because these errors come in through the constants used in 

linear conversion relations, they are percentages of the actual measured values, rather than 

percentages of some full scale values. 

C.4.2 Error in Individual Velocity Measurements 

In addition to the systematic error , error m the velocity measurements came from two 

different sources. First there is an error due to the inability to accurately determine the fre­

quency of the Doppler signal. In addition , there is an error associated with the uncertainty 

of the shift frequency of the laser beams. 

The verification logic performs three tests of frequency consistency ; one on each channel 

and one between the two. Figure C .2 illustrates this procedure. For each group of four 

measurements, the standard error in the measurements is 

(C .1) 

This is the best estimate of the standard deviation of the measured values about the true 

values . Since all of the verification logic is based on percentages of the measured frequency, 

this is better expressed in that form . 

1 

6 
(C.2) 
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Figure C.2 : Errors in velocity measurements . This figure shows the four different frequencies 

measured , their relation to the mean , measured frequency and forms the basis for the error 

analysis described in the text .' 

In the extreme case, where the observations have maximum spread , this has a value of 

0.94% standard error. This corresponds to the condition 

6fa = 6/b = 6/ m = 4% 
Im fm Im 

(C .3) 

with all deviations at the full value of their tolerances . It seems more reasonable , however, 

to consider an average over the many possible verified cases. For example , if all of the 

deviations were to be one half of their tolerance value , the standard error would be 0.47%. 

The conservative value of 0.94% will be used here , although the actual standard error may 

be expected to be much lower. 

The second indicator of error comes from the R'.'v1S of the shift frequency , measured as 

0 .01 MHz with a sample size of 1000 points . This gives a value for the standard error due 

to fluctuations in the shift frequency. 
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Drop 95% Confidence Linear 

Velocity Interval on Drop Velocity Approximation 

m / s m/ s m/ s 

0 ±0.344 ±0.344 

4 ±0.397 ±0.404 

8 ±0.456 ±0.465 

12 ±0.519 ± 0.525 

16 ±0.586 ±0.586 

Table C.2: Random error bounds on velocity measurements as a function of velocity. This 

table shows the bounds of 95% confidence in the measurements of velocity. Because one 

of the components is linearly dependent on the frequency, the error is larger for larger 

velocities . As can be seen from the last column, the error is nearly linear. 
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The velocity is obtained from the formula 

Uim = 13 .08(/m - ! shift) (C .4) 

When two measurements are summed , the standard error of the result is the square root of 

the sum of the squares of the two standard errors of the individual measurements . 

Uim = 13.os (u1 - o .907) ± J(o.0094/1) 2 + 0.01 2) (C.5) 

gives the standard error of the measurements , neglecting the systematic error described in 

section C.4.1 , above . The 95% confidence interval is twice the standard error. Table C .2 

shows the bounds of the 95% confidence interval about the calculated velocity, for different 

measured frequencies . 

C.4.3 Error in Individual Drop Size Measurements 

Two measurements of phase shift were obtained for each drop measured . All were in 

agreement to within one transient recorder time step . Thus the maximum possible standard 

error on any measurement is 0.5 time steps. This corresponds to 25 ns. In addition , here is 

a small error due to uncertainty in the signal frequency , but this is dwarfed by the tolerance 

on the phase shift. 

Because the error in phase shift is based in time, errors in phase angle will depend on 

the frequency. 

<l> = f1D.t X 360° and 8 = 1.16<1> 

Thus, the error in a measured drop size is dependent on that drop's velocity. 

8 = 1.16 ( Uit +0.907 MHz) (t>.t±0.025µs) x 360° 
13.08 

(C .6) 

(C.7) 
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Drop ! 95% Confidence 

Velocity Interval on Drop Size 

m/ s µm 

0 ±18 .9 

4 ±25.3 

8 ±31.7 

12 ±38.1 

16 ±44.5 

Table C.3: Random error bounds on drop size measurements as a function of velocity. This 

table shows the bounds of 95% confidence in the measurements of drop size. 

gives the standard error in measured drop diameters, exclusive of the systematic error 

described in section C.4.1, above. Table C.3 gives the variation in the 95% confidence 

interval for drop diameter, as a function of drop velocity. It is a linear function of drop 

velocity, with an offset at zero velocity due to the shift frequency. 

The error values given by table C .3 are very large. As with the calculations of the errors 

in velocity, these represent the extreme. Actual values would be expected to be much lower. 

Figure 4.11 shows plots of drop size distributions taken under identical conditions, except 

for variation of the phase shift validation parameter. It takes three values; 0.5 , 1 and 2. 

The only notable variation between the measurements is in the rejection rate. From the 

analysis above the error should vary strongly between these three cases. Several conclusions 

are possible: 

• The error is very large, but has no effect on the drop size distribution. 
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• The error is large, but is unaffected by the verification parameter. 

• The error is small in all three cases, so that there is naturally very little difference 

observed. 

The first seems unlikely, as with standard errors approaching 20 µm, the distribution would 

be expected to show some broadening with increasing error levels. The second is entirely 

contrary to well accepted sampling theory. This leaves only the last possibility, suggesting 

that the actual errors involved are generally much less than those found in the extreme 

case. 

C.4.4 Error Due to Phase Ambiguity 

When a signal is detected by the system, there is no way to differentiate between some phase 

shift <I?, and the same phase shift increased by one or more wavelengths to <I?+ 21r, <I? + 41r , 

etc . In this instance , that ambiguity meant that the instrument was unable to differentiate 

between, for example , a drop of 15 µm and one of 325 µm. This was not a major problem, 

as very few drops were observed to be larger than 200 µm . 

The effects of this ambiguity are visible only in the very small drop sizes where few 

drops are present . The addition of small numbers of large drops has no effect on the drop 

size distribution, but it dramatically alters the mean and RMS velocity values recorded. 

The very small drops have low velocities, very close to the air velocity. The larger drops 

have not been affected as strongly by drag and have much higher velocities. This effect is 

responsible for the upturn in both mean and RMS velocity at the smallest drop sizes . The 

larger drops may be seen as a small, high velocity "hill" in the surface plots of chapter 5. 



747032 


