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Abstract

In adaptive control the goal is to deal with systems that have unknown and/or time-
varying parameters. An adaptive controller typically consists of an LTI compensator to-
gether with an identifier or a tuner which is used to adjust the compensator parameters.
A common approach to tuning is to invoke the Certainty Equivalence Principle, where at
each instance of time the estimated plant parameters are assumed to be correct and the
controller gains are updated accordingly.

In this work we consider the first order case. We use the Certainty Equivalence approach
to periodically estimate the plant parameters and then update the control action in order to
provide stability. The data from first two steps are used to estimate the system parameters
for the next two steps; the approach works by using a nominal control law and adding a
small perturbation to the gain. The controller is proven to be noise tolerant, and we are
able to prove a linear-like bound on the closed-loop behavior.
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Chapter 1

Introduction

1.1 The Background

Adaptive control is a systematic technique which provides tools for automatic adjustment
of a controller used in order to achieve or to maintain a desired level of control system per-
formance when the parameters of the plant dynamic model are unknown and/or change in
time. A classical example of an adaptive controller is a linear time-invariant (LTT) compen-
sator with adjustable parameters. A tuning mechanism is used to adjust the compensator’s
parameters to appropriately match the plant.

The study of such uncertain linear systems started in the 1950’s. The design of autopi-
lots for high-performance aircraft motivated intense research activity in adaptive control.
High-performance aircraft undergo drastic changes in their dynamics when they fly and
these changes cannot be handled by constant-gain feedback control. A sophisticated con-
troller, such as an adaptive controller, that could learn and accommodate changes in the
aircraft dynamics was needed. Model reference adaptive control was suggested by Whitaker
et al. [22] to solve the autopilot control problem. The goal in MRACP is to have the output
of the plant asymptotically track the output of the stable reference model in response to a
piece-wise continuous input. The lack of stability proofs and the lack of understanding of
the properties of the proposed adaptive control schemes coupled with a disaster in a flight
test caused the interest in adaptive control to diminish.

Due to the initial lack of success to solve this problem, the focus shifted to the easier
problem, in which the system parameters are fixed but unknown. In such cases, although
the structure of the controller, in general, will not depend on the particular values of



the plant model parameters, the correct tuning of the controller parameters cannot be
done without some knowledge of the plant parameters. Adaptive control techniques can
provide an automatic tuning procedure for the controller parameters. In such cases, in the
absence of external disturbances, the effect of the adaptation vanishes as time increases
and the system settles down. Some general results which tackled this simplified problem
appeared in 1980 [6, 10, 16]. After the initial success, efforts to improve the transient
response, noise tolerance and tolerance to unmodelled dynamics led to the introduction
and adaptation of two main approaches. The first approach used the classic Certainly
Equivalence approach, which used an estimator with an LTI compensator. The plant
parameters were first estimated which updated the compensator gains periodically|[7, 8].
The other approach was the switching approach, which involved switching between different
LTT compensators according to the required performance. Initially prerouted logic-based
switching approach [3, 14] were used and then more sophisticated approaches such as
supervisory and multi-model switching control were introduced [17, 18, 19]. Specifically,
one of the most successful results shown by Morse [17, 18] wherein robust LTI techniques
are used to design a family of LTT compensators, and suitable switching techniques are used
depending on the performance requirements. These controllers are tolerant to unmodelled
dynamics and provided step tracking for a large set of uncertain plants.

In the late 1980s and early 1990s a lot of effort was put into extending the results of
the late 1980s to linear time-varying systems. Many of the classical adaptive controllers
were suitably modified to tolerate some degree of time variation of the plant parameters.
Here is a list of some notable papers and articles on the work done in this area for the last
two decades [9, 11, 5, 2, 21]. As far as the author is aware, no work successfully handles
plants with non-minimum phase with fast time variations of the plant parameters.

The central idea of adaptive control is to tune the controller in response to the time-
varying plant parameters and determine a control action accordingly. So far there were
two core ideas discussed namely the Switching approach and the Certainty Equivalence
approach, out of which we use the latter approach wherein the key idea is to first estimate
the time-varying parameters and then tune the control action accordingly to achieve desired
output.

LA1l of this work is in continuous time and does not extend naturally to discrete-time.



1.2 Purpose

The goal of this thesis is to design an Adaptive Controller for a discrete-time first order
system with unknown and time-varying parameters. The objective of this is stability and
performance with three goals in mind:

e Exponential and BIBO stability for the system with fixed but unknown parameters
and no noise.

e Near optimal transient performance for the system with fixed but unknown param-
eters and no noise.

e Tolerance to time-variations.

We will be using the Certainty Equivalence approach, where the key idea is to periodically
estimate the plant parameters and then update the control action in order to provide
stability. At every other step, the system parameters are estimated which updates the
control action resulting in a controller of period two. The estimation is a basic computation
of the data available from the two steps to get the system parameters for the next two
steps. The controller runs in a very simple yet sophisticated manner. Roughly speaking, it
is designed in such a way that, whenever the system tries to go unstable (the state variable
increases), the effect of the noise decreases, giving us correct estimates making the state
variable of the closed-loop system close to zero again.

1.3 Organization

The following chapter deals with the required mathematical preliminaries. In Chapter 3
we will define the problems and state the necessary assumptions. Chapter 4 deals with the
stability analysis of the systems with fixed but unknown parameters; we will also look at
the transient performance of the proposed control action with respect to the performance
of an ideal DLQR controller. In Chapter 5 we analyse the case of a time-varying plant.
Chapter 6 presents some examples and simulations. And finally, Chapter 7 concludes the
thesis by summarizing the main goals achieved and outlining the scope of future work.



Chapter 2

Mathematical Preliminaries

To measure the size of a vector we will use the infinity norm: for v € R", we define ||v|| :=
max{|v;| : i = 1,2...n}. With A C R, we let s(A) denote the set of sequences taking
values on A; with 6 > 0, we let s(.A, §) denote those x € s(A) satisfying |z[k+ 1] —z[k]| <
for k € Z.

Let the set A C R be of the form A := [ay, @1] U [ay, @2] U --- U [a,, @,] with a; < @ <
a, < < - <a, <G, n €N, and define 04 := tmin{|a, — @, |ag — |- |a, — @1}
We define projection function I14 : R — A by

T if v € A,
a, it v < ay;
a; if # € (a, 5 (@ +a;11))
My(x) =< and j=1,2,..,n—1;
a; ifve (i@ +a.y),a.,)
=5+1 2\M] =2j4+1/9 2541
and 7=1,2 ..., n—1;
an, if x > a,.

\

This projection function will be used in our estimation procedure. In particular, if a« € A
and the estimation error is less than d4 from A, then projecting the estimate onto A
reduces the estimation error.



Chapter 3

Problem Statement and Assumptions

3.1 Discrete-Time Linear Systems

w(k]
|

Plant P

Feedback Gain f

Figure 3.1: Closed-loop system under consideration

In adaptive control of time-varying systems, a first-order Discrete-Time Single-Input Single-
Output (SISO) plant can be described by the following state-space equations:

zlk+1] = alk]z[k] + b[k]ulk] + w[k], z[0] = xo, (3.1)
ylk] = k], (3.2)

where z[k] € R is the system state, u[k] € R is the control input, y[k] € R is the measured
output, a[k] and b[k] are the plant parameters’ and w[k] € R is the external disturbance.

For LTI systems a[k] = a and a[k] = b for every k € Z+.
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Here, a[k] lies in a compact set A consisting of a finite number of intervals; there may
be additional constraints required to ensure that the control law is well defined. Similarly
b[k] lies in a compact set B of a finite set of intervals not containing zero. This means, in
particular, that

a:=min{la] :a € A} >0,

a:=maz{|al : a € A} < o0,
b:=min{|bl : b€ B} >0,
b:=max {|b| : b € B} < oo.
Associated with A and B are 4 and d5 (as defined in Chapter 2); we now define

d :=min{d4,0d5}.

Remark 1: The noise is considered in the above way to simplify calculations. That being
said, we can have noise at both the input and the output and convert the setup to the
above form. To see this, consider a plant with input disturbance d[k] and the output
measurement noise n[k|:

xlk+ 1] = alk]z[k] + b[k]ulk] + d[k], z[0] = o,

ylk] = x[k] + n[k]

Hence,
ylk+1] = zlk+ 1] +n[k+1]

= alk]z[k] + b[k|ulk] + d[k] + n[k + 1]

= alk] (y[k] — n[k]) + bk]u[k] + d[k] + n]k + 1]

= alkly[k] + b[k]ulk] + (d[k] — a[k]n[k] + n[k + 1]) .
If we define

wlk] := d[k] — a[k]n[k] + n[k + 1],
then
ylk +1] = alkly[k] + b[K]ulk] + w[k],

which is of the form (3.1)-(3.2). |



Occasionally we will consider the plant (3.1)-(3.2) when there is no time variation,
yielding

zlk+1] = az[k] + bulk] + w[k], (3.3)

ylk] = alk] (3.4)

Regardless of whether we consider the time-varying or time-invariant case, the control ob-

jective is to provide, at the minimum, some form of stability in the presence of uncertainty

in the plant parameters. We plan to achieve this by using a state-feedback control law

whose gain depends on a[k] and b[k| (a and b in the linear time-invariant case); since these

quantities are not known, we adapt the Certainty Equivalence point of view and use the
present estimate.

We allow a very general state-feedback control law of the form

ulk] = f (a[k], b[K]) (K]
with f: A x B — R. We say that f is admissible if:

(i) f is stabilizing in the sense that a + bf(a,b) € (—1,1) for all (a,b) € A x B, and
(ii) f is globally Lipschitz continuous on A x B.

Some examples of f(a,b) are:
(a) Deadbeat Control: f(alj],b[j]) = —alj]/blJ]-

(b) Pole Placement with A € (—1,1): f(a[j],b[j]) = ﬁ)\ — %

(c) Discrete-Time LQR (DLQR): With r > 0, for a given initial condition z[0] the control
law which minimizes the cost

o0

> [alk)? + rulk]]

k=0
for the LTT plant (3.3)-(3.4) is the state-feedback control law of the from

ulk] = f(a,b)z[k],
with

1—a?+b%—4/(a2+b2-1)2—4p2
f(a,b) = 2ab if a7 0,
0 ifa=0.
It can be verified that f is globally Lipschitz continuous on A x B.

7



We define the image of f as
F:={f(a,b): (a,b) € Ax B},

and

fi=mazx{|f(a,b)|: f € F} <o0.

Proposition 1: If f : A x B — R is admissible then there exists a A € [0,1) and v > 0
so that

(i) for every (a,b) € A x B,

la+bf(a,b)| € [=\, Al;

(i) for every (a,b), (a,b) € A x B,

> Q>

F(ab) — (a,B) 9”[ 0=

Il

Proof:

Part (7) follows from the continuity of f together with the compactness of A x B.

Part (i) follows from the definition of Lipschitz Continuity.
|

Even if a and b are time-varying, due to property (i) of f an admissible controller will
exponentially stabilize the plant in the absence of noise. The challenge is that a and b
are unknown. Hence, we estimate a and b yielding a and b and we use this to form an
adaptive controller. To facilitate this process, we do not estimate the parameters at every
step, but rather every other step. Our objective is not only stability but we would also like
the adaptive control law to be close to the original state feedback control law.



3.2 The Proposed Approach and Controller Action

w|k]
ulk] (k]

Plant
: Control | :
Law x[k] |
! P ' ! Controller
o flE] : o
! ] Evaluating | | Estimate | I
; f1k] alk), blk] a and b !

Figure 3.2: The system setup with controller structure

Classical adaptive control uses an estimator which may not converge, and if it does, then
it typically converges asymptotically. Here our goal is to obtain a good estimate quickly
and so that the controller is close to the original one. Since there are two parameters to
estimate, we need at least two equations to solve; this motivates us to:

(i) Estimate a and b every other step.

(ii) We use the nominal control law for two steps, but we add a small perturbation to
the gain to facilitate the estimation. 2

To see how to carry out the estimation, with ¢ > 0 and f € R, suppose that
ulo] = (f +e)z[0],
ull] = (f —e)af1],
alk] and b[k| are constant, and the noise is zero. Then
z[1] z[0] (f 4 &)x[0] a
KRRl 3

2This differs from the classical idea of probing in that here we are perturbing the gain whereas in
probing we add an exogenous input.




The determinant of the two by two matrix on the RHS is —2ex[0]x[1], so if z[0] and z[1]
are non-zero then we can solve for a and b:

{a] _ {xm](f+dxM}l[ﬂH1
b z[1] (f —e)=[1] z[2] |
With this as motivation we can now define the control law. The goal is to prove that

this controller is stabilizing, even in the presence of noise, and ideally provides closed-loop
behaviour which is very close to that provided by the original controller.

~

With the initial conditions of a[0] € A, b[0] € B, f[0] = f[1] = f(a[0],b[0]) and & > 0,
we propose the adaptive control law

~

ulj) = (fli)+(-1Ye)alj), j e 27, (3.)

together with an estimation:

([ a2l (2] +e)el2) } [ 2[2) + 1] 1
a2j + 2] 227+ 1] (f]25 + 1] — e)x[2) + 1] x[2j+2] |’
{ B2 + 2] } Y o) if z[2j]2[2j + 1] # 0, (3.7)
a25) 1 e e
| B[Zj] ] ,if z[27]x[2j + 1] =0,

A~ ~

b[2j +2] = Hp(b[2j+2]),j€Z;
using the Certainty Equivalence Principle we then define

(a[24], b[24]),
(a[24],b[24)). } (3.9)

a2j+2] = Ia(al2j +2), } (3.8)

fRi+2 = f
fl2j+3] = f

At first glance, one might expect that we would need a very small € even to achieve
stability, but this turns out not to be the case. The underlying reason can be seen by
considering the non-adaptive linear periodic control law

ul2j] = (f +e)z[2],
u2j+1] = (f —e)x[2) + 1],

10



applied to the plant under the assumption that a +bf € (—1,1). Assuming that the noise
is zero for simplicity we have

z[2j+ 1] = azx25] + bu[2j]
= 2] + b(f +)al2]
= ax[2j] + bfz[2j] + bex[2]]
= (a+bf)x[2]] + bex[2]]
—

=Qc]

= (aq + be)z[2]].
Similarly,

z[2j+2] = (a+bf)z[2]+ 1] — bex[2) + 1]
acq)x|2j + 1] — bex[2j + 1]

(
(
(ag — be)x[2j + 1]
(
(

ac — be)(aq + be)z[27]
a2 — b2e?)z[2j]. (3.10)

For the closed-loop system to be stable we need (a? — 0%¢?) € (—1,1). If ay = a + bf
is stable, then closed-loop stability is assured if b*c? < 1, which is the case if ¢ < 1/b.
Inspired by this discussion, fix ¢y € (0, 1) and define, for a given admissible f,

M= maz{|(a+bf(a, b))> — % : (a,b) € A x B,e € [0, co/b]}, (3.11)

and subsequently define
Ao = A2 (3.12)

both A; and Ay lie in [0,1). Note that in the deadbeat case we have
/\1 = Cg and )\2 = Cp.

In the DLQR case there is no closed-form description for A\; and \,, although we do know
that they lie in [0, 1).

In Chapter 4 we will analyze the proposed controller (3.6)-(3.9) in the time-invariant
case, and in Chapter 5 we analyze it in time-varying case. Before moving to Chapter 4 we
present a technical result which will prove useful in both Chapter 4 and Chapter 5.

11



Lemma 1: There exist a constant ¢; > 0 so that, for every a € s(A), b € s(B), z(0) € R,
al0] € A, b[0] € B (yielding f[0] = f[1] € F), w € loo,, € € (0,¢0/b] and j € ZT when
the control law (3.6) — (3.9) is applied to the time-varying plant (3.1)-(3.2), if

27 + 1| > [Jw], (3.13)
then

C1
i+ 1] = Jwll

<

1
|z [3]]

Proof: Let a € s(A), b € s(B), x(0) € R, a[0] € A, b[0] € B (yielding f[0] = f[1] € F),
w € ls and € € (0, ¢/b] applying the control law to plant (3.1)-(3.2) we have:

zlj+1] = aljlzs] + bljJulj] +wlj] |
aljlz(j] + bljl=[i](f[j] + (=1)e) + wlj]

From our definitions, since we have bounds on a,b,e and f in both the time-varying and
invariant cases, there exists a constant v; such that

lalj] + b (fli] + o) < a+b(f+co/b) =m (3.14)

In the time-invariant case, since a and b are constant, @ = a and b = b. Assuming that
(3.13) holds we have

lz[j + 1] < mlzf]] + llwllo
1
1

= [zlj]] = 7(\:E[J'+1H—Hme),

which means

1 71
Gl S (e 1= el (3.15)

This yields us the desired result.

12



Chapter 4

Linear Time-Invariant System

4.1 The Setup

In this chapter we consider the case of an LTI plant given by

ax[k] + bulk] + wlk], }

zlk + 1]
ylk]

The controller that we proposed in Chapter 3 is rewritten here for convenience, and with
the notation slightly modified. With the original conditions of a[0] € A, b[0] € B, f[0] =
f1] = f(a[0],6[0]) and € € (0,co/b], the proposed adaptive control law, for k € ZT even,
is given by:

(4.1)

ulk] = (f[F] +e)alH],
ulk +1] = 0M+u—fnm+u,} (4.2)
z[#] (FH+e)elk] ] [alk+1)] .
{Z&ig]__ {w%+] U%+u—fnw+u} [xw+m}>ﬁﬂﬂﬂk+ﬂ#0
] i bt 1) o

(4.3

alk +2] = Ta(alk +2]),
blk+2] = :@%+ﬂ%} (4.4)

flk+2] = f(alk], blk]),
f%+ﬂ==f@mﬁmy} (4.5)

13



We will first prove that the proposed control law is exponentially stabilizing and that
the map from the noise to = has a bounded gain; in fact, we also provide a quantitative
analysis of the effect of € on the behavior. Secondly, we analyze how close the behavior of
the proposed control law is to the original control law.

The stability of the controller depends on the accuracy of the estimated plant param-
eters. For this purpose, we will look at the estimation process in detail. With the initial
conditions f[0] = f[1] € F, let the control law (4.2)-(4.5) be applied to plant (4.1) for even
k, yielding the following response:

zlk+1] = ax[k] + b(f[k] +¢e)x[k] +w[k],
clk+2] = axlk+1] 4+ b(f[k] — e)x[k + 1] +wlk+1]
clk+1 7 (k] (fIk] + e)z[k] a wlk]
AT IR P e i B R P D
(known) ) ::¢[k+;]?known) . (unknown)

At this point we would like to get a bound on

swer-[313]- (1]

if x[k|x[k + 1] = 0, then ¢[k + 2] is not invertible then we define
Alk + 2] := Alk].
Hence in the following analysis we assume that z[k]z[k + 1] # 0. From (4.3) we have

ko ] =3 [T

So we conclude that

Alk +2] = ¢[k + 2] { w{:[f_] . } . (4.7)
= Ak +2]] < H¢[k+2]1 X {w[lé[fr] 1 }H (4.8)

14



This quantity [|A[k+2]]| is of great importance as it reveals the accuracy of the parameter
estimation. Analysing (4.7) yields

Alk+2] = ﬂh+ﬂ1x[wﬁﬁu]

_ 1 X{(ﬂ@-6ﬂ%+¢]-%ﬂﬂ+8ﬂ%]}{ wlk] 1.
—2exlk]z[k + 1] —z[k + 1] z[k] wlk + 1]
So
1 .
Atk 2l € gy (0 L0 G+ bt 1) <
_ LH[fR][+e  [lelk][ +]alk + 1]
- B ] el )
An upper bound on f [k] is f and an upper bound on ¢ is ¢/b, so
jae gy < SELEOR (EELEREEA) o
L+ f+c/b( 1 1 <l
< S () <l 00
for all k € Z* even and satisfying
zlklxlk + 1] # 0.

To make ||Alk 4 2]|| small, we have to make sure that the states are much larger than the
noise ||wl| . This motivates the definition of the scaled state variable

ik = L (4.11)

lwll

15



Lemma 2: There exist strictly positive constants ¢, ¢3 gnd ¢4 so that, for every a € A,
be B, x(0) € R, al0] € A, b[0] € B (yielding f[0] = f[1] € F), w € lo, € € (0,¢0/b]
and k € Z7 even, when the control law (4.2)-(4.5) is applied to the linear time-invariant
plant (4.1), if

elzlk +1]| > ¢ (4.12)
then 1 ¢
Ak +20] < S
and ) . 1 ¢
0+ 201 = 1$0,0) = Fal+2, bk + 2] < S

Proof: Let a € A, b € B, z(0) € R, a[0] € A, b[0] € B (yielding f0] = f[1] € F),
W € ls, € € (0,¢0/b] and k € ZT even with the control law (4.2)-(4.5) is applied to plant
(4.1).

First suppose that x[k|x[k + 1] = 0. If

zlk+1]=0

then (4.12) never holds. If
z[k] =0
then
zlk+1] = az[k] + bulk] + w[k]

= wlk],
SO

|z[k +1]| < 1.

This means that (4.12) will now hold as long as

C2 Co
—>1<:>02>5<:>02>?
19

Hence, (4.12) holds for the case as long as ¢, is large enough, that is ¢ > .

Now assume that z[k|xz[k + 1] # 0, which means that equation (4.10) provides a bound
on ||A[k + 2]||. With ¢; given by Lemma 1 and

14 f4co/b

e 92 ’
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as long as |Z[k + 1]| > 1, we have

[ C1 1
Alk + 2 < = + X ||w
&R+l < 2 | Errg =iy e <

]l o

T (c1+1) = Tl 1]]

= = X [Jwl|
e |k +1]] = JJw]lo
) lwll,
~ omla+D) - eEdp
= eE 1]
Twll
1
_ om at T
5 \z[k+1]| — 1
c1+1— j; 1
- Ny |1 WL . (4.13)

The middle term on the R.H.S of (4.13) converges to ¢; + 1 as |Z[k + 1]| — oo; hence, there
exists a 7o > 1 so that if |Z[k + 1]| > 72, then

2’}/1 (Cl + 1)
Alk 4+ 2 —_. 4.14
ak+2) < TEETE (11)
alk+2] ] . . a alk+2] ] .
In order to guarantee that [ l;[k; 49 } is a better estimate of [ b } than { E[k‘ +9 | it
is enough that
Alk+2] < ¢ (4.15)
this will be the case if
2’}/1 (Cl + 1) 5
elz[k + 1] ’
2 1
& el@fk + 1] % (4.16)

At this point we have to be careful to ensure that |Z[k + 1]| > v as well as (4.16) holds.
To this end, if we set

Co ‘= ax {72%07 2’71 (C(; * 1)} ) (417)

17



then

clearly implies that

which in turn implies that (4.14),(4.15) and (4.16) holds. For such a choice of ¢, if (4.12)
holds then

2’71 (Cl + 1)
Ak +2l < ———~ <
141 I elz[k + 1] ’

so we will define
c3:=2v(c1 + 1),

ensuring that

alk + 2] —
blk+2]—b

as well. With ~3 the Lipschitz Constant of f, we can also conclude that

3] (3 53)) < e

o ]| < g2

|f(a,b) = f(a[k + 2, bk +2))| < s

—~ - blk + 2
=:f[k+2]
C373
—— (4.18
elz[k + 1] ( )
so we will define ¢4 = c373. |

We now introduce the theorem that proves that the closed-loop system is stable.

18



4.2 The Main Result

Theorem 1: There exists a constant c; > 0 such that for every a € A, b € B, z(0) € R,
al0] € A, b[0] € B (yielding f[0] = f[1] € F), w € Il and ¢ € (0,¢y/b], when the
control law (4.2)-(4.5) is applied to the linear time-invariant plant (4.1), we have

1
ol < esdflall] + cs (14 7] ., 620

Proof: Let a € A, b € B, z(0) € R, a0] € A, b[0] € B (vielding f[0] = f[1] € F),
w € Iy, € € (0,¢0/b] and k € Z* be even. Since the initial condition f[0] will typically
be inaccurate, the behaviour over the first two periods will typically differ from the ideal
behavior. Hence, we focus much of our analysis on what happens after this. To this end,
when the control law (4.2)-(4.5) is applied to the plant (4.1), we have

olk+3] = @+bgm+ﬂ+fﬁxw+m+wm+ﬂ, (4.19)

ok +4] = @+hum+m—f0zm+a+wm+a. (4.20)

From this point, we have divided the proof into simple steps which makes it easier to
understand.

Step 1: We will first obtain a crude bound showing how fast = increases. We first define
71 as defined in (3.14):

la+b(fll] +e)] < a+b(f+co/b)=m, leZ" (4.21)

This can be used to obtain a crude bound on the increase of x over a step:

lzlk + 1+ 1] < ek + 1]+ Jw| ., L€ 2T (4.22)

Step 2: The next goal is to obtain a bound on |z[k + 4]|, for which we will use the crude
bound derived in step 1. To achieve this we will analyze x[k + 4] for two cases, when
e|z[k + 1]| is small and when it is large. Using the choice of ¢y asserted to exist by (4.17)
in Lemma 2, we consider:

Case 1: ¢|z[k + 1]| < co. Since |Z[k + 1]| is not large, we can use the crude bound given

by (4.22) to get a bound on |z[k + 4]|. Using (4.22) three times in succession yields
[k + 4] < mlalk+ 3]+ [Jw]
< ek + 2] + nllwl + llwl
< Alelk+ 1+ i llwll + 1wl + lwlle

19



which implies that
Zlk + 4] < ek +1]+97 +n+1

V?@ 2
< il (4.23)

Case 2: ¢|z][k + 1]| > ¢o. Combining (4.19) and (4.20) yields

~

ok +4] = [a—i—b(f[k—l—?]—s)] [(a+b(f[k+2]+€))x[k+2]+w[k+2]}
+wlk + 3]
_ {(a+bf[k+2]>2—b2521 x[k+2]+[a+b(f[k+2]—g)} wlk + 2]

+wlk + 3]
= [(a+bf(a, b))? — b%e*] z[k + 2]

~

1 [K]
+ (bzf[/f + 22— 2[a + bf(a,b)] bf[k + 2]) wlk + 2]
Galk]

+ [a+b(f[k:+2] — )] wik + 2 + wk +3]. (4.24)

e

sk
Using the definition of A\; given in (3.11) we see that
[ulk]l < Ailzlk +2]]. (4.25)
Using bounds on a, b, f[k + 2] and ¢ yields
[Valk]] < (a+bf +2) flwll. (4.26)

Now we turn to 15[k], which is more complicated to analyze. Using (4.22) we convert a
bound on |z[k + 2]| to one on |z[k + 1]| and Lemma 2 to provide a bound on |f[k + 2]|, we

20



obtain

[alk]l < @71k + 217 + 2x01 f Tk + 2)1) (n |k + 1]+ flw]lo)
[k + 2107 [f1k+ 2] +200) (nlolk + 1] + [lwll)
—_——

c —C =
e (b20—4 N m) (ke + 1] + [lwll)
2

— (bey |z[k 4+ 1]| 4
= bl —+2X\

_lwllee <%
-« c2

/b
< b (ﬁ + 2A1) (C—“ + %) ... (4.27)
Co g

Substituting the bound on |[¢4 [k]], [12[k]| and |15[k]| into (4.24), it follows that there exists
a constant v, so that

1
olh-+ 41 < Ml + 2]+ 32 (14 2 ) ol
Equivalently

|z[k + 4] < M|z[k+2]] + 72 (1 + %) : (4.28)

Step 3: We will now combine the two cases of step 2 to get a bound on |z[k + 4]|. More
specifically, the bounds provided by combining cases 1 and 2 given by (4.23) and (4.28),
we conclude that regardless of the value of |Z[k + 1]|, we have

3co +
k+ 4l < Mfzlk+ 2]+ (147 93+ ) + B2
If we define
Y3 =t maz {1+ + 77 + Y2, Vics + Y2}
we have
1
lz[k + 4] < Mlz[k+2]| +73(1 + E)||w||C>o7 ke Z* even. (4.29)
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Step 4: We will now obtain a bound on |z[l]| for [ € ZT. Observe that (4.29) holds for
even k € ZT; using the variable substitution with & = 2(j — 1) with j € N, this becomes

225 +2]] < Ml2[2f]] + 31+ Dllwlly, jEN.

Solving iteratively yields

: 1
w2+ 2] < M2+ —2— (14 =) Jwl., jeN
1—)\1 g

For the odd steps we use (4.21):
[2[27 +3]] < mlel2+2j]l+ [lwll., j €N,

Combining this with (4.30) yields:

; 1
j2[2j +3]] < w{|x[2]|+[1+ s (1+g>} lwlly, J €N.

1—-XN

So for [ > 4 even, (4.30) says that

_ g 1
ol < 2ol + 125 (14 ) ol

and for [ > 5 odd, (4.31) says that

1
[l < n A2+ 1+ 2 (142 ) ] [fwl].
1—)\1 9

If we define
V3

7173
= 1
V4 max{l_/\l, +1—)\1}’

when combined these yields

_ 1
ol < 30 Aol + 90 (14 2 ) ol 12 4

(4.30)

(4.31)

(4.32)

The last step is to analyse the first three steps. With 7, defined by (4.21), it is easy to

see that
[2[1]] < mlz[0]] + [lw]

|2 [2]] < ]2[0]] + (m + Dwll,

22
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and
|z[3]] < 271x[0]] + (7F + 7 + D|w]l . (4.35)

Combining (4.32) - (4.34) yields
2] < AT O 0] + (AT P+ 1)+ 2 el 1S4 (4.36)
From (4.33), (4.34) and (4.35), we also see that
2] < maz {1, 1A AT A F AL O]+ (9F + o+ 1) [Jwlles 1=0,1,2,3. (4.37)

Using the definition of Ay = )\}/ 2 if follows from (5.40) and (5.41) that there exists a
constant ¢s so that

1
o] < es(00) 0] 4 (14 2 ) ollos € 27
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4.3 Optimality

The proposed control action yields the closed-loop equation

~

w[k 4+ 1] = ax[k] + b(f[k] + (=1)*e)x[k] +wlk]. (4.38)

On the first two steps, we typically have a poor estimate of f so the closed-loop behavior
may be poor. As a consequence, starting from step k£ = 2 we will obtain a bound on the
difference between the proposed closed-loop system behavior and the “optimal behavior”.
The optimal state-feedback control action is defined by

u’lk] = folk]a®[K],
fIR = fla,b);

with this control action the behavior of the closed-loop system with optimal controller will
be

2k +1] = az®[k] + bu’[k] 4+ wlk]
= az®[k] + bfo[k]a°[k] + wlk], k > 2, 2°[2] = z[2];

here x°[k] is the optimal state variable. We also define the difference between x[k] and
x°[k] by:
z[k| == x[k] — z°[k].

Since we are comparing the two behaviors starting from step k£ = 2, we have defined the
initial condition to be z°[2] = z[2]'; since f°[k] = f(a,b), it means that a + bf°[k] = ag.
This yields

’lk+1] = aqz’k] +wlk], k> 2. (4.39)
So for every e € (0, co/b], from (3.11) and (3.12) we have:

a2 — b2 <\ = Aforall e € (0,co/b] C [0,1/0]
= laZ| < A3
= laal < g, (4.40)

and so by (4.40) we obtain a bound on optimal state variable

|2°[k + 1| < Aofz[K]] + [lwll (4.41)

'Note that #[2] = 0.
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Theorem 2: There exists constants ¢g > 0 and ¢7 > 0 such that for every a € 4, bebB,
z(0) € R, a[0] € A, b[0] € B (yielding f[0] = f[1] € F), w € I, and € € (0, ¢o/b], when
the control law (4.2)-(4.5) is applied to the linear time-invariant plant (4.1), we have

Ao+ 1\" 1
|z[k] — 2°[k]] < ecg ( 22 ) |z[0]| + ¢ <1 + E) |w| ., k> 2,

and

Ao+ 1\" 1
ulk] - wlk] < cor (252 ) Jololl 4 (142wl b2 2

Proof: let a € A, b€ B, z(0) € R, a[0] € A, b[0] € B (yielding f[0] = f[1] € F), w € I,
e € (0,c9/b) and k € Z*. Let the control law (4.2)-(4.5) be applied to plant (4.1). We
obtain a difference equation for Z[k] for k > 2:

zk+1] = z[k+1]—a°k+1]
— aalk] + [fu + (~1)¥elalk] +wlk] - (ax?k] + bf[kla (k] + wik])
~ axlk] - [k]+bf[] K] + (= 1)"ebalk] - by °[K]a“[K]
= ailk] + bfklalk] + (FIK] — Jo[R]) alk] + (—1)* ebalk] — by [kl [K]
= (a+bf7k ])[]—b<fk] H):c[] (—1)*ebek]
ek o+ 1] < ot bf7lH]] 2K+ PUIK] = kD alh] + (CL*e [kl & > 2. (442)
=:g1[k] =192 [k] =:g3k]

We now obtain a bound on each of these three terms.
A bound on ¢ [k]: We know that

a+ bf°lk] = aq,
so from (4.40) we have

91[k]

IA

ol Z[K]], k> 2. (4.43)

A bound on g3[k]: From Theorem 1 we already have an upper bound on |z[k]| for every
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k >0, a bound on g3[k] is given by 2

wlk] < o [ (25) o e (141 ||wuoo]

A+ 1) 1
= g3lk] < ebes ( 22 ) |z[0]| + cocs (1 + E) |lwl|l, k>0. (4.44)

A bound on g¢y[k]: We first obtain a crude bound on the increase of = at every step by
defining

la+b(fll] +e) < a+b(f+co/b) =7, L€ Z*,
and then observe that
lz[k +1]] < mlz[k]] + |wl, &> 0. (4.45)

As discussed earlier, since the estimate of f may be poor for the first two steps, we look
at the case of go[k] for £ > 2. Equivalently, we obtain a bound on g¢s[k + 2] for k£ > 0:

galk + 2] < b|f[k + 2)||z[k +2]|, k> 0. (4.46)

We now use Lemma 2 to obtain a bound on g;[k + 2| for £ € Z* even and then extend the

results to obtain the case when k € Z% odd. Motivated by Lemma 2 and with j € Z*, we

will analyse g[2j + 2| (this is the even case) for the case when ¢|z[2j 4 1]| < ¢y and for the

case when €|x[2j + 1]| > c.

Case 1: e|z[2j 4 1]| < ¢, (equivalently, |z[2j 4 1]| < Leo]|w]|, ). In this case, from (4.45)
225 + 2] < mlef2) + 1] + vl -

So from (4.42)

92[27 + 2] g :[2j +2][|=[25 + 2]

<
< 20f(mlef2i + 1] + [wll)- (4.47)

Substituting the upper bound on |z[2j + 1]| yields

, =z, C
@27 +2 < Bf(n |l + flwll)

= C
< 2bf(%f+1)\|w\loo- (4.48)

2We use a weaker bound than Theorem 1 provides in order to simplify later calculations.
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Case 2: €|z[2j + 1]| > ¢ (equivalently, |2[2] + 1]| > Lesflw||,). From (4.45) we have
|27 + 2] < 27 + 1] + [Jw] -
So from (4.42)

9227 + 2] |f[2j+2]|!$[2j+2]\
|/

< b
< bIf127 4 2|(m 27 + 1]+ [Jw]l ) (4.49)

From Lemma 2 we see that

Ty C4
2142 < — .
So
. T . C4
27+2] < b 27+ 1 _—
7N 1
< bey(—+ ———+
7N 1
< bea(— + —)llwll - (4.50)
g Co
If we combine Case 1 and Case 2 and define 7, by
Y2 = max {66471a QB.fa 26]?02717 b?} )
2
we end up with
. 1 .
922j + 2 < (L + Dlwl, j € 27 (4.51)

Now we consider the case of k € Z% odd. If we set k = 25 + 1 in (4.46), then we end up
with a bound on the odd terms:

9227 + 3] < [bIIf[2) + 3]l|2[27 +3]I, j > 0.
Using (4.45) to obtain bound on |z[25 + 3]|, we get

9[25 +3] < [BIf[25 +2]| (mlz[25 +2)| + w]l)
< lefts + 2al2s + 2] + Pl + 2wl
< mge(2j +2] +2bf||lw| ., 7> 0.
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Using the bound on ¢,[25 + 2] by (4.51), we get

. 1 - .
92[25 + 3] < {7172 <1 + g) +2bf] |wl|ly ,7 > 0.

If we define -
V3 ‘= max {Qbf7r727’71’72} ’
we can combine (4.52) - (4.51) and obtain

1
wli] < (141) lul

Using the bounds (4.43), (4.44) and (4.53) in (4.42) we have

~ i = e+ 1 1
alh 11 < alalbl] + s (250 ) 1ol0l + acs (14 2) ol

1
# (1) ol k22
To simplify the above equation we define

Y4 = Y3 + CoCs
so that

A2 +1

1Z[k+1]] < A2|a§[k]]+ebc5(

The last step is to solve this difference inequality. For that purpose, let us define

and

ulK] = el (225 1)k aloll+ 30 (14 2) .

So our difference inequality now looks like

Ok + 1] < \B[k] + [k], 0]2] >0, k > 2;

28

k
1
) |2[0]] + 74 (1 + E) |w|, k> 2.

(4.52)

(4.53)

(4.54)

(4.55)



notice that Ay > 0 and that #[k] > 0 and ¢[k] > 0 for £ > 2. In order to solve this
inequality let us define an equation

Ak + 1] = \oO[k] + [k], B[2] = 0]2).

Solving iteratively for any k we get

0[k] = Xs20[2] + % Ne=t=mapim], k> 2. (4.56)

m=2
Claim: [k] < [k] for all k > 2.
Proof of claim: We will use induction to prove this. Clearly the claim is true for k = 2.

Now, let us suppose that it is true for k = 2,3,4,...,j.; we need to prove it for k = j + 1.
From (4.55) we have

0lj + 1] < M0[j] + ¥ [jl; (4.57)

by hypothesis we also know that

A0[j] +¥[5] < A0l5] + 5] (4.58)
=0[j+1]

From (4.57) and (4.58), we conclude that

Ok + 1] < [k + 1].

From this claim and (4.56) we get

k—1
O] < X5 2002) + 30 M, k> 2

m=2
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but 0[k] = |Z[k]| and substituting the value of ¥[k + 1] yields

< A2 2|+ZA’€ o fetes (20) ol 0 (14 1) ol

m k—1
_ (A1 1 L
sbc5|x[ou§jx; D (22) e (14 2) el XD
m= m=2

<
Ao +1 . 1
k—1 2 4
< ebesAsHz[0 |Z( ) N (1+g> lw||
_ 2A5 I\ [ A+ 1 V4 1
< ebes|z[0]] =2 —1 1+ =
< shefelo) 2202 | (2251 a) T (148
_ 2 o +1\F Y 1
< ¢€b — A 0 14+ -
< ae | (257 ermrnw +2) ol

2bcs (Ao + 1 K Va4 1
< 0 14 - k> 2.
< e (25 el 12 (14 2) ol k2

If we define

21—705 V4
C = max
0 1—X'1=X

then

| Z[K]]

IN

Ao+ 1\F 1
o (250) ol v (142 ) ol k22 (459)

For the second part of the theorem, let us look at
alk] = wulk] — u°[k]
(1) + (=1)%€) alk] - f[kla [k
= fIKa[k] + (=1)Fex[k] - f"[k]x"[k]
= fMa[k] + (=1)"ex[k] - fO[RJa"[k] + foIk]xlk] — fok]z[k]
= [O[K] (k] — k) + (f[K] - f"[k])[] (—1)*exk].
jalk]] < \f”[ JZ[K]| + | K]k |+ [ezlkl, A (4.60)

ha k] ha[k] h3 [k]
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We now obtain a bound on each of these three terms.
A bound on A [k]: We know that

7[RI < f:
so using (4.59) bound on h[k] yields
hilk] < fi[k
k
< cfer (M; 1) (0] + e (1 ; 1) folo, k=2 (461)

A bound on hs[k]: From Theorem 1

eles (225 1)k|x[0]| v (147) ||w||oo]

Ao+ 11F 1
< 505( 2; ) |x[o]|+°’°?bc5(1+g) lwll., k> 0. (4.62)

A bound on hyk]: If we look at the bound on gy[k] and compare it with hy[k] we get

k
hQ[k] - gzlE ]7
and gs[k] is bounded by (4.53). Using this bound yields

= holk] < % (1 + é) [ (4.63)

Combining the bounds (4.61), (4.62) and (4.63) will give us
- - A+ 1 k _ 1 Ao+ 1 k
il < efes (250) el e (14 1) il b 2es (2257 ) Jall

2
CoCs 1 Y3 1
D5 (14 = By = -
+ ( +5) ]+ ( +€) Jooll:

hslk] <

if we define
Cry ‘= max {05 f_C6 % E}
T 9 9 [_) )[_) )
then
Ao +1\" 1
k]| < 807( L ) 2[0]] + ¢ (Hg) . k> 2. (4.64)
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Chapter 5

Linear Time-Varying System

5.1 The Setup

In this chapter we consider the case of linear time-varying plant given by

xlk + 1]

" (5.1)

alklx[k] + blk|u[k] + w[k], }

With the initial conditions of a[0] € A, b[0] € B, f[0] = f[1] = f(a[0],b[0]) and ¢ €
(O, co/ b}, we again state the proposed adaptive control law; for k € Z* even

u%i@ _ g@fﬁf@i%+u,} (5.2)

[g{’;j;” {ﬁ%@] (f[/f(Jr[l}—a;ﬂk]Jrl]TTQZi%}’ifm[k]x[hrl]?éo
{m@} if slklalk +1] =0,

(5.3)

3 - s, )

Hord EH H§ } 55)
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With some limitations on how fast the plant parameters change, we will prove that the
proposed control law is exponentially stabilizing and that the map from the noise to x has
a bounded gain.

As discussed in the previous chapter, since the stability of the controller depends on
how accurate the estimated plant parameters are, we will look at the estimation process
in detail. With the initial conditions f[0] = f[1] € F, let the control law (5.2)-(5.5) be
applied to plant (5.1) for even k, yielding the following response:

zlk+1] = qm[m+mquHf)mqum
zlk+2] = ]%+H+Mh+KﬂM—@ﬂk+ﬂ+ww+ﬂ
alk+11] k] + &)x[k] [ alk] wlk]
:>|:.’E[/€+2]:| B ka+1 f ]—5)x[k+1]lx_b[k]}_l_{w[k—l—l]}
(known) = [k+2](k:nown) (unknown)
0 0 [ alk + 1] — a[k]
+{x%+1]x%+&KﬂH—E)}_Mk+H—b%}] (5.6)

N J/

=: [k]?krnown)
At this point we would like to get a bound on

alk + 2]
blk + 2]

alk]

Apylk + 2] = [ k]

if x[k]z[k + 1] = 0, then ¢[k + 2] is not invertible and so we can not use (5.6) to obtain a
bound on ||Ay,[k + 2]||. Hence, in the following analysis we assume that xz[k|z[k + 1] # 0.
If we compare (5.6) to (4.6) we have an extra term due to the time-varying parameters.
We now define

Ak == alk + 1] — a[k]
and

Aplk] := b[k + 1] — b[K].
Using these definitions and rearranging (5.6) yields
] = e [ o | 00 ] o |

bk] zlk + 2] wlk + 1] Ny [K]
and from (5.3) we have
alk + 2 k+ 1]
[6m+2} ok +2] [ k+ﬂ]



So with this we conclude that

sl + 2 =ole+2p | W otk 2 | 20

(. / (. J

v~

=:A[k+2] Term 2

Observing (5.7), we see that we have two error generating terms. We see that the first
term, namely Ak + 2], is exactly the same as (4.7) (LTI case) and Term 2 is due to the
time-varying parameters. Using this yields

Aol +2] = Alk + 2] + o[k + 2 *C[k] { izb’z]] } |

Similar to Lemma 2, we now introduce an important result which will be helpful in proving
exponential stability of the closed-loop LTV system under consideration.
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Lemma 3: There exits strictly positive constants cg, ¢g, ¢19, ¢11 and ¢ so that, for
every A, > 0, Ay > 0, a € 5(A,A,), b € s(B,Ay), z(0) € R, a[0] € A, b[0] € B
(vielding f[0] = f[1] € F), w € ls, € € (0,¢0/b] and k € Z* even, when the control
law (5.2)-(5.5) is applied to the linear time-varying plant (5.1), if

elzlk + 1]| > cs (5.8)
and 9
%(Zﬁzb) < (5.9)
then )
€10 Co —~ -~
Ap k2l < =————M + = (A A 1
8lk+ 200 < St + 2 B+ ) (5.10)
and .
C11 C12 ~ -
2l < = A A
|f[k+ ]’_S‘ii‘[k+1]‘ 5( ot b)

Proof: Let A, > 0, Ay > 0, a € s(A,A,), b € s(B,Ay), 2(0) € R, a[0] € A, b[0] € B
(vielding f0] = f[1] € F), w € I, € € (0, ¢o/b] and suppose that the control law (5.2)-(5.5)
is applied to the linear time-varying plant (5.1); let k& € Z* be even.

First suppose that x[k|xz[k + 1] = 0. If

zk+1]=0
then (5.8) never holds. If
zlk] =0
then
zlk+1] = alk]z[k] + b[k|ulk] + w[k]
= wlk].

Using the definition of z[k] given in (4.11) yields
lz[k +1]| <1,

which means that (5.8) will not hold as long as

C8 Co
_>1<:>08>€<:>08>€'
S
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Now assume that z[k]z[k + 1] # 0. Using the same argument as in the proof of Lemma
2, we can prove that there exists constants v, and 7, so that if |Z[k + 1]| > 7, then

7 (e1+1)

[A[k + 2] < m

Hence,

Ak + 2] < HA[k+2II+H¢k+2_1d’“][ﬁzgj}] H'

27”(;—1++1 H¢k+2 C[k][ﬁ‘;[[llf:]]w' o1

Term 2

Now, let us look at Term 2 on the R.H.S of the above equation in detail. Substituting the
value of ¢[k + 2|71 and C[k] in Term 2 yields

_ 1 (flk] = e)alk + 1] —(f[k] + &)a[k]
[Term 2] = 25x[k].r[l{:+1]{ ki + 1] o[k }
[0 0 Ay [H]
{iﬂ[kﬂ”] xlk + 1](f[k] — ) ] Apk] }H
_ 1 {—(f[kHdﬂf[k]x[kJrl] —(f[k]? = e*)z[k]x[k + 1]
2ex[k|x[k + 1] zlk]zk + 1] (fIk] — &)x[k]z[k + 1]
JaEll
_ i‘ [ —(f[k +6) —(f[k]j€)(f[k]+€)} [Aa[k] }H
2 (flk] —¢) Ay K]
< o | a0/ B+ B
< R, 4+, | (5.12)

Substituting this inequality into (5.11) yields

1Ak + 2] < M “(R,+ A

= k) +;(Aa+Ab). (5.13)
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a 2] . : a alk +2] | .
In order to guarantee that [ i ] is a better estimate of [ b ] than l bk + 2] ], 1t

is enough that
[Awo[k +2]] < 05 (5.14)

this will be the case if

2’)/1 (Cl -+ 1) Cog — —
et o9x R 5,
k) e Bt M) <

which in turn will be the case if

2’71 (Cl + 1) (5
T =17 . 411 < =
e|zk + 1] 2
4 1
& elzlk + 1]] % (5.15)
and
(R 4+ ) < (5.16)
c a b 2 .

At this point we have to be careful to ensure that |Z[k + 1]| > v as well as (5.15) holds.
To this end, if we set

4 1
Cg ‘= max {726_607 n (651 i )} ) (517)

then

clearly implies that

C C V2
Tk +1)] > = > —=> —ﬁz:’h
S Co
p
as well as
4’}/1 (Cl + 1)

For such a choice of cg, if (5.8) and (5.9) holds then (5.13) and (5.14) are true; if we define
C1g :— 2’}/1(61 + 1),
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then (5.13) becomes (5.10); furthermore

e B R | BT

as well. With ~3 the Lipschitz constant of f, we conclude that

_ a alk + 2]
flk+2] <3 [b] [l;k;—i—Q ”’ < vl Auylk + 2]
Y3C10 Y3€C9 e
Ay + Ay), 1
Tk T e Bt ) (518)

so we will define ¢y = 3¢50 and ¢19 = Y3¢9. [ |

For the stability analysis of the closed-loop system involving the time-varying plant (5.1),
we define

aqlk] := a[k] + blk] f(alk], blk]) € (—1,1)

and using the definition of (3.12) we can see
|aalk]| < A;
we choose

A3 € (/\2, 1) (519)
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5.2 The Main Result

Theorem 3: There exists constants ci3 > 0 anc} c1y > 0 such tha} for every a €
s(A, cize), b € s(B,cize), x(0) € R, a[0] € A, b[0] € B (yielding f0] = f[1] € F),
w € Iy, and ¢ € (0,co/b], when the control law (5.2)-(5.5) is applied to the linear
time-varying plant (5.1), we have

1
ol < el + cu (14 2) ulls £20.

Proof: Let alk] € s (A, cise), b[k] € s(B,ci3e), z(0) € R, a[0] € A, b0] € B (yielding
f0] = fl1] € F), w € loo,e € (0,¢/b] and k € Z* be even. As discussed in previous
theorems, since f[0] = f[1] are typically inaccurate, the behaviour over the first few steps
will typically be poor. To this end, when the control law (5.2)-(5.5) is applied to the linear
time-varying plant (5.1), we have

olk+3) = pm+m+mk+m@w+m+fﬂxm+m+ww+ﬂ,

~

o[k +4] = pm+a+mk+aqm+m—gﬂﬂk+a+ww+a. (5.20)

We now divide the proof into simple steps which makes it easier to understand.

Step 1: We will first obtain a crude bound showing how fast = increases. We first define
71 as defined in (3.14):

la[l] + 0[] (fl] + )| < a+b(f+co/b) =7, l € Z*. (5.21)
This can be used to obtain a crude bound on the increase of x over a step:

2k + 1+ 1) <mlalk + |+ |Jw|, € 2. (5.22)

Step 2: The next goal is to obtain a bound on |z[k + 4]|, for which we will use the crude
bound derived in step 1. To achieve this we will analyze z[k + 4] for two cases, when
e|Z[k + 1]| is small and when it is large. Using the choice of cg asserted to exist by Lemma
3, we consider:

Case 1: €|z[k + 1]| < ¢g. Since ¢|Z[k + 1]| is not large, we can use the crude bound given

by (5.22) to get a bound on |z[k + 4]|. Using (5.22) three times in succession yields
[z[k+4]] < mlelk+ 3]+ lwll
< ilelk + 2] + nllwll + llwll
< Yl + 1+t llwlle +nllwle + lwll.
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which implies that
[z[k +4]| < 71|3?[k’+ [ +97 + 7+ 1.
< %ﬂﬁvﬁl (5.23)
Case 2: |Z[k + 1]| > cs. Expanding (5.20) yields
alk+4) = [alk+3]+ bk +3](fb +2] - )]

x{[a[k:+2]+b[k+2]( [k+2]+e)} [k+2]+w[k+2]}+w[k:+3]

- '( [k + 2] + Ag[k +2]) + ([k+2]+Ab[k+2])(f[k+2]—5)]
x[ak—i—Z | + blk + 2] f[k:—l—Q]—l—&t)}a:[k:—l—Z]
+pk+3+bk+3fm+m—fﬂww+ﬂ+wm+a

- a[k+2+b[k+2](fk+2]—g>+A[k+2]+Ab[k+2]<f[k+2]—g)}
x |alk + 2] + bk + 2]

[k;—l—3]+b[k+3]f[k+2]—g):w[k+2]+w[k+3]

I

(

[

(flk +2] +5)_ w[k + 2]
+ (

= [a[_k—i—Q] +blk + 2 (flk +2] — )]

(f

x :a[k+2] + bk + 2] (flk + 2] +5): xlk + 2]
o [Aalk+ 2]+ Aglk + 2(flk + 2] - )|

X :a[k—l—Q] + bk + 2)(f[k + 2] +5): wlk 4 2]

o+ [alks + 3] + blk + 3](flk + 2] = 2)] wlk + 2] + wlk +3),
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S0,

zlk 4+ 4] = [(alk + 2] + b[k + 2] f[k + 2])* — b[k + 2]°*] x[k + 2]
—hlk

N

H
+_b[k+2]2f[k:+2]2—2b[k+2]f[ k4 2] (a [k:+2]+b[k;+2]f[k:+2])} z[k + 2]

=)ok
[ Aalk 4+ 2]+ Aglk + 2(flk +2] = 2)] [alk +2) + bl + 2)(flk + 2] + )] lk + 2]

o k]
+@m+a+bw+m@m+ﬂ—fﬂww+ﬂ+wm+m. (5.24)

&

—alk]

We now obtain bounds on k], ¥s]k], ¥s]k] and 14[k] in order of difficulty. From the
definition of Ay given by (3.12) we have

[kl < Alalk + 2. (5.25)

It is easy to see that

[alk]] < [a+b(f +¢e) + 1] fJwll,
< (m+ Dflwll- (5.26)
Furthermore,
lWslk]] < [Aa+ Dy (f+e)] [a+b(f+¢)]|z[k+2]
< [Za+Zb<f+%°)] [a+bf + co] |z[k +2]|
< (a+z;f+co)max{1,f+i;}<za+zb) [k + 2. (5.27)

Now we turn to ts[k], which is the most complicated to analyse one to analyse. Since
e|Z[k + 1]| > cs by hypothesis, if

)
A, + A — 2
+ Ay < 2698 (5 8)
then by Lemma 3 we have
7 1 C11 Ci2 ~ ~
k42 < ————— 4+ — (AL + Ay),
|f[ +”_E|J_][I€+1H+€( + b)
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which can be used to form a bound on |¢s[k]|:

[alk)l < |81k + 2P + 2B Tk + 2)|| 2l + 2]

< 5 (BI7T + 201 +2) 1fTk + 2l[lk + 2]
< b(2bf +2) | Flk + 2l|lk + 2)]
—_——
=3
1 C11 C12 —~ -~
- (R, 4R 2
< oo bt 2 (B, + )| el + 2
V3C11 V3C12 (| A
< B 1 A+ A 2
< gy btk + 0 lelle) + 222 (B ) e +2)
< T wl + T g+ P B4 B felk 42 (5:29)

If we substitute the bounds on v [k], 12[k], 13[k] and ¢4[k] onto (5.24) we conclude that if
(5.28) holds, then

lzfk +4]] < [A§+(72+73§12)(Za+&)] [k + 2|

+ [1 4oy + AL 736“] | (5.30)
S Cg
If (5.28) holds and
(e +222) @B+ B) < NN
- €
& (A, +A < = N2\
( b) V2 + Y3c12 0 2
- o )\2 _ )\2
= (A+4,) < 312 (5.31)

67
V2€ + Y3C12
————

=:Y4

then (5.30) becomes

C C
wlk+4]] < Mlalk + 2] + {H% - ”18“} ]l

if we define
Y8C1
Cs

75:max{1—|—71—|— 1a’71,73011}7
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then this becomes
1
olh-+ 4 < Rfali-+ 2]+ 30 (14 2 ) ol (532)
Now observe that if we define

1 . )
Ci3 = —min § —
13 3 209 y V4 (s

Aa S C13€

then

and
Ay < ¢3¢

implies that (5.28) and (5.31) both holds, which means that (5.32) holds.

Step 3: We will now combine the two Cases of Step 2 to get a bound on |z[k + 4]|. More
specifically, the bounds provided by combining Case 1 given by (5.23) and Case 2 given by
(5.32), we conclude that regardless of the value of |Z[k + 1]|, we have

3
+

2kl < Mfalk +20) (L ) +

If we define
Y6 :=maz {1 +v1 +7 + 75, 7ics + V5 }
we have
1
lz[k + 4] < N|z[k+ 2] + v6(1 + g)HwHOO, ke Z* even. (5.33)

Step 4: We will now obtain a bound on |z[l]| for [ € ZT. Observe that (5.33) holds for
even k € Z*: using the variable substitution k = 2(j — 1) with j € N, this becomes

227+ 2] < Afl2[27]] + %1+ Dllwll, j €N

Solving iteratively yields

. ; v 1 .
227 +2] < Al + 25 <1+g) lwll, j €N. (5:34)
3
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For the odd steps we use (5.21):
(27 +3]| < mlz[2+2)]| + [Jwll, 7 €N

Combining this with (5.34) yields

4 1
ol2i 431 < el + 1+ 2% (14 )] Il d e

-2

So for [ > 4 even, (5.34) says that

1
1< A-2(z[2 (142
ol < 372l + 125 (14 2) Il

and for [ > 5 odd, (5.35) says that

1
)] < A 2f2] + (14 220 (1 =) | )l
1 — A3 €

If we define

Ve Y176
= 1
oo o= mas { 1205 1 {10

when combined these yield

1
ol < X5 a2l 497 (14 2) ol 02 4.

(5.35)

(5.36)

The last step is to analyse the first three steps. With 7 defined by (5.21), it is easy to

see that
[2[1]] < mlz[0]] + [Jw]
|z[2]] < A7l [0]] + (m + Dlw]l,

and
23] < A71x[0]] + (7F + 71 + 1) |wl]

Combining (5.36) and (5.38) yields

2l < G0 + (13500 + 1) 37+ L)l < 4

From (5.37),(5.38) and (5.39), we also see that

2] < maz {1,723 91257, 90} Al (0] + (7 + 71 + 1) [lwlle, 1=10,1,2,3.
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It follows from (5.40) and (5.41) that there exists a constant ci2 so that

1
2[l]] < c12(Xs)!|2[0]] + 12 (1 + g) |wl|l, [ €27
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Chapter 6

Examples and Simulations

For all the examples in this Chapter we consider the following setup:
e a[k] takes values in A = [0, 5].
e b[k] takes value in set B = [—5, —1] U[1,5], yielding b = 5.

e fis an LQR optimal gain for » = 1 given by

1—a?+b%—y/(a2+b2-1)2—4b2 .
a,b) = 2ab if a # 0,
fla.b) { 0 ifa=0.

We construct a controller as defined in Chapter 4 and Chapter 5 satisfying the following
equations: with ¢y = 1 yielding ¢ = (0, %), for k € Z*, even

ulk] = (f[k] +e)z[k],
ulk+1] = (f[k+1]—e)x[k+1],} (6.1)
z[k] (fiK +e)zlk] 1 [alk+1]] .
[Cil[kjLQ] ] — Lf[kﬂLl] (flk + 1] — &)k + 1] } [x[k:—i—Q] } Af zlk]olk +1] # 0
bl + 2 {Z[[ZH’M[R] h+1] =0,
(6.2)
alk +2] = Tyu(alk+2]),
blk+2 = H:(b[k;+2]) } (6.3)
flk+2] = f(alk), blk)),
flk+3] = f(a[k:],é[k]).} (6.4)
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6.1 LTI with No Noise

FExample 1: Consider the following system:

zlk+1] = 2.5xz[k] + 3ulk],
ylk] = x[k];

here a[0] = 2 and b[0] = 5, yielding f[0] = f[1] = f(a[0],b[0]) = —0.3866 and 2[0] = 1.

If we apply control law (6.1)-(6.4) with ¢ = 0.01, as expected the closed-loop system
accurately estimates the plant parameters from the very first estimation which can be seen
in Figure 6.1a. In absence of noise, the effect of the initial condition diminishes and the
state variable z[k] approaches zero, validating the results of Theorem 1 which states that

1
olt] < extblalol] + s (14 1) wlls 420

We now vary ¢ to observe its effect on the plant. We repeat this simulation with ¢ = 0.1 and
€ = 0.19 and the simulation results are shown in Figure 6.1b and Figure 6.1c respectively.
These simulations indicate that as we increase € and approach % = 0.2, the state variable
x[k] ripples before settling down to zero and these ripples increase as ¢ — 0.2.
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Figure 6.1: Example 1: Response of closed-loop LTI plant with no noise.
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25 1 1 1 1 1 1 1 1 1
2 10 12 14 16 18 20
Step [K]

(¢) e=0.19

Figure 6.1: Example 1: Response of closed-loop LTI plant with no noise.

6.2 LTI with Noise

For this case we choose the most unstable value of ¢ i.e. @ = 5.

Example 2: Consider the following system:

zlk+1] = bz[k] + lu[k] + wlk],
ylk] = x[k].

Here a[0] = 2 and b[0] = 5, yielding f[0] = f[1] = f(a[0],b[0]) = —0.3866; we choose
z][0] = 0 so that we can focus on the effect of the noise w[k] which is a random function
generating values in range [—0.01,0.01].

We apply control law (6.1)-(6.4) to the plant considered in this example with e = 0.01.

For testing the control law we run the simulations for 10,000 steps. Figure 6.2a shows a
part of the simulation. It indicates that the closed-loop system is stable and does not blow
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up, at least for the 1000 steps shown. As a matter of fact, the maximum value of |z[k]|
reached for the entire simulation is 1152.8 giving us a noise gain of order 10°. In order
to improve the noise gain, if we increase € to 0.05 and simulate with the same data set
of noise as in the previous simulation, we end up with a better noise gain, as shown in
Figure 6.2b. Motivated by this, we repeat the simulations with 3 more test cases ¢ = 0.1,
e = 0.15 and € = 0.19; their simulation results are shown in Figures 6.2¢, 6.2d and 6.2e
respectively. Table 6.1 provides a summary of the effect of the variation of € on noise gain.
One very important thing to note in all these simulations is that even though the parameter
estimates are not that accurate, the system is stabilizing because of the adaptive nature
of the control law.

=m0

0 Wt Al‘h AL AAAkllA L lul A A AL hA A .Llulll\ A LA ‘L“ l‘ Al AA‘ |

0 100 200 300 400 500 600 700 800 900 1000
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— — DIK]
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i

5 1 1 1 1
0 100 200 300 400 500 600 700 800 900 1000
Step [K]

(a) e = 0.01

Figure 6.2: Example 2: Response of closed-loop LTI plant with noise.

20



150 T T T T T T T T T
100 | XK
50 -
0 Y v v . e | ﬂ [ 'Y . Y .h N\ AA A ek
oL T | | 1
_100 1 1 1 1 1 1 1 1 1
0 100 200 300 400 500 600 700 800 900 1000
5
4
3
2k
1
0 1 1
0 100 200 300
5 T T T T T T T
L A l 1A LM T
oET Iy
-5 1 1 1 1 1 1 1
0 100 200 300 400 500 600 700 800 900 1000
Step [K]
(b) £ = 0.05
100 T T T T T T T T T
x[k]
50 - -
0 A L o A l A Ah al hA A
YY v' ¥ v ' e Y 'v'
750 1 1 1 1 1 1 1 1 1
0 100 200 300 400 500 600 700 800 900 1000
|
[l 1
200 300 400 500
5 T T T T T T
= — P
bhat[k
Al 1 ] Il Ly | T o
or | q Ull .
_5 1 1 1 1 1 1 1
0 100 400 500 600 700 800 900 1000
Step [K]
(¢) e =0.10

Figure 6.2: Example 2: Response of closed-loop LTI plant with noise.
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Figure 6.2: Example 2: Response of closed-loop LTI plant with noise.
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e | Maximum |z[k]| for 10,000 steps | Estimate of Noise Gain
0.01 1152.8 1.15 x 10°
0.05 255.3 2.55 x 10*
0.10 172.8 1.73 x 10*
0.15 120.4 1.20 x 10*
0.19 49.14 4.91 x 103

If we now focus on the estimation and the estimated parameters, Lemma 2 states that
if e|Z[k + 1]| is large enough, our estimated f[k] is very accurate. To illustrate this, Figure
6.3 shows part of simulation for the test case of ¢ = 0.19; we see that at the step 757 the
value of z[757] is 29.71 (large), so the very next estimate (at step 759), the estimates a[759)

Table 6.1: Summary of the effect of € on Noise Gain.

and b[759] are very accurate, which results in x[k] becoming close to 0 again.
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Figure 6.3: Example 2: Simulation for case ¢ = 0.19 for steps 750 to 800.
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6.3 Comparison of the Proposed Control Law to the
Ideal Control Law

Example 3:
zlk+1] = bx[k] + lulk],
ylk] = x[kl;
here, a[0] = 2 and b[0] = 5, yielding f[0] = f[1] = f(a[0],b[0]) = —0.3866; we set z[0] = 1.

We simulate the plant with the same control law given by equations (6.1)-(6.4) and
compare it with the ideal control action given by

ulk] = flk]z[k].

Figure 6.4a shows the the difference |x[k] —2°[k]| on a log scale for the test case of ¢ = 0.01,
and Figure 6.4b shows for the case when ¢ = 0.19. Here we observe that the difference
quickly goes to zero in both the cases, and the maximum difference in |z[k] — x°[k]| is
almost the same in both test cases.

| X[KI-X[K] |

N w
M)
o

Step [K]
(a) e =0.01

Figure 6.4: Example 3: Difference from optimality (|z[k] — z°[k]|) without noise.
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Step [k]
(b) e =0.19

Figure 6.4: Example 3: Difference from optimality (|z[k] — z°[k]|) without noise.

Example 4: Now, consider the following system with noise identical to Example 2:

zlk+1] = bz[k] + lu[k] + wlk],
ylkl = x[k];

here, a[0] = 2 and b[0] = 5, yielding f[0] = f[1] = f(a[0],b[0]) = —0.3866, we set z[0] = 0
and the noise w[k] is a random function generating values in range [—0.01,0.01].

We apply the Control Law (6.1)-(6.4) and we again compare the state variable of the
proposed coontrol law z[k] to the ideal controller state variable in presence of noise. For
e = 0.01 we plot the simulation run for 10,000 steps and the results are shown in Figure
6.5a. We see that the difference is of order 100. If we increase € to 0.19 and simulate
the closed-loop system we see in Figure 6.5b that the difference is of order 10. This is
consistent with Theorem 2 which states that

Ao +1

w[k] — 2°k]| < ecq ( )k 2[0]] + co (1 + %) Il k> 2.
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Figure 6.5:

Example 4: Difference from optimality |z[k] — x°[k]| with noise.
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Since the maximum value of |x[k]—2°[k]| is almost the same size as that of the maximum
value of z[k|, this bound is not useful unless the noise is very small with respect to the
initial conditions.

6.4 Linear Time-Variant Plant

For the time-varying plant, we will look at two different examples.

Example 5:

zlk+1] = alk|z[k] + blk]ulk] + wlk],
ylk] = x[k];

here, a[0] = 3 and b[0] = 1, yielding f[0] = f[1] = f(a[0],b[0]) = —2.7033; we set z[0] = 0
so that we can see the effect of noise which is a random number in range [—-0.01,0.01]. The
value of a[k] is sinusoidal taking values in A:

alk] = 2.5+ 2.55in(0.01 x k)
and b[k] is also sinusoidal taking values in B and switching signs ocassionally:

blk] = 2c0s(0.01 x k) + 3sign(sin(0.01 x k)).

For simulation purposes, we will carry the simulation for 10,000 steps. We start our
simulation with € = 0.01 and the results are shown in Figure 6.6a which show the results
for the first 1000 steps. We see that the state variable z[k] gets very large for such a small
value of e. Motivated by the observations of the previous simulations we now increase ¢
to 0.05 and redo the simulations; we end up with a much smaller maximum value of x[k],
as shown in Figure 6.6b. We again increase ¢ to values ¢ = 0.1, ¢ = 0.15 and ¢ = 0.19,
respectively; the simulation results are shown in Figures 6.6¢, 6.6d and 6.6d respectively.

We observe a constant decrease in noise gain and increasingly accurate estimates alk] and
bk|.
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Figure 6.6: Example 5: Linear Time-Varying Plant with noise.
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Figure 6.6: Example 5: Linear Time-Varying Plant with noise.
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Figure 6.6: Example 5: Linear Time-Varying Plant with noise.

Ezample 6: Here we re-examine the previous example, but with b[k] switching signs twice
as often:
blk] = 2c0s(0.01 x k) + 3sign(sin(0.02 x k)).

Following a similar simulation procedure, we do 5 simulations with 5 increasing values
of € starting from 0.01 up to 0.19. The simulation results are shown in Figure 6.7a - 6.7e.
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Figure 6.7: Example 6: Linear Time-Varying Plant with noise (fast switching b[k]).
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Figure 6.7: Example 6: Linear Time-Varying Plant with noise (fast switching b[k]).
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Figure 6.7: Example 6: Linear Time-Varying Plant with noise (fast switching b[k]).

We see that the noise gains are now higher than before. For large value of € we see that
the noise gain is increased by a factor of 10, probably because b[k] is switching signs faster.
If we look at Figure 6.7e, we see that the estimations are still very accurate when the state
gets large because of the adaptive nature of the controller. These results are consistent
with Theorem 3, which states that

1
ol < uurflall] + cu (142 ) ol k2 0.

These simulations clearly indicate that the proposed control law provides exponential sta-
bility for even a highly unstable plant where alk] and b[k] lie in such a huge range.

As an observation we perform another simulation, but not with a totally different setup.
We simulate for a stable plant with noise. All parameters are same as in previous examples
except

e afk] takes values in A = [—0.75,0.75].
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Ezxample 7:

zlk+1] = alk|z[k] + blk]ulk] + wlk],
ylk] = afkl;
here, a[0] = 0.1 and b[0] = 5, yielding f[0] = f[1] = f(a[0], b[0]) = —0.0192; we set z[0] = 1
[ 9

and noise is a random number in range [—0.01, 0.01]. The value of a[k] is sinusoidal taking
values in A:

alk] = 0.75sin(0.01 x k)

and b[k] is also sinusoidal taking values in B and switching signs ocassionally:

blk] = 2c0s(0.01 x k) + 3sign(sin(0.02 x k)).

We perform simulations for the above plant setup for two different cases one when ¢ = 0.01
and the other when ¢ = 0.19. The simulations are shows in Figure 6.8a and Figure 6.8b
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(a) e = 0.01: Maximum |z[k]| = 1 for 10,000 steps.
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Figure 6.8: Example 7: Linear Time-Varying Stable Plant with noise.
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(b) € = 0.19: Maximum |z[k]| = 1 for 10,000 steps.

Figure 6.8: Example 7: Linear Time-Varying Stable Plant with noise.

We observe that initially when the state variable is large we have accurate estimates,
which is clearly seen in Figure 6.8b. Once the state variable goes small, the estimates are
not accurate, but the stability is maintained.
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Chapter 7

Conclusions and Future Work

In this thesis, we considered the problem of adaptively stabilizing a first-order Discrete-
Time SISO plant for both Time-Invariant and Time-Varying cases. Here we have looked
at a class of such systems and constructed a linear adaptive controller that provides expo-
nential stability and a linear like bound on the closed-loop behavior.

We used the Certainty Equivalence Approach and made the controller adaptive by
estimating the plant parameters at every other step. The estimation process was dependent
on an estimation parameter . With the upper bound of ¢ = 2, as ¢ — % the estimated
parameters became more accurate. With a given value of ¢, when the magnitude of the
state variable was small, the estimated plant parameters were not at all accurate, which
made the states go large; and with such large state the very next estimated parameter
became accurate, which resulted in the state becoming close to 0 again. This property
is leveraged to prove the fact that the closed-loop system is exponentially stable and the

transient behavior (with no noise) is near optimal, with the error improving as ¢ — 0.

Chapters 4 and 5 provided a mathematical analysis of the plant transient behavior when
applied with the proposed control law. In spite of conservative bounds, our simulations in
Chapter 6 suggests the existence of much stronger bounds. We observed that the effect
of noise was also reduced with the increase in €. In the LTV case, the simulation results
clearly shows that we can allow a lot of time variations in a[k] and b[k] than the constants
defined in Lemma 3 and Theorem 2, which were intended in showing the existence of the
bound. The examples tested the most extreme plant parameter for sets A and B and the
simulations show that the closed-loop noise gains can be relatively acceptable. If we test
the controller with a comparatively nicer plant, we will end up with better noise gains.

With some work, these results should also be extendable to higher order plants as long
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as the state is measurable. It may also be possible to extend the work to yield step tracking.
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