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Abstract 
 

Laser drilling provides a highly productive method for producing arrays of holes on 

planar and freeform shaped components. Industrial applications include fuel injection nozzles, 

printed circuit boards (PCB’s), inkjet printer heads, pinholes and slits for scientific 

instrumentation, high-resolution circuitry, sensors, fiber-optic interconnects, medical devices, 

and gas turbine combustion chamber panels. This thesis deals with time-optimal trajectory 

planning for two mainstream laser drilling methods: on-the-fly drilling and percussion 

drilling, which are used in the aerospace industry. The research has been conducted in 

collaboration with the Canadian aero-engine producer, Pratt & Whitney Canada (P&WC). 

The algorithms developed have been tested in a target application involving the laser drilling 

of cooling hole arrays on gas turbine engine combustion chamber panels. 

On-the-fly drilling is an operation in which each hole receives one low powered shot at a 

time while the workpiece is in motion, and the beam focal point is continuously proceeding 

to the next hole location. The positioning sequence repeats itself until all holes are gradually 

opened up in small increments. Each hole location has ample time to cool down before the 

next shot is received. Thus, this process can yield favorable material properties in terms of 

preserving the desired crystal structure, and also hole quality in terms of dimensional (size) 

and form (shape) accuracy, due to the reduction of local thermal loading. However, there is 

no existing trajectory planner, in industry, or in literature, capable of generating time-

optimized positioning trajectories for on-the-fly laser drilling. This thesis studies this 

problem and presents a new algorithm, capable of handling 5 degree-of-freedom (axis) 

positioning capability. The ability to generate spline-based smooth trajectories is integrated 

within a Traveling Salesman Problem (TSP) type sequencing algorithm. The sequencing 

algorithm optimizes both the order of the waypoints (i.e., hole locations) and also the timing 

levels in between, which affect the temporal (time-dependent) nature of the motions 

commanded to the laser drilling machine’s actuators. Furthermore, the duration between 

consecutive holes has to be an integer multiple of the laser pulsing period, considering a 

machine configuration in which the laser is firing at a constant frequency, and unused pulses 

are diverted away using a quick shutter. It is shown that the proposed algorithm is capable of 

generating 17-25% reduction in the beam positioning time spent during a manufacturing 
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cycle, compared to some of the contemporary practices in industry. 17% reduction in the 

vibrations induced onto the laser optics is also observed, which helps prevent downtime due 

to the optics hardware gradually losing alignment. 

The second type of laser drilling operation for which optimized 5-axis trajectory 

planning has been developed is percussion drilling. In this process, a series of pulses are sent 

to each hole while the part is stationary. Once the hole is completely opened up, then 

positioning to the next hole proceeds. While percussion drilling is less advantageous in terms 

of local thermal loading and achievable part quality, it is used extensively in industry; due to 

its simplicity of automation compared to on-the-fly drilling. Thus, a TSP-style trajectory 

planning algorithm has also been developed for percussion laser drilling. The novelty, in this 

case, is concurrent planning of 5-axis time-optimal point-to-point movements within the 

sequencing algorithm, and direct minimization of the total travel time, rather than just 

distance (in two Cartesian axes); as is the method for which significant portion of TSP 

solvers and trajectory planners in literature have been developed. Compared to currently 

applied methods at P&WC, 32-36% reduction in the beam positioning time has been 

achieved. Also, 39-45% reduction in the peak magnitude of vibration has been realized. 

Limited benchmarking with state-of-the-art TSP solvers from combinatorial 

mathematics, considering only 2-axis Euclidean distance as the objective function, indicate 

that the proposed sequencing algorithm for percussion drilling is sub-optimal by 9-12%. 

Thus, it can still use further improvement in future research. Nevertheless, the two trajectory 

planners that have been developed in this thesis for on-the-fly drilling and percussion drilling 

have experimentally demonstrated very promising improvements in terms of motion time and 

smoothness. As more advanced Computer Numerical Control (CNC) systems and laser 

control electronics with deterministic execution and rapid synchronization capability become 

available, such algorithms are expected to facilitate significant production gains in laser 

drilling processes used in different industries. 
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Chapter 1 

Introduction 

1.1 Introduction 

Laser drilling provides a highly productive method for producing arrays of holes on 

planar and freeform shaped components. Industrial applications include fuel injection 

nozzles, printed circuit boards (PCB’s), inkjet printer heads, pinholes and slits for scientific 

instrumentation, high-resolution circuitry, sensors and detectors, fiber-optic interconnects, 

medical devices, and gas turbine combustion chamber panels. 

There are several methods of laser drilling. One common method is percussion 

drilling, where a series of laser pulses are sent to each hole while the component being 

drilled remains stationary. Each pulse causes a certain volume of material removal through 

ablation, and the laser pulses continue on until the hole is completely opened up. Then, 

drilling of the next hole proceeds by re-positioning the part with respect to the beam. The 

percussion drilling method is highly productive, especially when the laser pulses can be 

delivered at high frequency. However, there is local thermal loading on the part, which 

may deteriorate the material properties and hole quality. Furthermore, obtaining the 

optimum sequence of positioning trajectories is an important and open research problem, 

especially for drilling configurations involving more than three simultaneous translational 

axes. Optimizing the beam positioning sequence and trajectory subject to the capabilities 

of a laser drilling machine and process enables minimum cycle time, therefore maximum 

productivity. Achieving this optimization for percussion laser drilling in an integrated 

manner, by jointly considering the sequencing and trajectory optimization problems for 

beam positioning in 5-axis coordinates, is one of the contributions of this thesis.  

Another laser drilling method, which is advantageous in terms of resulting in better 

material properties and part accuracy, is on-the-fly drilling. In this method, each hole 

receives only one low powered shot at a time while the workpiece is in continuous motion 

with respect to the beam. The positioning sequence repeats itself until all holes are 

gradually opened up in small increments. In this method, each drilled hole location has 
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ample time to cool down before the next shot is received. Thus, on-the-fly drilling can 

result in more favorable material properties in terms of preserving the desired crystal 

structure around the hole, and better quality in terms of dimensional (size) and form 

(shape) accuracy. However in the case of on-the-fly drilling, the trajectory planning and 

sequencing become even more complicated tasks; as there is no industrially available 

trajectory planner specifically designed for this operation (especially for 5-axis 

movements). There is only a limited amount of literature which targets mainly two-axis 

sequencing for percussion type drilling operations (as reviewed in Chapter 2). Hence, 

another contribution of this thesis is the development of a novel integrated sequencing and 

optimized trajectory planning method for 5-axis on-the-fly laser drilling. 

 

1.2 Problem Description, Thesis Outline, and Summary of Contributions 

Figure 1.1 and Figure 1.2 illustrate a sample application for 5-axis laser drilling that is 

used in the production of gas turbine combustion chamber panels at the Canadian aero-

engine producer, Pratt & Whitney Canada. The machine tool shown in Figure 1.1 has five 

moving axes (with translation in the x-y-z axes, and rotation in the A-C axes). The 

machine tool is actuated by direct drive motors which provide high velocity and 

acceleration capability and is used to drill components with hole configurations similar to 

the one shown in Figure 1.2. Considering the figure, it can be seen that there is a clear need 

for 5-axis beam positioning capability. The direction and location of the holes are typically 

optimized to generate a suitable cooling film of air within the combustion chamber of a gas 

turbine engine. 

In both percussion drilling, as well as on-the-fly drilling, the objective is to minimize 

the total time required to travel from one hole location to the other; i.e.

1 2totObjective function:   NT T T T= + + + . Here, iT  represents the duration spent 

traveling from hole number ( i) to ( 1+i ), within the computed drilling sequence. 

Defining the joint vector (hole location and orientation in joint coordinates) for the 

machine’s translating and rotating axes as [ ]Tx y z a c=q , the machine 

constraints considered are that axis velocity ( q ), acceleration ( q ), and jerk ( q ) be kept 
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within their limits. Velocity and acceleration limits ( [ ]max max max
Tx c=v 

 ,

[ ]max max max
Tx c=a 

 ) help limit the maximum force or torque demand, which ensures 

linear operation of the drives without saturation. 
  

 
Figure 1.1: Configuration of 5-Axis Laser Drilling Machine Tool. 

 

 

Figure 1.2: Hole locations and orientations for a sample part – Actual part is not 
shown as it contains company  proprietary information. 
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The jerk limits ( [ ]max max max
Tx c=j 

 ) constrain the high-frequency content in the 

commanded motion, which indirectly limits the tracking error. This helps retain the beam 

positioning accuracy at high traverse rates, especially for on-the-fly laser drilling, where 

the accuracy and repeatability of the beam positioning are crucial. Limiting the jerk 

commanded to the actuators also reduces the vibrations induced onto the machine structure, 

and in particular the laser optics. This helps improve the hole quality in percussion drilling. 

Excessive vibration can cause the laser optics to lose alignment, which requires significant 

downtime for realignment. Thus, limiting the jerk also has a positive effect on the overall 

productivity of the laser drilling operation. 

 

 
Figure 1.3: Hole elongation due to x-y component of part velocity. 

 

In the case of on-the-fly drilling, there is an extra process constraint that needs to be 

considered. Since the part is in relative motion with respect to the beam during the drilling 

operation, there will inevitably be a certain degree of hole elongation as shown in Figure 

1.3. Hence, the x-y component of the workpiece velocity at the hole location ( xyv ) relative 

to the laser beam  needs to be limited. This can be achieved by considering the kinematics 

of the machine tool and the geometry of the workpiece  [90]. 

While the machine related velocity, acceleration, and jerk constraints need to be 

respected at all times, both for percussion and on-the-fly drilling, the hole elongation 

constraint needs to hold only for on-the-fly drilling, and just at the hole locations (thereby 
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allowing higher x-y plane velocities to be reached in between the holes). Thus, the 

trajectory generation constraints applicable to both drilling operations can be formally 

stated in Eq. (1.1) as,  

 











≤≤−
≤≤−
≤≤−
≤≤−

max,max,

maxmax

maxmax

maxmax

:drilling)fly −the−onfor (only  Elongation Hole
:Jerk

:onAccelerati
Velocity

xyxyxy vvv
jqj
aqa
vqv







 (1.1) 

 

While it is possible to use coupled dynamic equations representing the joint 

torque/force demand for a given trajectory  [90], the mainstream industrial practice in the 

machine tool and manufacturing industry is to represent the actuator capabilities with 

kinematic (velocity, acceleration, and jerk) constraints. Albeit being slightly more 

conservative, the constraint set in Eq. (1.1) enables easy transfer of industrial specifications 

to the trajectory optimization algorithms, such as those developed in this thesis. 

Time-optimized trajectory generation has previously received attention in robotics and 

machine tool literature for contour following applications  [3],  [10],  [41],  [72]. There have 

also been successful works for following way-point data by modulating the time intervals 

in between the points  [67]. Specifically, on-the-fly laser drilling requires the motion 

duration between consecutive holes to be an integer multiple of the laser firing period, and 

the entire travel time be minimized. This originates from the hardware configuration that 

the laser typically pulses at a constant frequency, and unused shots can be diverted away 

from the workpiece by using a quick-shutter in the optics path. In between the holes, the 

motion path is not fixed and can be modulated to achieve the maximum possible time 

reduction. Furthermore, the sequence of the holes can be ordered to achieve the shortest 

possible travel duration. This presents a new type of trajectory and way-point sequencing 

optimization problem specific to on-the-fly laser drilling process, which has been studied 

for the first time in this thesis. Chapter 3 presents the sequencing and integrated trajectory 

planning method that has been developed for on-the-fly drilling. While the final drilling 

trajectory consists of a repeating cyclic motion, the connection into and out of this motion 
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from and to rest (with zero velocity and acceleration boundary conditions) with time-

optimal characteristics has also been studied and is presented in Chapter 4. 

The problem of finding the optimum sequence for manipulator waypoints can be 

considered as an extension of the Travelling Salesman Problem (TSP)  [51]. In this thesis 

the problem of percussion laser drilling trajectory optimization has been cast as 

minimizing the total travel time required to visit each hole location exactly once, such that 

the positioning trajectory in between the consecutive holes is also time-optimal subject to 

the first three types of constraints in Eq. (1.1) (i.e., velocity, acceleration, and jerk). Thus, 

the novel contribution for percussion drilling has been the development of a combined 

TSP-style sequencing and optimal trajectory planning method for 5-axis laser drilling, and 

benchmarking this solution both with respect to industrially applied methods (such as the 

Nearest Neighbor based sequencing, detailed in Chapter 2), and also to a limited context, 

state-of-the-art TSP solvers from literature; such as the Concorde Cutting Plane and Lin-

Kernighan Heuristic (LKH) methods  [18]. The proposed sequencing algorithm for 5-axis 

percussion laser drilling is presented in Chapter 5. 

In order to render the main chapters easy to read, the majority of the mathematical 

details explaining the supporting computations have been placed into the appendices. They 

consist of: Closed curve fitting using cubic splines (Appendix A), Analytical evaluation of 

constraints (without requiring full interpolation of the trajectory, Appendix B), Kinematic 

analysis of the 5-axis laser drilling system (Appendix C), Effect of time scaling on the 

derivative profiles (Appendix D), Possible adjustments to timing levels for on-the-fly 

drilling (Appendix E), and Point-to-point minimum-time trajectory planning with zero 

boundary conditions, subject to displacement, velocity, acceleration, and jerk constraints 

(Appendix F). 

As a result of the contributions in Chapters 3 and 4, 17-25% reduction has been 

achieved in the beam positioning cycle time for on-the-fly laser drilling over industrially 

applied sequencing and trajectory planning methods. 17% reduction in the root mean 

square (RMS) value of vibration has been registered from the laser drilling optics, 

indicating that the quality of the motion smoothness has also been improved. 

Using the proposed sequencing and optimal trajectory planning method in Chapter 5 

for percussion laser drilling, a 32-36% reduction has been achieved in the beam 
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positioning cycle time compared to currently applied methods in industry for sequencing 

and actuator positioning. Furthermore, the peak value of resultant vibration induced onto 

the laser optics has been reduced by 39-45%. 2-axis Euclidean distance based benchmarks 

performed with respect to some of the most powerful TSP algorithms  [18] indicate that 9-

12% further cycle time improvement should be achievable in future research, upon 

integrating the 5-axis machine kinematics and time-optimal trajectory planning algorithms 

with more advanced TSP solvers, like the Concorde Cutting Plane and LKH methods. 

 

1.3 Conclusion 

This chapter has presented an overview of the trajectory planning problem for two 

mainstream kinds of laser drilling operations, percussion and on-the-fly. Also, an outline of 

the contents and contributions of this thesis has been presented.  
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Chapter 2 

Literature Review 

2.1 Overview 

Manufacturers of turbine engines for aircraft propulsion and power generation have 

benefited from the productivity of lasers for drilling small (0.3–1 mm diameter) cylindrical 

holes at 10-90º to the surface in cast, sheet metal, and machined components. The ability to 

drill holes at shallow angles at high rates per second has enabled new designs incorporating 

film-cooling holes for improved fuel efficiency, reduced noise, and lower Nitric Acid (NO), 

Nitrogen Dioxide (NO2) and CO emissions  [4]. 

Common techniques used in laser drilling are percussion hole drilling, on-the-fly drilling, 

and trepanning. Percussion drilling is a process where multiple pulses are applied per hole, 

while the part is stationary, to disperse sufficient material in order to open up the hole cavity. 

The on-the-fly drilling process is where the holes are drilled with a single shot at a time, 

while the part is in relative motion with respect to the laser beam, and the shots are repeated 

as required in order to open up the holes. Trepanning is a process where certain contours are 

cut by drilling closely spaced holes. Each of these laser drilling techniques will be explained 

further in this chapter. Compared to percussion drilling, on-the-fly laser drilling offers 

important advantages, which are: 

• Better material properties and feature quality; due to reduced thermal loading on the part; 

• Smoother axis motion (as opposed to stop-and-go movements, as required in percussion 

drilling), which reduces vibrations induced onto the laser optics; 

• Less downtime for optics realignment (which would be caused by vibrations); 

• Higher productivity, since motion ‘smoothness’ can be translated into higher processing 

speed. 

However, the feasibility of using percussion drilling might surpass that of on-the-fly 

drilling techniques in certain scenarios, especially when the laser pulsing period is much 

shorter than the servo drives’ positioning time. It must be predetermined whether on-the-fly 

drilling is feasible for a particular application. Therefore, there is a need to study trajectory 

and hole sequence optimization methods for both percussion and on-the-fly laser drilling.  
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Incremental improvements in laser process and control technologies have led to 

substantial increases in the number of cooling holes used in turbine engines. Fundamental to 

these improvements and increased use of laser drilled holes is an understanding of the 

relationship between process parameters, hole quality, and drilling speed. 

Laser drilling is a successful manufacturing solution for many industries due to its 

advantages over conventional drilling techniques. Advantages include non-contact 

processing, low heat input into the material, flexibility to drill a wide range of materials, 

accuracy and consistency. Other benefits include drilling sub-micron holes, small holes with 

large aspect ratios and drilling at angles. 

Lasers can also be focused to spot sizes as small as 10 – 20 microns. Coupling the high 

peak power with short pulse widths, a laser beam offers very good drilling capabilities in thin 

sheets. The optics configuration is designed to achieve the right spot size required for drilling 

various hole diameters. High power lasers are also used for rock drilling applications, drilling 

of flow filters and strainers, sub-micron drilling in flexography ceramic rolls, high-speed 

drilling of guide vanes, hole drilling of silicon, drilling diamonds for removing imperfections, 

and on-the-fly drilling of cooling holes.  

Laser systems are also used to manufacture micro-holes in fuel injection components, 

vertical probe cards, metered dose inhaler products, pinholes and slits for scientific 

instrumentation, inkjet printer nozzles, sensors and detectors, high-resolution circuitry, fuel 

cells, fiber-optic interconnects, and medical devices. UV and visible laser have been used in 

drilling small holes in ceramics, diamond, silicon and other semiconductors, polymers, glass, 

and sapphire. Other shapes of holes are also possible, such as rectangular and other complex 

geometries  [84].  

This thesis focuses on trajectory planning for laser drilling of cylindrical holes in turbine 

engine components. This process occurs through melting and vaporization (also referred to as 

‘ablation’) of the workpiece material through absorption of energy from a focused laser beam. 

Manufacturers are applying results of process modeling and experimental methods to 

better understand and control the laser drilling process. The result is higher quality and more 

productive processes, that in turn lead to better end products such as more fuel-efficient and 

cleaner burning aircraft and power generating turbine engines. To take full advantage of the 
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improvements achieved in the process, there is also an urgent need to design suitable motion 

control trajectories; as targeted in this thesis.  

The remainder of this chapter presents a review of literature and industrial practice in the 

areas of laser drilling, optimal trajectory planning, and sequencing. Prior work conducted in 

these areas constitutes the background knowledge for the research presented in this thesis. 

In Computer Numerical Control (CNC) of machine tools, the toolpath geometry and 

feedrate (i.e., time-dependent progression along the toolpath) are typically planned as 

separate tasks. Computationally intensive tasks, such as toolpath parameterization, can be 

either handled in the Computer Aided Manufacturing (CAM) system or in the pre-processing 

by the CNC executive kernel. Feedrate generation and feed optimization are coupled tasks 

within the trajectory generation module of the CNC controller. Reducing machining cycle 

time along curved toolpaths relies on the ability of the feed optimization algorithm to 

command the feed motion along a toolpath, so as to drive the machine tool and process 

within the physical limits, while maximizing productivity. 

Compared to traditional machining operations, where the toolpath has to follow a 

continuous contour, on-the-fly laser drilling poses significantly different technological 

requirements. This process requires the travel duration between consecutive hole locations, 

which corresponds to the laser firing period, to be kept constant (or as an integer multiple of 

the laser pulsing period), and minimized throughout the part program. Motion paths between 

the holes, however, are not restricted in shape and can be modulated to allow maximum 

possible reduction in the laser firing period. Since the drilling is realized while the part is in 

relative motion with respect to the beam, hole elongation also needs to be considered and 

capped in order to avoid violating the part tolerances. Furthermore, the sequence in which the 

holes are drilled needs to be optimized to ensure motion efficiency and a shorter drilling 

cycle time. A machine tool’s 5-axis kinematic structure  [90],  [71] and velocity, acceleration, 

and jerk limits also need to be taken into account. Some of these issues have been considered 

and incorporated in the candidate’s previous work; namely in generating time-optimized 

trajectories for given hole sequences and seamless, as well as jerk- and time-optimal, 

connections between optimized cluster (group of holes) trajectories.  
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In the process of sequencing for percussion drilling, all machine constraints must also be 

maintained except for hole elongation, which can be omitted due to the stationary nature of 

the part during the drilling operation.  

The main contributions in this Ph.D. thesis focus primarily on improving the hole 

drilling sequence and positioning trajectories for both percussion and on-the-fly laser drilling. 

In the proceeding sections, background literature related to the research points under focus is 

reviewed. 

 

2.2 Literature on Laser Drilling 

Laser drilling provides a highly productive method for producing holes on freeform 

surfaced parts, especially sheet metal. There have been detailed studies that characterize the 

process of laser drilling  [89],  [42] and evaluate various machine configurations  [27]. This 

section provides a brief review of laser drilling methods, as well as advantages and 

disadvantages. 

 In laser drilling, a short laser pulse with high power density feeds energy into the work-

piece extremely quickly, causing the material to melt and vaporize. Figure 2.1 shows the 

basics of a laser pulse hitting the surface of a work-piece. The greater the pulse energy, the 

more material is melted and vaporized. Vaporization causes the material volume in the 

drilled hole to increase suddenly, creating high pressure. The pressure expels the molten 

material from the hole. Over the years, several drilling processes have developed from this 

basic method.  
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Figure 2.1: How laser drilling works: The laser melts and vaporizes the material. The 

vapor pressure expels the molten material from the hole.  

 

 
Figure 2.2: Laser drilling techniques: Single pulse drilling, percussion drilling, 

trepanning, helical drilling (from left to right)  [64]. 

 

Single-shot and Percussion Drilling: In the simplest case, a single laser pulse with 

comparatively high pulse energy can be used to produce a hole. This method enables a large 

number of holes to be created in an extremely short amount of time, compared to mechanical 

drilling methods. In percussion drilling, the hole is produced using multiple short-duration, 

low-energy pulses. This technique produces deeper, more precise holes than single-shot 

drilling, and also enables smaller hole diameters. Figure 2.2a and Figure 2.2b show the 

difference between single shot versus percussion drilling. On-the-fly laser drilling uses the 

single-shot laser drilling method while the machine axes are in continuous motion, by 

reducing the power of the shot and repeating the passes. This way, thermal energy build-up 

a)                   b)                              c)                                d) 
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on the part can be greatly reduced. Thus, deep and narrow holes with excellent dimensional 

and material quality can be produced by applying on-the-fly drilling with repeated passes. 

However, the dynamic accuracy of the machine tool’s motion is crucial for the successful 

application of on-the-fly drilling.  

Trepanning: Trepanning uses multiple laser pulses to produce the hole. In this process, 

a pilot hole is first created using percussion drilling. Then the laser enlarges the pilot hole, 

moving over the work-piece in a series of increasingly larger circles. Most of the molten 

material is expelled downwards through the hole. Figure 2.2c illustrates this laser drilling 

method. 

Helical Drilling: Unlike trepanning, helical drilling does not involve the creation of a 

pilot hole. Right from the start, the laser begins moving in circles over the material as the 

pulses are delivered, with a large amount of material shooting upwards in the process. The 

laser continues to work its way through the hole in a downward spiral. The beam focus point, 

meanwhile, can be adjusted so that it is always at the base of the hole. Once the laser has 

pierced through the material, it can complete a few more revolutions to enlarge the base of 

the hole and smooth out the edges. Helical drilling makes it possible to produce very large 

and deep high-quality holes. However, there is persistent thermal loading at the hole bottom, 

which can have undesirable effects in terms of material properties. This operation is shown in 

Figure 2.2d.  

The two main drilling techniques this thesis focuses on, for trajectory planning, are 

percussion and on-the-fly laser drilling. These two methods are widely used in the aerospace 

industry in gas turbine engine production.  

 

General Advantages and Disadvantages of Laser Drilling: 

Lasers can be used to drill holes in a variety of materials, ranging from wood and 

plastics to metals and ceramics. Typical examples of laser drilled holes in practical 

applications are cooling holes in aero-engine components, holes in fuel injection nozzles, 

ink-jet printer heads, and micro-via's in PCBs  [79] [84]. 

Some of the main advantages of using lasers for drilling are  [79]: 
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• Non-contact technique: The drilling medium is a beam of light, therefore there is 

no physical contact between (moving) parts and the work-piece. This prevents 

contamination of the work-piece and (gradual) wear of the drilling part.  

• High aspect ratios. With lasers, holes with aspect ratios (depth to width) of, for 

an example, 30:1 are easily produced.  

• Holes at shallow angles: Laser drilling is particularly suited for drilling holes at 

an angle with the surface of the work-piece, for example, cooling holes in aero-

engines. With laser drilling, holes at an angle as small as 10° with the surface can 

be produced. 

• Drilling of difficult to process materials: Lasers can be used to drill a wide range 

of materials, from rubber and wood, to very hard materials such as diamond and 

ceramics. 

• High speed and accuracy: Laser drilling is fast, accurate and readily automated. 

• Availability of photolytic drilling with photolytic processes: (i.e. those involving 

the breaking of chemical bonds for material removal, rather than melting and 

evaporation); virtually no recast layer and haze are formed, due to the fact that 

there is hardly any heat generation in some applications.  

 

Disadvantages of the use of lasers for drilling may be  [79]: 

• High capital investment: The capital investment needed to purchase or custom 

develop a laser machine tool can be considerable. 

• Thermal effects: Due to heating, a haze (surface thermal reaction and/or 

collection of expelled molten material – generally resulting in a cloudy and rough 

surface) may be present around the hole, particularly with pyrolytic processes 

(i.e. those involving heat generation). Furthermore, thermal shock may lead to 

micro-cracks in some materials. 

• Hole edge and surface quality: With pyrolytic processes, due to the melting and 

evaporation of material, a recast layer and dross build up at the entrance and exit 

of the hole may be present. These reduce the repeatability and quality (for 

example fluid flow characteristics) of the holes. 
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• Taper in deep holes: Particularly in holes with a large aspect (depth to width) 

ratio, a considerable taper may be present which may be unacceptable. 

 

2.3 Optimized Trajectory Generation Methods 

 

2.3.1 General Trajectory Optimization 

There has been a lot of research in literature in generating optimized trajectories that 

pass through (or near) given way-points. While some of the research has focused on 

generating the toolpath (geometry) and feedrate (progression speed) separately, other works 

have attempted to solve the commanded actuator trajectories directly as a function of time.  

In trajectory generation, it is essential to have continuous acceleration profiles, and 

bounded jerk, in order to avoid generating unwanted high-frequency content in the motion 

commands. Hence, different jerk bounded  [16],  [32],  [33],  [43] and jerk 

continuous  [34],  [56],  [57],  [69],  [78],  [81] motion planning techniques have been proposed 

in literature. In addition, when the manufacturing process allows, optimizing the feed profile 

to minimize the cycle time can result in significant cost savings and productivity increase. 

Some of the feed optimization work has been pioneered in the robotics and machine tool 

literature with  [10],  [13],  [58],  [82], which at initial stages resulted in acceleration 

discontinuous trajectories that were fast, but detrimental to production machinery. Later, as 

jerk and torque rate limits and the cutting process model were considered, various feed and 

trajectory optimization methods have emerged, which have been shown to be more 

effective  [3],  [17],  [20],  [23],  [34],  [41],  [53],  [55],  [67],  [72],  [73],  [80],  [83],  [87]. Some of 

these methods make some kind of optimality trade-off in favor of faster computational speed, 

which is often in the form of constraining the feed profile to well-known shapes for an easy 

mathematical solution, or adopting conservative feed limits based on the worst-case 

assessment. Elaborate techniques like the one in  [3], which utilize full-blown sequential 

quadratic programming  [62], typically yields the shortest cycle times. However, such 

complicated methods are not always practical for reliable industrial implementation. 

There have also been studies to generate quick and smooth actuator trajectories by 

minimizing the integral square of jerk  [48],  [49],  [68],  [76],  [77], which has its roots in 
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characterizing the movement of humans and primates  [35]. This idea was first proposed for 

robotics, and also applied in machine tool feed optimization for generating a parametric feed 

profile  [3]. 

 

2.3.2 Candidate’s Earlier Research on Trajectory Optimization for 5-axis On-the-fly Laser 

Drilling 

During on-the-fly laser drilling, since the toolpath is not fixed between the hole locations, 

maintaining a certain feed profile is less of an issue; but coming up with an appropriate 

trajectory shape that will allow the shortest (quantized) travel durations between consecutive 

holes, while keeping the relevant kinematic profiles within the machine and process limits, is 

crucial. Due to the specialized nature of the operation, current Computer Numerical Control 

(CNC) systems and Computer Aided Design and Manufacturing (CAD/CAM) software do 

not offer support for on-the-fly laser drilling trajectory generation. Instead, customized 

solutions are co-developed by end user companies and machine builders, based on the 

application. 

Earlier research conducted by the candidate  [4],  [29], had focused on developing time-

optimized trajectory generation algorithms for traveling through given sequences of 

waypoints (i.e., hole locations). These sequences were determined using a customized 

algorithm, similar to the Nearest Neighbor approach explained in Section 2.4. The 

sequencing algorithm has been developed at P&WC, and its principal details are given in 

Section 3.3 in order to provide context for the comparative simulation results presented in 

Chapter 3. Essentially, every next point is determined based on closest proximity using a 

weighted Euclidean 2-norm in 5-axis coordinates, and each time the distance to the closest 

next point exceeds a given threshold a new cluster (group of holes) of waypoints is initiated. 

Based on these pre-sequenced clusters, the following solution was developed by the 

candidate in earlier research (which is exemplarily illustrated in Figure 2.3):  

 

Step 1: Trajectory ‘shape’ optimization: For each cluster of waypoints, the ‘shape’ 

of the displacement profile is optimized as a function of time. This is done by modifying 

the first and second time derivatives at the hole locations so that maximum time 

compression can be achieved for the displacement profile while holding all kinematic 
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(velocity, acceleration, jerk, and hole elongation) constraints. This method makes use of 

the fact that when the timing of the displacement profile is scaled by factor ( α ), the 

resulting velocity, acceleration, and jerk profiles are scaled inversely proportionally to 

the first, second, and third powers of α . During the shape optimization, it is assumed 

that every laser pulse would be used for drilling a hole within the cluster. Thus, the 

travel duration between the consecutive hole pairs is kept constant and equal throughout 

the sequence. 

 

 
Figure 2.3: Earlier developed strategy by candidate for on-the-fly drilling trajectory 

generation  [4] [29], comprising of: 1) Optimizing each hole cluster separately, 2) 
Looping and stitching of individual clusters using time-optimal connections. 

 

Step 2: Time-optimized looping and stitching of cluster trajectories: As on-the-

fly drilled holes require repeated shots, the pre-optimized clusters are connected back 

onto themselves as required, or time-optimal connections are made to consecutive 

clusters (when the necessary repeats are complete). The connection trajectories are 

planned to be integer multiples of the laser pulsing period in terms of duration, 

anticipating the use of the quick shutter in the optics path to divert unused pulses away 

during the positioning motion. These trajectories are designed to connect given boundary 

conditions of position, velocity, and acceleration, while obeying velocity, acceleration, 

and jerk limits throughout the motion. 
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In the candidate’s earlier work, following the idea of minimum-jerk splines, a 

‘minimum-snap’ quintic spline was used as the initial guess for fitting a spline through the 

given waypoints. This was followed by profile ‘shape optimization’ in order to achieve the 

smallest time scaling factor, hence fastest trajectory for each cluster. This method was 

successfully applied in the trial production of several gas turbine components. The 

experimental results had demonstrated 13-46% reduction in the vibrations induced onto the 

laser optics, and also ~10% improvement in the laser pulsing frequency (i.e., beam 

positioning time), compared to using the Computer Numerical Control system’s existing 

trajectory planning function. The latter consists of blending linear toolpath segments using 

smooth corners at the waypoints. However, several issues were also identified with the 

earlier developed algorithm, as listed in the following. Attempting the resolution of these 

issues has motivated and guided the majority of the research presented in this thesis. 

 

• For each cluster, a minimum possible laser pulsing period is determined as a result of the 

displacement profile shape optimization. Upon the optimization of all clusters, the largest 

overall laser period is adopted for the whole trajectory. This is because time-wise, it is 

very costly to alter the laser pulsing period on the fly. The power electronics in the 

current machine tool require a minimum of 40 seconds to discharge and re-charge the 

capacitors, in order to mount a new laser ‘recipe’. Thus, the most critical portion of a 

single sequence, which dictates a large laser period, ends up slowing down the process 

for the whole cluster, and thus the whole trajectory. Furthermore, when the sequencing of 

points is not done optimally, such critical regions emerge more often, which causes major 

bottlenecks in the productivity of the process. Hence, a profound need was identified to: 

i) Improve the optimality of the sequencing algorithm in a way which considers 

the temporal nature of the commanded actuator trajectories. 

ii) Enable travel durations between consecutive hole locations to be integer 

multiples of a laser pulsing period, rather than exactly one pulse, in order to 

enable further flexibility for slowing down during critical portions of a drilling 

trajectory, and also being able to go fast when the geometry allows. 
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• The second issue was that the ‘time-optimized’ looping and stitching algorithm 

developed in the earlier work  [4],  [29],  was based on an ad-hoc approach without any 

optimality proof, or even proof of feasibility. In later benchmarks conducted, this method 

was seen to sometimes fail. In the sequencing and trajectory planning methods developed 

in this thesis (Chapter 3), the need to use looping and stitching trajectories has been 

eliminated altogether, by removing the construction of clusters. However, there is still a 

need to perform time-optimal connections into and out of the repeating drilling trajectory, 

from and to rest (stopping) boundary conditions. In this thesis, these connections have 

been established with optimality proof and also feasibility analysis in Chapter 4, thus 

addressing the shortcomings of the earlier work. 

 

The combination of the new sequencing algorithm and time-optimal connection methods 

developed in Chapters 3 and 4 of this thesis have resulted in 55-76% improvement in the 

motion cycle time over the earlier solution in  [4],  [29], while staying within the same 

kinematic limits. The new trajectory planning approach has been published in  [30], and is 

being tested in further production trials at P&WC. 

The next section, relevantly, reviews the current state of literature and technology in 

sequence optimization algorithms.  

 

2.4      Sequencing Algorithms 

Different methods have been implemented to produce trajectories through a set of 

points  [14],  [27],  [86]. The trajectory generation technique developed in earlier 

work  [4],  [29] assumes that the holes are already sequenced by the Computer Aided 

Design/Manufacturing (CAD/CAM) software, and solves the time-optimal solution for 

traversing these holes on-the-fly.  

Hole sequencing techniques can also be related to the Vehicle Routing Problem, which 

was introduced more than 50 years ago in “The Truck Dispatching Problem” by Dantzig and 

Ramser  [19],  [50].  

In Chakraborty et al. [14], the sequence optimization problem is applied to robotics, with 

full stop trajectory planning at given waypoints. In this case, the distance minimization of the 

path planning problem is effectively equivalent to the time minimization problem with 
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appropriately chosen velocity profiles, since the robot velocities in independent axes are 

decoupled.  

 [86] solves a general time-optimal trajectory problem in the presence of obstacles, but 

does not take into account the process constraints, as such would be found in laser drilling 

like fixed laser pulsing frequency, or hole elongation limit. It deals with the problem of 

determining the optimum route for an end effector that visits a number of task points in a 

similar, but not identical fashion to the well-known traveling salesman problem (TSP)  [6]. 

The authors suggest that the measure to be optimized is time instead of distance, and that the 

travel time between two points is significantly affected by the manipulator configuration. 

Therefore, solutions to the inverse kinematics problem need to be taken into 

consideration.  [17] provides process models and trajectory planning techniques for 

preserving sharp cornered geometries during laser cutting.  

As previously determined, the problem of finding the optimum sequence of a 

manipulator's task points can be considered as an extension of the well-known traveling 

salesman problem (TSP)  [51]. The TSP is one of the most widely studied and discussed 

problems in combinatorial optimization  [36],  [65]. The salesman has to visit exactly once 

each one of a finite number of cities and return to the starting city. Given the distances 

between the cities, the objective of the optimization is to find the optimum total tour the 

salesman should follow.  

Solving a TSP can also consider a manipulator’s or machine tool’s kinematic 

constraints  [44]. Adapting TSP to 5-axis laser drilling, the measure to be minimized is time 

instead of distance. In other words, the challenge is to determine the path which ensures that 

the laser focal point passes through the hole locations, with the correct orientation, with the 

minimum possible cycle time. The machine axis velocity, X-Y plane hole elongation limit, 

acceleration and jerk limits need to be considered to prevent any constraint violation in the 

case of on-the-fly drilling. For percussion drilling, only the axes’ velocity, acceleration and 

jerk limits need to be considered while moving between consecutive holes. Also, the duration 

between consecutive hole pairs can be variable, but has to be an integer multiple of the laser 

pulsing period1. 

                                                           
1 In between the holes, the laser can be diverted away from the workpiece using a quick-activated shutter.  
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Several optimization techniques have been proposed to determine the minimum cycle 

time of a manipulator visiting a number of task points. The most prominent of these 

techniques are presented and discussed in the following. 

Little’s algorithm  [54] is a “branch and bound” method presented to solve the traveling 

salesman problem. The set of all tours (feasible solutions) is broken up into increasingly 

small subsets by a procedure called branching. For each subset, a lower bound on the length 

of the tours therein is calculated. Eventually, a subset is found which contains a single tour 

whose length is less than or equal to some lower bound for every tour. Dubowsky and 

Blubaugh  [24] used Little's algorithm to determine the minimum time to accomplish a 

manipulator task. The authors solved the TSP by distinguishing three cases. They solved the 

TSP where the task points may be visited in any order and tested their algorithm using a 

PUMA 260 manipulator, which had to ‘visit’ six points. In the second case, they solved the 

TSP, where some points may be visited in any sequence, and whereas some others must be 

visited in an exact sequence. Lastly, they investigated tasks which are not in the usual TSP 

form, including those where the manipulator has to change its tools during an operation. In 

all these TSP-type problems, the computation time required was quite reasonable for the 

current application. However, there was no reference to the multiple solutions of the inverse 

kinematics problem. Also, if the group of points to be visited was to be increased (such as in 

the laser drilling problem studied in this thesis), the processing time grows roughly 

exponentially  [91]. Therefore, larger problems appear to be less suitable for Little’s 

algorithm. 

Abdel-Malek and Li  [2] developed a method for finding the optimum sequencing of 

robotic task performance. They introduced the application of inverse kinematics in 

determining the sequence that minimizes the cycle time in a robot cell. In their work, an 

extension of the Travelling Salesman Algorithm as solved by  [37],  [40], which uses a more 

efficient branch and bound based method, was found to be suitable for obtaining optimized 

sequences and cycle times. The kinematic structure of the robot affects the time spent 

traveling between any two particular points. The travel time between any two points replaces 

the distance between the nodes that is then entered in a table providing the necessary input 

for the Travelling Salesman Algorithm. This algorithm addresses problems only when the 

robot starts and stops at given way-points. Hence, in the context of this thesis could be 
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suitable for percussion laser drilling. It does not, however, consider motions with non-zero 

velocity and acceleration connections at the waypoints; and thus cannot be used for on-the-

fly laser drilling.  

 

 
 

Figure 2.4: Nearest neighbor (NN) search method.  

 

In pattern recognition, the Nearest Neighbor algorithm (NN) is a non-parametric method 

for classifying objects based on closest training examples in the feature space. This reduces 

the computational time and converges well, even for a large number of points. The selection 

method of the NN algorithm is displayed in Figure 2.4. NN was one of the first algorithms 

used to determine a solution to the TSP. In it, the salesman starts at a random city and 

repeatedly visits the nearest city until all cities have been visited. The algorithm is easy to 

implement and executes quickly, but due to its “greedy” nature  [7],  [9],  [38] it can sometimes 

miss shorter routes which are easily noticed with human insight. Edan et al.  [26] applied the 

NN algorithm for fruit-harvesting robots in order to find the near-optimum-time path 

between fruit locations. The work focused mainly on assessing the influence of the robot’s 

kinematic and dynamic parameters and spatial distribution of fruit on the motion sequence. 

Thus, the goal was not primarily time-optimized motion, but rather selection of the most 

efficient robot design for a robot having to perform a sequence of tasks at given known 

locations.  

Shin and Mckay  [75] have shown that the total time tc to pass along the path between 

two points is proportional to the geodesic distance (A travel distance along a curved surface 

or a sphere) S. So, the cost function was defined as the distance along the geodesic in the 
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inertia space, since calculating the geodesic distance in this space is equivalent to calculating 

time. Furthermore, the suggested algorithm takes into account the kinematic and dynamic 

properties of the robot when determining the path through the task points, and shows, in 

some instances, that minimum time is not in general equivalent to the minimum distance.  

Simulated annealing (SA) is a random-search method for finding the global minimum of 

a cost function that may possess several local minima. A random perturbation with 

decreasing amplitude is applied to heuristically taken logical decisions. SA was developed to 

deal with highly nonlinear problems and approaches the global minimization (or 

maximization) problem similarly to using a bouncing ball that can bounce over mountains 

from valley to valley  [12]. Dissanayake and Gal  [22] used SA for determining a near-

optimum sequence of travel for redundant manipulators. Because of the non-linearity of the 

optimization problem, the method of sequential quadratic programming is used to find the 

robot's optimum configurations and the optimum location in the work cell for a given 

sequence of tasks. Overall, SA is a robust technique that performs well in solving complex 

problems and does not need much computational time when the number of the task points is 

less than 10. However, this is much less than the number of waypoints points dealt with in 

this thesis, which is typically in the order of hundreds to thousands for laser drilling of jet 

engine components.  

The Elastic Net Method (ENM) of Durbin and Willshaw  [25] is another successful 

approach to solving the TSP. The elastic net can be thought of as a number of beads 

connected by elastic bands to form a ring. The essence of the method is to iteratively 

elongate the closed path in a non-uniform way until it eventually passes sufficiently near all 

the ‘cities’ that define a tour. Each point on the path moves under the influence of two types 

of force:  

1. The first type of force moves a point towards the cities to which it is nearest.  

2. The second type of force pulls the point towards its neighbors on the path, acting to 

minimize the total path length.  

By this process, each city becomes associated with a particular section on the path. The 

tightness of the association is determined by how the force contributed from a city depends 

on its distance, and the nature of this dependence changes as the algorithm progresses. 

Initially, all cities have roughly equal influence on each point of the path. Subsequently, a 
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larger distance becomes less favored and each city gradually gets more influential on the 

points on the path closest to it. Figure 2.5 illustrates the progression of the elastic net method 

as applied to the traveling salesman problem for 100 cities.  

 

 
Figure 2.5: ENM progression in the TSP with 100 points  [25],  [38]. 

 

Petiot et al.  [66] used the elastic net method to minimize the cycle time of robotic tasks. 

The method is well adapted to the problem of finding the optimum sequence of a 

manipulator's end effector movements from point to point. This is achieved by minimizing an 

energy function E using a modified gradient method. However, the algorithm may not 

converge due to the wrong choice of the parameters, and this is reported in  [66] for 5% of the 

tests. Furthermore, benchmarking this method with another approach, such as Dubowski’s 

method applying Little’s algorithm, comparable results were obtained. Attempts to reduce 

the computation time of the ENM for TSP have been made by Junyan et al.  [45], but still this 

application lacks the direct minimization of total cycle time due to the lack of direct 

translation between distance and actual cycle time for the general case of robotic 

manipulators. 

In literature, the algorithms mentioned in the previous paragraphs have been tested for 2- 

and 3-DOF manipulators with the observation that the cost cannot be easily generalized as 

distance, due to the complicated and time consuming evaluations of kinematic models as 

machines increase in degree of freedom and in complexity. While these algorithms do not 

require too much time to find the optimum solution for a number of points up to 10; the 

computational time significantly increases for more than 10 points, and in some cases, 

convergence may become an issue  [86],  [91]. 
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The gold standard in TSP has emerged as a collection of some of the most powerful 

algorithms developed so far, which have been implemented and clustered inside a software 

library named the ‘Concorde TSP Solver’ under the direction of Prof. W. Cook  [18]. As new 

TSP algorithms are developed, they are typically benchmarked with respect to this package 

and several solution methods have been implemented and integrated systematically. These 

include: the TSP Cutting Planes Method, which has its roots in formulating the TSP as a 

Linear Programming relaxation problem, the Lin-Kernighan Heuristic  [74], which is based 

on implementing optimized 2-, 3-, and higher numbers of segment swaps to the travel path in 

search of incremental improvements to the overall path, branch-and-bound based methods, 

which pre-establish lower bounds on the fitness values of possible solutions that proceed a 

current decision step, and various other heuristics as well. The Concorde library includes 

over 700 functions, permitting users to create specialized codes for TSP-like problems, and 

currently is available as an executable function with a Graphical User Interface (GUI). The 

GUI enables benchmarks to be conducted for x-y plane datasets, based on minimizing the 

travel distance. 

Within the context of this thesis, the Concorde library has been used in Chapter 5 to 

conduct benchmarks with the proposed sequencing method that was developed for 

percussion laser drilling. However, benchmarks were conducted only for x-y plane data and 

considering the minimization of travel distance rather than time. In future research, the 

intention is to adapt the Concorde solver to work directly with travel duration data, which is 

pre-computed by generating time-optimal trajectories between every possible way-point pair, 

based on the 5-axis kinematics and velocity, acceleration, and jerk limits of the laser drilling 

machine tool, as explained in Chapter 4. 

As for on-the-fly laser drilling, since the sequence and timing between the waypoints 

(i.e., hole locations) profoundly impacts the temporal (time-dependent) nature of the 

commanded actuator trajectory, including the velocity, acceleration, and jerk characteristics, 

it seems more difficult to directly adapt the Concorde library to this process. Sequencing for 

on-the-fly drilling cannot be implemented based on distance alone. Thus, in future research, 

as the Concorde routines are better learned and understood, it should be possible to integrate 

polynomial trajectory planning within the objective function calculation following the 

methodology explained in Chapter 3. 
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2.5       Conclusion 

This chapter has provided a review of literature covering the topics of laser drilling, 

optimal trajectory planning, and sequencing. The main and novel accomplishment in this 

thesis is the development of integrated optimal trajectory planning and sequencing 

algorithms, which also consider knowledge of the machine kinematics and process 

constraints, in order to improve the productivity and part quality in 5-axis laser drilling 

operations. Aerospace component manufacturing is chosen as an application example, 

however as outlined at the beginning of this chapter, the resulting algorithms can also be 

extended to a vast array of other laser drilling applications as well. 
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Chapter 3 

Time-Optimized Hole Sequence and Joint Trajectory Planning for 5-Axis 

On-the-Fly Laser Drilling 

3.1 Overview 

On-the-fly laser drilling requires the use of acceleration continuous trajectories, which 

are typically planned using time parameterized spline functions, such as the ones used in  [4] 

and  [29]. In this operation, the choice of hole drilling sequence and positioning timings in 

between the holes play a critical role in determining the achievable cycle time. This chapter 

presents a new algorithm for sequencing 5-axis on-the-fly laser drilling hole locations and 

timings. The algorithm considers machine tool and process constraints, as well as the 

temporal nature of the final commanded spline trajectory. The achievable productivity and 

motion smoothness improvement are demonstrated in the production of gas turbine 

combustion chamber panels. Simulation results comparing the proposed approach with the 

earlier solution of the modified Nearest Neighbour (NN) based sequencing  [28] and 

trajectory shape optimization  [29] are presented for on-the-fly laser drilling of three 

combustion chamber panel examples. This is followed by experimental results, comparing 

the proposed approach with two trajectory generation methods that are currently in use in 

industry.  

The hole sequencing task resembles the Traveling Salesman Problem (TSP) known from 

combinatorial mathematics  [6], where a minimum-cost, e.g. travel distance, connection needs 

to be found that passes through all given waypoints only once. However, there are aspects of 

on-the-fly laser drilling that make the problem different and possibly more challenging than 

the classical TSP: 

1. Since the final trajectory will be a spline that smoothly connects the sequenced 

waypoints, the travel durations in between the holes (which strongly influence the 

spline parameterization) have to be carefully selected. Hence the sequencing 

algorithm has to solve for both the order of the waypoints and also the timings in 

between. If there are multiple laser pulses between two consecutive holes, the extra 
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pulses in between the positioning are directed away from the workpiece using a 

controlled quick shutter in the optics path. 

2. The objective is to minimize the drilling cycle time while adhering to the machine 

tool and process constraints. Therefore, the temporal nature of the final spline 

trajectory needs to be considered, along with the machine kinematic configuration, as 

well as the  machine’s feed drive limits and the  process related limits. 

For a part with only M (=10) holes and k (=5) possible timing levels, there can be M!×kM 

(~3.54×1013) trajectory sequences. In gas turbine combustion chamber panels, the number of 

holes may vary between hundreds to thousands. Hence, the need for an efficient and effective 

sequencing method has been the motivation behind the heuristic algorithm presented 

henceforth in this chapter. 

 

3.2 Proposed Sequencing Algorithm  

The inputs to the proposed sequencing algorithm are the hole locations ( )1k k M= q  

defined in joint (actuator) coordinates [ ]Tcazyx=q ; the feed drives’ velocity, 

acceleration, and jerk limits; and the hole elongation velocity limit. For a clear presentation 

of the algorithm, the candidate evaluation is explained first in Section 3.2.1. This is followed 

by the steps of the proposed sequencing algorithm in Section 3.2.2. Throughout the chapter, 

the implementation is described in sufficient detail to enable thorough replication of the 

proposed idea. Lengthy equations, however, are avoided for the sake of brevity. Instead, they 

are provided in the related appendices at the end of this thesis. 

 

3.2.1  Candidate Sequence Evaluation 

Considering Figure 3.1, for a candidate sequence with N  elements, the optimization 

variables are the order of the waypoints ( S ) and the timings in between ( P ) (measured in 

number of laser pulses). Since on-the-fly drilling needs the positioning trajectory to repeat 

itself, preferably without coming to a full stop, the closed cubic spline has been the natural 

choice for the trajectory curve. It is acceleration continuous (i.e., jerk limited) and a very 
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efficient solve. The implemented closed cubic spline formulation has been presented in 

Appendix A. 

 

 
Figure 3.1: Data structure and candidate sequence evaluation. 

 

The closed cubic trajectory is computed by setting up a system of N  linear equations, in 

which the unknowns are actuator velocities ( jV ) at hole locations (i.e., jjT ξVL =⋅)( , 

cazyxj ,,,,= ). Since, )(TL  is block diagonal and common to all axes, the calculations are 

accelerated by re-using its inverse to solve the command profiles for all of the axes. The 

cubic has piecewise constant jerk, linear acceleration, and parabolic velocity in each segment, 

thus allowing the peak jerk, acceleration, and velocity values to be evaluated analytically 

without requiring interpolation, as shown in Appendix B. The velocity component xyv  at the 

drilling location (Figure 1.3), which influences hole elongation, is also calculated from the 

spline coefficients and by considering the machine tool kinematics. The 5-axis laser drilling 
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machine tool kinematics, and the calculation of the relative velocity component xyv , are 

presented in Appendix C. 

During each sequence evaluation, the cubic spline is first constructed assuming a unit 

laser pulsing period ( laserT = 1 s) in computing the initial segment durations ( laserT= ×T P ). 

Afterwards, time scaling is applied to the whole trajectory by updating the laser pulsing 

period to laserT ′ , such that: 

1. All of the profiles for actuator velocity, acceleration, and jerk are within their designated 

limits. Also, xyv  is limited at the drilling instances. The smallest possible time scaling 

factor minα , which ensures that all of the kinematic profiles are within their bounds, and 

that at least one of them reaches its limit, is determined by considering that time scaling 

by α  leads to velocity, acceleration, and jerk scaling by 1α − , 2α −  and 3α − , 

respectively. The effect of time scaling on the derivatives of the trajectory profile is 

explained in Appendix D.  After computing minα , laserT ′  is chosen as minlaserT a≥′ . 

2. laserT ′  has to be above a certain minimum duration minT  (≅ 27 ms) required for the quick 

shutter in the optics path to engage and disengage. The quick shutter serves to divert the 

laser away from the workpiece when the positioning duration is longer than a single laser 

pulsing period. 

3. 1/ laserT ′  has to be an integer frequency in Hertz. This is a programming requirement for 

the laser control power electronics. 

After these adjustments are implemented, the final segment durations are computed as 

( laserT= ×′T P ). Time scaling is applied to the earlier fit spline, by multiplying the third, 

second, and first degree coefficients by 3(1/ )laserT ′ , 2(1/ )laserT ′ , and (1/ )laserT ′ , respectively. 

This avoids the need to re-fit the cubic trajectory.  

The objective function in evaluating a candidate sequence is defined as the time required 

to complete one full pass of the on-the-fly drilling trajectory while adhering to all of the 

constraints given in Eq. (1.1); 
 

1 2 ...tot NT T T T= + + +Objective Function :  (3.1) 
 

Minimizing this duration enables the minimization of the part cycle time. 
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Here, as the machine constraints, actuator velocity, acceleration, and jerk limits are 

considered, as they can be conveniently determined from the machine’s Computer Numerical 

Control (CNC) system. If a dynamic model of the drive system is available, then torque/force 

limits can also be included into the update of laserT ′ , following an approach similar 

to  [3]  [10]  [17].  

 

3.2.2 Proposed Sequencing Algorithm 

 

 
Figure 3.2: Proposed waypoint and duration sequencing algorithm. 

 

An overview of the proposed waypoint and duration sequencing algorithm in shown in 

Figure 3.2. The details of each step of the algorithm are explained in the following. 

 

Step 1 - Initial Sequence  

The initial sequence S  is chosen to include one hole that is closest to the centroid of the 

given set of M  holes, and two additional holes that are closest to this hole. Distances in 5-

axis joint space are computed by normalizing the axis coordinates with respect to a 

‘characteristic distance’ specific to each axis, and then applying the Euclidean norm, as 

shown in Eq. (3.2). The ‘characteristic distance’ is defined as the displacement required to 

accelerate an axis from rest to maximum velocity, while utilizing the maximum acceleration 
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and jerk capabilities of that axis, as illustrated in Figure. 3.3. Its computation can be 

established following a procedure similar to that in Appendix F. 

 

 

 
Figure 3.3: Computation of the characteristic distance for an axis ‘x’. 

 

Naming the characteristic distances in the joint space as X , Y , Z , A , and C , the 

normalized coordinates ( nq ), and normalized distances ( n
ijd ) between points i  and j , are 

obtained as:  
 

2
[ / / / / / ]    ,   n T n n n

ij i jx X y Y z Z a A c C d= = −q q q  (3.2) 
 

This normalization allows for feed drives with different velocity, acceleration, and jerk 

capabilities to be considered in a somewhat balanced manner when evaluating approximate 

travel durations.  

During the initialization of the algorithm, a table of normalized Euclidean distances 

between every possible hole pair is constructed. Considering the distance between the closest 

two holes (∆), when setting up the initial duration sequence P , it is assumed that this 

distance would be traveled in one laser period and other normalized distances between 

adjacent points in the sequence would require proportionally longer durations. These 

durations are then rounded to the nearest integer values, representing durations in terms of 

number of laser pulses. Also, for each hole location in the given universe set, a list of the 

remaining 1−M  holes, ordered according to increasing normalized distance, is constructed. 

Once initial S  and P  are determined, the candidate sequence is evaluated as described in 

Section 3.2.1. 
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Step 2 - Swap Point(s) 

For each point in the sequence, swaps with the neighborhood of closest V  points (within 

or outside the sequence) are evaluated. In the implementation, V  was chosen as 20. If any of 

these swaps reduce totT , then the swap that yields the lowest cycle time is implemented. 

Testing of another round of swaps continues on until no further improvement can be obtained. 

During a swap, the travel durations that already exist between adjacent points are preserved. 

Durations for new point connections (i.e., ‘edges’) ( ijp′ ), which did not exist before, are 

assigned by considering the ratio of their respective normalized distances to the average 

normalized speed ( nv ) for the ‘pre-swap’ sequence. Hence, nv  and ijp′  are defined as: 
 

nn
ijij

n vdpv /   ,   
periods} pulsinglaser  ofnumber in  durationssegment  of {sum

points}sequenced between  distances normalized of {sum
=′=  (3.3) 

 

The outcome durations for the newly inserted edges are then rounded to the nearest 

integers, as done in Step 1. Hence, )(round ijij pp ′= . 

 

Step 3 - Adjust Duration(s) 

Further cycle time improvement is sought by perturbing the integer travel durations in 

P . Similar to the swapping step, the perturbation that yields the smallest totT  is implemented, 

and the testing of duration perturbations continues on until no further improvement can be 

obtained. It is important to note that the duration adjustment is not just a matter of reducing 

the number of laser pulses per segment. Sometimes, increasing the travel duration for an edge, 

in relation to the other edges, can help smoothen the shape of the kinematic (i.e. acceleration 

and jerk) profiles, thus allowing the overall trajectory to be traveled at an accelerated rate (i.e. 

smaller laser period).  

A 1-element perturbation mask with a maximum magnitude of 1 laser period can have 2 

possibilities; {+1} or {-1}. These can be applied at any of the N  durations (for the 

connecting edges) within the sequence. If a negative perturbation yields a zero segment 

duration, this is bumped back up to one laser period. Similarly, the set of 2-element masks 

(excluding those that can be constructed with the 1-element mask) are: {-1,-1}, {-1,+1}, 

{+1,-1}, {+1,+1}. These, together with the 1-element case, lead to N)42( +  possible 
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perturbations. Generalizing on this idea, scanning up to an r-element mask, limited only to 

one pulse sized perturbations, requires 
2

2...[2 4 3 ]k
k r N−

=
+ ∑  possibilities to be checked (as 

demonstrated in Appendix E). 

While developing the sequencing algorithm, the capability to test perturbations up to 6-

elements was implemented. This results in 486N possibilities for each round of testing. 

However, it was observed that over-structuring the timing perturbation led the sequence to 

lock in early on to a sub-optimal shape. This prevented useful future point swaps from being 

found and implemented. Through trial and error, it was determined that a 1-element mask led 

to the most suitable performance in terms of enabling the algorithm to continue on making 

useful improvements as the sequence size increased. The possibility of implementing 

complex perturbations with elements larger than one laser period was also not tried out, due 

to this early observation. However, this is an idea that is worth investigating further in future 

research. 

Details on the timing perturbation masks that were implemented and tested, and 

calculation of the number of possible cases are presented in Appendix E. 

 

Step 4 - Add Point 

The ‘best point’ out of those not already in the sequence is inserted into the ‘best 

location’ in the sequence. For each edge connecting adjacent points )(kS  and )1( +kS , 

insertion of the nearest external V  (=20) points is evaluated. Existing travel durations are 

inherited from the ‘pre-add’ state, and new durations to and from the inserted point are 

constructed using the procedure for new edge insertion, as explained in Step 2. The point 

insertion that yields the lowest totT  among those tested is actually implemented. 

 

Step 5 - Adjust Duration(s) 

The procedure in this step is identical to the one in Step 3, which enables the timings to 

be improved as much as possible before moving on to point swaps once again. 
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Step 6 - Check for Termination 

After Step 5, when MN = , this means that all waypoints and timings have been 

sequenced. While a global optimum is very difficult to guarantee, the search procedure 

ensures that the intermediate solutions are always improvements from and towards local 

optima. 

 

Practical Implementation Considerations 

In the implementation of the algorithm, logic was incorporated into Steps 2, 3, and 5 to 

ensure that identical candidate sequences would not be re-evaluated; in order to save 

computational time. Also, time optimal connections into and out of the final cyclic trajectory 

were generated, to ensure that the overall NC code would start and terminate with all of the 

axes being at rest, as illustrated in Figure 3.4. The computation of these trajectories has been 

detailed in Chapter 4. 

Upon finalization of the sequence and connection trajectories, the resulting time-

parameterized cubic spline trajectory is interpolated at a frequency of 160 Hz, which can be 

executed on the machine tool’s existing CNC system, e.g., a Fanuc 30i, using ‘inverse-time’ 

feed programming mode. In inverse-time feed mode, the destination points and travel 

durations are provided within the part program. In experimental implementation, it was 

observed that if the duration between the destination points was kept small enough (e.g., 6.25 

ms), the CNC does not try to plan a new feed (tangential velocity) profile along each segment 

in the toolpath, but rather seems to transfer the temporal data points directly to the feed drive 

controllers. At this level, the planned trajectory is typically re-sampled at the servo loop 

closure frequency using time parameterized cubic B-spline interpolation; which is a common 

approach followed in CNC architectures. This retains the originally planned velocity, 

acceleration, and jerk profiles in the motion commands, which are re-interpolated at a higher 

frequency. 

While Fanuc controller documentation does not specifically disclose the operational 

details of the CNC and drives, the experimental observations confirmed that the planned 

trajectories were being executed with the expected cycle times, while performing the 

programmed motions without any unexpected jerkiness, thus validating these hypotheses. Of 
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course, further validation using motion capture equipment (like accelerometers) would be 

helpful in future research, to further confirm these assumptions and observations. 

 

 
Figure 3.4: Approach to and departure from sequenced closed cubic spline drilling 

trajectory. 

 

3.3 Simulation Results 

The proposed sequencing and joint trajectory planning algorithm has been benchmarked 

in simulations to the method of applying a modified Nearest Neighbor (NN)  [28] sequencing 

algorithm, followed by an optimal trajectory planning method  [29] which was developed by 

the author in earlier Master’s thesis research.  

NN sequencing is currently the method used at the sponsoring company (P&WC) for 

planning on-the-fly and percussion laser drilling operations. The steps of the NN sequencing 

method in use are as follows:  

i. The starting point (i.e., first hole to be drilled) is chosen by the process planner. 

ii. Distances to neighboring points are calculated in joint coordinates using a 

weighted approach Euclidean norm, 

 ( 22222 )()()()()( cazyxR ∆+∆+∆+∆+∆= ββaaa ) the weights α and β  

are used to combine the translational and rotational degrees of freedom in one 

single measure of distance. 

iii. The ‘new point’ in the sequence is chosen as the hole location with the smallest 

‘ R ’ value with respect to the current one. 
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iv. If the weighted distance to the nearest un-sequenced point exceeds a certain 

threshold ( maxR ), a new cluster is initiated. 

The values of α , β , and maxR  are set by P&WC process planners, and have not been 

disclosed by the company. However, the drilling sequences produced with this algorithm 

have been made available and used in this thesis for benchmarking purposes. 

In earlier work, sequences produced with the above NN procedure were used as input 

waypoints for the trajectory optimization approach in  [29]. This method would fit quintic 

splines which pass through the given waypoints in a manner that the first and second 

derivative boundary conditions at the hole locations are optimized, in order to allow these 

trajectories to be traversed in minimum time. 

Since there are no existing machine tool or robotic trajectory planners specifically 

developed for 5-axis on-the-fly laser drilling (Chapter 2), the combination of  [28] and  [29] 

can be regarded as the state-of-art prior to the research reported in this thesis; in terms of 

providing the best accuracy and smoothness in the commanded trajectory. Another approach 

used at P&WC for on-the-fly drilling is to apply NN sequencing followed by interpolating 

the hole location commands as blended linear motion segments. This approach, unfortunately, 

suffers from distortion of the toolpath away from the target drilling points due to the corner 

rounding, and also leads to unnecessary acceleration and jerk content in the commanded 

profiles. Thus, its evaluation has been kept outside of the simulation studies, but has been 

included into the experimental benchmarks for practical validation purposes. 

The simulation benchmarking has been carried out based on three different gas turbine 

combustion chamber panel components, with 567, 284 and 474 hole locations respectively. 

The hole configurations for the three sample parts are shown in Figure 3.5. Hole clusters 

which were sequenced by the NN algorithm, as implemented at P&WC, and sample 

sequences for a single cluster are also shown in the same figure. The machine and process 

limits which have been used in the simulation studies have been summarized in Table 3.1. 

While the actual velocity, acceleration, and jerk limits for the laser drilling machine tool and 

process are different than those in this table, and not disclosed by P&WC, the limits 

considered in the table can be regarded as being reasonably representative of the capabilities 

of current 5-axis machine tools applying a typical laser drilling scenario. 
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Figure 3.5: Hole configurations for three different gas turbine engine combustion 
chamber panels, shown in part (Cartesian) coordinates. Clusters and sample hole 

sequencing are also shown. 
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Table 3.1: Machine and process kinematic limits considered in simulation studies. 

 X-Axis Y-Axis Z-Axis A-Axis C-Axis 

Velocity 0.5 m/s 0.5 m/s 0.5 m/s 400 deg/s 600 deg/s 

Acceleration 10 m/s2 10 m/s2 10 m/s2 10000 deg/s2 12000 deg/s2 

Jerk 400 m/s3 400 m/s3 400 m/s3 400000 deg/s3 600000 deg/s3 

Hole elongation ( xyv ) velocity limit 0.2 m/s 

 

The sequencing algorithm was implemented as compiled Matlab code and executed on 

an Intel Core i5 2410M computer with 8 GB RAM, running Windows 7. Completion of the 

sequencing for the three parts took:  

• For sample part #1 (567 Points): 12.22 hr. 

• For sample part #2 (284 Points):   4.68 hr. 

• For sample part #3 (474 Points): 20.19 hr. 

For off-line process planning for gas turbine components which are to be manufactured 

in large quantities, this kind of computational time can be acceptable. Many of the operations 

in the sequence optimization algorithm, such as candidate sequence evaluation, can also be 

implemented in parallel. Thus, if needed it would be possible to significantly reduce the 

computational time by distributing these calculations over a parallel processing architecture. 

The progression of the algorithm in terms of swap and time perturbation operations is 

shown for the three sample parts in Figure 3.6. As can be seen, useful swaps ( > 1 ) and time 

perturbations ( > 2 ) regularly take place throughout the convergence, thereby preventing the 

final trajectory from being ‘stuck’ in a sub-optimal shape. It is interesting to note that while 

sample part #3 possesses a lower number of holes than sample part #1, its computation has 

taken longer. One reason for this may be the larger number of duration perturbation steps 

which have been tested in the sequence optimization for this part, as seen in Figure 3.6. 
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Figure 3.6: Swap and duration perturbation iterations for sample parts #1, #2, and #3. 

 

Sample Part #1 

After conducting the sequence optimization for this part, the result was benchmarked to 

the earlier published result in  [29] for a scenario in which each hole receives two laser shots. 

The results are shown in Figure 3.7. 

The earlier method, produced through the combination of  [28] and  [29], repeats each 

cluster once and then moves on to the next one using stitching trajectories as detailed in  [4]. 

The proposed new method processes all of the sequenced holes one after another as a single 
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cluster, without any intermediate loops or repeats. After each of the holes receives one laser 

shot, the pattern repeats itself as illustrated in Figure 3.4. 

With the earlier approach, for the given actuator and process limits, a laser pulsing 

period of 0.125 [s] (corresponding to a frequency of 8 [Hz]) could be achieved. This is the 

duration for traversing between two consecutive points within each cluster. With the new 

sequencing and joint trajectory planning technique, the laser pulsing period could be reduced 

to 0.05 s, which corresponds to increasing the laser frequency to 20 [Hz]. Total duration 

comparison between the two approaches shows that in the drilling of this part with two laser 

shots per hole, 55% cycle time reduction could be obtained over the earlier research results. 

 

Sample Parts #2 and #3 

In the evaluation of sample parts #2 and #3, it is assumed that each hole receives only a 

single laser shot and no repeating shots take place. This is in order to produce results that are 

directly comparable to those presented in the candidate’s earlier work  [4], which had also 

examined this scenario. In the case of sample part #2, the earlier method (combination 

of  [28] and  [29]) had enabled a laser pulsing frequency of 7 [Hz]. With the new approach, 

due to the fact that the sequencing directly considers the resulting joint trajectories, and that 

the positioning duration between two consecutive holes can now be more than one laser 

period, the laser pulsing frequency could be increased up to 20 [Hz]. Comparison of the 

results is shown in Figure 3.8. For this part, the achievable cycle time reduction for a single 

pass is 73%. 

Similarly, sample part #3 which could be laser drilled at 8 [Hz] with the earlier 

technique can now also be drilled at 20 [Hz], as shown in Figure 3.9. This allows a cycle 

time reduction of 76% for a single pass over the earlier developed technique, without 

violating the given feed drive and process related kinematic limits. 
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Figure 3.7: Cycle time improvement obtained with the proposed sequencing algorithm for a two pass on-the-fly drilling 
trajectory [Part #1 with 567 holes]. 
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Figure 3.8: Cycle time improvement obtained with the proposed sequencing algorithm for a single pass on-the-fly drilling 
trajectory [Part #2 with 284 holes]. 
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Figure 3.9: Cycle time improvement obtained with the proposed sequencing algorithm for a single pass on-the-fly drilling 
trajectory [Part #3 with 474 holes].
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3.4 Experimental Evaluation 

Following the simulation studies, the effectiveness of the proposed sequencing and 

trajectory planning technique for on-the-fly laser drilling was evaluated experimentally. In 

this case, the benchmarking was conducted against two trajectory generation approaches 

which are currently being used in industry. Hence, the following three scenarios have been 

evaluated: 

1. On-the-fly drilling with the proposed sequencing algorithm and off-line cubic spline 

trajectory interpolation, re-played on the Fanuc 30i using ‘inverse-time’ feed mode.  

2. On-the-fly drilling using NN sequencing  [28], and positioning with linear interpolation 

segments that are blended at the hole locations, executed by Fanuc 30i CNC.  

3. Percussion drilling using NN sequencing  [28], and positioning with linear interpolation 

using full stops at the hole locations, executed by Fanuc 30i CNC.  

The workpiece considered was Sample Part #1 (with 567 holes), which was also used in 

Section 3.3. However, the trajectory was planned so that each hole receives 8 laser shots. 

Implementation of the earlier developed method (i.e., combined use of  [28] and  [29]) was 

excluded from the experiments, as the simulation results in Section 3.3 already validated 

significantly shorter cycle times with the newer technique. Instead, the objective of these 

experiments was to benchmark the proposed technique with current best practices used in 

industry. Furthermore, comparison of the developed solution (scenario #1) with scenarios #2 

and #3, which rely on the CNC system for trajectory interpolation is interesting; because due 

to the lack of documentation provided by the CNC builder (Fanuc), it is very difficult to 

predict deterministically and simulate exactly how the CNC interprets and executes the 

commanded joint motions. Hence, the experimental results provide a useful industrial 

benchmark, which would otherwise be very difficult to achieve, with simulation studies alone. 

Scenario #2 is the current methodology used at P&WC for on-the-fly laser drilling. 

Since the CNC system, which was originally designed for metal cutting applications like 

milling and turning, does not have a trajectory generation function specific to on-the-fly laser 

drilling, the current practice at P&WC is to program the commanded hole locations and 

orientations as 5-axis linear toolpath interpolation destinations in joint coordinates. In order 

to avoid increasing the cycle time by stopping at the corner (end) points, the linear 

interpolation segments are played back in a mode known as ‘G64’ (or ‘continuous-feed mode’ 
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in NC programming), which rounds off the corners without coming to a full stop at the hole 

locations, as shown in Figure 3.10. In the implementation tested at P&WC, the corner 

rounding tolerance had been specified as <10 um. 

While there have been several corner rounding strategies proposed in literature such as 

quintic spline fitting and clothoid curves  [31],  [59],  [60],  [61],  [88], unfortunately, no 

description could be found within the documentation of the Fanuc CNC. It is sometimes 

customary for CNC vendors to prevent their algorithms from being reverse engineered, by 

limiting the disclosed information. Also, any feedrate modulation which takes places at the 

corners is not documented or disclosed. 

In principle, the corner rounding strategy has two major drawbacks: 

i) The laser never actually strikes the desired hole location, but in close vicinity. Hence, 

there is an accuracy problem associated with this type of toolpath planning. 

ii) Unnecessary accelerations and jerks are generated from trying to force the approach 

and departure segments around the desired hole location. These segments are of linear nature 

in 5-axis Euclidian space. Furthermore, they are abruptly blended into each other using 

curves which are constrained within very small geometric dimensions (i.e., < 10 microns). 

Providing longer distances for gradual curvature modulation, as done in the proposed cubic 

spline trajectory planning scheme, allows higher actuator velocities and shorter cycle times to 

be achieved.  

 

 

Figure 3.10: Example of programmed vs. actual tool paths between two blocks executed 
using corner round (i.e., G64) mode.  
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Scenario #3 (i.e., percussion drilling) is the alternative laser drilling approach. While this 

technique has some detrimental effects, especially related to local thermal loading on the part 

being drilled, its comparison has been included into the experimental results in order to 

gauge the relative productivity increase or decrease, and motion smoothness, that can be 

achieved with the proposed on-the-fly trajectory planning scheme. 

 

 
Figure 3.11: Experimental setup and laser optics vibration measurement.  

 

The experimental setup is shown in Figure 3.11. The 5-axis configuration of this 

machine tool was earlier shown in Figure 1.1. It is important to note that the actual kinematic 

limits of the machine tool and the laser drilling process are different than those used in the 

simulation studies in Section 3.5. The real limits, due to confidentiality, are not disclosed in 

this thesis. Nevertheless, the relative cycle time comparison presented henceforth provides a 

useful indication of the productivity increase which can be achieved through industrial 

implementation of the proposed sequencing and trajectory planning approach for on-the-fly 

laser drilling. 

Machine vibrations, especially those affecting the optical components in the laser 

delivery path (which can gradually cause loss of alignment and focus), are highly detrimental 

to the process productivity. Hence, during the experiments a three-axis accelerometer was 
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placed on the process monitoring camera (as a convenient spot for measuring vibrations) and 

three-axis acceleration data was collected while testing each scenario. Also, each test was 

conducted at least three times, to ensure the repeatability of the cycle time and vibration 

measurements. 

A relative comparison of the experimentally measured cycle times between the three 

scenarios is shown in Figure 3.12, where it can be seen that the proposed sequencing 

algorithm and trajectory generation technique reduce the cycle time by 25% over Scenario #2, 

which is the current industrially used solution for 5-axis on-the-fly laser drilling. There is 

also 19% time reduction over Scenario #3. It is noteworthy to mention that the difference in 

cycle time reduction, over the earlier simulation results in Section 3.3, is attributed to the 

compared trajectory generation techniques and actual machine tool limits being different. 

Nevertheless, there is a noticeable productivity increase over the current on-the-fly drilling 

trajectory generation method. 

 

 
Figure 3.12: Comparison of experimental cycle times for 8-shot trajectory. 

 

The vibration signals collected during a single full pass in each scenario are shown in 

Figure 3.13. In the data, it was verified that the 169 Hz harmonic is caused by the fans and 

chiller of the laser drilling machine tool, and there is nothing that can be done through 

trajectory generation to suppress this component. However, apart from this, it can be seen 

that the vibrations induced during the proposed on-the-fly drilling trajectory are actually less 

than those measured in Scenarios #2 and #3, in spite of the achieved cycle time reduction. In 

particular, there is 17% decrease in the RMS value of resultant vibration over the other two 

scenarios, which are the current industrial solutions in use. Hence, while achieving an 
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increase in productivity, the smoothness and quality of the commanded motion has also been 

increased, and the likelihood of downtime due to optics re-alignment has been decreased. 

 

 

Figure 3.13: Vibration measurements collected from laser optics. 

 

3.5 Conclusion 

This chapter has presented a new waypoint and timing sequencing algorithm for 5-axis 

on-the-fly laser drilling. The algorithm considers the temporal nature of the final spline 

trajectory and is capable of improving both cycle time and motion smoothness while 

satisfying the specified machine tool and process kinematic constraints. This algorithm is 

currently being tested further in production trials at Pratt & Whitney Canada. 
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Chapter 4 

Time-Optimal Connection Between On-the-fly Drilling Trajectories and 

Rest Boundary Conditions 

4.1 Introduction 

This chapter details the generation of connection trajectories into and out of the closed 

cubic spline trajectory, which is used for repeating on-the-fly laser drilling passes. These 

connection trajectories have to either start from a rest state (i.e., zero velocity and 

acceleration condition) and blend into the closed cubic curve with the correct position, 

velocity, and acceleration boundary conditions; or they have to leave the closed cubic spline 

with the aforementioned boundary conditions and proceed to a rest state. The position 

assumed at the ‘rest’ condition is not constrained, and is assumed to be within the travel 

stroke of the machine tool’s feed drives (which can be checked once such a trajectory is 

generated). 

The connection trajectories from and to rest are generated to yield the shortest motion 

duration, subject to the velocity, acceleration, and jerk limits defined for each axis. Hence, 

they are of ‘bang-bang’ character in the jerk profile. Since path following along a specified 

contour is not required, and only actuator velocity, acceleration, and jerk limits are 

considered, the trajectories for the individual axes can be planned independently of one 

another. Even if the individual actuator movement durations turn out to be different, the 

execution of these trajectories can be coordinated in a manner that all axis movements blend 

into, or out of, the closed cubic spline correctly; by passing through the designated boundary 

conditions at the same time. 

Since the solution method for all axes is the same, henceforth the connection trajectory 

planning for only a single axis is described. For simplicity of notation, the velocity, 

acceleration, and jerk profiles for the axis of consideration will be denoted as v , a , and j ; 

with their respective magnitude limits being denoted as 0>V , 0>A , and 0>J . 

First, the connection to (and from) a nonzero velocity state with zero acceleration 

boundary conditions will be demonstrated in Section 4.2. It is known from optimal trajectory 
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planning literature  [70] that such trajectories are time-optimal (i.e., satisfying minimum time 

requirement, subject to velocity, acceleration, and jerk bounds).  

Afterwards, this method will be generalized in Sections 4.4 and 4.5 into connecting from 

(and to) nonzero velocity and non-zero acceleration boundary conditions. By applying the 

principle of optimality  [47] (summarized in Section 4.3), it will be shown that the trajectories 

starting (or ending) with such nonzero acceleration boundary conditions are also time-

optimal. 

 

4.2 Connection Between Rest and Zero Acceleration and Nonzero Velocity 

Boundary Conditions (b.c.) 

 

 
Figure 4.1: Connections between rest and b.c. with nonzero velocity and zero 

acceleration. 

 

4.2.1  From rest to given nonzero velocity and zero acceleration b.c.  

Considering Figure 4.1(a) and (b), in which the initial state is ( 0iv = , 0ia = ; subscript 

i  denotes ‘initial’)  a final velocity of 0fv v=  can be achieved by applying a jerk sequence 
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of 0sgn( ) { ,0, } sgn( ) { ,0, }ifj v v J J v J J= − ⋅ + − = ⋅ + −  throughout time intervals of 

1 2 3{ , , }T T T , and integrating the jerk profile with respect to time to obtain the designated 

acceleration and velocity profiles. Here, the end velocity 0v  can be either positive or 

negative. 

Based on the value of 0v , A , and J , the acceleration profile assumes either a triangular 

or trapezoidal shape: 

 

i) When 2
0| | /v A J≤    Triangular Acceleration Profile (Figure 4.1a) 

The phase durations are calculated as: 

1 3 0| | /T T v J= = , 2 0T =  

In this case, the maximum acceleration magnitude may not reach its designated limit: 

0max(| |) | |a J v A= ≤  

 The velocity inflection point happens in the middle of the range from iv  (=0) to  

fv ( 0v= ) with  

0| | /2 | | /2ifv v v v∆ = − =  

 

ii) When 2
0| | /v A J>   Trapezoidal Acceleration Profile (Figure 4.1b) 

The phase durations are calculated as: 

1 3 /T T A J= =    ,   2 0| | / /T v A A J= −  

The acceleration profile reaches, and is capped by, its maximum allowed magnitude: 

max(| |)a A=       

 The velocity inflections happen at offsets of v∆  from initial and final velocities, 

where  

     2 / (2 )v A J∆ =  

 

Proof: 

Since initial and final acceleration values are zero, the acceleration profile will be 

symmetrical (along the time axis) and 1 3T T=  will always hold. Also, the velocity 
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differences ( v∆ ) to the inflection points in Phases  and  will be identical, as these 

represent the area underneath the acceleration profile in Phases  and . 

When the acceleration profile has a triangular shape, as shown in Figure 4.1(a), this 

implies that 2 0T = . By inspecting the figure, the highest acceleration magnitude at the end 

of Phase  can be obtained to be: 1max(| |)a J T= . On the other hand, the area underneath 

the acceleration curve in Phases  and  represents the velocity difference: 

2
11310 |)max(|)(|)max(|

2
1|0||| TJTaTTavvv if ⋅=⋅=+⋅=−=−  

The duration 1T  ( 3T= ) and resulting maximum acceleration magnitude required to reach 

the final velocity value of 0v  can be obtained as: 

0 0| | / max(| |) | |   ,   T v J a J v= =  

It can be verified that when 2
0| | /v A J≤ , the acceleration magnitude will not exceed its 

given limit ( 0| | | |a J v A= ≤ ). Thus, a triangular acceleration profile can be successfully 

used to achieve the desired velocity change from iv ( 0= ) to fv ( 0v= ), by making use of 

the given jerk limit J , and staying within the acceleration limit A . 

On the other hand, when 2
0| | /v A J>  this implies that the acceleration magnitude 

would exceed its limit of A  if a triangular acceleration profile was used. To prevent this 

situation, the acceleration profile needs to be capped by its limit A , and extended in duration 

(along the middle portion as necessary), so that its area underneath achieves the desired 

velocity difference i ofv v v− = . This leads to a trapezoidal shape with 2 0T >  as shown in 

Figure 4.1(b).  

In this case, max(| |)a A= , and 1 3 max(| |) / /T T a J A J= = = . Considering that the 

area underneath the acceleration profile has to cover for the velocity change in Phases , , 

and ,  

J
A

A
vT

A
vTvvATTTA f −=−=⇒−=++

||||      ||)(
2
1 0

1
0

20231  

Furthermore, the velocity differences leading to the inflection points can be found as: 
2 2

2
1 2

1 1
2 2 2

A Av J T J
J J

∆ = = =  
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4.2.2  From given nonzero velocity and zero acceleration b.c. to rest 

The kinematic compatibility conditions for connecting from a nonzero velocity and zero 

acceleration b.c. to rest (as shown in Figure 4.1(c) and (d)) can be derived in an identical 

manner to those already explained in Section 4.2.1. for the cases shown in Figure 4.1(a) and 

(b). The phase durations 1T , 2T , and 3T  would be computed by checking the value of   

0iv v= with respect to 2 /A J , and the appropriate jerk sequence 

0sgn( ) { ,0, } sgn( ) { ,0, }ifj v v J J v J J= − ⋅ + − = − ⋅ + −  would be integrated with respect to 

time, to produce the acceleration, velocity, and position profiles. For brevity, these 

intermediate steps, very similar to those in Section 4.2.1, are not repeated in the presentation. 

 

4.3 The Principle of Optimality 

The demonstrated connections between rest and the given boundary conditions (with 

zero acceleration), shown in Figure 4.1(a)-(d), all have the property of being minimum-time, 

as reported in  [70]. By applying the principle of optimality  [47], summarized below, it will 

be shown that the trajectories starting (or ending) with nonzero acceleration conditions, as 

covered in Sections 4.4 and 4.5, are also time-optimal. 

The following is a subsection taken out of  [47], summarizing the principle of optimality: 

 

 
Figure 4.2: (a) Optimal path from states a to e. (b) Two candidate optimal paths from 

states b to e. 

 

The optimal path for a multistage decision process is shown in Figure 4.2 (a). Suppose 

that the first decision (made at state a) results in segment a-b with cost abC and that the 



Chapter 4 Time-Optimal Connection Between On-the-Fly Drilling Trajectories and Rest Boundary 
Conditions  

55 

remaining decisions yield segment b-e has to be a cost of beC . The minimum cost aeC∗  from a 

to e is therefore, 

ae ab beC C C∗ = + . 

If a-b-e is the optimal path from a to e, then b-e is the optimal path from b to e. This can 

be proven by contradiction: Suppose b-c-e in Figure 4.2 (b) is the optimal path from b to e; 

then  

bce beC C<   

and  

aeab bce ab beC C C C C∗+ < + =  (4.1) 

However, Eq. (4.1) can only be satisfied by violating the condition that a-b-e is the optimal 

path from a to e.  

Bellman  [8] has called the above property of an optimal policy the principal of 

optimality: “An optimal policy has the property that whatever the initial state and initial 

decision are, the remaining decisions must constitute an optimal policy with regard to the 

state resulting from the first decision”  [47].  

 

4.4 Connection from nonzero velocity and acceleration boundary conditions to rest 

The connection from initial conditions of nonzero velocity and acceleration to rest are 

achieved by extending (or cropping) Phase  of the trajectory which connects zero initial 

acceleration and nonzero initial velocity b.c. to rest. There are four possible cases: 

i) Case #1: From ( 0iv ≥ , 0ia > ) to rest ( 0fv = , 0fa = ) 

ii) Case #2: From ( 0iv ≥ , 0ia < ) to rest ( 0fv = , 0fa = ) 

iii) Case #3: From ( 0iv < , 0ia < ) to rest ( 0fv = , 0fa = ) 

iv) Case #4: From ( 0iv < , 0ia > ) to rest ( 0fv = , 0fa = ) 

 

Case #1: Connecting from ( 0iv ≥ , 0iA a≥ > ) to rest ( 0fv = , 0fa = ) 

Considering Figure 4.3, the basic idea is to bridge a connection from the given nonzero 

acceleration boundary condition to the quickest reachable state with zero acceleration, as 
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shown in the red highlighted portion of Figure 4.2. This is achieved by projecting the 

trajectory forwards from the initial state by considering a jerk input of J−  (with maximum 

magnitude). The velocity reached at the zero acceleration state is denoted as fv0 . The 

subscript ‘0’ indicates ‘zero-acceleration state’, and the subscript ‘f’ indicates projection in 

the ‘forwards’ direction in time. From this point onwards, a zero initial acceleration 

trajectory is planned, as explained in Section 4.2.2, based on one of the two templates in 

Figure 4.1 (c) or (d). The ‘zero initial acceleration to rest’ portion of the trajectory has to be 

planned starting at the initial velocity of fv0 . Afterwards, the complete trajectory can be 

accomplished by extending the duration of the first phase as 1 1 aT T T= +′ . 

 

 
Figure 4.3: Case #1: Connection from ( 0iv ≥ , 0iA a≥ > ) to rest.  

 

0 fv  and aT  can be calculated as follows (noting that because 0ia >  →  | |i ia a= ): 

| | / | | /a ai iJ a T T a J= → =  

0
2

||
2

||
2

||||
2
1 2

2

2
2 >==−=−=∆

J
aa

J
a

J
aJ

J
aaJTTav iiiiii

aai  

0 ifv v v= + ∆  
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The overall connection trajectory is obtained by integrating the jerk sequence of [ J− , 0, 

J ], for the durations of [ 1T ′ , 2T , 3T ], starting with the initial conditions ( 0iv ≥ , 

0ia > ). 

From the Principle of Optimality summarized in Section 4.3, since the connection from 

the initial state ( iv , ia ) to the intermediate state ( 0 fv , 0a = ) is a minimum-time trajectory, 

along with the connection from ( 0 fv , 0a = ) to rest ( 0fv = , 0fa = ), it follows that the 

complete trajectory from ( 0iv ≥ , 0ia > ) to rest is also time-optimal. 

As an important note, considering that in the extreme case ia A=  can hold, in order for 

the velocity profile to remain within the limit of Vv f ≤0 , iv  has to be less than 

2 / (2 )iv V A J≤ − . This requirement ( Vv f ≤0 ) has to be taken into account when selecting 

the entry and exit points into the cyclical on-the-fly drilling trajectory, to ensure that the 

connection profiles do not violate the velocity limits of the drives. 

 

Case #2: Connecting from ( 0iv ≥ , 0iA a− ≤ < ) to rest ( 0fv = , 0fa = ) 

In this case, zero acceleration states are projected both in the forwards and backwards 

directions (in time) from the given initial condition of ( 0iv ≥ , 0ia < ), as shown in Figure 

4.4. Here, 0bv  indicates the velocity reached by projecting ‘backwards’ and fv0  by 

projecting ‘forwards’ (as explained in Case #1). The travel time aT  to zero acceleration state 

(which is identical in both directions), and the respective values of  0bv  and 0 fv  can be 

found as follows: 

J
aT i

a
||

= , 0
2

||
<=∆

J
aav ii , 0 f iv v v= + ∆ , and 0b iv v v= − ∆  
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(a) 

 

(b) 

 
Figure 4.4: Connection from ( 0iv ≥ , 0ia < ) to rest: (a) when 0 0fv ≥ , (b) when 0 0fv < . 

 

Based on the value of 0 fv , two possibilities emerge: 

i) If 0 0fv ≥ , as shown in Figure 4.4(a), then the trajectory is planned as a 

connection from zero initial acceleration (with positive initial velocity) to rest, as 

explained in Section 4.2.2, starting with the initial velocity of 0bv . Afterwards, the 

duration of aT  is cropped out of 1T  (i.e., 1 1 aT T T= −′ ) and the final motion 

profile is generated by integrating the jerk sequence of [ J− , 0, J ], which is 

applied for the durations of [ 1T ′ , 2T , 3T ], starting with the initial conditions 

( 0iv ≥ , 0ia < ). Since | |ia A≤ , it can be guaranteed that 1aT T≤ . Since the 

parent trajectory from ( 0bv ,  0a = ) to rest is already minimum time, and the given 

initial conditions ( 0iv ≥ , 0ia < ) are on this trajectory, then from the Principle 

of Optimality the cropped trajectory from ( iv , ia ) to rest will also be minimum 

time. 

 

ii) If 0 0fv < , as shown in Figure 4.4(b), then the trajectory is planned as a 

connection from zero initial acceleration (with negative initial velocity) to rest (as 
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explained in Section 4.2.2), starting with an initial velocity of 0 fv . Afterwards, 

the duration of 1T  is extended backwards (i.e. aT  is added to 1T ; 1 1 aT T T= +′ ). 

The final motion profile is generated by integrating the jerk sequence [ J+ , 0, 

J− ], which is applied for the durations of [ 1T ′ , 2T , 3T ], starting with the initial 

conditions ( 0iv ≥ , 0ia < ). Since the trajectory from the initial conditions 

( 0iv ≥ , 0ia < ) to the intermediate state ( 0 0fv < , 0=a ) is time optimal (i.e., 

achieved with largest possible jerk magnitude), and the latter part (from ( 0 fv ,

0=a ) to rest) is also time-optimal, then from the Principle of Optimality, it 

follows that their connected sequence will also be time-optimal. 

 

Case #3: Connecting from ( 0iv < , 0iA a− ≤ < ) to rest ( 0fv = , 0fa = ) 

 
Figure 4.5: Case #3: Connection from ( 0iv < , 0iA a− ≤ < ) to rest. 

 

Considering Figure 4.5, this case can be considered as the mirror image of Case #1 with 

respect to the time axis. The strategy is the same; to project forwards in time towards a zero 

acceleration state with the velocity denoted as fv0 , and then to plan a zero initial 

acceleration trajectory to rest starting with this velocity. Afterwards, the duration of Phase  
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of the latter trajectory is extended backwards by the acceleration duration aT  ( 1 1 aT T T= +′ ) 

and a jerk sequence of [ J+ , 0, J− ] is executed for the duration array [ 1T ′ , 2T , 3T ], starting 

with the initial conditions of  ( 0iv < ,  0ia < ). As proven for Case #1, this trajectory is 

also time-optimal. 

As explained for Case #1, to guarantee that the magnitude of the velocity profile does 

not exceed its limit (i.e., to keep v V− ≤ ), in the extreme case that ia A= − , iv  then has to 

satisfy 2 / (2 )iv V A J≥ − + . Similarly, the connection point has to be chosen such that 

Vv f ≤0 . 

 

Case #4: Connecting from ( 0iv < , 0ia > ) to rest ( 0fv = , 0fa = ) 

(a) 

 

(b) 

 
Figure 4.6: Connection from ( 0iv < , 0ia > ) to rest: (a) when 0 0fv < , (b) when 

0 0fv ≥ . 

 

Considering Figure 4.6, it can be seen that the treatment of this case is similar to that of 

Case #2. The velocity 0 fv  corresponding to the forward projected zero acceleration state is 

determined. Then, two possibilities arise: 

 

i) If 0 fv  is negative, then the trajectory is planned from the backward projected zero 

acceleration state velocity, 0bv , as shown in Figure 4.6(a). The beginning of 
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Phase  is cropped ( 1 1 aT T T= −′ ). Then, the jerk sequence of [ J+ , 0, J− ] is 

applied with a duration array of [ 1T ′ , 2T , 3T ], starting with the initial conditions 

( 0iv < , 0ia > ). Since the parent trajectory from ( 0bv , 0=a ) to rest is time-

optimal, and the initial conditions ( 0iv < , 0ia > ) are on this trajectory, then 

from the Principle of Optimality the cropped trajectory from ( iv , ia ) to rest will 

also be time-optimal. 

ii) If 0 fv  is positive, then the trajectory is planned from 0 fv  onwards to rest, as 

shown in Figure 4.6(b). 1T  is extended backwards as 1 1 aT T T= +′ . The jerk 

sequence of [ J− , 0, J ] is executed with the duration array of [ 1T ′ , 2T , 3T ], 

starting with initial conditions ( 0iv < , 0ia > ). Since the trajectory from the 

initial conditions ( 0iv < , 0ia > ) to the intermediate state ( 0 0fv ≥ , 0=a ) is 

time optimal (i.e., achieved with largest possible jerk magnitude), and the latter 

part (from ( 0 fv , 0=a ) to rest) is also time-optimal, then from the Principle of 

Optimality it follows that their connecting sequence will also be time-optimal. 

 

4.5 Connection from rest to nonzero velocity and acceleration boundary conditions 

The handling of these conditions can be achieved in a similar manner to the four cases in 

Section 4.4. To avoid repeating similar explanations, the handling of these conditions is 

summarized graphically in Figures 4.7-4.10 with only brief comments. Proof of time-

optimality for these solutions can be achieved using the Principle of Optimality, as was done 

for the four cases described in Section 4.4. 
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Case #1: Connecting from rest ( 0iv = , 0ia = ) to ( 0fv ≥ , 0fa < ) 

 
Figure 4.7: Connection from rest ( 0iv = , 0ia = ) to ( 0fv ≥ , 0fa < ).  

This case, shown in Figure 4.7, can be regarded as a mirror image of Case #1 in Section 

4.4. A trajectory from rest to zero acceleration boundary condition is planned until 0bv . Here, 

0b fv v v= − ∆ , where: | | /(2 ) 0f fv a a J∆ = < . The connection from 0bv  to the final state 

( 0fv ≥ , 0fa < ) is achieved by extending 3T  by aT  (i.e., 3 3 aT T T= +′ , where 

| | /a fT a J= ). Executing the jerk sequence [ J+ , 0, J− ] for the duration array of [ 1T , 2T , 

3T ′ ] from the initial conditions of ( 0iv = , 0ia = ) leads to the desired final state ( fv , fa ). 

For the trajectory to be feasible, it is also important that 0bv V≤  holds. Otherwise, a 

different connection point needs to be selected in the repeating sequence, for which the 

connection trajectory does not violate the actuator velocity limits. 
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Case #2: Connecting from rest ( 0iv = , 0ia = ) to ( 0fv ≥ , 0fa > ) 

(a) 

 

(b) 

 
Figure 4.8: Connection from rest to ( 0fv ≥ , 0fa > ): (a) when 0 0bv ≥ , (b) when 

0 0bv < . 

 

This case, shown in Figure 4.8, can be regarded as the mirror image of Case #2 in 

Section 4.4. In this case, a zero acceleration state is projected backwards from the given final 

condition. Naming the velocity at this state as 0bv , two possibilities emerge and are handled 

as shown in Figure 4.8(a) and (b), depending on the sign of 0bv .  

i) If 0 0bv ≥ , a trajectory from rest to 0 fv  is planned, and the end of Phase  is 

cropped by aT  ( 3 3 aT T T= −′ ). Starting with zero initial conditions, executing 

the jerk sequence of [ J+ , 0, J− ] with timing values of [ 1T , 2T , 3T ′ ] leads to the 

desired final conditions. 

ii) If 0 0bv < , a trajectory from rest up to 0bv  is planned and this time the duration of 

the 3rd phase is extended by aT  ( 3 3 aT T T= +′ ). Starting with zero initial 

conditions, the desired final conditions can be reached by executing the jerk 

sequence of [ J− , 0, J ] with the durations of [ 1T , 2T , 3T ′ ]. 
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Case #3: Connecting from rest ( 0iv = , 0ia = ) to ( 0fv < , 0fa > ) 

 
Figure 4.9: Connection from rest to ( 0fv < , 0fa > ). 

 

This case, shown in Figure 4.9, can be regarded as the mirror image of Case #3 in 

Section 4.4. In this case, the base trajectory is planned from rest to ( 0bv , 0=a ), and 

afterwards 3T  is extended as 3 3 aT T T= +′ . Starting at rest, execution of the jerk sequence of 

[ J− , 0, J ] with the durations [ 1T , 2T , 3T ′ ] yields the desired final conditions ( fv , fa ). 
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Case #4: Connecting from rest ( 0iv = , 0ia = ) to ( 0fv < , 0fa < ) 

(a) 

 

(b) 

 

Figure 4.10: Connection from rest to ( 0fv < , 0fa < ): (a) when 0 0bv < , (b) when 

0 0bv ≥ . 

 

This case, shown in Figure 4.10, can be regarded as the mirror image of Case #4 in 

Section 4.4. In this case, a zero acceleration state is projected backwards from the given final 

condition. Naming the velocity at this state as 0bv , two possibilities emerge and are handled 

as shown in Figure 4.10 (a) and (b) depending on the sign of 0bv .  

i) If 0 0bv < , a trajectory from rest to 0 fv  is planned and the end of Phase  is 

cropped by aT  ( 3 3 aT T T= −′ ). Starting with zero initial conditions, executing the 

jerk sequence of [ J− , 0, J ] with timing values of [ 1T , 2T , 3T ′ ] leads to the 

desired final conditions. 

ii) If 0 0bv ≥ , a trajectory from rest up to bv0  is planned, and this time the duration 

of the 3rd phase is extended by aT  ( 3 3 aT T T= +′ ). Starting with zero initial 

conditions, the desired final conditions can be reached by executing the jerk 

sequence of [ J+ , 0, J− ] with the durations of [ 1T , 2T , 3T ′ ]. 
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4.6 Validation of connection trajectories for a single actuator 

The possible connections analyzed in Sections 4.2, 4.4, and 4.5 have been tested 

numerically for a single axis for different positive and negative initial and final velocity and 

acceleration boundary conditions. 

In performing the validation, the velocity, acceleration, and jerk magnitude limits 

considered were V = 2500 [mm/s], A = 10000 [mm/s2], and J = 200000 [mm/s3]. The tested 

initial/final velocity and acceleration values were /i fv v = 2250, 1800, 1350, 900, 450, 0, -

450, … , -2250 [mm/s], and /i fa a = -10000, -8000, -6000, -4000, -2000, 0, +2000, … , 

+10000 [mm/s2]. 

The resulting connection trajectories are shown in Figure 4.11. As can be seen, they 

always remain within the defined velocity and acceleration limits, and there is always a 

successful connection between the given initial / final boundary condition and the resting 

state ( 0a = , 0v = ). These simulations validate the correctness of the developed time-

optimal connection method for a single actuator. 
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Figure 4.11: Validation of connection trajectories from and to rest for a single axis. 
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4.7 Validation of connection trajectories for the 5-axis case 

Following validation of the single axis case, the generation of 5-axis connection 

trajectories for blending into and out of the cyclic on-the-fly drilling trajectory (developed in 

Chapter 3) was implemented and tested. A sample result is shown in Figure 4.12, which 

details the entry and exit portions of an actual trajectory which was used to produce the gas 

turbine engine combustion chamber panel designated as Part #1 in Chapter 3. 

In the figure, the connection from rest is shown in the top section and the departure to a 

full stop on the bottom. As can be seen, the joining boundary conditions of velocity and 

acceleration are successfully satisfied at correct instances, into and out of the drilling 

trajectory. Since the different actuators for x-, y-, z-, a-, and c-axes have different velocity, 

acceleration, and jerk limits, and the connection boundary conditions are different, the 

transition motion durations are also different. Hence, while the global trajectory starts and 

ends asynchronously among the different actuators, the connection segments link up with the 

repetitive cyclic trajectory at the correct moments. It is also verified that the actuator jerk, 

acceleration, and velocity limits are always respected. 

 

4.8 Conclusion 

This chapter has presented a method for generating connection trajectories between a 

given initial or final state, comprised of position, velocity, and acceleration boundary 

conditions, and a resting state, in which the velocity and acceleration are required to be zero. 

The position at the resting state is not constrained and is assumed to be within the reach of 

the actuator(s). Based on these requirements, the resulting time-optimal trajectories which 

emerge in all possible cases have been analyzed and solved. Their global optimality has been 

demonstrated using the Principle of Optimality.  

The proposed connection trajectories have been implemented in 5-axis positioning for 

the on-the-fly laser drilling application, in which they are used to connect into and out of the 

cyclic drilling trajectory with minimum productivity loss, while guaranteeing that vibration 

and dynamic positioning error on the actual machine stays within acceptable bounds (by 

limiting the trajectories’ velocity, acceleration, and jerk profiles). 
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Figure 4.12: Validation of connection trajectories from and to rest for 5 axes. 
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The correctness of the formulation and the overall technique has been validated in 1- and 

5-axis simulation studies. The resulting connection trajectories were also the ones used in the 

experimental results reported in Chapter 3. 
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Chapter 5 

Way-Point Sequencing for 5-Axis Percussion Laser Drilling 

5.1 Introduction 

On-the-fly drilling is a suitable technology for producing better material properties and form 

accuracy in laser-drilled components, like combustion chamber panels. However, there are still 

some practical obstacles that need to be overcome, so that this technology can be adopted at full 

potential. For example, the following issues were observed while conducting the experiments 

reported in Chapter 3:  

i) Jitter (i.e., period variation) in the laser pulsing period: Even a small percentage of period 

variation can result in significant timing and hole positioning error when drilling a large number 

of holes, as is the case in combustion chamber panels. This is because the laser period is used as 

the basic timing unit for the trajectory planning. The laser drilling machine tool utilized in the 

experiments was a prototype developed by combining a commercial laser with the Fanuc 30i 

controller. In the experimental results, the laser delivery system displayed 2-4% jitter, which can 

clearly present a problem in terms of causing tolerance violations in the hole locations. The jitter 

problem can be solved by adopting more advanced control and synchronization functions 

between the CNC and laser control electronics, in proceeding machines. 

ii) Time synchronization errors between the CNC and laser electronics: Between executing 

the motion commands and turning the laser on and off, there are certain delays in the control 

system caused by auxiliary functions and checks. It was observed that these delays (ranging as 

140-160 ms per hole location) unfortunately displayed poor repeatability, thus making their pre-

compensation very difficult. However, in future machines system, it is expected that this problem 

would be solved again through better integration of the CNC and laser control electronics. 

iii) Dynamic positioning errors in the machine tool: Since on-the-fly drilling takes place 

while the part is in motion, the accuracy of the servo system is crucial to guaranteeing the correct 

locations of the holes. While conducting on-the-fly drilling trials, the servo accuracy was also 

found to be a major issue, especially at high acceleration and jerk levels. Compounded with the 

above two issues, it was observed that the hole locations could be shifted by as much as 0.25-1.5 

mm with skewed hole orientations of up to 15̊  between repeating passes. The problem of servo 
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errors can be tackled through dynamic modeling of the machine tool and control system and 

improving the feedforward and feedback control settings, or at least determining new actuator 

level velocity, acceleration, and jerk limits which guarantee a minimum level of beam 

positioning dynamic accuracy. 

Currently, industrial development and academic research are being conducted to tackle the 

above mentioned three issues. In the interim, there is still a noticeable trend in industry to apply 

percussion drilling. As the number of laser pulses per hole increases, and newer laser systems 

with higher pulsing frequency become available, percussion drilling will continue to be a more 

productive option, if not as advantageous in terms of material qualities, compared to on-the-fly 

drilling. This is due to the duration spent on re-positioning the axes becoming a smaller fraction 

of the total manufacturing cycle time, as the number of pulses per hole increases. 

In the interest of exploring further process improvement in the 5-axis percussion laser 

drilling process, this chapter targets the development of a new sequencing algorithm to suit this 

operation. The novelty of the proposed approach is that the sequencing is integrated with the 

kinematic (i.e., velocity, acceleration, and jerk) capabilities of the individual actuators. Hence, 

rather than minimizing the shortest travel path in work or machine coordinates, an attempt is 

made to solve the Traveling Salesman Problem (TSP) that minimizes the total travel time, by 

considering all possible time-optimal point-to-point motions between all hole pairs. This 

approach allows the true kinematic configuration and limits of the laser drilling machine to be 

considered, and yields a more accurate estimate of the positioning (and drilling) cycle time than 

simply considering the hole distances in workpiece or machine coordinates. 

As pointed out in Chapter 2, the problem of finding the optimum sequence for manipulator 

waypoints can be considered as an extension of the TSP  [51]. The proposed sequencing 

algorithm has some parallels to  [21],  [46],  [52],  [63],  [85], which are algorithms that have been 

proposed for semiconductor and circuit board manufacturing and assembly problems. Such 

methods use TSP solutions that minimize the distance traveled, which can also sometimes 

translate into reducing the travel time; e.g. when only Cartesian axes with identical actuator 

limits are used. In the case of more complex kinematic configurations; for example, when 

combined Cartesian and rotary axes are used, one to one correspondence between distance and 

time is not guaranteed. Hence, in this thesis, the solution of TSP is investigated while 
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considering the actual motion durations derived from the 5-axis machine configuration and 

actuator kinematic limits. 

The proposed sequencing algorithm has been developed by modifying the method proposed 

in Chapter 3 to suit the percussion drilling operation. The design of this algorithm is explained in 

Section 5.2. Following its presentation, its application to gas turbine component manufacturing is 

demonstrated in Section 5.3 with simulation and experimental results. The principal advantages 

gained, and some of the difficulties encountered in the experimental implementation, are also 

discussed. 

In the context of benchmarking the proposed sequencing algorithm with established and 

highly advanced TSP solutions, the ideal comparison would be to implement positioning 

duration based sequencing which is integrated with solvers like the Concorde Cutting-Plane 

method and the Lin-Kernighan Heuristic algorithm  [81],  [18]. However, such thorough 

comparison was unfortunately not possible within the scope and duration of this thesis. A way of 

modifying the algorithms in a straightforward manner, to work directly with other cost functions 

(like actual positioning duration) could not be worked out, and is recommended for future 

research. Nevertheless, the sequencing algorithm in Section 5.2 has been benchmarked with 

these two well-known and state-of-the-art solvers in the context of sequencing 2-dimensional 

geometric distances. This initial step can help gauge how much further improvement could be 

expected in cycle time, from the extension of these methods to 5-axis percussion laser drilling in 

future research; by considering the actual machine kinematics, and actuator velocity, acceleration, 

and jerk limits. The results of this benchmark are presented in Section 5.5. The conclusions for 

the chapter are in Section 5.6. 

 

5.2 Proposed Sequencing Algorithm 

An overview of the sequencing algorithm for percussion laser drilling is provided in Figure 

5.1. The inputs to the sequencing algorithm are:  

• Hole locations ( )Mkk 1=q  defined in joint (actuator) coordinates 

[ ]T
k k k k k kx y z a c=q ; 

• Feed drives’ velocity, acceleration, and jerk limits ( maxv , maxa , maxj , per Eq. (1.1)), 

hole elongation limit is not needed; 
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• In the situation where the positioning trajectories have to be integer multiples of a given 

sampling period (e.g., sT =1/(160 Hz), which is the case when ‘inverse-time feed 

programming’ is used to replay pre-generated recorded trajectories by the CNC), the 

corresponding sampling period, sT . 

 

 

Figure 5.1: Percussion drilling sequencing algorithm. 
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Since in percussion drilling, the laser pulses are delivered while the part is (ideally) 

stationary, a constraint on the hole elongation, like the one used for on-the-fly drilling in Chapter 

3, is not required. The steps of the algorithm are detailed in the following: 

 

Step 1 – Determine Positioning Durations and Proximity Rankings for Hole Pairs 

In this step, the time-optimal point-to-point motion duration is solved for traveling between 

every hole pair iq  and jq  using the jerk limited method explained in Appendix F. The resulting 

durations are stored in an array M M×T , the elements ( ijT ) which represent the positioning time 

from iq  to jq . Since the motion profile is generated only subject to actuator level velocity, 

acceleration, and jerk limits, and has a symmetrical shape with respect to time (as seen in Figure 

F.1), ij jiT T=  holds. Also, the diagonal elements of T  are zero. 

Using the travel duration data in T , an array of proximity rankings is constructed for each 

hole. This is represented by a matrix MM ×P , where the jth column provides a ranked list of the 

closest waypoints to jq , with increasing travel durations downwards along the column. The 

following example helps visualize the relationship between T  and P : 
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Step 2 – Initial Sequence 

Since percussion drilling does not require the positioning trajectory to repeat itself, an open 

sequence can be used, which does not return to the initial point after reaching the last one. As an 

arbitrary choice for starting the algorithm, the two points closest to the centroid of the given set 

of M  points are selected.  

1 2 3 4 

Increasing 
travel  
duration 
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Defining the hole locations in normalized coordinates ( n
kq ), obtained by considering the 

actuator velocity limits ( [ ]Tcazyx maxmaxmaxmaxmaxmax =v ),  

T
kkkkk

k
n
k c

c
a
a

z
z

y
y

x
x





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
==

maxmaxmaxmaxmaxmax

1


q
v

q  (5.2) 

the centroid in normalized coordinates ( nq ), and the normalized Euclidean distance of each point 

to the centroid ( kd ) is calculated as: 

21
       ,       1 n

k
n
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k

n
k

n d
M

qqqq −== ∑
=

 (5.3) 

As one of the points in the initial sequence, the hole location with the smallest value for kd  

is chosen. Designating the first point index with k , as the second point in the initial sequence, 

the hole location is chosen which has the closest proximity, in terms of travel time to kq . Using 

the P  matrix described in Eq. (5.1), the choice of the second point would be kP ,2 . 

 

Sequence Data Structure and Objective Function Evaluation: 

Similar to the method presented in Chapter 3, the sequence data structure contains the order 

of the waypoints inside an array [ ]NN lll 211 =×S , where 1l  … Nl  are distinct 

(unrepeated) integers between 1 … M . The size of the array N  represents the current size of 

the sequence. Since during the initialization in Step 1, the time-optimal travel durations between 

all points are pre-calculated inside the array T , timings between the waypoints do not have to be 

recalculated for each candidate sequence. Given a candidate sequence, the objective function to 

be minimized is the total travel time: 

1 2 2 3 1totObjective function:   
NNl l l l l lT T T T

−
= + + +  (5.4) 

 

Step 3 - Swap Point(s) 

For each point in the sequence, swaps with the neighborhood of closest V  points (within or 

outside the sequence) are evaluated. In the implementation of percussion drilling sequencing, V  

was chosen as 20. If any of the tested swaps reduce totT  in Eq. (5.4), then the swap that yields the 
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lowest value for totT  is implemented. Testing of another round of swaps continues on until no 

further improvement(s) can be obtained. At each iteration, the current sequence S  is updated by 

implementing the most successful swap operation. 

 

Step 4 - Add Point 

The ‘best point’ out of those not already in the sequence is inserted into the ‘best location’ in 

the sequence. For each edge connecting adjacent points )(kS  and )1( +kS , insertion of the 

nearest external V  (=20) points is evaluated. The point insertion that yields the lowest totT  for 

the new sequence size ( N +1) is implemented. 

 

Step 5 - Check for Termination 

After Step 4, when MN = , this means that all waypoints have been sequenced. While a 

global optimum is very difficult to guarantee, the search procedure progresses from one local 

optimum to a next one. 

 

Practical Implementation Considerations: 

As done with the on-the-fly drilling sequencing algorithm in Chapter 3, logic was 

incorporated into Steps 3 and 4 to ensure that identical candidate sequences would not be re-

evaluated, in order to save computational time. Upon finalization of the sequence, the connection 

trajectories are generated using the jerk-limited method explained in Appendix F at a sampling 

frequency of 160 Hz. The positioning trajectories are then programmed into the NC code in a 

manner that they can be executed in ‘inverse-time’ feed programming mode, as explained in 

Chapter 3 and shown in Figure 5.5. 

 

5.3 Simulation Results 

The proposed sequencing algorithm for percussion laser drilling complements, to a certain 

degree, the on-the-fly drilling trajectory generation method that was developed in Chapter 3. Of 

course, since on-the-fly and percussion laser drilling are two different approaches with distinct 

advantages over one another, as elaborated in Section 5.1, rather than comparing the results of 
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the two methods with each other, it makes sense to benchmark the algorithm in Section 5.2 with 

other sequencing and trajectory planning methods that are already being used in industry for 5-

axis percussion laser drilling. 

Naturally, the closest benchmark is the modified Nearest Neighbor (NN) sequencing 

method, currently in use at P&WC (which was explained in Chapter 3). This method chooses the 

closest next point, based on proximity in machine (actuator) coordinates, and initiates a new 

cluster (set/group of holes) each time the separation exceeds a given threshold. The proposed 

sequencing method in this chapter has two advantages over the NN method currently in use: 

i) Actual positioning duration is considered rather than some form of ‘distance’ norm. 

This enables more realistic reduction of the total duration spent on beam positioning.   

ii) The swap-add type sequencing algorithm is able to back-track over earlier steps and 

make incremental improvements, which typically leads to ‘more optimal’ sequences 

than the greedy ‘Nearest-Neighbor’ method. 

The sequencing algorithm has been benchmarked in simulations to the modified NN method 

currently in use for percussion laser drilling. The benchmark was based on the three gas turbine 

combustion chamber panels shown earlier in Figure 3.5. The feed drive velocity, acceleration, 

and jerk limits are different than those that were used in the simulations in Chapter 3. The limits 

considered in the following simulations are very close to those used in the experimental results in 

this chapter. While these limits are different than those used in the actual production, and 

the measured cycle times do not directly correspond to P&WC’s actual production times, 

in order to avoid disclosing the full capabilities of the company’s machine tool, the velocity 

acceleration, and jerk profiles shown here are only in normalized form with respect to 

arbitrarily adjusted kinematic limits. 

It is assumed that both drilling sequences, generated with the modified NN approach and the 

proposed algorithm in Section 5.2., would be executed by applying the jerk-limited minimum-

time point-to-point positioning algorithm explained in Appendix F. While the actual positioning 

times of the laser drilling machine tool are not precisely known (and cannot be disclosed due to 

company disclosure restrictions), the proposed comparison is still a fair one since the modified 

NN-sequencing method relies on a measure of distance (in joint coordinates) rather than the 

actual duration in selecting the more favorable next waypoint. 
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The simulation results are presented in Figures 5.2, 5.3 and 5.4. The simulations consider 

only the total duration required to travel to each hole location once. Hence, the predicted 

durations represent the total time spent on beam positioning. These analyses are decoupled from 

the frequency and number of pulses of the laser drilling operation, which can be programmed 

and modified after-the-fact the sequence is determined. Total positioning times obtained with the 

two sequencing methods are compared in Table 5.1. As can be seen, the proposed sequencing 

method demonstrates between 9-22% reduction in the beam positioning time. The computational 

time taken to solve the percussion drilling sequence (following the proposed approach) was as 

follows: Sample Part #1: 52.46 [min], Sample Part #2: 66.33 [min], Sample Part #3: 28.35 [min]. 
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Figure 5.2: Comparison of sequencing results for Sample Part #1. 
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Figure 5.3: Comparison of sequencing results for Sample Part #2. 
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Figure 5.4: Comparison of sequencing results for Sample Part #3. 
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Table 5.1: Simulation results comparison table. 

Sample part  # of 
holes 

Beam positioning time 
with modified NN 

sequencing method [s] 

Beam positioning time 
with proposed 

sequencing method [s] 

Reduction in 
positioning time  [%] 

#1 (Figure 5.2) 474 38.38 34.65 9.75 
#2 (Figure 5.3) 567 47.17 40.99 13.1 
#3 (Figure 5.4) 284 30.24 23.61 21.92 

 

5.4 Experimental Results 

Sample Part #2 in Figure 5.3 (Sample Part #1 in Figures 3.5) was chosen for conducting 

percussion laser drilling experiments, which took place at P&WC. The tests were conducted 

using three different types of trajectory planning (i.e., sequencing and positioning) methods:  

 

Type 1: Modified Nearest Neighbor sequencing with positioning using the G01 (linear 

interpolation) command, already built-in to the Fanuc 30i controller. The positioning 

duration between consecutive hole locations was set to a given time, e.g., 0.1 [s], by 

applying ‘inverse-time’ feed programming. These sequencing and interpolation methods 

combined reflect one of the standard practices applied at P&WC. 

 

Type 2: Proposed (thesis) sequencing method, and applying G01 for actual positioning.  

Since the implementation details and function of the G01 command within the Fanuc 

controller is not well documented, and the outcome of this command is also difficult to 

predict exactly, the sequencing was carried out based on motion durations predicted with 

the time-optimal jerk-limited trajectory explained in Appendix F. In this case, the 

positioning durations between the consecutive hole locations obtained from these optimal 

trajectories were programmed into the NC code using inverse-time feed programming 

mode. 

 

Type 3: Proposed (thesis) sequencing for percussion drilling, with the actual beam 

positioning taking place using the time-optimal jerk-limited method explained in 

Appendix F. In this case, the positioning trajectories were generated at 160 Hz, and 

programmed and executed on the Fanuc CNC using ‘inverse-time’ feed mode. 
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For each trajectory type, three different cases were considered in terms of the number of 

laser shots per hole ( n ). These were n = 1, 8, and 18. The laser drilling tests for each case 

were conducted three times; in order to validate the repeatability of the operation and 

measured production / cycle times. If inconsistency was spotted, the same test was conducted 

a fourth time (depending on machine availability). In total, 29 tests were performed.  

The execution of each test was captured on video at 30 frames per second (FPS). This 

information helped resolve the durations spent on process initialization, actual part 

positioning (actuator motion), laser burst drilling, and various latencies (due to operational 

checks, communication delays, and compensation / correction features in the laser control 

system); by analyzing these videos frame by frame. 

Excerpts from NC code used in the implementation of Types 1, 2, and 3 trajectory 

planning are shown in Figure 5.5.  The left-hand side of Figure 5.5 shows the code structure 

for Types 1 and 2. The inverse-time feedrate value was set to ‘F600 1/min’ for Type 1, and 

other values which reflect the nominal travel duration of each positioning command in the 

case of Type 2. Specifically, ‘F600 1/min’ means that the positioning duration to the next 

hole will be ijT = {60 [s/min]} / {F600 [1/min]} = 0.1 [s]. On the other hand, when the 

positioning time is calculated from the optimal motion generation for Type 2, for example to 

be 0.05 [s] (for positioning between two consecutive holes), the inverse feed value would 

have to be set to ‘{60 [s/min]} / {0.05 [s]} = F1200 [1/min]’. This value, in general, can 

change for each positioning step. For Type 3 trajectory planning, considering the right hand 

side of Figure 5.5(b), it can be seen that since the smooth trajectory is generated with a 

sampling period of sT =1/160 = 0.00625 [s], the inverse-time feed value between pre-

calculated waypoints is determined to be {60 [s/min]} / {0.00625 [s]} = F9600 [1/min]. 

According to the Fanuc CNC manual, the highest allowable value for the inverse-time feed 

(F) parameter is F9999; hence 160 Hz is a suitable upper bound for sampling and playing 

back custom generated trajectories using this method. 

Cycle Time Summary: Table 5.2 show the total production cycle times for each test 

recorded from the CNC system’s built-in cycle time measurement function. In these 

measurements, the duration spent on initialization type operations has been removed. These 

operations consist of setting up of the laser recipe, turning the vacuum system on, bringing 

the axes to home position, and bringing the laser optics to operating temperature. Looking at 
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Table 5.2, at first glance, it appears that improving the sequencing and trajectory generation 

does not seem to have a significant impact on the overall productivity of the process. 

However, by carefully examining the representative videos captured from each test 

configuration frame by frame, a more detailed timing analysis has been produced, as shown 

in Table 5.3 and Figure 5.6. This table shows that positioning cycle time reduction has indeed 

been achieved.  

 

 
 

Figure 5.5: NC code structures used in tests of Types 1 and 2 (left) and Type 3 (right).  
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Table 5.2: Cycle time for tests on Sample Part #2. Time was registered from the CNC, 
process initialization time has been removed.  

 Type 1:  
NN sequencing 
+ G01 positioning 

Type 2: 
Thesis sequencing + G01 
positioning  

Type 3:   
Thesis sequencing + 
smooth time-optimal 
positioning  
 

1 shot per hole Test #1-4:          172 s 
 

Test #5-8:          169 s 
 

Test #9-11:         166 s 
 

8-shots per hole Test #12-14:     564 s Test #15-17:      566 s Test #18-20:       564 s 
 

18-shots per hole Test #21:           1139 s 
Test #22-23:     1138 s 

Test #24-26:     1133 s Test #27-29:      1131 s 

 

 

Table 5.3: Timing breakdowns for Sample Part #2 based on video frame analysis (30 
FPS).  

 Type 1:  
NN sequencing 
+ G01 positioning 

Type 2: 
Thesis sequencing + G01 
positioning  

Type 3:  Thesis sequencing 
+ smooth time-optimal 
positioning  
 

1-shot per hole (Test 2) 
Delays 45.87 
Positioning 68.70 
Laser burst 56.70 
Total 171.27 

 

 

(Test 6) 
Delays 67.93 
Positioning 46.80 
Laser burst 56.70 
Total 171.43 

 

(Test 9) 
Delays 72.67 
Positioning 43.57 
Laser burst 56.70 
Total 172.93 

 

8-shots per hole (Test 2) 
Delays 41.67 
Positioning 68.43 
Laser burst 453.60 
Total 563.70 

 

 

(Test 6) 
Delays 63.87 
Positioning 47.07 
Laser burst 453.60 
Total 564.53 

 

(Test 9) 
Delays 66.10 
Positioning 44.27 
Laser burst 453.60 
Total 563.97 

 

18-shots per hole (Test 2) 
Delays 50.40 
Positioning 68.77 
Laser burst 1020.60 
Total 1139.77 

 

 

(Test 6) 
Delays 63.23 
Positioning 46.87 
Laser burst 1020.60 
Total 1130.70 

 

(Test 9) 
Delays 68.23 
Positioning 44.30 
Laser burst 1020.60 
Total 1133.13 

 

 

In this table and figure, the durations spent for laser bursts, axis motion (i.e., beam 

positioning), and delays / stopping have been decoupled. The laser burst durations are 

reasonably deterministic, and can be calculated as laser_ MnTT burstlaser = , where M  (=567) is 
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the total number of holes, n  (=1, 8, 18) is the number of shots per hole, and laserT  (=0.1 s) is 

the laser pulsing period.  

It is interesting to note that as the sequencing is improved from the modified NN to the 

proposed method, the positioning time consistently decreases from an average value of 68.6 s 

to 46.91 s, which corresponds to a 32% reduction. As point-to-point trajectory generation is 

also improved from the CNC’s built-in inverse-time mode linear interpolation (G01) to the 

developed time-optimal trajectory planning, the overall positioning time is further reduced to 

an average value of 44.05 s, achieving an overall 36% reduction in the positioning time. 
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Figure 5.6: Timing breakdowns for Sample Part #2 (shown graphically). 
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Unfortunately, while the reduction in the motion duration is significant, the apparent 

time spent on CNC delays and keeping the axes at rest seems to have increased. The 

reduction in travel time is consistent across the 1-, 8-, and 18-shot cases, and so is nearly the 

increase in delay and stopping times. The increase in delays is believed to originate from the 

following reasons: 

1) Utilizing inverse-time feed mode with non-uniform timing spacing in between the 

position commands (from Type 1 to Type 2). As the destination travel durations are 

still large enough, in the order of 100 milliseconds, this enables the CNC to perform 

intermediate trajectory planning, rather than directing the position commands straight 

to the drives. The CNC seems to require more complex calculations and perform 

additional checks in this case, than for the uniformly spaced inverse-time feed 

commands, as used in Type 1. 

2) In Type 3 tests, a complex and smooth motion profile consisting of a large number of 

destination points, set apart by 6.25 ms, is sent between pulse bursts. This may be 

further increasing the complexity of processing the trajectory in between the 

programmed motion profiles. 

Hence, while the research objective of demonstrating motion cycle time decrease has 

been achieved, a better CNC system is required which is capable of accurately executing the 

programmed motion commands, without inducing additional unwanted delays while the axes 

are at rest. This is needed in order to be able to take advantage of the gained cycle time 

reduction in practical manufacturing applications. 

 

 Vibrations Summary: Vibration data was calculated from the laser optics using a tri-

axial accelerometer, as was done for on-the-fly drilling test in Chapter 3. The collected 

history in the x-, y-, and z-axes during the execution of the 8-shot drilling scenario is shown 

in Figure 5.7. A summary of peak to peak (PTP) and root mean square (RMS) amplitudes of 

the resultant vibration is presented in Figure 5.8.  

The highest peak to peak magnitude of vibration is registered with the modified NN + 

G01 (Type 1) method. While the modified NN method seems to favor short travel distances, 

keeping the travel duration fixed for all motion commands (= 0.1 s) seems to induce 

significantly higher acceleration commands during the execution of some of the NC blocks. 
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This increases the residual vibrations induced on the machine tool structure and the laser 

optics. 

 

 
Figure 5.7: Optics vibrations captured for 8-shot percussion drilling of Sample Part #2. 

 

The averaged resultant PTP vibration across 1-, 8-, and 18-shot cases is 1.99 m/s2. With 

improved sequencing, and the coordination of the commanded motion durations to match the 

maximum velocity, acceleration and jerk capabilities of the drives, the induced accelerations 

also reduce significantly. As a result, with the proposed sequencing + G01 method (Type 2), 

the averaged PTP value of the resultant acceleration for 1-, 8-, and 18-shot cases reduces to 

1.09 m/s2. Replacing G01 with the time optimal positioning in Appendix F yields an 

averaged PTP value for resultant acceleration of 1.2 m/s2 (10% larger than the Type 2 case). 

Overall, there is 45% and 39% reduction in peak vibrations, by switching from the NN 

method to the proposed sequencing and trajectory planning approaches. This is important, 
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because while 32-36% motion time reduction is achieved, quality and smoothness of the 

trajectory is not compromised, but rather improved (as measured from the laser optics), 

which implies longer term manufacturing productivity without requiring optics re-alignment. 

As a second remark, it is worth pointing out that even when the positioning method is kept 

identical switching over from the modified NN method to the proposed sequencing algorithm 

already provides a significant reduction in the motion time, as demonstrated in Section 5.3.  

 

 
Figure 5.8: Peak to peak (PTP) and root mean square (RMS) values of resultant 

vibration. 

 

Considering the plots for RMS values of resultant vibration in Figure 5.8, it is seen that 

as the number of shots increases (i.e., as the axes are allowed more time to settle to rest), the 

residual vibrations have more time to die out. Thus, there is a general decreasing trend in the 

RMS values of vibration from the 1-shot case to the 8-shot and 18-shot cases. In the 1-shot 

case, the strong vibration reduction facilitated by switching to Type 2 and Type 3 trajectory 

planning is evident. In 8- and 18-shot cases, longer portions of the stationary motion are 
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averaged into the RMS calculation, and the difference is less distinguishable. However, 

overall, it can be concluded that while the motion cycle time is reduced through improved 

waypoint sequencing, there is not a significant increase in the RMS value of vibration 

induced onto the laser optics. It is also worth mentioning that the RMS values of vibration 

are typically an order of magnitude lower than their PTP counterparts. 

 

5.5  2-Axis Comparison to State-of-the-Art TSP Solvers 

The proposed sequencing method has been compared to the Concorde cutting plane TSP 

solving method, and also the Lin-Kernighan TSP heuristic, which has been embedded within 

the Concorde package  [18]. These two algorithms can be regarded as being among the gold 

standard of most powerful solutions that have been developed to solve the TSP.  

At the time of writing this thesis (prior to defense), a method of embedding the proposed 

5-axis optimized trajectory planning directly into the Concorde solver could not be contrived. 

Hence, as an alternative, Concorde solver’s user interface was used to compare x-y type 

sequencing (based on Euclidian distance only) with proposed algorithm in this thesis. In 

future work, it is planned that Concorde algorithms (which also include the Lin-Kernighan 

heuristic) will be integrated with on-the-fly and percussion drilling scenarios. The proceeding 

benchmarks provide an estimate for the expected cycle time reduction that may be achieved 

beyond what is already realized with the current proposed algorithm. 

The output of each method is the total travel distance between a random set of points 

(kept the same when benchmarking each algorithm). Figure 5.9 shows the difference between 

the proposed algorithm and the Concord TSP solver outputs. Figure 5.10 shows the Concorde 

TSP solver’s graphical user interface. Table 5.4 gives the travel distance summary for 

random sets from 50 to 500 points. While the developed sequencing algorithm produces 

somewhat comparable results (in 2-dimensions), it is seen that a further cycle time 

improvement of up to 12% may be achievable by integrating algorithms from the Concorde 

TSP library together with 5-axis point-to-point time-optimal trajectory planning; in order to 

realize further gains in the percussion laser drilling process.  
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Table 5.4: Thesis sequencing method vs. Concorde and Lin-Kernighan TSP solvers. 

# of Random 
Points 

Concord TSP 
Solver 

Lin-Kernighan 
(L-K) TSP Solver 

Thesis 
Sequencing 

Method 

Percent 
Difference from 
Concord Solver 

Percent 
Difference 

from L-K Solver 
50 589 589 589 0.0% 0.0% 

100 748 748 781 4.3% 4.3% 
200 1086 1086 1165 7.0% 7.0% 
300 1295 1295 1461 12.0% 12.0% 
400 1472 1475 1597 8.1% 7.9% 
500 1657 1660 1833 10.1% 9.9% 

Average Percent Difference 6.9% 
 
 

 
Figure 5.9: Thesis sequencing method comparison with Concorde TSP solver [2-Axis]. 
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Figure 5.10: Concorde TSP solver graphical user interface. 
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5.6  5-Axis Comparison to State-of-the-Art TSP Solvers 

Following the defense of this thesis, the proposed sequencing method was further 

compared with the Concorde and LKH TSP solvers, this time directly in the context of 

minimizing total travel time in 5-axis point-to-point positioning. This was achieved with 

instruction from Prof. S. Smith (UW-ECE), who kindly provided a short tutorial on the use of 

Concorde and LKH libraries, and MASc student Mr. Kyongjae (Jay) Woo, who provided 

assistance in running the additional benchmarks. 

The pre-computed time-optimal point-to-point motion duration matrix T (Eq. (5.1)) was 

directly fed into the Concorde and LKH solvers as the objective weighting matrix. The 

algorithms were run with their (typical) default parameter settings. All three solutions 

directly targeted minimization of the total travel duration. One small comparison difference 

to note is that the proposed algorithm in the thesis solves an open path, whereas Concorde 

and LKH algorithms solve closed tours. Nevertheless, this comparison gives a concrete 

indication of the sub-optimality of the proposed solution in the context of optimizing laser 

percussion drilling paths for the three sample gas turbine engine components. 

Figure 5.11 shows the difference between the proposed algorithm and Concorde and 

LKH solver outputs. Table 5.5 gives the travel durations summary. The developed algorithm 

seems to produce comparable results with the other two methods, with the sub-optimality 

ranging around 2%. However, these results are limited only to the three sample geometries, 

and are not as exhaustive in terms of measuring the overall improvement that can be gained 

by upgrading the sequencing algorithm to the Concorde and LKH methods. In the author’s 

view, the results in Section 5.5 provide a more realistic and exhaustive benchmark serving 

this purpose. 

 

Table 5.5: Thesis sequencing method vs. Concorde and LKH TSP solvers. 

 Concorde TSP 
Solver LKH TSP Solver 

Proposed 
Thesis 

Algorithm 

Percent Difference from 
Concorde & LKH 

Sample Part #1 26.75 [sec] 26.76 [sec] 27.32 [sec] 2.11% 
Sample Part #2 31.71 [sec] 31.71 [sec] 32.14 [sec] 1.35% 
Sample Part #3 18.49 [sec] 18.49 [sec] 18.91 [sec] 2.24% 

Average Percent Difference 1.9% 
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Figure 5.11: Thesis sequencing method comparison with Concorde TSP solver [5-Axis].
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5.7 Conclusion 

This chapter has presented a new waypoint sequencing algorithm for 5-axis percussion 

laser drilling. The algorithm is integrated with time optimal positioning subject to velocity, 

acceleration, and jerk limits in three translational and two rotary degrees of freedom. The 

principal advantage of the proposed sequencing method over the modified NN method has 

been benchmarked with three waypoint patterns; which have demonstrated 9-22% 

improvement in positioning time in the obtained simulation results.  

In the experimental studies, benchmarks with the industrial practice of applying 

modified NN sequencing in conjunction with G01 (linear interpolation) based positioning 

were conducted. These benchmarks demonstrated 32-36% reduction in the time spent on 

positioning the laser focal point with respect to the beam. The peak vibration amplitude 

induced on the laser optics was also reduced by 39-45%. To be able to take advantage of the 

motion time reduction, achieved by the proposed sequencing and minimum-time trajectory 

generation method, improvements to the CNC system and laser electronics are still required, 

so that unnecessary delays while the actuators are at rest, can be avoided.  

Currently, these algorithms are being tested further in production trials at Pratt & 

Whitney Canada, and plans are in place to evaluate them on laser drilling machines with 

different configurations.  
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Chapter 6 

Conclusions and Future Work 

6.1 Thesis Contributions 

This thesis has presented novel trajectory planning algorithms for 5-axis on-the-fly and 

percussion laser drilling operations. For each process, a custom sequencing algorithm has 

been developed, which is integrated with adequate smooth trajectory generation capabilities 

that bounds the velocity, acceleration, and jerk profiles commanded to the laser drilling 

machine tool’s actuators. 

In the case of on-the-fly drilling, the beam positioning motion consists of a cyclical 

(closed-curve) cubic spline trajectory which is optimized by way of sequencing the drilling 

locations (i.e., waypoints) and by adjusting the timings in between the holes in order to yield 

kinematic profiles that achieve the shortest motion time, thus highest productivity. The 

sequencing algorithm consists of a combination of point swap, timing modification, and point 

add operations. Since the drilling takes place while the part is in transit, an extra kinematic 

constraint, limiting hole elongation, is also included. 

The conducted simulation benchmarks reveal 55-76% motion time reduction compared 

to the candidate’s earlier work, which was based on optimizing the trajectory shape (i.e., 

spline derivative boundary conditions) for pre-sequenced waypoints according to a ‘greedy’ 

Nearest Neighbor based algorithm. In experimental benchmarks, compared to two different 

trajectory planning methods currently used in industry for on-the-fly drilling and percussion 

drilling, the proposed sequencing and trajectory planning methods yield 17-25% reduction in 

the motion time, and also 17% mitigation in the RMS value of the resultant vibrations 

induced onto the laser optics. Time-optimal connections into and out of the cyclical 

trajectory, from and to zero (rest) boundary conditions have also been solved and 

implemented in the experimental evaluations. 

In the case of percussion laser drilling, time-optimal point-to-point motions between all 

possible waypoint pairs are efficiently pre-computed a priori. Then, a sequencing algorithm 

based on point swap and point add operations seeks the best possible open sequence that 

minimizes the total travel time. Unlike traditional Traveling Salesman Problem (TSP) 
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solvers, the research in this thesis considers direct minimization of the motion time for 5-axis 

kinematics, rather than minimizing the Euclidean distance in two axes. The experimental 

results indicate 32-36% motion time reduction compared to the current industrial practice for 

5-axis percussion laser drilling trajectory planning, in a sample application of gas turbine 

combustion chamber panel manufacturing. The developed algorithm, when benchmarked 

with some of the most advanced TSP solvers from literature (based on minimizing the total 

travel distance in 2-cartesian axes or minimizing total travel time in 5-axes) displays 2-12% 

sub-optimality, indicating room for further improvement. Nevertheless, the developed 

percussion laser drilling trajectory planning presents a first-of-its-kind for this application, 

based on the integration of TSP with time-optimized trajectory planning in a 5-axis kinematic 

configuration. 

 

6.2 Future Research 

A. Resolving Practical Issues 

The developed algorithms have achieved promising results that are applicable to 5-axis 

on-the-fly and percussion laser drilling. However, during experimental implementation on a 

prototype machine tool, custom built for P&WC, several practical issues were encountered. 

The most significant was the lack of accurate synchronization between the CNC system and 

the laser power and optics control electronics. Another was the excessive servo errors, 

originating from the control system not having been tuned optimally. 

For on-the-fly drilling, while the commanded trajectories were calculated and played 

back accurately, the jitter (timing fluctuation) in the laser electronics and the communication 

latencies between the CNC and quick shutter (which is supposed to divert unused laser pulses 

away from the workpiece) resulted in inaccuracy when performing the repeated drilling 

passes. Furthermore, the servo control system of the machine tool displayed significant 

dynamic positioning errors (0.25-1.5 mm). While the servo errors are repeatable, and mainly 

a function of the commanded trajectory, they still result in the holes being drilled at the 

incorrect locations and with the wrong orientations. They can be corrected by shifting the 

position commands (as required), or using recursive means like Iterative Learning Control 

(ILC). 
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During the percussion drilling experiments, it was observed that between playing back 

the custom generated point-to-point trajectories and turning the laser bursts on and off, there 

were unanticipated delays in the CNC system. These delays were so significant that they 

nearly nullified the positioning time savings achieved through the developed sequencing and 

trajectory planning algorithms. 

The above described issues related to timing can be resolved through better integration 

of the CNC and laser control electronics. This effort is already underway at the sponsoring 

company, P&WC. Plans are in place to upgrade the laser drilling machinery with more 

accurately controlled laser sources, and with CNC systems that have advanced timing 

features supporting laser drilling operations. 

 

B. Further Research in Trajectory Planning and Accuracy Improvement 

It is proposed that the sequencing algorithms be developed further, by integrating the 5-

axis closed cubic spline and high-speed point-to-point trajectory planning capabilities, 

developed in this thesis with more powerful TSP solvers, like the Concorde Cutting Plane 

and the Lin-Kernighan Heuristic methods. The combination of these approaches is expected 

to achieve even further reduction in the motion cycle time for industrial applications, and 

also contribute new trajectory planning methods to the motion controls literature. 

Developing a virtual model of the machine tool dynamics, through multi-body modeling, 

vibration modal analysis, and analyzing the feedback and feedforward control loops, would 

also enable the prediction of the servo errors for different drilling and positioning trajectories, 

without having to conduct time consuming experiments on the actual machine tool. In this 

case, one easy correction would be to offset the position commands using means like 

Iterative Learning Control in a virtual production environment, so that the actual beam 

positioning would be achieved on the actual part with the given tolerances. Such a model 

would also enable the prediction and containment of residual vibrations, especially in the 

orthogonal plane to the laser beam axis, which would further improve the part quality. 
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Appendix A:  

Fitting Cyclic (i.e., Closed Curve) Cubic Splines 
 

 
 

Figure A.1: Example cubic spline fit through given hole locations 

 

The position, velocity, acceleration and jerk profiles for the kth segment in the x-axis can 

be expressed as in Eq. (A.1).  

( ) 3 2
, , , ,k x k x k x k x kx t A t B t C t D= + + +  

( ) 2
, , ,3 2k x k x k x kx t A t B t C= + +  

( ) , ,6 2k x k x kx t A t B= +                         ,       kTt ≤≤0  

( ) ,6k x kx t A=  

(A.1) 

The closed cubic spline has to pass through N points, ( )kX  represents the x-axis 

coordinate of the kth point. N  positions and N  velocities define N  cubic segments. The 

connection point velocities need to be solved to guarantee acceleration continuity.  

( )[ ] ( )[ ] 10 += kk xTx  ,      1...,,1 −= Nk       :k Segment number  (A.2) 

and 
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( ) ( )
1

1

0
N

Start ofEnd of
segment N segment

x T x   =    

((((

 
(A.3) 

The coefficients of a cubic profile segment ( ), , , ,, , ,x k x k x k x kA B C D  can be solved with 

knowledge of the time parameter range ( )kT  and position and velocity boundary conditions 

at the start and end of that segment (i.e., kX , ,x kV  and 1kX + , , 1x kV + , respectively).  

For segment k :    

( ), , 1 1
, 2 3

2x k x k k k
x k

k k

V V X X
A

T T
+ ++ −

= − ,  
( ) , , 11

, 2

23 x k x kk k
x k

k k

V VX X
B

T T
++ +−

= − ,  

, ,x k x kC V= , ,x k kD X=  

(A.4) 

Eq. (A.4) was obtained using the given boundary conditions and applying Gauss 

elimination to Eq. (A.1).  

Combining Eq. (A.2) and (A.1):  

, , , 16 2 2x k k x k x kA T B B ++ =  

( ) ( )

( )

, , 1 , , 11 1
2 3 2

, 1 , 22 1
2

1 1

22 3
6 2

23
2

x k x k x k x kk k k k
k

k k k k

x k x kk k

k k

V V V VX X X X
T

T T T T

V VX X
T T

+ ++ +

+ ++ +

+ +

   + +− −
− + −   

   
 +−

= − 
 

( ) ( )
1

2

, , 1 , 2
1 1

2 4

1 2 12 2 2
1

6

6 4 6 2 4 2

12 6 6
k k

k k

k

x k x k x k
k k k k k k

T T

k k k k
k k kX X

T

V V V
T T T T T T

X X X X
T T T

+

+ +
+ +

+ + +
+∆ ∆

     
− + − + +     

     

   
= − − + −   

   

(( ((((

(( ((((

((

 

, , 1 , 2 12 2
1 1 1

2 4 4 2 6 6
x k x k x k k k

k k k k k k

V V V X X
T T T T T T+ + +

+ + +

         
+ + + = ∆ + ∆         

         
 

 

The above expression holds for Nk ...,,2,1= , note that , 1x NV +  would be substituted with 

,1xV , , 2x NV +  would be replaced by ,2xV , as follows:  
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, 1 ,1x N xV V+ →  

, 2 ,2x N xV V+ →  

1 1NT T+ →  

1N NX X X∆ = −  

1 1 2 1NX X X X+∆ = ∆ = −  

 

The set of  N  equations can be solved using the following matrix formulation: 

 

1 1 2 2

,12 2 3 3
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,33 3 4

, 2

2 2 1 1 , 1
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Appendix B:  

Evaluation of Kinematic Constraints from Spline Coefficients 
 

 
Figure B.1: Example of piecewise constant jerk, linear acceleration and parabolic 

velocity.  

 

The cubic closed curve derived in Appendix A has piecewise constant jerk, linear 

acceleration, and parabolic velocity in each segment (as shown in Figure B.1), thus allowing 

peak jerk, acceleration, and velocity values to be evaluated analytically without requiring 

interpolation. The velocity component xyv at the drilling location, which influences hole 

elongation, is also calculated from the spline coefficients and by considering the machine 

tool kinematics (Appendix C).  
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The evaluation (or inspection) of the kinematic constraints from spline coefficients and 

adjustment of the time scaling factor (α , Appendix D), to ensure that all of the constraints 

are respected, is achieved through the following set of equations:  

• Piece-wise constant jerk in each segment:  

, , , , , ,6 , 6 , , 6x k x k y k y k c k c kj A j A j A= = =  

Maximum jerk magnitude in x-axis (normalized with respect to axis jerk limit maxxj ): 

( )
max

6 max x
x

A
j

 

Time scaling to apply (Appendix D) to ensure that all actuator jerk commands are within 

their given limits:  

( ) ( ) ( )
1

3

max max max

maxmax max
6max , , ,

yx c
j

x y c

AA A
j j j

a
      =        

  (B.1) 

• Since acceleration varies linearly within each trajectory segment, it is sufficient to check 

the acceleration values only at the connection points:  

2 , , 2x x c ca B a B= =  

Maximum acceleration magnitude in x-axis (normalized w.r.t. the axis acceleration 

limit):  

( )
max

2 max x
x

B
a

 

Required time scaling to hold acceleration constraints:  

( ) ( ) ( )
1

2

max max max

maxmax max
2max , , ,

yx c
a

x y c

BB B
a a a

a
      =        

  (B.2) 

• Since the velocity profile is parabolic, both the extreme value, and the values at the 

connection points need to be checked. 

Checking the extreme value: 

  

23 2x x x
a b c

x A t B t C= + + , solving root values for t  as a quadratic equation.  

20 at bt c= + + , taking the time derivative 2 0at b→ + = , gives  
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2
bt
a

∗ −
=  →  * 2

2 3 3
x x

x x

B Bt
A A

− −
= =

×
. 

 
2

* *
max*

*
max

0
3

0

x
k x

x

Bif t T x C
x A

Else x
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≤ ≤ → = −= 

 → =







 

 

Verification:  

( )*x x t t*= =   

2 2

3 2
3 3 3

x x x
x x x

x x x

B B BA Bx C C
A A A

   − −
= + + = −   

   
 

 

Thus, the time scaling required to ensure that all velocity constraints hold:   

[ ]

( )
, max , max , max , max

max

maxmax max
max

, , , ,

v

xyyx c

x y c xy

yx c
vCC C

For
v v v v

a β

β

∗∗ ∗

=

        
    

     =



 



 (B.3) 

xyv is calculated using the kinematic model in Appendix C.  
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Appendix C:  

5-Axis Laser Drilling Machine Kinematic Analysis 

C.1 Kinematic Transformation 

A diagram of the 5-axis kinematics is shown in Figure C.1.  

 
Figure C.1: 5-axis machine coordinate frames. 

 

The following coordinate systems (C.S's) are considered:  

C.S.0 ( 0 0 0 0O x y z ): This frame is fixed to the machine base; its axes are parallel to the 

translating joints of the machine. 

C.S.1 ( 1 1 1 1O x y z ): Attached to the moving X-Y stage, 1x and 1y  are parallel to the 0x  
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and 0y  axes. The center of frame ( 1O ) is located at mid-point of the 

tilt axis. 

C.S.2 ( 2 2 2 2O x y z ): 2O  and 2z  are identical to 1O  and 1z . C.S.2 is obtained by rotating 

C.S.1 around its x-axis ( 1x ) by Aθ . 

C.S.3 ( 3 3 3 3O x y z ): 3x , 3y  and 3z  are identical to 2x , 2y , and 2z . This frame is 

obtained by translating C.S.2 by "d" along its z-axis ( 2z ). The value 

for "d" can be negative or positive depending on the workpiece 

fixture being used.  

C.S.4 ( 4 4 4 4O x y z ): 4O  and 4z  are identical to 3O  and 3z . This frame is obtained by 

rotating C.S.3 around its z-axis ( 3z ) by Cθ . 

C.S.5 ( 5 5 5 5O x y z ): This frame is parallel to C.S.4. Its origin ( 5O ) is translated to 

coincide with the hole being drilled on the workpiece. 

C.S.6 ( 6 6 6 6O x y z ): This frame is parallel to C.S.0 ( 0 0 0 0O x y z ) and is fixed at the laser 

focal point. 

Vector 4P : Position vector of current hole location on the workpiece defined in 

reference to C.S.4.  

 

The transformation from C.S.1 to C.S.4 is as follows: 

14 12 23 34 , ,,

:
:

A Cx zz dH H H H Rot Trans Rot

Rot Rotational Matrix
Trans Translational Matrix

θ θ= =

 

Calculating each transformation matrix from 0O  to 5O  yields:  

4

2301 4512 34

05 , , ,,A Cx y Px zz d

HH HH H

H Trans Rot Trans Rot Transθ θ=


 

 

In order to solve for the transformation matrix 05H , the in-between transformations 01H , 

12H , 23H , 34H  and 45H  need to be calculated. In the following calculations { , , }X Y Z  

represent X, Y and Z values read from the NC file. Also, 4 sin AS θ= , 4 cos AC θ= , 

(C.1) 

(C.2) 
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5 sin CS θ= , 5 cos CC θ=  and { , , }h h hx y z  represent hole coordinates ( 4P ) in C.S.4. 

Therefore,  

3
01 0

0 0 0 1

X
I Y

H

 
 
 =  
 
        

4 4
12

4 4

1 0 0 0
0 0
0 0
0 0 0 1

C S
H S C

 
 − =  
 
        

3
23

0
0

0 0 0 1

I
H d

 
 
 =  
 
    

5 5

5 5
34

0 0
0 0

0 0 1 0
0 0 0 1

C S
S C

H

− 
 
 =  
 
        

3
45

0 0 0 1

h

h

h

x
I y

H z

 
 
 =  
 
  

 

Hence, 05H  can be composed as: 

3 4 4 4 4
02 01 12

4 4 4 4

1 0 0 0 1 0 0
0 0 0

0 0 0 0 0
0 0 0 1 0 0 0 1 0 0 0 1

X X
I Y C S C S Y

H H H S C S C

     
     − −     = = =     
     
          

 

4 4 4 4 4
03 02 23

4 4 4 4 4

1 0 0 1 0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0 0 1 0 0 0 1

X X
C S Y C S Y d S

H H H S C d S C d C

     
     − − −     = = =     
     
          

 

5 5 5 5

4 4 4 5 5 4 5 4 5 4 4
04 03 34

4 4 4 4 5 4 5 4 4

1 0 0 0 0 0
0 0 0
0 0 0 1 0
0 0 0 1 0 0 0 1 0 0 0 1

X C S C S X
C S Y d S S C C S C C S Y d S

H H H S C d C S S S C C d C

− −     
     − − − −     = = =     
     
          

 

5 5 5 5 05

4 5 4 5 4 4 4 5 4 5 4 05
05 04 45

4 5 4 5 4 4 4 5 4 5 4 05

0 1 0 0 0
0 1 0
0 0 1

0 0 0 1 0 0 0 1 0 0 0 1

h

h

h

C S X x C S X
C S C C S Y d S y C S C C S Y

H H H S S S C C d C z S S S C C Z

− −     
     − − −     ∴ = = =     
     
          

 

The position of the hole location ( 5O ) on the workpiece ( 05 05 05, ,X Y Z ) with respect to 

the machine reference frame ( 0 0 0 0O x y z ) can be calculated with the following equations: 



Appendix C 5-Axis Laser Drilling Machine Kinematic Analysis 
 

117 

05 5 5h hX X x C y S= + −  

05 4 4 5 4 5 4h h hY Y d S x C S y C C z S= − + + −  

05 4 5 5 4( ) ( )h h hY Y C x S y C S d z= + + − +  

05 4 5 4 5 4 4h h hZ x S S y S C z C d C= + + +  

405 5 5 4( ) ( )h h hS x S y C C dZ z= + + +  

Remembering that 4 cos AC θ= , 4 sin AS θ= , 5 cos CC θ= , 5 sin CS θ= ,  

05 cos sinh C h CX X x yθ θ= + −  

05 cos ( sin cos ) sin ( )A h C h C A hY Y x y d zθ θ θ θ= + + − +  

05 sin ( sin cos ) cos ( )A h C h C A hZ x y z dθ θ θ θ= + + +  

The z-axis motion with respect to machine base can be expressed as:  

3
06

0
0

0 0 0 1

z

I
H Trans Z

 
 
 = =  
 
  

 

Hence, the hole motion with respect to laser head focal point can be obtained as:  

( ) 1
65 60 05 06 05H H H H H−= =  

5 5 05 5 5 05

4 5 4 5 4 05 4 5 4 5 4 05
65

4 5 4 5 4 05 4 5 4 5 4 05

1 0 0 0 0 0
0 1 0 0
0 0 1
0 0 0 1 0 0 0 1 0 0 0 1

C S X C S X
C S C C S Y C S C C S Y

H Z S S S C C Z S S S C C Z Z

− −     
     − −     = =     − −
     
          

 

∴ 

 

65 05X X=  

65 05Y Y=  

65 05Z Z Z= −  

 

(C.3) 

(C.4) 
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C.2 Reconstruction of Hole Position Data from NC Code 

With the knowledge that every hole is to be drilled at the laser focus point ( 65 0X = , 

65 0Y = , 65 0Z = ), it is possible to re-construct the position of each hole ( )4 , ,h h hP x y z=  in 

the workpiece coordinate system, using the drilling actuator coordinates contained in the NC 

(Numerical Control) file:   

 

65 cos sin 0h C h CX X x yθ θ= + − =  

65 cos ( sin cos ) sin ( ) 0A h C h C A hY Y x y d zθ θ θ θ= + + − + =   

65 sin ( sin cos ) cos ( ) 0A h C h C A hZ x y z d Zθ θ θ θ= + + + − =  

Isolating the unknown variables ( ), ,h h hx y z d+ :  

cos sin 0
cos sin cos cos sin
sin sin sin cos cos

C C h

A C A C A h

A C A C A h

x X
y Y

d z Z

θ θ
θ θ θ θ θ
θ θ θ θ θ

•

− −     
     − = −     
     +     

 



65 05

5 5

4 5 4 5 4

4 5 4 5 4

0 h

h

h

KnownR R Unnown

C S x X
C S C C S y Y
S S S C C d z Z

=

•

− −     
     − = −     
     +     
 

 

Noting that 1
05 05

TR R− =  (property of rotation matrices), also noting that 05 ( , )A CR θ θ , the 

unknowns can be calculated as: 

 

∴ 05

h
T

h

h

x X
y R Y

d z l Z

−   
   = −   
   + +   

 

 

A sample implementation of this solution is shown in Figure C.2 and Figure C.3. Figure 

C.2 shows the x-y-z actuator positions programmed in the NC code for the machine's 

movement and Figure C.3 show the re-constructed hole locations on the workpiece, by 

applying the transformation in Eq. (C.7). This transformation has also been used for 

visualizing the path of the laser focal point on the workpiece coordinates (C.S.4).  

(C.6) 

(C.7) 

(C.5) 
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Figure C.2: NC data denoting X, Y, Z actuator movement locations. 

 

 

 
Figure C.3: Workpiece hole locations re-constructed in C.S.4. 
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C.3 Part Velocity Component at Hole Location Orthogonal to the Laser Beam 

 After successfully calculating the hole locations hx , hy  and hz d+  with respect to 

C.S.4, it is possible to calculate the part velocity with respect to the laser focal point at the 

holes as well:  

By differentiating Eq. (C.5) with respect to time, we obtain: 

65 sin cosh C C h C Cx X x yθ θ θ θ• •= − − 


 



( )
* *

65

*

1 sin cosh C h C Cx X x yθ θ θ•= − + 



((((((

 

Note that * and ** , in Eq. (C.8) represent terms in the 5-axis machine Jacobian matrix.   

Similarly for the y-axis: 

( )
( )
( )

65 cos cos sin

sin sin cos

cos

A C h C h C

A A h C h C

A A h

y Y x y

x y

d z

θ θ θ θ

θ θ θ θ

θ θ

• •

• •

• •

= + −

− +

− +









 

( )
( ) ( )

65 cos cos sin

sin sin cos cos
A C h C h C

A A h C h C A h

y Y x y

x y d z

θ θ θ θ

θ θ θ θ θ

• •

•

= + −

− + + +  







 

and for z-axis: 

( )
( ) ( )

65 sin cos sin

cos sin cos sin
A C h C h C

A A h C h C A h

z Z x y

x y d z

θ θ θ θ

θ θ θ θ θ

• •

•

= − + −

+ + − +  







 

The X-Y plane velocity governing hole elongation during drilling the operation can be 

obtained as: 

2 2
65 65xyV x y= +   

 

 

(C.8) 

(C.9) 

(C.10) 

(C.11) 
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Appendix D:  

Effect of Uniform Time Scaling on the Derivative Profile 
 

 
Figure D.1: Effect of time scaling a function on its derivative profile. 

 

Considering that the position profile can be expressed as a function of time (i.e., 

( )x f t= ), scaling the time variable by α  will modify the position profile to become 

( ) ( / )g t f t α= . In the following, it is analytically verified that this will also scale the velocity, 

acceleration, and jerk profiles by 1 α , 21 α , and 
31 α : 

2 3

1 1 1
( ) ( / ) , ( ) ( / ) , ( ) ( / )g t f t g t f t g t f tα α α

α α α
= = =  

    (D.1) 

Given a function ( )f t , as shown in Figure D.1, define an input (time) scaled function:  

)/()( α= tftg  (D.2) 

for the scaling factor 0α > . At a particular value of time: t t∗= , it can be shown that: 

( ) ( / )g t f t α∗ ∗= . The objective is to find: 
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( )
( )

t t
g

dg t t
dt ∗

∗

=

=   (D.3) 

Defining t
t

α
= , then 1d

dt
t

α
=  and for 

tt t t t
α

∗
∗ ∗= ⇒ = = . Therefore, the effect of 

time scaling on the velocity profile can be obtained as:  

( )
 /

/
1( )

( / )
1 1

t t t t
df t

t t tdt t

f t

tdf dfdg d df
dt dt d dt dt α

α t t αt

α
t tα

t α α∗ ∗

∗ ∗ ∗

∗

=

= =

= = ==

 
 
 = = ⋅ = = 



  

Hence, for a particular value of time t t∗= ,  

( ) ( / )
1

g t f t α
α

∗ ∗= 

  (D.4) 

For any value of time ( tt =* ), verifying the velocity scaling identity in Eq. (D.1), we 

have:  

( ) ( / ) Velocity scaling by 
1 1

g t f t a
aa

= ←

  (D.5) 

Similarly, ( )g t  and ( )g t  can be investigated as follows:  



1

1 1

t t t t

t

t tdf d
dg d tf

tdt dt dtd
α t t

t α

α α
α α α

α
∗ ∗

∗
∗

= =

= =

   
         = = ⋅ ⋅        
 









 



2 ( / )
1 ( ) 1 1

t

df
dt t

t
df f

d t t
α

t

α
t

α t α α∗
∗

∗

= =

=

= ⋅ =





  

 

Therefore,  

2 2 2( ) ( / ) ( ) ( / ) Acceleration scaling by 
1 1 1

g t f t g t f taa
aaa 

∗ ∗= ⇒ = ← 

   (D.6) 
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And, for the jerk profile: 





2 2

1

( )

1 1

t t t t

t
df t

dt t

tdf
d d t dg f

tdt dt dtd

t

α

t t
α

t

tα
α α α

α
∗ ∗

∗
∗

= =

= =

=

 
     = = ⋅ ⋅        
 








((

 
(D.7) 

Therefore,  

3 3 3( ) ( / ) ( ) ( / ) Jerk scaling by 
1 1 1

g t f t g t f taa
aaa 

∗ ∗= ⇒ = ← 

   (D.8) 
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Appendix E:  

Timing Perturbations, Masks and Possibilities  
 

 

 

               

 

 

Figure E.1: Effect of modifying the travel duration (i.e. parameter range) of a given 
segment. 

 

This appendix presents the details regarding the travel duration perturbation masks that 

were implemented in the sequencing algorithm in Chapter 3. The objective is to perturb the 

integer travel durations in P such that the ‘shape’ of the kinematic profiles are optimized to 

enable the shortest possible total travel time, totT . 

Considering Figure E.1, it can be seen that the closed cubic trajectory profile is affected 

by the parameterization range chosen for each travel segment. Hence, modifying the duration 

of a given segment (e.g., segment #1) modifies both the temporal (i.e., time dependent) and 

geometric shape of the trajectory. Sometimes, this idea can be helpful for alleviating sharp 

transitions (i.e., sudden velocity and acceleration changes) in the kinematic profiles in the 

current and adjacent segments. As a result, the whole trajectory can be traveled with tighter 

(i.e., faster) time-scaling α  (explained Appendix D), thus enabling an overall cycle time 

reduction. 
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1-Element Perturbation Mask 

If a 1-element perturbation mask is considered with a magnitude of one laser pulse, then 

its possible variations would be {-1}, {0}, {+1}. However, since the {0} case is not worth 

testing, as it has no modification effect on the timing sequence, then only the {-1} and {+1} 

cases need to be considered. In an N -element closed sequence, the two modifying masks ({-

1} and {+1}) can be applied at any of the N  durations between the drilling waypoints within 

one round of testing, thus leading to N2  possibilities. 

Hence, for r =1 element 1ZZr = = 2131 =−  mask variations are possible; and N2  

perturbation choices to apply to the sequence being optimized. 

 

2-Element Perturbation Mask 

All possible instances of the 2-element mask are listed in the following table: 

Case Mask Case Mask Case Mask 

1 -1 -1 4 0 -1 7 +1 -1 

2 -1 0 5 0 0 8 +1 0 

3 -1 +1 6 0 +1 9 +1 +1 

 

 New cases (variations) to test   Covered by 1-element mask 

 

Cases 2, 4, 5, 6, 8 in which the left-most or right-most element is zero (which are shown 

with shaded color) would already be tested while implementing perturbations with the 1-

element mask. Hence, they do not need to be considered a second time. This brings the 

number of new masks introduced by stepping up the perturbation size from r =1 to 2 as rZ =

459 =− . 

Generalizing on this idea, if a given mask size is r -elements its total resulting number of 

variations will be r3  (when its elements are allowed to assume values of {-1}, {0}, or {+1}). 

However, a third of these cases will have {0} as their left-most element. These do not need to 

be included into the testing, as their effect will already have been covered by smaller sized 

masks up to size 1−r . Thus, there will be 1323
3
2 −×=× rr  cases in which the left-most 
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element is non-zero. However, out of this set once again a third of the cases will have the 

right-most element as being zero. In total, two-thirds of this remainder set will contain the 

new possibilities achieved by stepping up the mask size from 1−r  to r . Or, more precisely: 

Number of new perturbation masks rZ  introduced by a mask of size r : 

NrZ rr
r ,...,3,2   :for   ,   343

3
2

3
2 2 =×=××= −  (E.1) 

 

When r =2, it can be verified that the above expression yields 22
2 34 −×=Z  = 4 

variations, as already observed for the two element perturbation case. 

 

3-Element Perturbation Mask 

When r =3, as seen in the following table, only cases 1, 3, 4, 6, 7, 9, 19, 21, 22, 24, 25, 

27 contribute new masks which are not captured by the 1- and 2-element masks; resulting in 

only 12 new perturbation shapes. This can be verified by the generalized formula in Eq. (E.1) 

(for r =3) as being equal to 23
3 34 −×=Z =12 variations. 

Case Mask Case Mask Case Mask 

1 -1 -1 -1 10 0 -1 -1 19 +1 -1 -1 

2 -1 -1 0 11 0 -1 0 20 +1 -1 0 

3 -1 -1 +1 12 0 -1 +1 21 +1 -1 +1 

4 -1 0 -1 13 0 0 -1 22 +1 0 -1 

5 -1 0 0 14 0 0 0 23 +1 0 0 

6 -1 0 +1 15 0 0 +1 24 +1 0 +1 

7 -1 +1 -1 16 0 +1 -1 25 +1 +1 -1 

8 -1 +1 0 17 0 +1 0 26 +1 +1 0 

9 -1 +1 +1 18 0 +1 +1 27 +1 +1 +1 

 

 New cases (variations) to test   Already Covered by =r 1,2 
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Higher Order Perturbation Masks 

Continuing on the same logic, perturbation masks for 4-, 5-, and 6- element cases were 

also constructed and implemented in the sequencing algorithm detailed in Chapter 3. Since 

the lists of these masks are lengthy, and they can be easily constructed with the above 

explanation, the higher order cases are not presented here. However, a brief analysis of the 

number of possibilities to be tested in Steps 3 and 5 of the sequencing algorithm in Chapter 3 

is presented in the table below. As before, the perturbation mask size is denoted by r , and 

the current sequence size by N . 

 

Mask size r  

New number of 
possibilities to test with the 

introduction of the r -
element mask 

Total number of possibilities to be 
checked (including those from using 

the smaller sized masks): 

rN  NNZ r
r ××= − )34( 2  

NNZ
r

k

k
r

k
r ××+=×+ ∑∑

=

−

=
)342()2(

2

2

2
 

 
1-Element 2N 2N 

2-Element 4N 6N 

3-Element 12N 18N 

4-Element 36N 54N 

5-Element 108N 162N 

5-Element 324N 486N 
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Appendix F:  

Jerk Limited Trajectory with Zero Initial and Final Velocity and 

Acceleration Conditions 
 

 
Figure F.1: Jerk limited trajectory profile with zero initial and final velocity and 

acceleration boundary conditions. 

 

Figure F.1 displays the time-optimal motion profile  [70] with zero initial and final 

velocity and acceleration boundary conditions (B.C.) for single-dimensional motion. This can 

either represent the motion executed by a single actuator, or a composite feedrate (i.e., 

tangential velocity) profile used in delivering coordinated multi-axis motion along a toolpath. 

For the case of rapid positioning between percussion laser drilled hole locations, the motion 

of a single actuator is considered. 

The magnitude of jerk (i.e., rate of change of acceleration) is limited by 0>J . The 

magnitude of tangential acceleration is limited by 0>A . It is assumed that the planned 
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motion is in the positive direction of displacement, covering a specified travel distance of 

0>L . Hence the maximum velocity (or feedrate), designated by f , is also positive. This 

feedrate is to be capped by a given velocity limit 0>F . In the case of laser drilling, J , A , 

and F  correspond to the jerk, acceleration, and velocity magnitude limits for a given moving 

axis. 

In the following, some basic properties of the motion curve (shown in Figure F.1) are 

reviewed in Section F.1. Afterwards, the methodology for generating the time-optimal 

positioning trajectory, subject to the travel length specification, is explained in Section F.2. 

Validation of the method is presented in Section F.3, and its application to 5-axis point-to-

point beam positioning is explained in Section F.4. 

 

F.1 Kinematic Properties of the Jerk Limited Motion Profile with Zero B.C. 

 
Figure F.2: Jerk limited trajectory profile with different feedrate values. 

 

Considering Figure F.1, from the symmetry of the acceleration and velocity profiles, 

enabled through the requirement of zero initial and final boundary values in these curves, it 
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can be concluded through inspection that the following durations will be equal to each other: 

7531 TTTT === , and 62 TT = ; when the magnitude of jerk used in Phases , , , and , 

is equal ( J= ), and the acceleration magnitude reached in Phases  and  is also the same 

( A= ). 

Depending on the value of the achieved velocity f  in relation to JA /2 , the following 

two possibilities emerge as illustrated in Figure F.2 and explained in detail in Chapter 4. 

i) If JAf /2≤ , 

• The acceleration profiles are triangular, as shown in Figure F.2a. (i.e., 

062 == TT ) 

• The achieved maximum acceleration magnitude is capped by its given limit: 

Aa ≤|| . 

• The total distance traveled during the acceleration / deceleration phases can be 

calculated to be: 

Jfl /2 3
acc =  (F.1) 

(obtained by considering that: JfT /1 = ,  02 =T ,  )2(
2
1

2 21
acc TTfl

+= ) 

• If the total travel distance available for acceleration / deceleration (i.e., Phases 

-- and --) is known, the achievable feedrate, based on the triangular 

acceleration shape, can be solved from Eq. (F.1) as: 
3/2

acc
2 








=

Jlf  (F.2) 

• In the limit case when JAf /2= , the total travel distance required for 

acceleration  and deceleration becomes (from Eq. (F.1)) 

 

2

332
0
acc

2)/(2
J
A

J
JAl ==  (F.3) 
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ii) If JAf /2> , 

• The acceleration profiles are trapezoidal, as shown in Figure F.2b. (i.e., 

062 >= TT ) 

• The achieved maximum acceleration magnitude is equal to its given limit: 

Aa =|| . 

• The total distance traveled during the acceleration / deceleration phases can be 

calculated to be: 

J
Af

A
fl +=

2

acc  (F.4) 

accl  is determined by considering that: JAT /1 =  and JAAfT //2 −= . Thus, 

A
f

J
Af

J
A

A
f

J
AflTTfl 2

acc21
acc 2)2(

2
1

2
+=






 −+=⇒+=  

( 2T  is obtained by considering that 2
2

21 /)( ATJATTAf +=+=  ) 

• If the total travel distance available for acceleration / deceleration (i.e., Phases 

-- and --) is known, the achievable feedrate with the use of the 

trapezoidal acceleration profile can be obtained as: 














++

−
= acc2

42
4

2
1 Al

J
A

J
Af  (F.5) 

Eq. (F.5) is obtained by solving the upper root of f  from Eq. (F.4). The lower 

root with a negative sign before the square root term cannot be used, as it would 

result in a solution for feed that is negative. 

 

Regardless of whether the acceleration profile is triangular or trapezoidal, in either case, 

the duration of the constant feedrate phase , if it exists, can be found by dividing the 

difference between the total and the acceleration / deceleration travel distances by the 

achieved feedrate: 

f
lLT acc

4
−

=  (F.6) 
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Since 0>L  and 0>f , this implies that Eq. (F.6) will always have a defined solution. 

In planning the motion profile, ensuring Ll ≤acc  guarantees that 04 ≥T , as explained in 

Section F.2. 

F.2 Generation of Jerk Limited Trajectory with Time Optimal Properties 

The objective is to allow for the velocity to reach its maximum allowable value ( F ), 

while respecting the limits on the acceleration and jerk magnitudes. After planning the 

acceleration and deceleration, if there is still travel distance that remains unused, this 

remaining distance is to be traveled at the constant velocity of F . 

First, the acceleration and deceleration distance, max
accl , required to reach the maximum 

velocity and decelerate to a full stop, is computed: 

 








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on)accelerati al(trapezoid/if

on)acceleratir (triangulaif/2
2

2

23
max
acc

JAF
J

AF
A

F
/JAFJF

l  (F.7) 

 

i) If the commanded travel distance L  is larger than max
accl  (i.e., max

acclL ≥ ),  then the 

maximum velocity can be reached. Hence, the actual velocity to be used is set to its 

maximum allowable value ( Ff = ), and the phase durations 1T , 2T , and 4T  are 

calculated using the procedure outlined in Section F.1. 

 

ii) If the commanded travel distance L  is smaller than max
accl  (i.e., max

acclL < ), then the 

maximum velocity cannot be reached, even if the complete available travel distance 

was employed only for acceleration and deceleration phases. In this case, the 

achievable velocity will be lower than the desired (limit) value ( Ff < ). Hence, in 

order to maximize f , i.e., to achieve minimum-time motion, the travel distance is 

used solely to generate the acceleration and deceleration phases (i.e., Ll =acc ), and 

there is no constant velocity phase ( 04 =T ). Depending on the value of L , two 

possibilities emerge: 
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ii. a) If the given travel distance L  allows for the maximum acceleration magnitude 

to be reached (i.e., 0
acclL ≥ , see Eq. (F.3)), then the acceleration profile will be 

trapezoidal, indicating that JAf /2≥ . In this case, the highest possible velocity 

can be found by substituting Ll =acc  inside Eq. (F.5): 

 





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2
1
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ii. b) If the given travel distance L  does not allow for the maximum acceleration 

magnitude to be reached (i.e., 0
acclL < , see Eq. (F.3)), then the acceleration 

profile will be triangular, indicating that JAf /2< . In this case, the highest 

possible velocity can be found by substituting Ll =acc  inside Eq. (F.2): 

                                                   3
2

4
JLf =   (F.9) 

       Once the peak velocity value is determined from Eq. (F.8) or (F.9), the phase 

durations 1T , 2T , and 4T  can be calculated using the procedure outlined in 

Section F.1 

 

       Finally, integrating a jerk sequence of TJJJJj ]000[ −−=  with 

the timings of TTTTTTTTT ][ 1214121= , starting with zero initial 

position, velocity, and acceleration boundary conditions will yield the jerk-, 

acceleration-, and velocity-bounded time-optimal positioning trajectory which 

achieves an exact travel distance of L . 

 

 

 

 



Appendix F Jerk Limited Trajectory with Zero Initial and Final Velocity and Acceleration Values 
  

134 

F.3 Validation for Single-Axis Implementation 

The trajectory planning method in Section F.2 has been validated for the limits J = 

14,000 [mm/s3], A = 1000 [mm/s2], F =250 [mm/s], and a displacement array of L  = [0.01, 

8.3425, 10.204, 16.675, 25.008, 33.34, 41.672, 50.005, 58.337, 66.67, 75.002, 80.357, 83.335, 

91.667, 100] [mm]. The displacement values of 10.204 [mm] and 80.357 [mm] correspond to 

the values of 0
accl  and max

accl . The results are shown in Figure F.3. Figure F.3a shows the phase 

plane view for all displacement values tested, and Figure F.3b shows the sample results for 

only for L  = 10.204, 41.672, 80.357, and 100 (to avoid cluttering the time-domain kinematic 

profiles’ figure). These results validate the correctness of the formulation and implementation, 

and also illustrate the different cases explained in Section F.2.  

 

F.4 Validation in 5-Axis Implementation for Beam Positioning in Percussion Laser 

Drilling 

The trajectory planning method in Section F.2 has also been validated for the 5-axis case. 

Figure F.4 shows the displacement for each of the X, Y, Z, A, and C axes (presented in 

Figure 1.1), and their kinematic profiles. Some axes (such as the X-axis) arrive quicker than 

others to their destination hole location. In this case, the faster axes remain at rest waiting for 

the slower axes to arrive at the designated hole location. These results validate the 

correctness of the formulation when implemented in a practical 5-axis case. To simplify the 

figure, the velocity, acceleration, and jerk profiles have been shown in normalized form.  
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Figure F.3: Progression of time-optimal trajectories with increasing travel distance: (a) 

Phase-plane view (b) Kinematic profiles as a function of time. 
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Figure F.4: Time-optimal trajectories for 5-axes and Kinematic profiles as a function of 
time. 
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