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Abstract

We investigate response functions near quantum critical points, allowing for finite tem-
perature and a mild deformation by a relevant scalar. When the quantum critical point is
described by a conformal field theory, we use conformal perturbation theory and holography
to determine the two leading corrections to the scalar two-point function 〈O0O0〉 and to
the conductivity σ. We build a bridge between the couplings fixed by conformal symmetry
with the interaction couplings in the gravity theory. Knowledge of the high-frequency re-
sponse allows us to derive non-perturbative sum rules. We construct a minimal holographic
model that allows us to numerically obtain the response functions at all frequencies, inde-
pendently confirming the corrections to the high-frequency response functions. In addition
to probing the physics of the ultraviolet, the holographic model probes the physics of the
infrared giving us qualitative insight into new physics scalings. We briefly investigate the
hydrodynamic modes that occur in the field theory by observing the diffusive nature of the
gauge field deep in the bulk using the membrane paradigm, allowing us to calculate the
diffusion constant and DC conductivity.
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Chapter 1

Introduction

A quantum critical point (QCP) is a second order phase transition between ground states at
zero temperature. Quantum critical points are central to a wide range of physics including
properties of magnets, non-Fermi liquids and efforts towards high-temperature supercon-
ductivity. Some of the best understood instances of QCPs are described by conformal field
theories (CFT)s. In this thesis, we introduce the gauge/gravity duality, also known as
holography, and demonstrate its power by comparing predictions created using conformal
perturbation theory on conformal field theories with full dynamic numerical results found
using holography. First, we give an overview for the gauge/gravity duality and then we
show conformal perturbation techniques that allow us to calculate corrections to response
functions in a CFT deformed by a relevant scalar operator. Finally, we use holography to
not only confirm these corrections, but to build a bridge between couplings fixed by confor-
mal symmetry, with coupling constants in the theory of gravity that tie the correspondence
together. The holographic model that we present is able to access full-frequency responses
to the scalar deformation numerically, providing an essential tool for understanding CFT
response functions. In addition to these calculations we explore more complex theories of
gravity such as the Reissner-Nordström black hole and confirm that the general holographic
and conformal perturbation theory results hold there as well.

1.1 Quantum critical systems

A canonical example of a CFT is the quantum critical (QC) phase transition at zero
temperature in the quantum Ising model in 1+1, 2+1 or 3+1 spacetime dimensions [1],
which results from tuning the transverse magnetic field across a critical value. Some QC
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T d−∆ ∼ λT

λ

QCPphase A phase B

quantum critical fan

Figure 1.1: A phase diagram depicting a quantum critical point. The physics that we are
probing lie inside of the quantum critical fan

phases exist without needing fine-tuning, such as the two-component Dirac fermion in 2+1
dimensions.

The action of the φ4 QFT in d = 2 + 1 is

S =

∫
d3x

(
(∂φ)2 + u(φ · φ)2

)
+ λ

∫
d3xφ · φ, (1.1)

where φa(x) is a real Ns-component vector. For all Ns, the renormalization group (RG)
fixed point at finite interaction u corresponds to a non-trivial CFT, often called the O(Ns)
Wilson-Fisher fixed point. For the case of a real scalar, Ns = 1, this critical point corre-
sponds to the Ising model CFT. The relevant scalar O ∼ φ · φ is the mass operator, and λ
the corresponding coupling that needs to be tuned to zero to reach the QCP. In general, O
is an important operator in the spectrum, and it is not surprising that it plays a key role in
determining the quantum dynamics for various observables. On the other hand the mass
term m2φ2 in scalar φ4-theory describes a quantum critical Ising transition that is invariant
under all symmetries of the theory and requires fine-tuning to reach the quantum phase
transition. An important challenge in the study of CFTs is to understand their real-time
dynamics [2], especially at finite temperature [3]. In the linear response regime, important
examples are the conductivity σ and the scalar two-point function 〈OO〉. Monte Carlo
simulations offer another window into these systems, however, as of now these simulations
are able to make calculations for some Euclidean frequencies, but analytically continuing
this data to the real time frequency domain is of course a challenge. These theories are
typically strongly interacting, and as such, perturbative quantum field theory techniques
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are of limited utility. In contrast, holography, which will be explained below, can yield
real-time results for strongly interacting systems. Generally we are not able to to find an
exact gravitational dual theory for every CFT of interest, so we content ourselves with
matching properties between the theories and constructing models to observe universal
qualitative behaviour.

Progress on applying holography and general CFT methods to study the hydrodynamic
behaviour of quantum critical points has been made in [4–12]. For example, new sum rules
for scalar observables, electrical conductivity and shear viscosity have been discovered
using holography [12–14] which apply more broadly to a large class of CFTs including
the Wilson-Fisher CFT. The authors of [15] recognized that the relevant scalar operator
that is needed to tune to the QC phase transition in the O(2) Wilson-Fisher theory plays
an important role in the dynamics for the system. We find that quantum field theories
deformed away from a QCP via a relevant scalar have a wide array of general properties
that we can determine using techniques in conformal perturbation theory (chapter 3) and
holography (chapters 4 and 5).

1.2 Holographic hydrodynamics

The work comprising this thesis began as a direct continuation of the work done in [15]
where the authors track how deforming the critical theory by a relevant scalar operator
affects the dynamics of transport properties. An overview is given in [15] where they
introduce a scalar field into a gravitational theory that is a CFT on the boundary in order
to probe the leading order corrections to the electrical conductivity, diffusion and DC
conductivity of the CFT due to the scalar deformation. The initial goal of our endeavor
was to make this effort more robust. For example the scalar field in [15] was introduced
in an ad-hoc manner, with no dynamics governing the scalar field. It is just assumed that
such a scalar field would exist in such a spacetime. Questions about existence and stability
of such a scalar profile could be raised, but mostly, only the physics of the ultraviolet can
be trusted as these fields are constructed purely on their near-boundary properties and are
thus unaffected by bulk dynamics.

This thesis introduces a model in chapter 4 and in chapter 5 whose properties introduce
a scalar field in the gravity theory and has the necessary properties in order to be the dual
field for the scalar operator driving the deformation of the CFT. This thesis explores the
effects that the scalar deformation to the CFT has at high temperatures, finite chemical
potential and finite scalar deformation. Referring to figure 1.1, we are interested in the role
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that the scalar deformation plays on the transport properties of the underlying quantum
field theories that exist within the quantum critical fan.

This thesis is organized into chapters that begin with chapter 2 where we give a brief
overview of the gauge/gravity duality and holographic hydrodynamics.

In chapter 3, we describe conformal perturbation theory and how we can use the op-
erator product expansion (OPE) of two operators in order to understand the dynamics of
various n-point functions, and in general, that up to some theory-dependent coefficients,
we can obtain the leading two corrections that the relevant scalar deformation O has on the
dynamics for various observables. In previous work produced by myself and collaborators,
the results relating to the scalar-scalar two-point function can be found in [14] and the
results relating to the conductivity can be found in [13] (d = 3) and in [14] (any d).

Chapter 4 starts to build a bridge between the methods of conformal perturbation
theory and holography. By relating the partition functions for the quantum theory and
gravitational theory via that AdS/CFT dictionary, we can calculate the same n-point
functions holographically by understanding how scalar and gauge fields propagate in AdS
space. The chapter builds a dictionary that relates the CFT coupling coefficients from
chapter 3 to the coupling constants appearing in the gravitational theory. In previous
work produced by myself and collaborators, the results presented in chapter 4 can be
found in [14].

Chapter 5 is where it all comes together, and is the main chapter of this thesis. We move
away from the QCP or equivalently the pure AdS regime and explore the correspondence in
its full potential to describe a thermal dynamical system. We introduce a minimal model
that has all of the ingredients needed to demonstrate the corrections to the scalar two-point
function 〈O0O0〉 and to the conductivity σ ∼ 〈JxJx〉 that are induced by the relevant scalar
deformation O discussed in chapters 3 and 4. The model discussed in chapter 5 is able to
confirm the exploratory predictions laid out in chapters 3 and 4 as well as provide a full-
frequency analysis of the transport properties. We show that the system forms a dissipative
fluid near the black hole horizon and that we can calculate the diffusion constant and the
DC conductivity for the model. We also explore the implications of deforming the scalar
field and adding a chemical potential to the system. In previous work produced by myself
and collaborators, results presented in chapter 5 can be found in [14] and fine details about
the conductivity in d = 3 can be found in [13].
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Chapter 2

Gauge gravity duality and the
AdS/CFT

In this thesis we use the Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspon-
dence [16–19] liberally in order to make elusive quantities in quantum field theories ac-
cessible. In this section we introduce an abridged description of the AdS/CFT correspon-
dence, and gauge/gravity duality in general. The study of AdS/CFT is extremely vast
and in this chapter we will be giving an overview to the salient aspects of the AdS/CFT
correspondence that are heavily relied upon in this thesis. At its core, gauge/gravity dual-
ity demonstrates an equivalence between strongly-interacting conformal field theories and
weakly-interacting gravitational theory in a negatively curved spacetime with a provoca-
tive twist: the number of spacetime dimensions for the gravity theory is one higher than
the number of dimensions in the quantum field theory. In Chapter 4 we use a saddle point
approximation1 from AdS/CFT in order to evaluate correlation functions for the boundary
quantum field theory using the equations of motion of gravity. In Chapter 5 we will be
using the same prescription but for spacetimes that may have temperature and charge,
and we show that the correspondence provides a tool for investigating these theories that
are near to a quantum critical point.

1An approximation that allows us to use the classical gravitational action as the generating functional
for the quantum observable n−point functions
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2.1 N = 4 Super Yang-Mills / type IIB superstring

theory on AdS5 × S5 correspondence

The AdS/CFT correspondence [17–23] is best known from its most prominent example,
that N = 4 Super Yang-Mills (SYM) theory with gauge group SU(N) and Yang-Mills
coupling constant gYM is dynamically equivalent to type IIB superstring theory with string
length ls =

√
α′ and coupling constant gs on AdS5 × S5 with radius of curvature L and N

units of F(5) units of flux on S5. The free parameters on the field theory side, i.e., gYM
and N , are mapped to the free parameters gs and L/

√
α′ on the string theory side by

g2
YM =2πgs

2g2
YN

2 =L4/α′2 .
(2.1)

The statement that these two theories are dynamically equivalent means that the two
theories are exactly identical and describe the same physics from two different perspectives.
Although this duality is very interesting in its own right, it is a very rigid equivalence. It is
often useful to weaken the correspondence by taking the t’Hooft limit N →∞ and further
taking the strong-coupling limit λ → ∞ in order to open the doors to using this duality
as a tool to probe strongly interacting quantum theories using the dynamics of classical
gravity!

2.2 CFT algebra and AdS symmetries

Let us take some time to understand how a d-dimensional CFTd can be related to the
boundary of the anti de-Sitter space in d+ 1 dimensions AdSd+1.

2.2.1 The conformal group

Conformal symmetry, in simple terms, is the symmetry that your point of view of the
universe is not only invariant under translations and rotations but it is also invariant
to zooming in and zooming out, i.e., it is scale-invariant. There are (d+1)(d+2)

2
distinct

continuous symmetries in the conformal group, they are translations, rotations, dilatations
and special conformal transformations (SCT)s. Table 2.1 explains each of these generators
and how many of them there are in a d-dimensional CFT. One finds that the conformal
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Type Generator Transformation Symmetry no. of symmetries

translation Pµ −i∂µ xµ → xµ + aµ d

rotation/boost Mµν i(xµ∂ν − xν∂µ) xµ →Mµ
ν x

ν d(d−1)
2

dilatation D −ixµ∂µ xµ → λxµ 1

SCT Kµ i(2xµx
ν∂ν − x2∂µ) xµ → xµ+aµx2

1+2aνxν+a2x2 d

Table 2.1: A table summarizing the conformal generators

algebra is given by [23–25]

[Mµν , Pρ] = i(gνρPµ − gµρPν) (2.2a)

[Mµν ,Mρσ] = i(gµσMνρ + gνρMµσ − gµρMνσ − gνσMµρ) (2.2b)

[Mµν , Kρ] = i(gνρKµ − gµρKν) (2.2c)

[D,Pµ] = iPµ (2.2d)

[D,Kµ] = −iKµ (2.2e)

[Pµ, Kµ] = 2i(gµνD +Mµν) (2.2f)

which is a representation of the group SO(d,2).

2.2.2 Anti de-Sitter spacetime

Anti de-Sitter spacetime is usually introduced as being a hypersurface with negative cur-
vature

(−X0)2 +
d+2∑
i=1

(X i)2 − (Xd+2)2 = −L2 (2.3)

where X i are embedding coordinates and d + 1 is the spacetime dimension for the AdS
space. We can see that the isometry group of AdS spacetime is SO(d,2), which should

come as no surprise, has (d+1)(d+2)
2

Killing generators.

A metric that covers a patch of AdS space is the Poincaré patch given by

ds2 =
L2

z2

(
−dt2 + dz2 + ηijdx

idxj
)

(2.4)

where L is the characteristic length scale of the AdS space. This metric solves the Einstein
equation with cosmological constant Λ = − (d(d−1))

2L2 . The spacetime is conformally flat, in
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fact, the continuous isometry group for Euclidean (t = iτ) AdSd+1 is SO(d+1, 1) [22]. The
symmetry group involves 1

2
d(d−1) rotations and d translations of the xi and τ coordinates,

1 scale transformation (τ, z, xi)→ λ(τ, z, xi), and d special conformal transformations. The
corresponding Lorentzian continuous symmetry group is SO(d, 2).

2.3 Field-operator correspondence

Taking from the example for the duality between N = 4 Super Yang-Mills theory and
classical fields in type IIB supergravity on AdS5 × S5 we will observe that there is an
intimate relationship between gauge invariant field theory operators and dynamical classical
fields in the gravitational theory [19,20,25]. In particular in order for the dynamical fields
in the AdS spacetime to have the needed scaling dimensions near the boundary of AdS
spacetime to represent the field theory operators properly the masses for the gravitational
fields are fixed by the scaling dimensions for the CFT operators. The relationship is given
in table 2.2. Given a spin-s operator Oαi , conformal invariance of the two-point function
requires [26]

〈Oαi(x)Oαj(0)〉 = c
Pij
|x|2∆

(2.5)

where Pij is the unique conformally invariant tensor and ∆ is the scaling dimension for the
operator Oαi . The form for Pij for spin 0, 1, and 2 operators is given by

Pij ≡


1 ; spin 0

Iµν = δµν − 2xµxν
x2 ; spin 1

Iµν;σρ = 1
2
(IµσIνρ + IµρIνσ)− 1

d
δµνδσρ ; spin 2

(2.6)

2.3.1 Scalar fields and scalar operators

Turning to an AdS scalar field with mass m as an example and requiring by the AdS/CFT
dictionary (see e.g., (2.18)) that the scalar field must have as a boundary condition that
φ(z) ∼ z∆, we can see from evaluating the Klein-Gordon equation near the AdS boundary

8



Type CFT operator AdS field Mass/scaling dimension
scalar O φ m2L2 = −∆(d−∆)
massless spin-2 Tµν gµν m = 0, ∆ = d
conserved 1-form Jµ Aµ m = 0, ∆ = d− 1

general p-form A(p) χ m2L2 = (∆− p)(d−∆− p)
spin 1/2, 3/2 ψ Ψ |m|L = ∆− d/2

Table 2.2: A table showing the duality between CFT operators and AdS fields with a col-
umn showing the relationship between the masses of AdS fields and the scaling dimensions
for CFT operators.

(z → 0)2

0 =(∇2 −m2)φ

=
1√
−g

∂z(
√
−ggzz∂zφ)−m2φ− gij∂iφ∂jφ

=
z2

L2

(
∂2
zφ−

d− 1

z
∂zφ

)
−m2φ− z2

L2
k2φ

≈
(
z∆

L2

)(
∆(∆− 1)−∆(d− 1)−m2L2 +O(z2)

)
=

(
z∆

L2

)(
∆(∆− d)−m2L2 +O(z2)

)
(2.7)

that the mass for the scalar field is fixed to m2L2 = −∆(d−∆). Not only have we made
a relationship between the mass of the gravitational scalar field and the scaling dimension
for the CFT operator O, but the relationship between m and ∆ is such that for a given
mass m there are two scaling dimensions that satisfy the relationship

∆± =
d

2
±
√
d2

4
+m2L2 . (2.8)

Indeed, if we would solve the Klein-Gordon equation and evaluate the solution near the
asymptotic boundary of AdS space we would get

φ(z) = φ0z
∆− + φ1z

∆+ + · · · . (2.9)

2We also utilized Lorentz invariance to express the non-radial directions in terms of their Fourier

components φ =
∫

ddk
(2π)d

e−ix·kφ(z), though this consideration does not affect the derivation.
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These two independent modes are usually called the (z∆+) normalizable and the (z∆−)
non-normalizable modes for the scalar field. We will denote the scaling dimension for the
normalizable mode as ∆+ = ∆ which leaves us with the dimension for the non-normalizable
mode as ∆− = d−∆. On dimensional grounds, we can identify the mode φ1 as the vacuum
expectation value for the dual scalar field 〈O〉, while the non-normalizable mode φ0 as a
source for the operator [20]. One final comment regarding the mass m of the scalar field,
we can plainly see from table 2.2 that the mass squared will be negative when the scaling
dimension for the CFT operator O is relevant i.e., ∆ < d, and positive (massless) when the
operator is irrelevant (marginal). The mass of the scalar field, however, is bounded from
below m2L2 ≥ −d2/4. The unitarity bound puts a restriction on the scaling dimension
of the CFT operator [20] ∆ ≥ d/2 − 1. The case when ∆ < d/2 is subtle since we
identify ∆− as the conformal dimension ∆ = ∆−. Thus, in the range of scaling dimensions
d/2 − 1 ≤ ∆ ≤ d/2 the identification of the source λ and the vacuum expectation value
〈O〉 are interchangeable, giving rise to an alternative quantization.

2.3.2 Electromagnetic gauge field and conserved currents

Similarly to the scalar field, the masses for all fields are determined by the scaling properties
to their dual operators in the CFT. For a conserved CFT vector current dual to a massless
AdS Maxwell field Jµ ↔ Aµ we can show that the masslessness of the Maxwell field is
necessary for the vector current to be conserved. A conserved vector current ∂µJ

µ = 0
constrains the scaling dimension of J to ∆ = d− 1, this can seen by taking

0 = ∂µ〈JµJν〉 . (2.10)

Consider now a massive gauge field in AdS space. The transverse equations of motion
would be

0 =∇µ(F µx)−m2Ax

=
z2

L2

(
∂2
zAx −

d− 3

z
∂zAx

)
−m2Ax.

(2.11)

and if we would go through the same procedure as above, and assume that the near-
asymptotic behaviour for the gauge field Ax as z → 0 is Ax ∼ zα, then we get

α(α− d+ 2) = m2L2. (2.12)

From eq. (2.5) we expect α = ∆− s, thus we see that ∆ = d−1 if and only if m = 0 which
is precisely why massless gauge fields are dual to a conserved CFT vector currents.
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2.3.3 Stress tensor and the graviton

The stress tensor is a symmetric, traceless tensor in a CFT. The scaling dimension for the
stress tensor is fixed by setting ∆ = d in order to satisfy

0 = ∂µ〈T µνTσρ〉 . (2.13)

The CFT stress tensor is dual to the AdS metric since it is defined as the response of
local QFT changes to the metric [25] Sboundary ∼

∫
γµνT

µν where γµν is the metric on the
boundary. But, we can show generally that all symmetric conserved spin-2 operators are
dual to massless fields in the bulk. The mass-scaling dimension relationship for a symmetric
spin-2 operator is the same as for a scalar operator [20]

m2L2 = ∆(d−∆) , (2.14)

therefore the dual to a conserved, symmetric, spin-2 CFT operator must be massless. A
table summarizing a few cases of the field-operator mapping in AdS/CFT is given in table
2.2.

2.4 Calculating correlation functions

The relationship between quantum field theory operators and fields in AdS space is quite
powerful. The exact prescription on how to relate between the observables of a CFT and
the gravitational dynamics of the AdS space is to equate the partition function of the
conformal field theory with the partition function computed by integrating over the AdS
metric near the boundary [17].

ZCFT = ZAdS (2.15)

Generally, the form of ZAds is not known, so what is commonly done is to perform the
saddle point approximation of classical gravity, where we would make the approximation

ZAdS ≈ e−SAdS (2.16)

where SAdS is the action for the AdS gravity evaluated on shell. Given a deformation
to the CFT action S = SCFT −

∫
ddφ0O(x), using the prescription eq. (2.16) on how to

relate observables in these two regimes we need to evaluate the gravitational action with
the boundary condition that φ(z) ≈ φ0z

d−∆. In this case, the partition function ZAdS

integrates over all possible field configurations for φ with the correct boundary condition〈
exp

(
φ0

∫
ddxO

)〉
CFT

≈ e−SAdS
∣∣
z→0,φ∼φ0zd−∆ . (2.17)
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Partition function in general can be calculated in this manner by treating the classical
AdS action as a generating functional for correlation functions of the boundary CFT. An
explicit expression for this claim is that an n−point function can be found by taking the
variational derivative of the action

〈O(p1)O(p2) · · · O(pn)〉 = − δnSgravity

δφ0(p1)δφ0(p2) · · · δφ0(pn)
δ(p1 + p1 + · · ·+ pn). (2.18)

Throughout this thesis, we will sometimes elect to write the momentum conservation con-
dition explicitly on the left hand side and suppress the indication for the delta function. If
one is interested in converting this expression to position space, the correct approach is to
Fourier transform the momentum-space version

〈O(x1)O(x2) · · · O(xn)〉 =−
∫
ddp1d

dp2 · · · ddpn
(2π)dn

e−i(p1·x1+p2·x2+···+pn·xn)×

δnSgravity

δφ0(p1)δφ0(p2) · · · δφ0(pn)
δ(p1 + p2 + · · ·+ pn).

(2.19)

This prescription can be extended to other operators in the CFT and if the gravity theory
has interactions between the dynamical fields some n-point functions will become non-
trivial in the boundary theory. The organization for these correlation function calculations
are nearly identical to how Feynman diagrams are used to organize scattering amplitude
calculations in Quantum Field Theory. We will use a similar method of graphical organi-
zation called Witten diagrams [17]. In order to make full use of these Witten diagrams,
knowledge of the AdS propagators for the fields in question is useful. Chapter 4 of this
thesis contains Witten diagram calculations in pure vacuum AdS space.

Figure 2.1: Examples of Witten Diagrams
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2.5 Hydrodynamics

In this thesis, we showcase the power of AdS/CFT in the realm of hydrodynamics. Specif-
ically, how we can use the AdS/CFT dictionary to calculate a linear response to small
perturbations about an equilibrium system. In the gravitational sense, this means solv-
ing background gravitational equations of motion and then adding a small source field to
the system and observe the effects that the source has on CFT observables. In particular
we will be observing the effects that turning on a small relevant scalar field (controlled
by temperature or charge) will have on the scalar two-point function 〈O0O0〉 and on the
conductivity 〈JxJx〉 of the background theory.

2.5.1 Linear response theory

In the case of scalar fields, we have shown that a scalar field has a near-boundary solution
to the equation of motion of the form

φ(z, k) = φ0(k)zd−∆(1 +O(z2)) + φ1(k)z∆(1 +O(z2)) (2.20)

The AdS/CFT dictionary guides us on how to find the one-point and two-point functions
for the scalar field. There is some subtlety involved, however, due to UV divergences
appearing in boundary contributions to the action. Appendix A explains how to navigate
these subtleties and extract the correct forms for the one-point and two-point functions of
a scalar field

〈O(k)〉 =

(
L

`p

)d−1

(2∆− d)φ1(k) . (2.21)

This formula for the one-point function provides a very useful insight on how the gravita-
tional fields are related to CFT information: we have already identified the leading order
behaviour for the scalar field φ0z

d−∆ provides the source for the for the perturbation in
the CFT action, but eq. (2.21) explains that the complimentary asymptotic behaviour of
the scalar field φ1z

∆ encodes the response of the CFT as a result of the perturbation. The
two-point function is similarly found to be

〈O(−k)O(k)〉 =
δ〈O〉
δφ0

=

(
L

`p

)d−1

(2∆− d)
φ1(k)

φ0(k)
.

(2.22)
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The case 2∆ = d requires an alternative renormalization procedure which we discuss for
d = 3 in appendix D.3. It may seem strange to see the source appear in eq. (2.22), but the
quotient φ1/φ0 is well defined as explained in Appendix A.

The conductivity is similarly defined with respect to the retarded propagator

σij(ω) ≡ Gij
R(ω)

iω
, (2.23)

where Gij
R(ω) is the retarded propagator for the Maxwell field in momentum space with

the spatial component to the momentum set to zero k = (ω,0). The retarded propagator
is best described as the kernel for the action connecting two gauge fields

SMaxwell = − 1

4g2
4

∫
ddk

(2π)d
1

2
Ax(−k)Gxx

R (k)Ax(k)

∣∣∣∣
z→0

. (2.24)

Writing the retarded propagator in this manner we can identify its near boundary limit
with the vector two-point function

Gxx
R |z→0 = 〈Jx(−k)Jx(k)〉 (2.25)

And as we will be often using Euclidean-time frequency Ω = −iω it is useful to write down
the formula for the conductivity in Euclidean-time frequency

σ(Ω) = −〈Jx(iΩ)Jx(−iΩ)〉
Ω

. (2.26)

2.5.2 The membrane paradigm

Another useful probe for understanding hydrodynamic modes in a thermal field theory is
by investigating poles of the retarded correlators from holography in spacetimes with black
hole horizons [4, 27, 28]. These poles are a direct counterpart to hydrodynamic modes.
Using holography, we can probe the infrared correlation functions for the dual thermal
field theory. That is, there is a black hole solution to the Einstein-Maxwell equations, and
a Maxwell field that satisfies the equation of motion 3

0 = ∇a (XF aµ) , (2.27)

3We will investigate this situation in depth in chapter 5
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where X = X(z) is some scalar field with only radial dependence. If we constrain our
attention to surfaces of constant z then eq. (2.27) implies a conservation law ∂µj

µ = 0 for

jµ =
√
−gX F µz)

∣∣
zm

(2.28)

where zm = zh+ε is a hypersurface that is very near to the black hole horizon (zm−zh � zh)
[4, 7, 27]. In appendix B, you can see a detailed derivation for how the Maxwell field near
the black hole horizon is dispersive and obeys Fick’s law

ji = −D∂ij
t , (2.29)

where the diffusivity is found to be

D =
√
−g
√
−gxxgxxgttguuX

∣∣∣
z=zh

∫ zh

0

dzgttgzz√
−gX

. (2.30)

Furthermore, applying Ohm’s law jx = σEx near the horizon gives us the DC conductivity

σ(ω = 0) =

√
−g
√
−gxxgxxgttgzzX

g2
d

. (2.31)
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Chapter 3

Conformal perturbation theory

3.1 Correlators

Correlation functions and quantum field theory go hand-in-hand, it is hard to imagine
doing quantum field theory without discussing correlators or propagators. Quantum Field
Theory traditionally deals with scattering amplitudes and in practice these amplitudes
are given in the form of correlation functions [24]. Correlation functions may have an
even more intimate relationship with CFTs. Conformal symmetry completely restricts the
form that two-point and three-point functions can take. For example, the scalar two-point
function is fixed up to some theory dependent constant

〈O(x)O(0)〉 =
COO
|x|2∆

(3.1)

where ∆ is the scaling dimension for the operator O(λx) = λ−∆O(x). In this section, we
use conformal perturbation theory and operator product expansions as tools to understand
how introducing a relevant scalar operator affects other dynamical observables such as
the conductivity. As with many aspects of quantum field theory, we will primarily be
taking expectation values in momentum space. To find the position-space correlation
functions we can apply eq. (2.19) once we know the momentum-space correlation function.
One notational shortcut that we often employ when quoting momentum space correlation
functions is that there is momentum conservation, i.e., the momentum-space two-point
function is given by

〈O(p1)O(p2)〉 = COO p2∆−d
1 δd(p1 + p1), (3.2)
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T d−∆ ∼ λT

λ

QCPphase A phase B

quantum critical fan

You
are

here

Figure 3.1: In this chapter we probe the quantum critical point

but throughout the remainder of this thesis, and as is standard in the literature, we will
ignore writing these delta functions explicitly and absorb the momentum conservation
implication by ensuring that the momenta of the operators in the correlation function add
to zero

〈O(−k)O(k)〉 = COOk2∆−d . (3.3)

Figure 3.1 is a reminder that in chapters 3 and 4 we are looking at a QCP, which
means the temperature and the scalar deformation are set to zero and we have a legitimate
conformal field theory dual to pure and free AdS space.

3.1.1 Two-point functions

The scalar two-point function

As was briefly mentioned in the previous section as the canonical example, the scalar
two-point function for a CFT scalar operator O0 with scaling dimension ∆0 is fixed by
conformal symmetry up to an over constant [24,26,29]

〈O0(x)O0(0)〉 =
CO0O0

|x|2∆
. (3.4)

We will be working through this thesis in momentum space. We can find the momentum
space scalar two-point function via a Fourier transform

〈O0(−k)O0(k)〉 = CO0O0k
2∆−d (3.5)
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where we explicitly are absorbing the momentum space delta function in the definition of
the momentum space two-point function as described above. If ∆ − d/2 is an integer we
find an extra factor of log k. We will ignore this minutia as it will become obvious that
the transport functions are well behaved with respect to the scaling dimension ∆ and so
we can extract these special cases from the limiting behaviour of the scaling dimension.

Conductivity

For the conserved vector current Jµ, we note that the operator dimension is fixed to
∆J = d− 1. In a pure CFT we find that the vector two-point function is

〈Jµ(x)Jν(0)〉 =
CJJ
|x|2d−2

Iµν(x) (3.6)

where Iµν(x) = δµν−2xµxν
x2 is the familiar unique conformally invariant tensor. The dimen-

sion is fixed by the Ward identity ∂µ〈Jµ(x)Jν(0)〉 = 0. Once again, we are interested in the
conductivity in momentum space. Conformal invariance ensures that the vector two-point
function in momentum space is given by

〈Jµ(−k)Jν(k)〉 = −CJJkd−2Iµν(k) (3.7)

where Iµν(k) = δµν − kµkν
k2 . Note that we are using a relaxed notation in reusing the tensor

I. The tensor Iµν(k) still represents the most general tensor that satisfies the conformal
invariance, but also the Ward identity becomes almost trivial to see, now realized by
kµIµν = 0. So, to recap, in a pure CFT any two-point function will be fixed up to some
constant CO0O0 for the scalar propagator for O0 and CJJ for the conductivity from the
vector current Jµ.

Stress two-point function

The stress two-point function is similarly constrained, the stress scaling dimension is fixed
to be ∆ = d by conservation of energy, and the two-point function is fixed up to an overall
constant

〈Tµν(x)Tρσ(0)〉 =
CTT
|x|2d
Iµν;ρσ(x) (3.8)

where CTT is the central charge of the CFT and I is given in eq. (2.6). Similarly, we can
write the stress two-point function in momentum space

〈Tµν(−k)Tρσ(k)〉 = CTT |k|dIµν;ρσ(k) (3.9)
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where we introduce the momentum space version of I which is the unique conformally
invariant tensor form that is symmetric in µ↔ ν and ρ↔ σ

Iµν;ρσ(k) =
1

2
(Iµρ(k)Iνσ(k) + Iµσ(k)Iνρ(k))− Iµν(k)Iρσ(k)

d− 1
. (3.10)

3.1.2 Three-point functions

Three-point functions have more complicated structure, yet each three-point function is,
like two-point functions, fixed up to some overall constant by conformal symmetries [30,31].

CO0O0O

We are interested in the three-point function 〈O0(p1)O0(p2)O(p3)〉, which is the correlation
function involving a scalar operator evaluated at two points O0 and a scalar operator O
evaluated at one point. The reason why this type of correlation function is of interest is
the role that it plays in evaluating the scalar propagator 〈O0O0〉. The momentum space
three-point function for 〈O0(p1)O0(p2)O(p3)〉 is fixed up to an overall constant [29]

〈O0(p1)O0(p2)O(p3)〉 = CO0O0O I (d/2− 1,∆0 − d/2,∆0 − d/2,∆− d/2) (3.11)

where the integral I is sometimes called a triple Bessel integral [30] and it is defined as

I(a, b, c, d) ≡
∞∫

0

dx xapb1p
c
2p
d
3Kb(p1x)Kc(p2x)Kd(p3x). (3.12)

The function Kν(x) is the modified Bessel function which exponentially decays as x→∞.
We will see in chapter 4 that the Bessel functions play a central role for propagators in AdS
space. At this point we would like to note that the d appearing in the above equation is a
variable, and is not the dimension for the conformal space. With the purpose of using the
O0O0 OPE in order to calculate the high-frequency behaviour of general scalar propagator,
we want to probe the local behaviour of for the scalar two-point function and hence we
will enforce p1,2 � p3. In order to more easily compare with the remainder of the thesis,
we will assumed that each pi is purely along the time-direction, and we let p3 = p � Ω
will take p1 = −Ω and p2 = Ω− p. Since we are working in momenta in which p is small,
we will employ the following expansion to the Bessel function involving p

Kd(px) ≈ Γ(d)2d−1

(px)d
+

Γ(−d)(px)d

2d+1
+O(p2−d) (3.13)
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With these approximations in mind the three-point is approximately

〈O0(−Ω)OO(Ω− p)O(p)〉 = CO0O0O 2∆−d/2−1Γ(∆− d/2)Ψ(d, d−∆,∆0)Ω2∆0+∆−2d

+ CO0O0O 2d/2−∆−1Γ(d/2−∆)Ψ(d,∆,∆0)p2∆−dΩ2∆0−∆−d ,

(3.14)

where

Ψ(d,∆,∆0) ≡
∫ ∞

0

dxx∆−1K∆0−d/2(x)2 =

√
πΓ
(

∆
2

)
Γ
(

∆+d−2∆0

2

)
Γ
(

∆+2∆0−d
2

)
4 Γ
(

∆+1
2

) . (3.15)

This integral of a power function multiplied by the square of a Bessel functions will occur
frequently in the subsequent sections.

CJJO

Conformal invariance also fixes the form for the three-point function 〈Jµ(p1)Jν(p2)O(p3)〉
up to an overall constant. Slightly more complicated than the scalar-scalar-scalar version
is

〈Jx(p1)Jx(p2)O(p3)〉 = CJJO
[
I(d/2, d/2− 1, d/2− 1,∆− d/2 + 1)

+
∆

2
(d− 2−∆)I(d/2− 1, d/2− 1, d/2− 1,∆− d/2)

]
.

(3.16)

Eq. (3.16) holds as long as the momenta are transverse to the x-direction, but we will
only require the transverse form of this expression in order to study the conductivity. If
we similarly restrict our attention to the same limits as the previous section (p1 = −Ω,
p2 = Ω−p and p3 = p with |p| � |Ω|) and use the Bessel function approximation eq. (3.13)
then we can break down eq. (3.16) in order to break down how each part might contribute
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to the conductivity

〈Jx(−Ω)Jx(Ω− p)O(p)〉 =

CJJO
[

Γ(∆− d/2 + 1)2∆−d/2 Ψ(d, d−∆, d− 1)Ω∆−2

+ Γ(1− d/2−∆)22−∆+d/2 Ψ(d,∆− 2, d− 1)p2∆−d+2 Ωd−∆−4

+ ∆(d− 2−∆)2∆−d/2−2 Γ(∆− d/2)Ψ(d, d−∆, d− 1)Ω∆−2

+ ∆(d− 2−∆)2d/2−∆−2 Γ(d/2−∆)Ψ(d,∆, d− 1)p2∆−d Ωd−2−∆

]

(3.17)

3.2 Conformal perturbation theory

A recurring theme in this thesis is the claim that if a conformal field theory is being
deformed by a relevant scalar operator

S = SCFT + λ

∫
ddxO(x) (3.18)

with scaling dimension ∆, then the propagator for some generic operator Y will have a
characteristic high-frequency expansion.

〈Y(−Ω)Y(Ω)〉λ,T = Ω2∆Y−d

(
CYY + b

λ

Ωd−∆
+ a
〈O〉
Ω∆

+O(Ω−d)

)
(3.19)

We will use conformal perturbation theory in order to determine the coefficients a and b for
various propagators and then we will use holography to confirm these results. Holography
will also provide powerful models in order to probe the full frequency dynamics of such
transport functions.

3.2.1 Relevant deformation

In order to understand why the two correction terms in eq. (3.19) would appear, let us
consider the CFT expectation value as a path integral taken near to the quantum critical
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point:

〈Y(−Ω)Y(Ω)〉λ =
1

Z[h]

∫
DΦCFT e

−SCFT+λO(0)Y(−Ω)Y(Ω)

=
Z[0]

Z[h]
〈Y(−Ω)Y(Ω)eλO(0)〉CFT

=〈Y(−Ω)Y(Ω)(1 + λO(0) + · · · 〉CFT

=Ω2∆Y−d

(
CYY + b

λ

Ωd−∆
+ · · ·

)
(3.20)

Where O(0) is the zero momentum mode for the scalar operator O and the power of Ω
follows from dimensional analysis. There would of course be a cascade of corrections to
the propagator analytic in λ.

3.2.2 Operator product expansion

It will also often be the case that the pure CFT momentum-space OPE will take the form

Y(−Ω)Y(Ω + p) = Ω2∆Y−d
(
CYY + a

O(p)

Ω∆
+ · · ·

)
. (3.21)

Normally in a conformal field theory the expectation value 〈O〉 = 0. But, in general we
would like to find the expectation values for quantum field theories near the QCP but
with finite temperature T and scalar deformation λ1. The scalar deformation will be valid
when the frequencies are large Ωd−∆ � λ and we can extend this analysis such that the
temperatures we consider are always much larger than the scalar deformation parameter
λ� T d−∆. With this in mind eq. (3.21) can be evaluated at zero momentum and at finite
temperatures

〈Y(−Ω)Y(Ω)〉T = Ω2∆Y−d
(
CYY + a

〈O〉T
Ω∆

+ · · ·
)
. (3.22)

If we combine the result of eq. (3.22) with that explained in eq. (3.20) we have a prediction
for the first few corrective terms of a propagator near the QCP at finite temperature and
scalar deformation

〈Y(−Ω)Y(Ω)〉λ,T = Ω2∆Y−d
(
CYY + b

λ

Ωd−∆
+ a
〈O〉T
Ω∆

+ · · ·
)
. (3.23)

1See figure 1.1 for an example phase diagram, we are considering quantum field theories that lie some-
where inside of the critical fan
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By doing a variety of manipulations one can set the coefficients a and b in terms of the
CFT data e.g., COO, CYYO, ∆ and ∆0. We will show explicitly demonstrate how to find
these coefficients for 〈O0O0〉 and 〈JxJx〉 below and again holographically in chapter 5.

3.2.3 Scalar correlators

We will now fix the high-frequency expansion for propagators in the deformed CFTs in
terms of the CFT parameters. The CFTs which we are interested in will contain a scalar
operator O0 and a conserved vector current Jµ. We wish to find a high-frequency expansion
for the scalar propagator 〈O0O0〉 and the electric conductivity 〈JxJx〉 in such a theory that
is deformed away from criticality by a relevant scalar operator O. The goal of this section
is to show how we can use conformal perturbation theory in order to exactly specify the
coefficients in terms of CFT data. The expected expansion for the CFT propagator is given
by eq. (3.23), and explicitly for a scalar operator O0 is

〈O0(−Ω)O0(Ω)〉λ,T = Ω2∆0−d
(
CO0O0 + b

λ

Ωd−∆
+ a
〈O〉T
Ω∆

+ · · ·
)
. (3.24)

The coefficients a and b are only temporary placeholders, as each two-point function will
have different values for the coefficients in terms of CFT data. We can identify the first
term in eq. (3.14) with the second term in eq. (3.20). We can therefore connect the two
equivalent approaches

b = CO0O0O 2∆−d/2−1Γ(∆− d/2)Ψ(d, d−∆,∆0)Ω2∆0+∆−2d . (3.25)

Let us now examine the OPE for two scalar fields

O0(−Ω)O0(Ω + p) = Ω2∆0−d
(
CO0O0 + a

O(p)

Ω∆
+ · · ·

)
. (3.26)

We can apply 〈· · · O(−p)〉T=0,λ=0 to both sides of this equation and arrive at

〈O0(−Ω)O0(Ω− p)O(p)〉0 = Ω2∆0−d
(
CO0O0��

���
�XXXXXX〈O(−p)〉0 + a

〈O(p)O(−p)〉0
Ω∆

+ · · ·
)
.

= aΩ2∆0−d COOp
2∆−d

Ω∆
+ · · · .

(3.27)

As we can see the evaluation of the vacuum expectation value of the scalar operator is null.
We can now compare eq. (3.27) with the second term in eq. (3.14) to make the association

aCOO = CO0O0O 2d/2−∆−1Γ(d/2−∆)Ψ(d,∆,∆0). (3.28)
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Substituting eqs. (3.28) and (3.25) into eq. (3.24) we arrive at

〈O0(−Ω)O0(Ω)〉 = Ω2∆0−d
(
CO0O0

+
λCO0O0O 2∆−d/2−1Γ(∆− d/2)Ψ(d, d−∆,∆0)

Ωd−∆

+
〈O〉CO0O0O 2d/2−∆−1Γ(d/2−∆)Ψ(d,∆,∆0)

COOΩ∆

)
.

(3.29)

As a reminder, the expectation values taken in eq. (3.29) are evaluated in the quantum
field theory anywhere inside of the critical fan, i.e., at finite temperature and scalar defor-
mation.2

Eq. (3.29) shows how conformal perturbation theory has provided us with the analytic
high-frequency corrections to the scalar propagator purely in terms of CFT data.

3.2.4 Conductivity

A similar analysis can be done for the electrical conductivity. From dimensional analysis
and eq. (3.17), we can see that terms from both of the triple Bessel integrals contribute
to the deformation by the scalar operator (the first and third terms) and the fourth term
contributes to the scalar one-point function. Recall that the conductivity is related to
the propagator by eq. (2.23), in terms of the vector two-point function, the Euclidean
conductivity is

σ(Ω) = −〈Jx(−Ω)Jx(Ω)〉
Ω

. (3.30)

The expected decomposition of the vector two-point function is

〈Jx(−Ω)Jx(Ω)〉λ,T = Ωd−2

(
CJJ + b

λ

Ωd−∆
+ a
〈O〉T
Ω∆

+ · · ·
)
. (3.31)

Using dimensional analysis, we can relate the second term of eq. (3.31) with the first and
third terms in eq. (3.17) giving

b = CJJO(∆− 2)(d−∆)2∆−d/2−2 Γ(∆− d/2)Ψ(d, d−∆, d− 1). (3.32)

2In fact, when we write expectation values we will assume that they are being performed in the general
theory, only when we are taking a vacuum expectation value will we denote it as such.
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In order to fix a in eq. (3.31) we will need to look at the OPE between two transverse
vector currents.

Jx(−Ω)Jx(Ω + p) = Ωd−2

(
CJJ + a

O(p)

Ω∆
+ · · ·

)
. (3.33)

Following the methods of the previous section we can apply 〈· · · O(−p)〉T=0,λ=0 to both
sides of the equation to get

〈Jx(−Ω)Jx(Ω− p)O(p)〉0 = Ωd−2

(
CJJ����

��XXXXXX〈O(−p)〉0 + a
〈O(p)O(−p)〉0

Ω∆
+ · · ·

)
.

= aΩd−2 COOp2∆−d

Ω∆
+ · · ·

(3.34)

We can now compare equation (3.34) with the fourth term in eq. (3.17) to make the
association

aCOO = CJJO∆(d− 2−∆)2d/2−∆−2Γ(d/2−∆)Ψ(d,∆,∆0). (3.35)

We now have a conformal perturbation theory prediction for how the conductivity is af-
fected by a relevant scalar deformation near the quantum critical point

σ(Ω) = −Ωd−3

(
CJJ

+
λCJJO(∆− 2)(d−∆)2∆−d/2−2 Γ(∆− d/2)Ψ(d, d−∆, d− 1)

Ωd−∆

+
〈O〉CJJO∆(d− 2−∆)2d/2−∆−2Γ(d/2−∆)Ψ(d,∆,∆0)

COOΩ∆

)
.

(3.36)
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Chapter 4

AdS/CFT: The bridge between CFT
data and AdS dynamics

In this chapter, we will using the AdS/CFT correspondence in order to derive the forms
of the CFT scalar propagator and the electrical conductivity in the presence of a relevant
operator which is deforming the system. The calculations in this chapter will be using the
gravitational theory, and we will form the bridge between the gravitational couplings and
the CFT data presented in the previous chapter. A simple and useful form of the metric
describing AdS space is the Poincaré patch

ds2 =
L2

z2
(−dt2 + dz2 + ηijdx

idxj) (4.1)

where L is the curvature scale of the anti de-Sitter spacetime. This spacetime is negatively
curved with a cosmological constant Λ = −d(d−1)

2L2 . We will go into detail on how to
calculate CFT correlators using AdS space and how we can use this powerful technique in
order to get full-frequency responses for the CFT scalar propagator and AC conductivity.
We also confirm the perturbative results outlined in chapter 3. In chapter 5, we investigate
spacetimes that are asymptotically AdS but which enable us to incorporate temperature
and scalar deformation into the quantum system, but for now we will be relating pure AdS
properties with purely CFT properties.
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4.1 A minimal bulk action

In this section we will construct an explicit minimal holographic model that incorporates
a relevant scalar operator that is tuning the critical point.

The ingredients needed to investigate the effects that a scalar deformation of a CFT
away from a QCP are given in table 4.1. Primarily, we need to measure the source and
response of a scalar field ψ, as well as an electromagnetic gauge field Aa. The scalar
deformation is represented in the gravitational theory as a scalar field φ. As seen from
eqs. (3.29) and (3.36), in order for the scalar deformation to affect the propagators of the
scalar field ψ and of the gauge field Aa, we require for there to be couplings φF 2 and φψ2.
About the background gravitational theory, the scalar field φ has no sources, therefore the
equations of motion for all of the dynamical fields in this model are trivial. A novel addition
to the model to rectify this issue is a mechanism to self-consistently provide a source for
the scalar deformation. This is engineered by introducing a coupling between the scalar
field φ and gravity via φC2 where Cµνρσ is the Weyl curvature for the gravitational theory.
The Weyl curvature provides the scalar operator with a vacuum expectation 〈O〉 ∼ T∆.
The choice of Weyl tensor is natural since it represents a measure of the magnitude of non-
conformality in the spacetime. Zero temperature corresponds to pure AdS space which is
conformally flat, hence the Weyl tensor is null, so the vacuum expectation for the scalar
will be zero. An action for such a theory that includes all necessary ingredients is given by

S = S0 + Sφ + Sψ + SA (4.2)

where

S0 =
1

2`d−1
p

∫
dd+1x

√
−g
(
R +

d(d− 1)

L2

)
, (4.3)

Sφ = − 1

2`d−1
p

∫
dd+1x

√
−g
[
(∇aφ)2 +m2φ2 − 2αCL

2φCabcdC
abcd
]
, (4.4)

Sψ = − 1

2`d−1
p

∫
dd+1x

√
−g
[
(∇aψ)2 + (m2

0 − αψφ)ψ2
]
, (4.5)

SA = − 1

4g2
d

∫
dd+1x

√
−g
(

1 + αFφ
)
FabF

ab . (4.6)

Fab is the field strength of Aa, and Cabcd is the Weyl curvature tensor. The scalar action
is normalized with a factor of 1/`d−1

p to ensure that the scalar field φ is dimensionless,
which will be convenient in the following calculations. The gauge field Aa has the usual
dimension of inverse length and so the Maxwell coupling gd is dimensionless. The scaling
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Bulk coupling Bulk operator CFT correlator (T =0) Observable
Ld−1/`d−1

p R 〈Tµν Tρδ〉 CT
1/g2

d FabF
ab 〈Jµ Jν〉 σ∞

m2L2 φ2 〈OO〉 ∆

αC φCabcdC
abcd 〈TµνTρδO〉 CTTO

αF φFabF
ab 〈JµJν O〉 CJJO

αψ φψ2 〈O0O0O〉 CO0O0O

Table 4.1: The five dimensionless parameters which characterize the bulk gravity theory
and the dual correlators in the boundary CFT which they control. There is also a non-
vanishing 〈JµJνTρδ〉 CFT correlator in this model that does not have a corresponding Bulk
coupling to tune it.

dimensions ∆ and ∆0 for the operators O and O0 respectively are determined by eq. (2.8)
from m and m0 respectively. The scaling dimension ∆ is taken to be above the unitary
bound for d + 1 dimensional CFTs, ∆min = d/2 − 1. We further note that in the range
d/2− 1 ≤ ∆ < d/2, the theory will contain at least one other relevant scalar, which can be
thought of as O2. In this regime, the CFT dual thus describes a multicritical point instead
of a simple critical point.

The interaction terms in Sψ and SA are the simplest interactions that can spawn a
corrections to the linear responses 〈O0O0〉 and 〈JxJx〉 due to the scalar expectation value
discussed in chapter 3. The As described in table 4.1 the coupling constant αF is re-
lated to the vacuum CFT correlator 〈JxJxO〉, while αψ is related to the vacuum CFT
correlator 〈O0O0O〉. The coupling constant αC is related to the vacuum CFT correlator
〈TµνTρσO〉, but for our purposes, we will be matching it to the magnitude of the scalar
vacuum expectation 〈O〉.

4.2 Propagators

As detailed in section 2.3.1, the operators we have been discussing in chapter 3 have dual
fields in anti de-Sitter space, and we have a prescription to extract CFT observables from
these dynamical bulk fields. A powerful tool is to find the propagators for these various
fields in a spacetime dual to the pure CFT, namely empty AdS space. This means in a
spacetime without a black hole providing temperature, or any sources for the matter fields.

28



4.2.1 Scalar bulk-bulk propagator

Figure 4.1: A Witten diagram depicting the scalar bulk-bulk propagator

The bulk-bulk scalar propagator is merely the general solution to the equations of
motion for the scalar field. We are interested in the form of this propagator in momentum
space so that we can see how to calculate n-point functions for the dual CFT. Scalar
operators with a scaling dimension of ∆ in a CFT will have a dual scalar field φ in AdS
space with mass m2L2 = ∆(d−∆). The non-interacting action which governs the dynamics
of such a field is given by Sφ in eq. (4.4) with αC = 0. Hence the equation of motion for
the free scalar field φ is simply

0 = (∇2 −m2)φ . (4.7)

This equation of motion for φ is unsourced. In the Poincaré patch metric eq. (4.1) we
have translation invariance in the boundary directions and therefore we will decompose
the scalar field into its Fourier modes φ(x) =

∫
ddk

(2π)d
φ(z, k)e−ix·k. The equations of motion
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expanded in the Poincaré metric (4.1) gives

0 =(∇2 −m2)φ

=
1√
−g

∂z(
√
−ggzz∂zφ) +

∆(d−∆)

L2
φ− gij∂iφ∂jφ

=
z2

L2

(
∂2
zφ−

d− 1

z
∂zφ

)
+

∆(d−∆)

L2
φ− z2

L2
k2φ .

(4.8)

This equation of motion is very similar to the modified Bessel equation, and the general
solutions are

φ = azd/2K∆/2−d(kz) + bzd/2I∆/2−d(kz) (4.9)

where K and I are the modified Bessel functions. The general bulk-bulk Green’s function
depicted in figure 4.1 is given by

G(z, z′; k) =

{
z′ (z/z′)d/2K∆−d/2(kz)I∆−d/2(kz′) if z′ > z
z′ (z/z′)d/2K∆−d/2(kz′)I∆−d/2(kz) if z > z′

. (4.10)

The Green’s function (4.10) is such that (∇2 − m2)G(z, z′; k) = δ(z − z′) and that φ =∫
dz′G(z, z′; k)F (z′) is the general solution to the equation (∇2 − m2)φ = F (z). The

expression eq. (4.10) is the bulk-to-bulk propagator for a scalar field in AdS space.

4.2.2 Scalar bulk-boundary propagator

If we are to make assertions about the underlying CFT that is dual to this AdS space, we
will want to know how information from the boundary propagates into the bulk. An impor-
tant piece of the puzzle is that a sourced scalar field in AdS space will have a characteristic
asymptotic behaviour near to the AdS boundary, specifically

φ(z) ≈ φ0z
d−∆. (4.11)

The bulk-boundary propagators give us a tool to transfer CFT data from the boundary
to the bulk. Since the on shell action sometimes evaluates to infinity we introduce a near-
boundary surface cutoff z = ε in order to keep track of the divergences, the most robust
solution to the scalar equation of motion eq. (4.9) which have the appropriate asymptotic
boundary conditions is

φ(z, k) = φ0(k)εd−∆ z
d/2K∆−d/2(kz)

εd/2K∆−d/2(kε)
, (4.12)
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Figure 4.2: A Witten diagram depicting the scalar bulk-boundary propagator

where φ0(k) represents the CFT source for the AdS scalar field. If we are not concerned
with divergences, then the properly normalized bulk-boundary propagator for a scalar field
in AdS can be written as

φ(z, k) = φ0(k)
zd/2k∆−d/2K∆−d/2(kz)

Φ(d,∆)
(4.13)

where Φ is defined as

Φ(d,∆) ≡ 2∆− d
2
−1Γ

(
∆− d

2

)
. (4.14)

This propagator, depicted in figure 4.2, can be used to directly assess tree-level three-point
functions, as we will see in section 4.3.

4.2.3 Scalar boundary-boundary propagator

The CFT two-point function 〈OO〉, depicted in figure 4.3, is directly accessible to a con-
formal field theory. From the AdS/CFT dictionary eq. (2.18) we have that

〈O(k)O(−k)〉 = −1

2

∂2S

∂φ0(k)∂φ0(−k)
(4.15)
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Figure 4.3: A Witten diagram depicting the scalar two-point function

The scalar field ψ will have a leading asymptotic behaviour

φ(u) = φ0z
d−∆ + φ1z

∆ +O(zd). (4.16)

As seen in appendix A, the first term corresponds with the CFT source for the scalar field
while the second term in eq. (4.16) corresponds with the expectation value 〈O〉 of the scalar
operator, the relationship between them is

〈O〉 = φ1 (2∆− d)

(
L

`p

)d−1

(4.17)

It is natural to expand the scalar field in momentum space

φ(u,x) =

∫
ddk

(2π)d
eik·xφ(u,k). (4.18)

The retarded Green’s function for the scalar field ψ is defined as

S =

∫
ddk

(2π)d
1

2
φ0(−k)GR

OO(k)φ0(k)

∣∣∣∣
u→0

(4.19)

After utilizing the equations of motion, adding renormalization counter terms (see appendix
A), and integrating by parts, one arrives at

Son shell = − L
d+1

2`d−1
p

∫
ddx

zd

(
(d−∆)

z
φ2 − φ∂zφ

)∣∣∣∣
z=ε

(4.20)
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which after substituting (4.16), we see that the on shell action is now finite

Son shell =
Ld+1

2`d−1
p

∫
ddx(2∆− d)φ1φ0 . (4.21)

Using equation (2.18) we arrive at the scalar two-point function

〈OO〉 = GR
OO =

Ld−1

`d−1
p

(2∆− d)
φ1

φ0

. (4.22)

If we substitute the expansion eq. (4.13) for the scalar field into eq. (4.22) we get

〈O(−k)O(k)〉 = (2∆− d)
Ld−1

`d−1
p

Γ(d/2−∆)

Γ(∆− d/2)
k2∆−d (4.23)

which allows us to fix the normalization of the two-point function, from eq. (3.4)

COO = (2∆− d)
Ld−1

`d−1
p

Γ(d/2−∆)

Γ(∆− d/2)
(4.24)

4.2.4 Gauge bulk-bulk propagator

Similar to the scalar bulk-bulk propagator, the gauge bulk-bulk propagator is the general
solution to the equation of motion for Aµ. As above, we will work in momentum space.
In order to calculate n-point functions involving the CFT vector current Jµ, it is useful to
know the bulk gauge AdS propagator. The free on shell action for the Maxwell field is

SMaxwell = − 1

4g2
d

∫
dd+1x

√
−gFabF ab (4.25)

where Fab = ∂aAb − ∂bAa and the with equations of motion for Aa found by varying
eq. (4.25) with respect to Aa

0 = ∇aF
ab. (4.26)

Once again, we will be decomposing the field into momentum space

Aµ(x) =

∫
ddk

(2π)d
Aµ(z, k)e−ix·k. (4.27)

The equations of motion for the transverse component (say k = kyŷ) of the gauge field is

0 = A′′x −
d− 3

z
A′x − k2Ax . (4.28)
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Figure 4.4: A Witten diagram depicting the gauge bulk-bulk propagator

The general solution to the transverse gauge equations of motion in momentum space are

Ax = a(k)zd/2−1Kd/2−1(kz) + b(k)zd/2−1Id/2−1(kz), (4.29)

where a and b are arbitrary functions of the momentum k. The gauge bulk-bulk propagator
can then be found in the same manner as for the scalar field

G(z, z′; k) =

{
z′ (z/z′)d/2−1Kd/2−1(kz)Id/2−1(kz′) if z′ > z
z′ (z/z′)d/2−1Kd/2−1(kz′)Id/2−1(kz) if z > z′

. (4.30)

The Green’s function has the property that (∂2
z − d−3

z
∂z − k2)G(z, z′; k) = δ(z − z′).

G(z, z′; k) is the gauge bulk-bulk propagator.

4.2.5 Gauge bulk-boundary propagator

The bulk-boundary gauge propagator is an important tool for us to be able to do any
kind of correlation function involving the vector current Jx in the boundary CFT using
AdS/CFT. The asymptotic behaviour for the gauge field Ax is such that Ax(z) ≈ A0. i.e.,
the source term can be read off as the value for the gauge field at the boundary. The
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Figure 4.5: A Witten diagram depicting the gauge bulk-boundary propagator

bulk-boundary propagator then would have to be the appropriate limit for the bulk-bulk
propagator. The general normalized form for the bulk-boundary propagator is therefore

Ax(z, k) =
(z)d/2−1Kd/2−1(kz)

(ε)d/2−1Kd/2−1(kε)
A0(k) , (4.31)

where ε → 0 is a near-boundary UV cutoff used in evaluating the on shell action. If no
renormalization is required for the on shell action, then the gauge bulk-boundary propa-
gator can be simplified to

Ax(z, k) =
(kz)d/2−1Kd/2−1(kz)

Φ(d, d− 1)
A0(k) (4.32)

where Φ was defined in eq. (4.14).

4.2.6 Gauge boundary-boundary propagator

The gauge boundary-boundary propagator is in essence the CFT two-point function 〈Jx(−k)Jx(k)〉.
The propagator is found by inputting two bulk-boundary propagators into the on shell ac-
tion

SMaxwell = − 1

2g2
d

∫
ddk

(2π)d
√
−ggzzgxxAx∂zAx (4.33)
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Figure 4.6: A Witten diagram depicting the conductivity

After using the equations of motion and integrating by parts, the on shell action reduces
to a boundary term. After substituting eq. (4.31) into the action, we find

SMaxwell =− 1

2g2
d

∫
ddk

(2π)k

(
L

z

)d−3

Ax(−k, z)∂zAx(k, z)

∣∣∣∣∣
z→ε

=− Ld−3

2g2
d

∫
ddk

(2π)k
A0(−k)

Kd/2−2(kε)

εd−3Kd/2−1(kε)
A0(k) .

(4.34)

When taking the limit ε→ 0, we take only the finite part of the expansion [32] and doing
so yields

〈Jx(−k)Jx(k)〉 = −L
d−3

g2
d

(d− 2)
Γ(1− d/2)

Γ(d/2− 1)

(
k

2

)d−2

, (4.35)

which allows us to fix CJJ from eq. (3.7)

CJJ ≡
Ld−3

g2
d

σ∞ =
Ld−3

g2
d

(d− 2)

2d−2

Γ(1− d/2)

Γ(d/2− 1)
. (4.36)

A keen observer will notice that the value for CJJ has poles for even spacetime dimensions
d [32]. The conductivity receives logarithmic corrections when evaluated for Euclidean
frequencies. The latter require modulation by some additional length-scale. However,
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note that for real-time frequencies a universal form is maintained. We will not delve into
this very rich subject, but for these reasons we will not focus on the Euclidean frequency
behaviour of the conductivity in even dimensions throughout this thesis.

4.3 Fixing CFT data with holography

In this section we will continue our endeavor to find the relationships between the bulk pa-
rameters and the CFT observables in table 4.1 by fixing the three-point function coefficients
to the gravitational coupling constants.

4.3.1 CO0O0O

Figure 4.7: A Witten diagram depicting the 〈O0O0O〉 three-point function

As we have seen in chapter 3, the presence of a relevant operator O can be felt in
the scalar-scalar two-point function because of the non-vanishing three-point function
〈O0O0O〉. Holographically, what this means is that the scalar transport will be modi-
fied by a scalar field if there is a φψ2 interaction term in the action. If we refer to the
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action Sψ in eq. (4.5) we see such a term being controlled by the coupling constant αψ.
We can relate this bulk coupling constant with the CFT three-point coupling CO0O0O by
following the AdS/CFT dictionary and evaluating the tree level action containing these
three terms. The Witten diagram in figure 4.7 depicts this calculation. The three-point
function can be found using

〈O0(p1)O0(p2)O(p3)〉 = − δ3S

δψ0(p1)δψ0(p2)δφ0(p3)
. (4.37)

The only term in the action that will contribute is S =
αψ

2`d−1
p

∫
dd+1x

√
−gφψ2. We can

take this functional derivative by substituting for φ and ψ, the bulk-boundary propagators
given by eq. (4.13)

S =
αψL

d+1

2`d−1
p

∫
dd+1x

∫
ddp1 d

dp2 d
dp3

(2π)3d
ei(p1+p2+p3)·xψ0(p1)ψ0(p2)φ0(p3)×

zd/2−1p
∆0−d/2
1 p

∆0−d/2
2 p

∆−d/2
3 K∆0−d/2(p1z)K∆0−d/2(p2z)K∆−d/2(p3z)

Φ(d,∆0)2Φ(d,∆)

=
αψL

d+1δd(p1 + p2 + p3)

2`d−1
p Φ(d,∆0)2Φ(d,∆)

I(d/2− 1,∆0 − d/2,∆0 − d/2,∆0 − d/2)ψ0(p1)ψ0(p2)φ0(p3) .

(4.38)

So as we can see the three-point function is given by

〈O0(p1)O0(p2)O(p3)〉 = −αψL
d+1δd(p1 + p2 + p3)

`d−1
p Φ(d,∆0)2Φ(d,∆)

I(d/2− 1,∆0 − d/2,∆0 − d/2,∆0 − d/2)

(4.39)
and by comparing with eq. (3.11), we can relate the CFT coupling CO0O0O with the AdS
constant αψ

CO0O0O = − αψL
d+1

`d−1
p Φ(d,∆0)2Φ(d,∆)

. (4.40)

4.3.2 CJJO

Relating the CFT coupling CJJO to the bulk coupling αF is done in a manner very similar
to the previous section for relating CO0O0O to αψ. The main difference is that the term
in the action has a more complex tensor structure and that we will be using the gauge
bulk-boundary propagators rather than scalar propagators. The Witten diagram depicted
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Figure 4.8: A Witten diagram depicting the 〈JxJxO〉 three-point function

in figure 4.8 gives a pictorial description for the tree-level calculation of the 〈JxJxO〉 three-
point function. The only term in the action given in (4.6) that will contribute to the
three-point function 〈Jx(p1)Jx(p2)O(p3)〉 is

S = − αF
4g2

d

∫
dd+1x

√
−gφFabF ab. (4.41)

The three-point function can be found from the on shell action via

〈Jx(p1)Jx(p2)O(p3)〉 = − δ3S

δAx0(p1)δAx0(p2)δφ0(p3)
. (4.42)

We won’t get a triple Bessel integral quite as easily this time however, and so we will need
to massage the action before reading off the appropriate relationship between CJJO and
αF . First, we will expand the fields into their spectral forms and write F 2 in terms of its
constituent gauge fields Aµ. Just as in the previous section, there will be a delta function
that arises from doing the spacetime integrations

S =− αF δ
3(p1 + p2 + p3)

g2
d

×∫
dz
√
−ggxxgab∂aAx(z, p1)∂bAx(z, p2)φ(z, p3) .

(4.43)
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As we continue to derive the relationship between the constants, we will be suppressing
the momentum-conservation delta function as well as the three source terms. A general
strategy would be to remove all derivatives on the gauge fields. The first step in this
process would be to integrate by parts on the ∂a.

S =
αF
g2
d

∫
Ax(z, p1)∂a(

√
−ggxxgab∂bAx(z, p2)φ(z, p3)) (4.44)

A marvelous simplification happens if we remove the scalar field φ from the derivative, the
Maxwell equations of motion eq. (4.26) appear!

S =
αF
g2
d

∫
Ax(z, p1)

(√
−ggxxgab∂bAx(z, p2)∂aφ(z, p3) + ∂a(

√
−ggxxgab∂bAx(z, p2))φ(z, p3)

)
=
αF
g2
d

∫
Ax(z, p1)

(√
−ggxxgab∂bAx(z, p2)∂aφ(z, p3) +

√
−g∇a(F

ax(z, p2))φ(z, p3)
)

(4.45)

We can do the same integration but with the roles of p1 and p2 reversed, and if we sym-
metrize over them we find the following boundary term

S =
αF
2g2

d

∫ √
−ggxxgab∂b(Ax(z, p1)Ax(z, p2))∂aφ(z, p3) (4.46)

We can integrate by parts once more to completely remove derivatives from the gauge field

S = − αF
2g2

d

∫
∂b(
√
−ggxxgab∂aφ(z, p3))Ax(z, p1)Ax(z, p2). (4.47)

By removing the gxx term from the derivative we can recognize part of the equation of
motion for the scalar field eq. (4.7)

S =− αF
2g2

d

∫ (
∂b(
√
−ggab∂aφ(z, p3))− 2

z

√
−ggzzgxx∂zφ(z, p3)

)
Ax(z, p1)Ax(z, p2).

=− αF
2g2

d

∫ (√
−g m2φ(z, p3)− 2

z

√
−ggzzgxx∂zφ(z, p3)

)
Ax(z, p1)Ax(z, p2)

=
αF
2g2

d

∫ (
Ld+1

zd+1

∆(d−∆)

L2
φ(z, p3) +

2Ld−3

zd−2
∂zφ(z, p3)

)
Ax(z, p1)Ax(z, p2).

(4.48)

The derivative for the bulk-boundary propagator eq. (4.13) is

∂zφ(z, k) = φ0(k)
k∆−d/2zd/2−1

Φ(d,∆)

[
∆K∆−d/2(zk)− kzK∆−d/2+1, (kz)

]
(4.49)
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Substituting this into the action

S =
αFL

d−3

2g2
dΦ(d, d− 1)2Φ(d,∆)

×∫ [
− 2zd/2p

d/2−1
1 p

d/2−1
2 p

∆−d/2+1
3 Kd/2−1(p1z)Kd/2−1(p2z)K∆−d/2+1(p3z)

(−∆(d−∆) + 2∆)zd/2−1p
d/2−1
1 p

d/2−1
2 p

∆−d/2
3 Kd/2−1(p1z)Kd/2−1(p2z)K∆−d/2(p3z)

]
=− αFL

d−3δp(p1 + p2 + p3)

g2
dΦ(d, d− 1)2Φ(d,∆)

[
I(d/2, d/2− 1, d/2− 1,∆− d/2 + 1)

+
∆(d−∆− 2)

2
I(d/2− 1, d/2− 1, d/2− 1,∆− d/2)

]
Ax0(p1)Ax0(p2)φ0(p3)

(4.50)

where we have explicitly reintroduced the delta function and the source terms in the last
line. This gives us a three-point function

〈Jx(p1)Jx(p2)O(p3)〉 =
αzL

d−3

g2
dΦ(d, d− 1)2Φ(d,∆)

[
I(d/2, d/2− 1, d/2− 1,∆− d/2 + 1)

+
∆(d−∆− 2)

2
I(d/2− 1, d/2− 1, d/2− 1,∆− d/2)

]
.

(4.51)

By comparing this equation with eq.(3.16) we conclude that

CJJO =
αzL

d−3

g2
dΦ(d, d− 1)2Φ(d,∆)

. (4.52)

Recall that Φ is defined in eq. (4.14).

This concludes our building-a-bridge journey. We are now free to make calculations
and predictions using the full force of the AdS/CFT correspondence: calculating CFT
observables using AdS dynamics.
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Chapter 5

A holographic model

In this chapter, we will be exploring some simple theories of gravity that are solutions to
the minimal bulk action introduced in section 4.1. The models we will be considering will
consist of background gravitational solutions for the free bulk action (all αi set to zero) in
eq. (4.2), and treating the matter fields as small perturbations to the background geometry,
i.e., the bulk matter will negligibly affect the gravitational metric.

The first model that we consider is the planar AdS-Schwarzschild solution to the ac-
tion Ee. (4.2), this spacetime is charge-less and has a black hole horizon and therefore
has Hawking temperature. From the CFT perspective, the boundary to this spacetime
represents a thermal quantum field theory that is conformal at zero temperatures.

We introduce more complex models in section 5.3.3 that include charge in the back-
ground spacetimes in two different ways. In one model we let the gauge field acquire a
non-trivial background term proportional to the charge of the black hole. In this model,
the αFφF

2 term provides a source for the scalar field and we allow αC = 0 since we no
longer require to give the scalar field an engineered source. In another model, we give
the background gravitational theory charge by introducing an additional gauge field and
give it charge. We then calculate the conductivity for the original gauge field appearing in
eq. (4.6), in this model we will once again require αC 6= 0 since the scalar field will not be
sourced by the αFφF

2 term.
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T d−∆ ∼ λT

λ

QCPphase A phase B

quantum critical fan

You are here

Figure 5.1: We are beginning to probe the finite temperature theory

5.1 The minimal model

Although, in the previous chapter we only considered relevant operators with ∆ < d, the
following holographic analysis easily extends to irrelevant operators with ∆ > d as well.
However, certain technical issues arise for ∆ ≥ 2d — see further comments in footnote 2
and appendix D. If we look at the free (non-interacting) theory i.e., αψ = αF = αC = 0 in
eq. (4.2) the corresponding boundary CFT is described as a thermal state with vanishing
chemical potential. In particular, φ and Aa would both vanish in the bulk solution1.

Now in principle, one would want to solve the full nonlinear equations of the full action
eq. (4.2) to solve for a new black hole solution in which the scalar field has a nontrivial
profile. However, the equations of motion for such a theory are very complex. We will
instead treat the interacting matter as a perturbation to the background non-interacting
geometry, in this manner we are able to systematically solve the equations of motion for
the scalar φ and gauge Aµ fields to first order in the coupling strengths αi. If one is
interested in solving for these fields to second order α2

i then one would need to solve the

1The gauge field vanishes because we have assumed that the black hole is not charged, i.e., the chemical
potential vanishes in the boundary theory. If bulk scalar has a positive mass-squared, i.e., ∆ > d, there
are no hair theorems which ensure that φ vanishes, e.g., [33]. However, with a negative mass-squared, i.e.,
∆ < d, stable black hole solutions can be found with nontrivial scalar hair, e.g., [33–36]. However, from
a holographic perspective, the latter solutions involve turning on the (dimensionful) coupling constant for
the corresponding operator in the boundary theory e.g., [35,36]. However, as explained below, we wish to
focus on the critical theory in which this coupling vanishes and so we impose boundary conditions where
the only black hole solutions have vanishing φ for the free theory.
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Einstein-Maxwell equations while including back-reactions from the dynamic fields up to
first order in αi. For this thesis we focus primarily on a first-order perturbation about the
free gravity theories.

We will move forward in two streams: firstly, we calculate the full-frequency response
for the retarded scalar propagator and for the electrical conductivity and secondly, we
make strides in understanding the high-frequency behaviour for these transport functions.
All of these approaches are done in a weak-interacting perturbation about the background
geometry which is blind to the effects of the interacting matter fields. Alternatively, since
the bulk scalar is sourced by the interaction in eq. (4.4), one can think that we are working
to leading order in a small αC expansion. S0 from eq. (4.3) is the background gravitational
anti-de Sitter action, Sφ from eq. (4.4) is the action governing the relevant scalar that
is sourced by the Weyl tensor. Sψ from eq. (4.5) is the action for the scalar field ψ
corresponding to a scalar operator O0, Sψ includes a term that couples ψ to the field φ
in a manner that will contribute to the 〈O0O0O〉 correlation function. SA from eq. (4.6)
is the Maxwell term in the gravitational action, it contains the free Maxwell action with
Fµν = ∂µAν − ∂νAµ as well as an interaction term between Aµ and φ. The massless gauge
field Aµ corresponds to a conserved current Jµ in the boundary quantum theory and the
interaction term contributes to the 〈JxJxO〉 correlation function.

This holographic model is equipped to handle a conformal field theory in the presence
of a relevant scalar operator O that deforms the CFT from the QCP. The bulk black
hole solutions will naturally acquire a Hawking temperature, while the coupling between
the scalar field φ and the Weyl tensor will source the scalar field equations, giving the
scalar operator a non-zero expectation value 〈O〉T ∼ T∆ at finite temperatures. Even a
scalar field dual to an operator at the QCP will acquire an expectation in this way even
though the scalar field will have the asymptotic behaviour consistent with being dual to
a critical operator. We would like to comment that the Weyl tensor is a natural choice
of gravitational tensors to source the scalar field since the Weyl tensor is zero precisely
when the the theory is conformal, i.e., at zero temperatures the Weyl tensor vanishes, and
similarly we can see that the Weyl tensor vanishes at the boundary of the spacetime.

We look at figure 5.1 to visualize which region of a characteristic QFT phase diagram we
are probing with this holographic approach. We are currently probing the high temperature
regime of a QCP. We investigate the holographic linear responses modified by a scalar
deformation with this minimal model. That is to say a model which has all of the necessary
ingredients to see the effects of a scalar operator in the conformal theory, but also a model
that consistently presents a scalar operator that attains an expectation 〈O〉T ∼ T∆ which
is tuned by the black hole temperature, even at the QCP.
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A particular solution to the background metric S0 eq. (4.3) that will be useful in demon-
strating this calculation is the familiar planar AdS Schwarzschild black hole solution:

ds2 =
r2

L2
(−f(r)dt2 + ηijdx

idxj) +
L2dr2

r2f(r)
, (5.1)

with f(r) = 1 − rd0/rd. The black hole has an event horizon located at a radius r = r0.
If we take r0 → 0 we get the familiar Poincaré patch of AdS space. We introduce a
change of variables in order to simplify future calculations. We define a dimensionless
radial coordinate u = r0/r, with which the metric becomes

ds2 =
r2

0

L2u2
(−f(u)dt2 + ηijdx

idxj) +
L2du2

u2f(u)
, (5.2)

where f(u) = 1 − ud. The black hole horizon is now conveniently located at u = 1 while
u→ 0 is the AdS boundary. The black hole solution eq. (5.2) will have a conical singularity
unless the Euclidean time τ = it is periodic. A quick way to see this is to take the near
horizon limit u→ 1 and make the change of variables

(u− 1) = f ′(1)
4L2 ρ

2 ; τ = 2L2

r0f ′(1)
θ. (5.3)

For any choice of xi, the section of the metric in these coordinates is

ds2 = dρ2 + ρ2dθ2 (5.4)

which is the familiar Euclidean metric in polar coordinates where θ = − r0f ′(1)
2L2 τ is periodic

with period 2π. The Euclidean time τ is therefore periodic with a period of − 4πL2

f ′(1)r0
, so

the temperature for this spacetime is thus given by T = −f ′(1)r0
4πL2 . According to the usual

AdS/CFT correspondence, this solution is dual to the CFT at finite temperature.

T =
dr0

4πL2
(5.5)

The background gravitational solution that we have chosen is such that Aµ = 0, hence
the background has no chemical potential. We can see that the low-temperature limit
approaches AdS space, this can be seen in coordinates where z = L2u

r0
= L2

r
, then the

metric approaches

ds2
r0<<L

≈ L2

z2

(
−dt2 + dz2 + ηijdx

idxj
)
. (5.6)
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5.2 Background scalar field

We will be treating the coupling strength αC defined in eq. (4.4) as a perturbation of the
background solution, and hence the effect from a back reaction of φ on the metric, or, more
generally, the observables will be negligible. The equations of motion derived from varying
Sφ with respect to φ are

0 = (∇2 −m2)φ+ αCL
2CabcdC

abcd. (5.7)

Because the black hole background eq. (5.2) is translation invariant in the boundary di-
rections and because CabcdC

abcd depends only on u and since it is the only source for the
scalar field φ in the equation of motion, the resulting scalar field φ will depend only on the
coordinate u. Eq. (5.7) with the ansatz φ = φ(u), is given by

0 =φ′′(u) +

(
f ′(u)

f(u)
− d− 1

u

)
φ′(u) +

∆(d−∆)

u2f(u)
φ(u)

+
d(d− 1)2(d− 2)αC u

2d−2

f(u)

(5.8)

The homogeneous part of eq. (5.8) has an exact solution given by

φ(u) =φ1 2F1

(
∆

d
,
∆

d
;
2∆

d
;ud
)
u∆

+ φ0 2F1

(
d−∆

d
,
d−∆

d
; 2
d−∆

d
;ud
)
ud−∆,

(5.9)

where φ0 and φ1 are integration constants and 2F1(z1, z2 ; z3 ; z4) denotes the standard
hypergeometric function. We can find the general solution to eq. (5.8) using Green’s
functions2

φ(u) =2F1

(
∆

d
,
∆

d
;
2∆

d
;ud
) (

φ1 −
d(d− 1)2(d− 2)αC

2∆− d
g∆(u)

)
u∆

+ 2F1

(
d−∆

d
,
d−∆

d
; 2
d−∆

d
;ud
) (

φ0 +
d(d− 1)2(d− 2)αC

2∆− d
h∆(u)

)
ud−∆ ,

(5.10)

2This representation of the solution is only valid for ∆ < 2d. In particular, the integral defining g∆(u) in
eq. (5.11) diverges for ∆ ≥ 2d. Further, the two independent solutions presented in eq. (5.10) are actually
identical for ∆ = d/2. Of course, the coefficients of g∆(u) and h∆(u) also diverge for this particular value
of ∆. However, we note that the scalar field is still a smooth function of ∆ at this special value and
so where results are presented for ∆ = d/2 in actuality, we add a small positive number to the scaling
dimension in order to carry out the calculation, for example ∆ = d/2 + ε where ε ∼ 0.16. Nevertheless,
the special case d = ∆/2 is treated in-depth in appendix D
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Figure 5.2: Scalar field profiles for the d = 3 (left) and d = 4 (right) scalar fields for several
scaling dimensions in a critical theory (φ0 = 0) with φ1 = 1 for comparability between the
curves.

where g∆(u) and h∆(u) are given by

g∆(u) =

∫ u

0

dy y2d−1−∆
2F1

(
d−∆

d
,
d−∆

d
; 2
d−∆

d
; yd
)
,

h∆(u) =

∫ u

0

dy yd−1+∆
2F1

(
∆

d
,
∆

d
;
2∆

d
; yd
)
.

(5.11)

From the definitions given in eq. (5.11) we can see that g∆(0) = h∆(0) = 0, so the
above solution has the expected characteristic asymptotic behaviour for a scalar field as
u→ 0

φ(u) = φ0u
d−∆

(
1 +O(ud)

)
+ φ1u

∆
(
1 +O(ud)

)
(5.12)

Note that we are using a dimensionless radial coordinate u, and both of the coefficients, φ0

and φ1 are dimensionless. Recall that the first term in eq. (5.12) is the non-normalizable
mode which corresponds to a deformation in the boundary theory

∫
ddxφ0O(x). For the

majority of this thesis we will be looking at when φ0 = 0, i.e., when the boundary theory
remains critical, but section 5.5 will go in-depth into the case where we deform the QFT
away from the QCP with a finite φ0.

The second term in eq. (5.12) corresponds to the normalizable mode which determines
the expectation value 〈O〉 of the scalar operator. The relationship between them is given by
eq. (2.21), but with the manner in which φ1 is defined in the u-coordinates, the one-point
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function is

〈O〉 = φ1 (2∆− d)

(
L

`p

)d−1(
4πT

d

)∆

. (5.13)

The Weyl tensor sources the scalar field in eq. (5.7), and so we find that the value of φ1 is
proportional to αC . In practice, we require for the scalar field to be regular in the bulk,
specifically near the black hole horizon, i.e., u→ 1, the solution eq. (5.10) has a potential
logarithmic divergence that is eliminated by setting

φ1 = αC ×
d(d− 1)2(d− 2)

2∆− d

(
g∆(1)− Γ(2− 2∆

d )Γ(∆
d )

2

Γ(1−∆
d )

2
Γ( 2∆

d )
h∆(1)

)
. (5.14)

Note that g∆(1) and h∆(1) are both finite and can be determined by numerically evaluating
the integrals in eq. (5.11). Figure 5.2 shows the numerically calculated scalar field profiles
for d = 3 and d = 4 for various scaling dimensions. We can calculate the Taylor series
expansion for the scalar profile to arbitrary orders. Here are the first few terms

φ(u) =φ0u
d−∆ + φ1u

∆ +
(d−∆)

2d
φ0u

2d−∆ +
∆

2d
φ1u

∆+d

− d(d− 1)2(d− 2)αCu
2d

+
(d−∆)(2d−∆)2

4d2(3d− 2∆)
φ0u

3d−∆ +
∆(d+ ∆)2

4d2(d+ 2∆)
φ1u

2d+∆ + · · · .

(5.15)

We can speculate that the higher-order scaling terms correspond to composite operators.
For example the u2d term could be the result of some operator composing of two stress
tensors : TT : while the ud+∆ could be the result of some stress-scalar composite operator.
These operators are all irrelevant in the CFT.

5.3 Linear response

5.3.1 Scalar two-point function

One of the most easily accessible and useful quantities we can extract from the holographic
model using the AdS/CFT correspondence is the scalar two-point function 〈O0O0〉. In
this section we determine what effect the scalar deformation has on the scalar two-point
function; we provide high-frequency asymptotic analytics as well as arbitrary full-frequency
numerical analysis of 〈O0O0〉. From the AdS/CFT dictionary eq. (2.18) we know that

〈O0(k)O0(−k)〉 = −1

2

∂2S

∂ψ0(k)∂ψ0(−k)
. (5.16)
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The scalar field ψ, just like the scalar field φ, will also have the asymptotic behaviour

ψ(u) = ψ0u
d−∆0 + ψ1u

∆0 +O(ud) . (5.17)

It is natural to expand the scalar field in momentum space since the we have time and
space translation symmetry in all directions except the radial u-direction

ψ(u, t,x) =

∫
ddq

(2π)d
eiq·xψ(u, q). (5.18)

The retarded Green’s function for the scalar field ψ is defined as

S =

∫
ddk

(2π)d
1

2
ψ0(−k)GR

OO(k)ψ0(k)

∣∣∣∣
u→0

(5.19)

where it can be shown that (see eq. (2.22) and appendix A)

GR
O0O0

(k) = 〈O0(−k)O0(k)〉 =
Ld−1

`d−1
p

(2∆0 − d)

(
4πT

d

)2∆0−d ψ1(k)

ψ0(k)
, (5.20)

where we explicitly state that the asymptotic coefficients for the scalar field have k depen-
dence, and is in essence what governs the full-frequency response for the scalar two-point
function.

Thus all of the information for the scalar two-point function is encoded by the two
parameters ψ0 and ψ1 for the scalar field ψ. Looking at our explicit model (4.2), we can
find the equation of motion for the dynamic field ψ(u) by varying (4.5) with respect to ψ,
giving

(∇2 −m2
0)ψ + αψφψ = 0 , (5.21)

which ψ be expanded in momentum space ψ(u, t) =
∫

dt
(2π)d

e−iωtψ(u)

0 =ψ′′ +

(
f ′

f
− d− 1

u

)
ψ′ −

(
gttω2 +m2

0

) ψ

u2f
+
αψφψ

u2f

=ψ′′ +

(
f ′

f
− d− 1

u

)
ψ′ +

d2ω2ψ

(4πT )2f 2
+

∆0(d−∆0)

u2f
ψ +

αψφψ

u2f
.

(5.22)

Note that the background scalar φ given in eq. (5.10) makes an appearance in the equations
of motion for ψ. We also note that this equation is homogeneous, and as such it can be
scaled arbitrarily. We can understand the freedom of rescaling physically from eq. (5.20)
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since the observable quantity we are extracting from the scalar field depends only the quo-
tient of two coefficients of ψ, so the overall scale has no affect on the correlation functions.
The boundary conditions to eq. (5.22) are a little bit tricky, since the equation is divergent
divergent near the black hole horizon. In order to regulate the divergence, we introduce
another field ψ(u) = f(u)bΨ(u) and enforce that Ψ(u) be regular at the horizon. The
equation of motion for this regularized scalar field is given by

0 = Ψ′′ +

(
(2b+ 1)f ′

f
− d− 1

u

)
Ψ′

+

(
bf ′

f

(
bf ′

f
− d− 1

u
+
f ′′

f ′

)
+

d2ω2

(4πT )2f 2
+

∆0(d−∆0)

u2f
Ψ +

αψφΨ

u2f

) (5.23)

We find that b = − iω
4πT

satisfies the in-falling boundary conditions and is one of the two
conditions needed for F (u) to be regular. If we write eq. (5.23) in a series expansion near
the black hole horizon we can specify the second boundary condition for the value of Ψ′(1)
by requiring that the near-horizon behaviour of the scalar field Ψ is regular. Near the black
hole horizon the divergent part of eq. (5.22) is

0 =
1

f 2

(
b2f ′2Ψ′′ +

d2ω

(4πT )2
Ψ′′
)
u=1

+
1

f

(
bf ′′Ψ + (2b+ 1)f ′Ψ′ − (d− 1)bf ′Ψ + ∆0(d−∆0)Ψ + αψφΨ

)
u=1

.

(5.24)

We can see the in-falling boundary condition b = − iω
4πT

realized in the second-order pole,
while the boundary condition

Ψ′(1) =
Ψ(1)

d(2b+ 1)
(∆0(d−∆0) + αψφ(1)) (5.25)

is required to remove the first-order pole. As noted earlier, we can arbitrarily set Ψ(1) = 1
and get a well-defined boundary-value ordinary differential equation. Numerically, we can
solve this equation of motion by shooting the solution from the horizon to the asymptotic
boundary in order to determine the coefficients ψ1 and ψ0. We then determine the scalar-
scalar two-point function by using eq. (5.20). Figure 5.3 shows an example two-point
function numerical evaluation.

High-frequency scalar two-point function

As we discussed in section 3.2.3, we can analytically predict the asymptotic behaviour for
the scalar two-point function in the presence of a relevant scalar deformation about the
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Figure 5.3: The scalar two-point function 〈O0(−Ω)O0(Ω)〉 evaluated for Euclidean fre-
quencies with spacetime dimension d = 3 and with both scalar scaling dimensions fixed at
∆ = ∆0 = 2.

quantum critical point. Let us compare that analysis with this explicit model. Working in
Euclidean frequencies, ω = iΩ with Ω� T , we will calculate the high-frequency behaviour
of 〈O0O0〉 to first order in the interaction strength αψ for the interaction φψ2 in eq. (4.5).
The coupling αψ corresponds to the CFT three-point coupling CO0O0O, as mentioned in
table 4.1. This interaction is responsible for controlling how the scalar two-point function
is modified by a scalar deformation of the CFT as shown in eq. (3.29). In order to control
the high-frequency behaviour, we introduce a rescaling of the radial variable v = dΩ

4πT
u. This

variable is related to the pure AdS coordinate z that we used extensively in section 3.2 via
Ωz = v. We would then approach the pure AdS spacetime as z → 0. At high-frequencies,
eq. (5.22) becomes

ψ′′ − d− 1

v
ψ′ − ψ +

∆0(d−∆0)

v2
ψ = −αψφψ

v2
, (5.26)

where we have made the high-frequency approximations f → 1 and f ′ → 0 because ud � 1
in this limit. Of course our calculations will only be reliable up to the order 1/Ωd. We
make a field redefinition that will vastly simplify eq. (5.26) and produce a simple Green’s
function that we use to solve the first order perturbative equation. The field redefinition
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is χ = v∆0−dψ which simplifies eq. (5.26) to

χ′′ +
d+ 1− 2∆0

v
χ′ − χ = −αψφχ

v2
. (5.27)

In a perturbative approach, we expand the scalar field in a series given by powers of the
coupling strength αψ

ψ = ψ(0) + αψψ
(1) + α2

ψψ
(2) + . . . (5.28)

we similarly decompose χ in the same manner. So, the equation of motion for the free part
of the scalar field χ is

χ′′(0) +
d+ 1− 2∆0

v
χ′(0) − χ(0) = 0 , (5.29)

which has homogeneous solutions

v∆0−d/2K∆0−d/2(v) , v∆0−d/2I∆0−d/2(v), (5.30)

or in terms of the scalar field ψ, these are the familiar solutions3 for the free scalar field in
pure AdS

ψ(v) = vd/2K∆0−d/2(v) , ψ(v) = vd/2I∆0−d/2(v). (5.31)

In our perturbative approach, the left hand side of eq. (5.27) will contribute at first order
in αψ and, so we would like to know the Green’s function for eq. (5.27) with boundary
conditions G(0, V ) = G(v,∞) = 0. Such a Green’s function can be determined from the
homogeneous solutions

G(v, V ) =

{
−V (v/V )∆0−d/2 I∆0−d/2(v)K∆0−d/2(V ) if V > v
−V (v/V )∆0−d/2 I∆0−d/2(V )K∆0−d/2(v) if v > V

(5.32)

which has the property that
(
∂2
v + d+1−2∆0

v
∂v − 1

)
G(v, V ) = δ(v−V ). In order for the free

scalar field ψ(0) to be regular at the black hole horizon the solution to eq. (5.29) is simply
the scalar AdS propagator eq. (4.13)

ψ(0)(v) =
vd/2K∆0−d/2(v)

Φ(d,∆0)
. (5.33)

3There are special values of d and ∆0 where this solution must be modified with logarithmic corrections
and the coefficients ψ0 and ψ1 no longer correspond to the coefficients of these Bessel functions. In appendix
D we briefly discuss this phenomenon in the background scalar field φ. For the purposes of this thesis we
will not go into detail to the special cases where this problem arises. In practice, if we wish to examine a
point where this solution is not valid for a choice of ∆, but is valid for all ∆ near to it, and the solution
is well-behaved enough that we can take a small deviation ∆ ∼ ∆ + ε for some small numerical ε, say
∼ 0.17. The correct result is reproduced to high accuracy, i.e., we can take the limit ∆→ ∆special in order
to proceed.
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Recall that the overall scale of the scalar field ψ and similarly χ is free to choose, so the
constant Φ(d,∆0), defined in eq. (4.14), conveniently sets ψ(0) → vd−∆0 as v → 0. Now
is a good time to define a new helper function for this calculation that is analogous to
Φ for the other modified Bessel function I. We will define the corresponding limit for
x∆0−d/2I∆0−d/2(x) as well

Θ(d,∆0) ≡ xd/2−∆0I∆0−d/2(x)
∣∣
x→0

=
1

2∆0−d/2Γ
(
∆0 − d

2
+ 1
) (5.34)

The quotient of these functions appear in the calculation of the retarded propagator, gov-
erned by eq. (5.20), the quotient is given by

Θ(d,∆0)

Φ(d,∆0)
=

1

22∆0−d−2(2∆0 − d)Γ
(
∆0 − d

2

)2 . (5.35)

Before continuing, let us recall that the expression for the free scalar field in eq. (5.33) has
for its asymptotic expansion

ψ(0)(v) = vd−∆0 +
`d−1
p CO0O0

Ld−1(2∆0 − d)
v∆0 , (5.36)

where CO0O0 is given in eq. (4.24) but replacing the operator O with O0. This confirms the
two-point function 〈O0O0〉 for the free scalar field (defined in eq. (5.20))

〈O0(−Ω)O0(Ω)〉 = Ω2∆0−dCO0O0 . (5.37)

We can use the Green’s function, to linear order in αψ, to construct high-frequency cor-
rections to the linear response. The first order term in an expansion of eq. (5.27) in a
perturbation of αψ is

χ′′(1) +
d+ 1− 2∆0

v
χ′(1) − χ(1) = −φχ

(0)

v2
. (5.38)

which we can now solve with the Green’s function eq. (5.32)

χ(1) = − 1

Φ(d,∆0)

∫ ∞
0

dV G(v, V )
φ(V )V ∆0−d/2K∆0−d/2(V )

V 2

=
1

Φ(d,∆0)
v∆0−d/2I∆0−d/2(v)

∫ ∞
0

dV
φ(V )K∆0−d/2(V )2

V

(5.39)
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As mentioned earlier, this technique4 is only reliable up to 1/Ωd corrections. Looking at

eq. (5.12), we can safely substitute φ(V ) = φ1V
∆
(

4πT
dΩ

)∆
for a critical theory, to get the

high frequency correction at first order in a perturbation of the interaction strength αψ
at the desired sensitivity in the high-frequency expansion. Section 5.5 will explain how
the scalar which deforms the boundary QFT away from the QCP is treated. Eq. (5.39)
evaluates to

χ(1) =
αψφ1

Φ(d,∆0)

(
4πT

dΩ

)∆

v∆0−d/2I∆0−d/2(v)

∫ ∞
0

dV V ∆−1K∆0−d/2(V )2 (5.40)

The integral that appears in the above equation is denoted by Ψ(d,∆,∆0) and is given in
eq. (3.15). This allows us to write

ψ(1) = −
φ1v

d/2I∆0−d/2(v)Ψ(d,∆,∆0)

Φ(d,∆0)

(
4πT

dΩ

)∆

. (5.41)

The important information that we want to extract from this expression is the coefficient
to the v∆0 term (see eq.(5.20)). The coefficient ψ

(1)
1 is

ψ
(1)
1 = −φ1Ψ(d,∆,∆0)

Θ(d,∆0)

Φ(d,∆0)

(
4πT

dΩ

)∆

(5.42)

So to first order in a perturbation of αψ we have that the scalar field expanded about v = 0
is

ψ(v) =vd−∆0 +
`d−1
p

Ld−1

CO0O0

2∆0 − d
v∆0 − αψφ1Ψ(d,∆,∆0)v∆0

22∆0−d−2(2∆0 − d)Γ(∆0 − d/2)2

(
4πT

dΩ

)∆

=vd−∆0 +
`d−1
p

Ld−1

CO0O0

2∆0 − d
v∆0 −

αψ`
d−1
p 〈O〉Ψ(d,∆,∆0)v∆0

22∆0−d−2Ld−1(2∆0 − d)(2∆− d)Γ(∆0 − d/2)2Ω∆

(5.43)

where we used eq. (5.35) in the first line and we employ eq. (5.13) in order to write the
expression in terms of the expectation value 〈O〉. Eq. (5.20) gives us the scalar correlator

〈O0(Ω)O0(−Ω)〉 = Ω2∆0−d
(
CO0O0 −

αψ〈O〉Ψ(d,∆,∆0)

22∆0−d−2Γ(∆0 − d/2)2(2∆− d)Ω∆

)
. (5.44)

4The technique mentioned being that we are assuming that Ω/T � 1 and that we are explicitly ignoring
factors of (vT/Ω)d
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This expression for the two-point function of O0 in the presence of a deformation by a
relevant operator O is generally valid for any d and all ∆ that are not half-integers, but
the function is well behaved within the unitary bound ∆ > d/2− 1 and ∆0 > d/2− 1 and
so for the half-integer dimensions we assert that the two-point function can be found by
interpolating from scaling dimensions that are near to ∆ (see footnote 3). For completeness,
we can expand eq. (5.44) so that we can express the two-point function entirely with the
use of Gamma functions

〈O0(Ω)O0(−Ω)〉 = Ω2∆0−d

(
CO0O0 −

αψ〈O〉
Ω∆

√
πΓ
(

∆
2

)
Γ
(

∆+d−2∆0

2

)
Γ
(

∆+2∆0−d
2

)
22∆0−dΓ(∆0 − d

2
)2Γ
(

∆+1
2

)
(2∆− d)

)
.

(5.45)

Figure 5.4: A log-log plot of the leading correction to the scalar two-point function from
a relevant scalar deformation plotted against the holographic calculation with the leading
contribution removed. Showing that the leading order estimates for the high-frequency
behaviour are well respected.

If we substitute eq. (4.40) into eq. (5.45) we would reproduce eq. (3.29). So, pertur-
bative conformal field theory is recovered in a limit of holography that can be used to
accurately predict the high frequency thermal dynamics for some correlation functions. It
also adds credibility to our holographic model that we are in fact probing the general CFT
dynamics. In figure 5.4, we see a comparison between the numeric full-frequency response
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〈O0(−Ω)O0(Ω)〉 calculated from eq. (5.23) and the high-frequency asymptotic behaviour
eq. (5.45) expected from the presence of a critical operator O. The plots given showcase the
precision of the calculation in the case where d = 3, ∆ = 2, ∆0 = 2. To close this section,
let us numerically calculated high-frequency scalar two-point function with the predicted
analytic expression. The high-frequency two-point function eq. (5.45) with d = 3, ∆ = 2,
∆0 = 2 is

〈O0(Ω)O0(−Ω)〉 = Ω

(
−1−

(
4πTL

3`p

)2
αψφ1

2Ω2

)
(5.46)

where φ1 was found in equation eq. (5.14). The plots given in figure 5.4 are evaluated

with
αψL

2

`2p
= 1 and φ1 = 2.20703 giving the expression for the expected high-frequency

behaviour as
〈O0(Ω)O0(−Ω)〉 = Ω(−1− 19.3626Ω−2). (5.47)

The power-law function that fits the high-frequency holographic calculation is found to be

〈O0(Ω)O0(−Ω)〉 = Ω(−1− 18.8143Ω−1.97595). (5.48)

The coefficient for the power-law in the numerical fit has 2.8% error from the expected
while the exponent has a 1.2% error. Our holographic model made some approximations.
We consider only linear perturbations in αC and high-frequency corrections stronger than
1/Ωd, in addition to assuming that the holographic calculation for the scalar two-point
function gives a power-law correction. Given that the fit is found by integrating the gauge
equations of motion numerically from the black hole horizon to the AdS boundary, we find
the magnitude of the errors to be acceptable.

5.3.2 Conductivity

We can do a similar treatment for calculating the conductivity for this holographic model
and show that the large-frequency behaviour behaves exactly as predicted by the conformal
field theory arguments of section 3. The conductivity is given by (for example [20])

σ =
GR
JJ

iω
(5.49)

whereGR
JJ is the retarded Green’s function for the transverse gauge fieldAx. The expression

1 + αF φ(u) from eq. (4.6) occurs frequently, and we will simply denote this expression by
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X(u) = 1 + αFφ(u). The retarded propagator is calculated by looking at the value of the
on-shell action near the AdS boundary. The boundary action is given by

S = − 1

2g2
d

∫
ddx
√
−gXguugxxAx∂uAx(u, x)

∣∣
u→0

(5.50)

which can be related to the retarded Green’s function by [7]

S =

∫
ddk

(2π)d
1

2
Ax(−k)GR

JJ(k)Ax(k)

∣∣∣∣
u→0

. (5.51)

It is natural to expand the gauge field Aµ in momentum space since all directions other
than u have translation invariance

Aµ(u,x) =

∫
ddq

(2π)d
eiq·xAµ(u, q) , (5.52)

where, as usual q · x = −ωt + ηijq
ixj. Evaluating eq. (5.50) and using the definition of

GR
JJ eq. (5.51) we find

GR
JJ =− 1

g2
d

√
−gguugxxAx(u,−k)∂uAx(u, k)

Ax(u,−k)Ax(u, k)

∣∣∣∣
u→0

=− 1

g2
d

( r0

L2

)d−2
(
Ld−3A′

ud−3A

)
u→0

.

(5.53)

Hence the conductivity can be calculated by observing the boundary behaviour of the
maxwell gauge field Ax

σ(ω) = − 1

iωg2
d

(
4πT

d

)d−2(
Ld−3A′

ud−3A

)
u→0

. (5.54)

In addition, the membrane paradigm gives a unique perspective into the AdS/CFT corre-
spondence. It allows us to realize the dissipative behaviour of the dual current in a thermal
bath with the Maxwell field’s interaction with the black hole horizon. For example, we
can use holography to find the diffusion constant for Fick’s law and the DC conductivity
from Ohm’s law (see section 2.5.2 and appendix B). The Diffusion constant is given in this
model by

D =
d

4πT
X(1)

∫ 1

0

du
ud−3

X(u)
. (5.55)

57



Figure 5.5: A plot of the DC conductivity (left) in d = 4 as a function of scaling dimension
and a plot of the diffusion (right) in d = 4 as a function of scaling dimension.

The DC conductivity σ(0) is found by applying Ohm’s law on a stretched horizon [7, 37]

σ(0) =

(
4πLT

d

)d−3
X(1)

g2
d

. (5.56)

The DC conductivity is quite interesting since it is information that is found in deep
IR and is usually outside of the scope of conformal perturbation theory, but which is
reproduced in holographic calculations like those eqs. (5.55) and (5.56) Here the membrane
paradigm gives us an interesting look at the behaviour of the Maxwell field all the way on
the other farthest reaches of the bulk, near the black hole horizon.

The Maxwell gauge field can be obtained from the Maxwell equations of motion, which
are derived by varying SA with respect to Aµ yielding

∇a

[
XF ab

]
= 0 . (5.57)

We choose the standard radial gauge Au = 0 and∇aAa = 0 and use the Fourier transforma-
tion eq. (5.52) of A to momentum space. We wish to solve for Ax(u, q) in the background
given by the black hole metric eq. (5.2) and sourced by the scalar profile given by eq. (5.10)
in the critical regime φ0 = 0. Setting the spatial momentum to zero, i.e., q = (ω, 0, 0), we
get an ordinary differential equation for the gauge field in this bulk spacetime

A′′x(u) +

(
X ′(u)

X(u)
+
f ′(u)

f(u)
− d− 3

u

)
A′x(u) +

(
dω

4πT

)2
Ax(u)

f(u)2
= 0 . (5.58)

In order to determine the conductivity σ from eq. (5.54), we must determine the behaviour
of the solutions of the equations of motion eq. (5.58) near the asymptotic boundary (u→ 0).

58



The scalar profile φ(u) appearing in eq. (5.58) is calculated via eq. (5.10), and the goal is
to be able to numerically integrate a solution for Ax from the black hole horizon to the
asymptotic boundary. Unfortunately, the momentum space gauge field has an logarithmic
oscillatory divergence near the black hole horizon. In order to regulate this divergence,
we will rescale the gauge field Ax(u) = f(u)bF (u) with b = − iω

4πT
which incorporates the

infalling boundary condition for the gauge field [7]. This field redefinition gives us a field
which is regular at the black hole horizon. The equation of motion for F (u) is given by

F ′′ +

(
(1 + 2b)f ′

f
+
X ′

X
− d− 3

u

)
F ′ +

(
bf ′

f

(
f ′′

f ′
+
bf ′

f
+
X ′

X
− d− 3

u

)
− b2d2

f 2

)
F = 0 .

(5.59)
The gauge field is always defined only up to some overall constant factor, so we are free to
set this constant. Likewise the redefined gauge field F is homogeneous and can also only
be determined up to a constant. On the other hand, the derivative for the field F near the
black hole horizon is set by requiring F (u) to be regular. The only object in eq. (5.59) that
is singular at the horizon is the blackening factor f . Organizing the poles into first and
second order poles we see that near the black hole horizon equation eq. (5.59) becomes

0 =
1

f 2

(
b2f ′2 − b2d2

)
+

1

f

(
(1 + 2b)f ′F ′ +

(
bf ′′ + bf ′

X ′

X
− bf ′(d− 3)

)
F

) (5.60)

The second order pole is fixed by the in-falling boundary conditions, whereas we will need
to impose boundary conditions on F near the black hole horizon to eliminate the first order
pole. These boundary conditions are

F ′(1) = − b

1 + 2b

(
2 +

X ′(1)

X(1)

)
F (1) . (5.61)

In the following we take advantage of the freedom to scale F (u) and we set F (1) = 1 for
simplicity. For odd dimensions d, we can extract the conductivity from eq. (5.59) but loga-
rithmic divergences appear for even dimensions. These divergences can be renormalized by
introducing counterterms to the holographic action, but these terms violate the conformal
invariance. The real-frequency conductivity is not affected by the logarithmic divergences,
however and we can calculate this quantity without the need for counter-terms. For the
Euclidean conductivities, we can extract universal behaviour for the conductivity but there
will always be present a cutoff-dependent logarithm in the Euclidean frequency [38,39]. In
order to extract the conductivity from the gauge field profile, it is important to understand
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how the gauge field behaves near the asymptotic boundary. So here we provide the near-
boundary behaviour for the gauge field for the first few conformal dimensions that we can
explore with this model

d = 3; Ax(u)→ A0 + A1u+O(u2)

d = 4; Ax(u)→ A0 + A2u
2 + 8b2A0u

2 log(Λu) +O(u3)

d = 5; Ax(u)→ A0 −
b2d2A0

2
u2 + A3u

3 +O(u4) .

(5.62)

Notice that the near-boundary behaviour can always be parameterized using two integra-
tion constants. This is due to the fact that the equation of motion governing the behaviour
of the gauge field is a second order ordinary differential equation. The integration con-
stants A0 and Ad−2 can be extracted numerically by regression on points sampled near the
boundary of the numerical solution for eq. (5.59). By combining the expression for the
conductivity eq. (5.54) with the introduction of the integration constants eq. (5.62), we
can read the conductivity directly from the numeric solution

d = 3; σ(ω) = − 4πT

3iωg2
4

A1(ω)

A0(ω)

d = 4; σ(ω) = −(πT )2 L

iωg2
5

(
2A2(ω)

A0(ω)
− ω2

2

)
d = 5; σ(ω) = − L2

iωg2
6

(
4πT

5

)2
A3(ω)

A0(ω)
.

(5.63)

If we look at the non-interacting limit αC → 0, we find that the conductivity exactly
matches with [39] for d = 3 and d = 4.

Figures 5.6 and 5.7 show the full-frequency conductivity for d = 3, 4 at various coupling
strengths, and figure 5.8 showcases how the scaling dimension affects the conductivity. We
observe from the figure the case of ∆ = 1 and d = 4 that the scalar deformation leads
to a constant shift in the real part of the conductivity at high frequencies. This may
seem odd because the curves do not reach the same asymptotic profile, but as can be seen
from eq. (3.36), we expect a ∆ = 1 scalar expectation to cause a constant shift in the
conductivity.
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Figure 5.6: The Euclidean (left) and real (right) AC conductivity for d = 3 and ∆ = 2 for
various choices of interaction strength

Figure 5.7: The real frequency AC conductivity for d = 4 for various choices of interaction
strength. On the left is the AC conductivity in the presence of a relevant operator O with
scaling dimension ∆ = 1, and on the right with scaling dimension ∆ = 3.

High-frequency AC conductivity

As explained in chapter 3 and demonstrated for scalar fields in section 5.3.1, we can
compute the high-frequency asymptotics for the conductivity at frequencies much greater
than the temperature. Working in Euclidean frequencies, this corresponds to evaluating
σ(ω = iΩ) with Ω� T . In the following, we will calculate the high frequency asymptotics
perturbatively in the dimensionless coupling αF in the action eq. (4.6). Recall that this
coupling controls the strength of the φF 2 interaction in eq. (4.6), which corresponds to
the CJJO coupling in the CFT (see table 4.1) and controls how the conductivity is affected
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Figure 5.8: The real frequency AC conductivities for d = 3 (left) and d = 4 (right) for
various choices of scaling dimension for the operator O that is deforming the theory.

by a scalar deformation, as seen in eq. (3.36). Much of this derivation is similar to the
calculation for the scalar two-point function presented in section 5.3.1, but with the scaling
dimension fixed at ∆0 = d − 1. In order to clean up the frequency dependence in what
follows, we will rescale the radial variable u = 4πTv

dΩ
. Then at large frequencies, eq. (5.58)

gives

A′′x −
d− 3

v
A′x − Ax = −αCφ′A′x. (5.64)

In this equation, we have made the approximations f ′ → 0, f → 1. This allows us to
calculate the high-frequency conductivity up to corrections of order 1/Ωd. In our pertur-
bative approach, we expand the gauge profile in a series controlled by the coupling strength
αF ,i.e.,

Ax = A(0)
x + αFA

(1)
x + α2

FA
(2)
x + .... (5.65)

We similarly expand the gauge equation of motion eq. (5.64), and at leading order, we have(
∂2
v −

d− 3

v
∂v − 1

)
A(0)
x = 0 . (5.66)

It is useful to find the Green’s function for eq. (5.66) since the perturbative gauge field A
(1)
x

will satisfy a non-homogeneous version of the same differential equation. The solutions to
eq. (5.66) are

Ax(v) = vd/2−1Kd/2−1(v), Ax(v) = vd/2−1Id/2−1(v) . (5.67)

The Green’s function which we require vanishes at the horizon and at the AdS boundary,
i.e., , G(0, V ) = G(v,∞) = 0. We note that eq. (5.66) is the same equation as eq. (5.27)
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with ∆0 = d− 1. The Green’s function is given by

G(v, V ) =

{
−V (v/V )d/2−1Id/2−1(v)Kd/2−1(V ) if V > v
−V (v/V )d/2−1Id/2−1(V )Kd/2−1(v) if v < V

. (5.68)

The Green’s function G(v, V ) satisfies
(
∂2
v − d−3

v
∂v − 1

)
G(v, V ) = δ(v − V ). The solution

to eq. (5.66) that is regular at the black hole horizon is simply

A(0)
x (v) =

vd/2−1Kd/2−1(v)

Φ(d, d− 1)
, (5.69)

where Φ has been previously defined in eq. (4.14). The constant Φ(d, d− 1) chosen is such

that A
(0)
x (0) = 1. Useful for later, the derivative of the free gauge field propagator is

A′(0)
x (v) = −

vd/2−1Kd/2−2(v)

Φ(d, d− 1)
. (5.70)

Continuing our first-order perturbative calculation for the conductivity, the term in eq. (5.64)
which is linear in the small αF expansion is(

∂2
v −

d− 3

v
∂v − 1

)
A(1)
x = −φ′A′(0)

x . (5.71)

From here, we can pause and note that the perturbative calculation for the conductivity
and for the scalar two-point function differ from this point onwards. The fundamental
difference being the tensorial structure differences between FabF

ab and ψψ. Using the
Green’s function eq. (5.68), we can solve for A

(1)
x

A(1)
x (v) = −

∫ ∞
0

dV G(v, V )φ′(V )A′(0)
x (V )

=
vd/2−1Id/2−1(v)

Φ(d, d− 1)

∫ ∞
0

dV φ′(V )Kd/2−1(V )V Kd/2−2(V ) .

(5.72)

We can now make use of the identity

2V d−2Kd/2−1(V )Kd/2−2(V ) = −∂V
[
V d−2Kd/2−1(V )2

]
(5.73)

to help clean up the Bessel functions in eq. (5.72), leaving

A(1)
x (v) = −

vd/2−1Id/2−1(v)

2Φ(d, d− 1)

∫ ∞
0

dV φ′(V )V 3−d∂V
[
V d−2Kd/2−1(V )2

]
. (5.74)
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We can now integrate by parts to remove the derivatives from the Bessel functions. Doing
so we get an expression for A

(1)
x

A(1)
x (v) =

vd/2−1Id/2−1(v)

2Φ(d, d− 1)

∫ ∞
0

dV (φ′′(V )V − (d− 3)φ′(V ) )Kd/2−1(V )2 . (5.75)

Just as with the scalar field prescription, this procedure is only reliable up to order 1/Ωd

in the high frequency limit. Therefore we can safely make the substitution5 φ(V ) =

φ1

(
4πT
Ω

)∆
V ∆ and get accurate results to first order in perturbation theory in the scalar

deformation. Doing so yields

A(1)
x (v) =

φ1∆(∆− d+ 2)

2Φ(d, d− 1)
vd/2−1Id/2−1(v)

(
4πT

dΩ

)∆ ∫ ∞
0

dV V ∆−1Kd/2−1(V )2

=
φ1∆(∆− d+ 2)

2Φ(d, d− 1)
vd/2−1Id/2−1(v)

(
4πT

dΩ

)∆

Ψ(d,∆, d− 1) ,

(5.76)

where Ψ(d,∆, d − 1) was defined earlier in eq. (3.15). The conductivity eq. (5.54) then
evaluates to

σ(Ω) =
Ld−3

g2
d

Ωd−3

(
σ∞ −

αFφ1∆(∆− d+ 2)(d− 2) Θ(d, d− 1)Ψ(d,∆, d− 1)

2 Φ(d, d− 1)

(
4πT

dΩ

)∆
)

=
Ld−3

g2
d

Ωd−3

(
σ∞ −

αF `
d−1
p 〈O〉∆(∆− d+ 2)Ψ(d,∆, d− 1)

Ld−1(2∆− d)2d−3Γ(d/2− 1)2Ω∆

)
(5.77)

We can expand Ψ(d,∆, d − 1) as well to get the full expression for the high-frequency
conductivity in terms of gamma functions

σ(Ω) =
Ld−3

g2
d

Ωd−3

(
σ∞ −

αF `
d−1
p 〈O〉

Ld−1Ω∆

∆(∆− d+ 2)
√
πΓ
(

∆
2

)
Γ
(

∆+d−2
2

)
Γ
(

∆−d+2
2

)
(2∆− d)2d−1Γ(d/2− 1)2Γ

(
∆+1

2

) )
.

(5.78)
Taking d = 3 we reproduce the conductivity given in [15].

σ(Ω)d=3 =
1

g2
4

(
σ∞ +

αF `
2
p〈O〉

L2Ω∆

Γ(∆ + 1)

L2(2∆− 3)2∆

)
. (5.79)

5We will assume that the boundary theory is critical at this time. See section 5.5 for where we deform
the theory by the relevant operator.
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Figure 5.9: A comparison of the numerical calculation of σ with the asymptotic expansion
eq. (5.77) with the leading contribution removed.

In section 5.4, we calculate the conductivity to higher orders in a T/Ω expansion for
the d = 3 case, displaying the calculations done in [13]. Figure 5.9 shows how closely
the exact full-frequency response matches the leading correction predicted from conformal
perturbation theory and holography at high frequencies.

5.3.3 Reissner-Nordström models

We have seen the strength of the holographic and the conformal perturbation theory ap-
proach for how linear response functions behave when a scalar operator acquires an expec-
tation value, we have also verified these predictions using a simple holographic model. In
order to test the robustness of these claims, we will now do a similar treatment for slightly
more complicated models and show that the conformal perturbation theory results of chap-
ter 3 are indeed recovered in more complicated spacetimes. The action which sources the
background metric is given by the free part (all interactions αa = 0 set to zero) of eq. (4.2)

S =

∫
dd+1x

√
−g
(

1

2`d−1
p

(R + 2Λ)− 1

4g2
d

FabF
ab

)
(5.80)
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where Λ = −d(d−1)
2L2 , R = Rab

ab and Fab = ∇aAb −∇bAa. The Einstein-Maxwell equations
of motion for the background geometry are determined by varying eq. (5.80) with respect
to the metric (δgab) and the gauge field (δAν)

Rµν −
1

2
Rgµν + Λgµν =

`d−1
p

g2
d

(
FµρFνσg

αβ − 1

4
gµνFabF

ab

)
∇µF

µν =0.

(5.81)

A simple static uncharged solution to these equations is given in eq. (5.2). The next
simplest modification that we can make is to give the black hole a charge. The static
Reissner-Nordström solution is given by

ds2 =
r2

0

u2L2

(
−f(u)dt2 + δijdxidxj

)
+
L2du2

u2f(u)

A =

√
d− 1

d− 2

r0gdξ

`
d−1

2
p L

(1− ud−2)dt

(5.82)

where
f(u) = 1− (1 + ξ2)ud + ξ2u2(d−1). (5.83)

The dimensionless radial coordinate u is rescaled in such a way that the “outer” black hole
horizon is located at u = 1 and the asymptotic anti de-Sitter space boundary is located at
u→ 0. The black hole horizon is extremal at precisely ξ2 = d

d−2
. Thus we will restrict our

attention to ξ2 < d
d−2

. The temperature of this spacetime can be found by first changing
variables to Euclidean time t = iτ , and requiring the spacetime to be regular at the black
hole horizon. The Euclidean metric

ds2 =
r2

0

u2L2
(f(u)dτ 2 + δijdxidxj) +

L2du2

u2f(u)
(5.84)

will have a conical singularity at the black hole horizon (u→ 1) unless the Euclidean time
τ has the correct period. This calculation was carried out in Section 5.1, which shows that
the temperature is given by T = −f ′(1)r0

4πL2 . In the Reissner-Nordström case, this becomes

T =
(d− (d+ 2)ξ2)r0

4πL2
. (5.85)

The model is designed to give the scalar operatorO an expectation value 〈O〉 ∼ T∆. For
the electrical conductivity to be modified by a scalar deformation we couple the maxwell
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gauge field Aµ to the scalar field as in eq. (4.6) with αF 6= 0. Note that this coupling
provides a source for the scalar field equations of motion because the gauge field is not
trivial in the background gravitational solution. So it is not necessary to engineer an
additional source for the scalar field, for this reason we fix αC = 0 in eq. (4.4). This is in
contrast with the minimal model presented above which required an additional source to
give the scalar operator a non-trivial expectation value. The full action for this model is
given by eq. (4.2) with αC = 0 and αψ = 0. Just as above, we are assuming that back
reactions caused by the dynamical fields are negligible6.

The equation of motion for φ is given by

(∇−m2)φ−
αF `

2
p

4g2
d

F 2 = 0. (5.86)

The background Maxwell gauge is given by eq. (5.82), so

F 2 = −2u4A′2t
r2

0

. (5.87)

In the Schwarzschild-AdS (ξ = 0) solution to the Einstein-Maxwell equation, the exact
homogeneous solution eq. (5.9) to the scalar equations of motion were found. But in general
we will need to evaluate φ numerically since the added complexity for the blackening factor
eq. (5.83) makes it difficult for us to find an exact solution. The conductivity is defined by
eq. (2.23). The boundary action is given by

S = − 1

2g2
d

∫
ddx
√
−gXguugxAx∂uAx(u, x)

∣∣
u→0

(5.88)

where the retarded Green’s function is defined in eq. (5.51). By expanding Ax in momentum
space (see eq. (5.52)), we see that the retarded propagator is given by eq. (5.53). In order
to calculate the AC conductivity, we will solve the Einstein-Maxwell eqs. (5.81) in a linear
perturbation about the background eq. (5.82). Assuming that the gauge field is frequency
dependent and does not have a spatial momentum, i.e., δAx =

∫
dt
2π
eiωtδAx(u), the only

perturbations that will have an effect on the conductivity are δAx and δgxt [40]. The
linearized Einstein-Maxwell equations are found by substituting Ax → Ax(0) + δAx and
gxt →���XXXgxt(0) + δgxt into eq. (5.81) where Ax(0) and gxt(0) are the background solutions given

6This can be thought as a perturbative expansion in αF , and that we are only working to linear order
in αF ,i.e., there is no back-reaction.
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by eq. (5.82). A detailed derivation is given in appendix C with the result

0 =δA′′x +

(
X ′

X
+
f ′

f
− d− 3

u

)
δA′x − ω2 g

tt

guu
δAx +

2`2
p

g2
d

gttA′2t δAx

=δA′′x +

(
X ′

X
+
f ′

f
− d− 3

u

)
δA′x +

ω2L4

r2
0f(u)2

δAx

− 2(d− 1)(d− 2)u2ξ2

g2
df(u)

δAx.

(5.89)

This equation will have to be evaluated numerically. As before, there is a logarithmic-
oscillatory singularity near the horizon As in section 5.3.2, we can redefine the gauge field
as δAx(u) = f(u)bF (u) in order to enforce in-falling boundary conditions. The field F
must be regular at the black hole horizon, the gauge equations of motion for F are

0 =F ′′ +

(
X ′

X
+

(1 + 2b)f ′

f
− d− 3

u

)
F ′

+

((
X ′

X
+
bf ′

f
+
f ′′

f ′
− d− 3

u

)
bf ′

f
+
ω2L4

r2
0f

2
− 2(d− 1)(d− 2)u2ξ2

g2
df

)
F.

(5.90)

Near the black hole horizon u→ 1, the (potentially) singular part of the above equation is

0 =
1

f 2

(
b2f ′2 +

ω2L4

r2
0

)
F

+
1

f

(
(1 + 2b)f ′F ′ + bf ′F

(
X ′

X
+
f ′′

f ′
− d− 3

u

)
− 2(d− 1)(d− 2)ξ2F

g2
d

)
.

(5.91)

Therefore, in order for the redefined gauge field F to be regular at the black hole horizon, we
first require for b = ± iωL2

r0f ′
= ± iω

4πT
. This is enforced by the infalling boundary conditions

on the gauge perturbation. Now the simple pole can be removed by appropriate boundary
conditions on F and F ′

F ′(1)

F (1)
=

1

(1 + 2b)f ′(1)

((
2(d− 1)(d− 2)ξ2

g2
d

)
− bf ′(1)

(
X ′(1)

X(1)
+
f ′′(1)

f ′(1)
− d+ 3

))
.

(5.92)
Since eq. (5.89) is linear, the scale of F is arbitrary and we set F (1) = 1. In figure 5.10, we
see the plots of the conductivity calculated numerically for various values of the coupling
constants. The scalar field φ in the charge-less case ξ = 0 has no sources, so the conductivity
is not modified by the relevant scalar. This corresponds to the case where the scalar
operator does not gain an expectation 〈O〉 6= 0, so the ξ = 0 curve is simply the free
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Figure 5.10: The numerical evaluation of the real part of the conductivity for d = 3 and
∆ = 2. On the left, we have αCαF = 1 plotted with various charge parameters ξ and on
the right we have ξ = 1 plotted with various coupling strengths.

conductivity. This is seen by realizing that the scalar field equations are sourceless, so
X = 1 and eq. (5.89) becomes the free gauge equation.

Figure 5.11 demonstrates agreement between the analytic prediction eq. (5.77) for high
frequencies and the full numerical computation. An interesting feature for this model is
that even without considering the scalar deformation, the corresponding QFT is already
deformed from the CFT fixed point due to the presence of a finite charge in the gravity
theory, and hence a chemical potential µ in the boundary theory. We generically expect
contributions to the conductivity of the form

σ(Ω) = σ∞Ωd−3

(
1 + a

λ

Ωd−∆
+ b
〈O〉
Ω∆

+ c
µ2

Ω2
+ · · ·

)
(5.93)

where the coefficient c is related to the four-point correlation function 〈JJJJ〉 in the CFT,
which is non-vanishing in this holographic model due to graviton exchange in the bulk as
depicted in figure 5.12.

We carefully choose ∆ = 1.75 < 2 to show in figure 5.11 because the scalar deformation
will still be the leading correction to the conductivity in this model.

5.3.4 Decoupled gauge fields

In the previous section we considered a holographic model involving gravity coupled to
a single Maxwell field. The latter is dual to a conserved current in the boundary the-
ory and we examined modifications to the conductivity defined by the current when a
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Figure 5.11: A log-log plot comparing the leading order analytic expression compared with
the numerical calculation with the leading free part removed. Spacetime dimension is d = 3
while the relevant scalar dimension is ∆ = 1.75 and the charge parameter ξ = 1.

Figure 5.12: A representation of the graviton exchange in the 〈JJJJ〉 calculation

chemical potential was introduced. In our model, these modifications emerged because of
couplings between the current and a relevant operator, i.e., the chemical potential induced
an expectation value 〈O〉.

We can instead have a bulk theory with two gauge fields, one is given a charge in the
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background, while we evaluate the conductivity for the other charge-less gauge field. The
two Maxwell fields will not interact with each other. The role for the former is to provide
an enhanced geometry, and we observe how this geometry affects the conductivity of the
latter.

Once again, in the we require an expectation value of the relevant scalar operator in
the CFT. Since the interaction φF 2, where F denotes the unchanged gauge field, does
not source the expectation value of the scalar operator 〈O〉, we once again introduce an
interaction between the scalar field and the Weyl curvature just as in section 4.1. Hence,
the relevant scalar in this model will be sourced by the Weyl scalar CabcdC

abcd which
vanishes at zero temperature and gives the appropriate scaling to the scalar expectation
value 〈O〉T ∼ T∆. The full action for this model is given by

S0 =
1

2`d−1
p

∫
dd+1x

√
−g
(
R +

d(d− 1)

L2

)
(5.94)

Sφ = − 1

2`d−1
p

∫
dd+1x

√
−g
[
(∇aφ)2 +m2φ2 − 2αCL

2φCabcdC
abcd
]

(5.95)

SA = − 1

4g2
d

∫
dd+1x

√
−g
[(

1 + αFφ
)
FabF

ab + F̃abF̃
ab
]
. (5.96)

which is similar to eq. (4.2) with no second scalar ψ and an additional background gauge
field added, denoted Ã and F̃ab = ∂aÃb − ∂bÃa. The Maxwell field Ã supports charge on
the background black hole but this field does not source the scalar field φ. The background
Reissner-Nordström solution is given by eq. (5.82) with Ã replacing A. While the equation
of motion for the scalar field is found in a perturbative expansion around this background
solution. The scalar field must satisfy the equation of motion eq. (5.7). In this background
eq. (5.82), the Weyl curvature scalar evaluates to

CabcdC
abcd =

(d− 2)u4f ′′(u)2

dL4
. (5.97)

In the case where ξ = 0, the homogeneous part of equation eq. (5.7) has an exact solution
given by eq. (5.9), but here in general the equation will need to be determined numerically.

We are interested in evaluating the conductivity for the probe gauge field with particular
interest in how it is modified by the scalar deformation. In order to achieve this, we compute
the dynamical scalar field φ and gauge field Aµ. The relevant part of the action is

Sint = − 1

4g2
d

∫
dd+1x

√
−g(1 + aFφ)F 2. (5.98)
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The equation of motion for the gauge field Ax is given by varying Sint with respect to δAx.
Doing so gives

0 = ∇a(XF
ab) , (5.99)

where X = 1+αFφ and which when we use our particular solution and choice of coordinates
for this model, the equation of motion for the perturbation δAx of the gauge field is given
by

δA′′x +

(
X ′

X
+
f ′

f
− d− 3

u

)
δA′x −

ω2L4

r2
0f

2
δAx = 0 (5.100)

This equation of motion is similar to eq. (5.58) except that the form for f is different, and
the scalar field profile φ is also altered in this spacetime. The solution has a logarithmic-
oscillatory singularity at the black hole horizon u → 1. To avoid this issue, we follow the
same prescription that we have used throughout this chapter. We define a regularized field
δAx(u) = f(u)bF (u) where F is regular. The equation of motion for F becomes

0 =F ′′ +

(
X ′

X
+

(1 + 2b)f ′

f
− d− 3

u

)
F ′

+

((
X ′

X
+
bf ′

f
+
f ′′

f ′
− d− 3

u

)
bf ′

f
+
ω2L4

r2
0f

2

)
F.

(5.101)

Near the black hole horizon u→ 1, this equation’s singular parts are

0 =
1

f 2

(
b2f ′2 +

ω2L4

r2
0

)
F

+
1

f

(
(1 + 2b)f ′F ′ + bf ′F

(
X ′

X
+
f ′′

f ′
− d− 3

u

))
.

(5.102)

In order for F to be regular, we will require once again to choose in-falling boundary
conditions b = − iωL2

r0f ′
= − iω

4πT
. To remedy the simple pole at the horizon in the above

equation we require the boundary condition

F ′(1)

F (1)
= − b

1 + 2b

(
X ′(1)

X(1)
+
f ′′(1)

f ′(1)
− d+ 3

)
. (5.103)

Figure 5.13 shows the conductivity found for various values of ξ and for various values
of coupling strength αCαF , with ξ = 0 representing the charge-less solution Figure 5.14
shows that the predictions from chapter 3 and the perturbative holographic analysis done
in section 5.3.2 agree with the exact calculation to a high degree of accuracy at high
temperatures.
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Figure 5.13: AC conductivity for the RN-Weyl model for various choices of the charge
coefficient ξ with αCαF = 1. The evaluation of the real part of the conductivity is taken
for d = 3, ∆ = 2.

Figure 5.14: A log-log plot comparing the leading order analytic expression compared
with the numerical calculation with the free contribution removed. Spacetime dimension
is d = 3 while the relevant scalar dimension is ∆ = 2 and the charge parameter ξ = 1.

5.4 Conductivity in three dimensions

This section represents work done in [13], by myself and collaborators, where we were
looking exclusively at the conductivity for CFTs with spacetime dimension d = 3. The
work in this section mirrors many of the approaches for the general d case in the previous
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sections, but we would like to focus on d = 3 for two main reasons.

Firstly, in performing the holographic high-frequency analysis, earlier in this chapter, we
had to make a rather strong approximation f ∼ 1, but in three dimensions we can simplify
the equation of motion for the gauge field without resorting to this approximation, which
allows us to make corrections for the conductivity in d = 3 to higher orders in the inverse
frequency, 1/Ω.

Secondly, we will be comparing the d = 3 model with that presented in [15] in which
the authors assumed that the scalar field profile behaved as a pure critical power-law
φ̃(u) = φ1u

∆. The work in this thesis was originally inspired by a desire to find a suitable
scalar field profile through dynamical means, rather than using an artificially produced
scalar profile. We present the comparisons in this section.

In [15], a simple approach in the holographic model was to assume that the background
AdS gravity solution was the same as in eq. (5.2) but that the scalar field, rather than
being the result of some explicit matter content, was merely assumed to have the power-law
behaviour indicative of a scalar operator at a QCP. The ansatz used was

φ̃(u) = φ1u
∆ , (5.104)

where we distinguish the power-law profile scalar field by φ̃ from the scalar field φ intro-
duced in section 5.2. From this ansatz, you can indeed derive results analogous to those
found in section 5.3.2. But with some care, we can also unravel higher-order terms in the
high frequency expansion for the conductivity. The scalar field φ̃ introduced in [15] leaves
something to be desired in setup (e.g., what kind of matter would produce such a field),
in power (e.g., what can we extract using only a single coefficient) and in visualization
(e.g., how can we trust the full-frequency response if the scalar field is created with the
sole purpose of capturing the high-frequency behaviour?). A self-contained model is also
more aesthetically pleasing than an invented ad-hoc probe.

The work done in this section was inspired to circumvent these short-comings and it has
provided a basis for this project as a whole. In the remainder of this section, we will refer
to the model produced via the power-law scalar profile as the power-law model whereas
the model that is described in section 4.1 will be referred to as the Weyl-sourced model.
We use the same simple model introduced in section 5.3.2 and we find the full-frequency
conductivity up to first order in a small αF expansion7.

7An exploration in finding the α2
F corrections to the conductivity can be found in appendix E.
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Comparisons with power-law scalar profile

Before we get into all of the differences that are present between the power-law model
and the Weyl-sourced model, let us look into the special case where they agree exactly.
Namely, if the operator O is marginal. When the scaling dimension of O is d, then the
critical solution to eq. (5.9) is simply a power-law, and the analysis of the power-law model
and the Weyl-sourced model will be identical (see appendix D). Figure 5.15 compares the

Figure 5.15: The scalar profile for the Weyl-sourced model compared with the power-law
model. On the left the scaling dimension is ∆ = 1.5, akin to being near to the Wilson-
Fisher N = 2 fixed point, and on the right the scaling dimension is ∆ = 3 representing
a marginal operator. (Note that we only see one curve on the right, this is because the
profiles are identical.)

scalar field profiles for the power-law model and the Weyl-sourced model. The profiles are
fit such that the coefficient of normalizable mode φ1 agrees in both cases. It seems that
for relevant scalars that the Weyl-sourced scalar field has a larger amplitude deeper in the
bulk than the power-law model while the opposite is true for irrelevant scalars. Of course
the curves agree in the marginal case.

From section 2.5.2, the charge diffusion is given by

D =
3

4πT
(1 + αF , φ(1))

∫ 1

0

du

1 + αFφ(u)
, (5.105)

and the DC conductivity is given by

σ(0) =
1 + αFφ(1)

g2
4

. (5.106)
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These quantities are compared for the two models in figure 5.16 where we can that the
two curves intersect at precisely ∆ = 3. Analytically, the diffusion constant and the DC
conductivity for the power-law model are given by

D =
3

4πT
(1 + αFφ1)

∫ 1

0

du

1 + αFφ1u∆

≈ 3

4πT

(
1 + αFφ1

∆

∆ + 1

)
σ(0) =

1 + αFφ1

g2
4

.

(5.107)

Figure 5.16: The diffusion and DC conductivity compared between the Weyl-sourced model
and the power-law model as a functions of scaling dimension.

Clearly, the two models disagree at infra-red frequencies as the power-law model was
only designed to measure ultra-violet properties. This highlights a point that was made
earlier. That is, the power-law profile may have merit near the boundary of AdS, i.e., in the
ultra-violet, but as a probe to low-frequency dynamics it has questionable trustworthiness.

76



Figure 5.17: The AC conductivity for the Weyl-sourced and power-law models. On the
top row, we have real-frequency conductivities for ∆ = 1.5 (left) and ∆ = 4.0 (right). On
the bottom row we have the Euclidean frequency conductivities for ∆ = 1.5 (left) and for
∆ = 4.0 (right). On the bottom left plot we also include the quantum Monte Carlo data
provided by [15] for Matsubara frequencies Ω = 2nπT

Figure 5.17 shows the conductivity as calculated in the two models, as well as some
Monte Carlo data8 for the O(2) Wilson-Fisher CFT evaluated near the critical point (∆ ∼
1.5) provided by [15]. The interaction strength that was input into the Euclidean frequency
calculations for the conductivity were chosen ad-hoc so to fit the Monte Carlo data. As we
can see both models are adequate to reproduce the numerical calculations.

In order to illustrate how the ad-hoc choice of using a power-law scalar field profile can
lead to uncertain results we invent a new scalar field profile φ̂ = φ1u

∆(1 + 2u6 − 3u12).
Such a scalar field profile does in fact have the correct asymptotic behaviour to describe a
scalar field corresponding to a thermally deformed CFT, but deep in the bulk, this profile

8Monte Carlo simulations are able to calculate the conductivity for Euclidean Matsubara frequencies
that arise in finite temperature quantum field theory. These frequencies are discrete multiples of 2πT .
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disagrees more strongly. For example, by design, the scalar profile φ̂ vanishes at the black
hole horizon.

Figure 5.18: The invented scalar field profile φ̂(u) seems to be a fine choice to reproduce
the Monte Carlo results, but when we attempt to probe small real-time frequencies the
theories disagree completely.

Figure 5.18 shows that we can reproduce the Monte Carlo data in the Euclidean fre-
quency accurately with φ̂ but that the low-frequency dynamics of the real conductivity are
very different from our other models. This fact emphasizes that we need a self-consistent
mechanism in order to produce these scalar fields. Otherwise the infra-red physics pro-
duced by the holographic model will not likely be representative of any CFT you wish to
probe.

High-frequency conductivity

As mentioned in section 5.3.2, when we make the approximation f → 1 in the high-
frequency perturbative analysis, the analysis only remains reliable up to the order 1/Ωd.
It turns out that in d = 3. there is an additional simplification that allows for us to
do perturbative analysis without sacrificing any accuracy at this stage of the calculation.
What follows, closely resembles the analysis in section 5.3.2 except we explicitly use d = 3
and make a change of variables which absorbs the role of the blackening factor f into the
variable and we are able to neatly perform the high-frequency analytics [13].

We now compute the conductivity at frequencies much greater than the temperature.
Working in Euclidean frequencies, this corresponds to evaluating σ(ω= iΩ) with Ω � T .
We will calculate the high frequency asymptotics perturbatively in the dimensionless cou-
pling αF . Recall that this coupling controls the strength of the φF 2 interaction in eq. (5.96),
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which determines how the scalar operator in the boundary modifies the conductivity. In this
calculation, it is convenient to first change coordinates from u to z, where dz/du = 1/f(u).
The boundary, u = 0, corresponds to z = 0, however, the horizon u = 1 is stretched
to z = ∞. With this coordinate choice, the equation determining the gauge field profile
eq. (5.58) becomes [

∂2
z − w2

]
Ay = − αF∂zφ

1 + αFφ
∂zAy , (5.108)

where we have introduced the rescaled (dimensionless) Euclidean frequency

w =
3Ω

4πT
. (5.109)

Now in our perturbative approach, we expand the gauge profile as Ay = A
(0)
y +αFA

(1)
y +

α 2
FA

(2)
y + · · · . Similarly, expanding the gauge equation eq. (5.108), the zeroth order com-

ponent satisfies
[
∂2
z −w2

]
A

(0)
y = 0, and the solution (which is regular or “in-falling” at the

horizon) is
A(0)
y = e−wz . (5.110)

We can see the the zero’th order term in the expansion of eq. (5.63) is

σ =
1

g2
4

+O(w−∆). (5.111)

We denote the asymptotic conductivity as σ∞ = 1
g2
4
. Next, to first order in αF , eq. (5.108)

yields [
∂2
z − w2

]
A(1)
y = we−wz ∂zφ . (5.112)

This equation can be solved with the use of the following Green’s function

G(z, z̃) = − 1

w

(
sinh(wz)e−wz̃ θ(z̃ − z) + z̃ ↔ z

)
, (5.113)

where [∂2
z − w2]G(z, z̃) = δ(z − z̃) and G(z, z̃) vanishes at z → 0 and at z → ∞. The

solution to eq. (5.112) is then given by

A(1)
y =

∫ ∞
0

dz̃ G(z, z̃)w e−wz̃ ∂z̃φ

= − sinh (wz)

∫ ∞
0

dz̃e−2wz̃∂z̃φ

(5.114)
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To calculate the conductivity, we must evaluate σ(iω) from eq. (5.63)

σ(iw)

σ∞
= − 1

wg2
4

∂zAy
∣∣
z=0

= 1 + αF

∫ ∞
0

dz e−2wz∂zφ+O(α2
F ) . (5.115)

Substituting the power series for φ(z) =
∑̀
c` z

α` into eq. (5.115) yields

σ(iw)

σ∞
= 1 + αF

∑
`

Γ(α` + 1)

(2w)α`
c` +O(α2

F ) . (5.116)

The first few terms in the near boundary expansion (i.e., u→ 0) of the scalar field profile,
assuming no scalar deformation, of the Weyl-sourced model eq. (5.15) are

φ(u) = φ1u
∆ +

φ1∆

6
u∆+3 +

12αC
(∆− 6)(3 + ∆)

u6 +O(u∆+6) . (5.117)

Given this result,9 we obtain the first few terms for the conductivity at w � 1:

σ(iw)

σ∞
= 1 +

φ1αFΓ(∆ + 1)

(2w)∆
− φ1αF∆

12

Γ(∆ + 4)

(2w)∆+3
+

12αCαFΓ(7)

(∆− 6)(∆ + 3)(2w)6
+O

(
1

w∆+6

)
.

(5.118)

Recall that φ1 ∝ αC as seen in eq. (5.14), we see explicitly here that in this expansion, the
normalized conductivity is only a function of the two model parameters, ∆ and αCαF , as
well as the frequency w = 3Ω/(4πT ).

One can easily extend the above analysis to second order in the coupling αF — see
appendix E. Here we note that at order 2, the leading correction to the high-frequency
expansion eq. (5.118) is proportional to (φ1αF )2/w2∆ and therefore the leading 1/w∆ term
above remains unchanged. In addition to higher orders in the perturbation theory in αF ,
the background geometry will also pick up corrections at order αF from the various ways
that the scalar field couples to geometry e.g., by

√
−gm2φ2 or by

√
−gφC2. However, the

leading term above remains unchanged. That is, we can systematically verify that this
method extracts the 1/ω∆ term exactly to all orders in back-reaction and perturbation, as
was demonstrated in section 5.3.2.
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T d−∆ ∼ λT

λ

QCPphase A phase B

quantum critical fan

You are here

Figure 5.19: We are now probing the finite-temperature theory that is deformed by a scalar
operator

5.5 Deforming away from criticality

Up to this point in the thesis, we have only been considering critical boundary theories,
albeit at finite temperatures and sometimes with a finite chemical potential. This required
the boundary behaviour of the scalar field to be tuned to φ(u) ∼ u∆. Recall, that in
general, the scalar field has an asymptotic expansion eq. (4.16)

φ(u) = φ0u
d−∆ + φ1u

∆ +O(ud). (5.119)

In this section, we focus on high temperatures, then turning on a small coupling to O,
i.e., allowing for φ0 6= 0 should still leave the theory well within the regime of validity
for the holographic model to describe the boundary CFT. We will restrict ourselves to
small detuning with respect to temperature T d−∆ � λ. In terms of the phase diagram,
we are in the situation depicted by figure 5.19. To compare with the corpus of the thesis,
equation eq. (5.10) remains the general solution to the Weyl-sourced scalar field. In order
to maintain regularity at the horizon, the normalizable mode needs to be modified from
its value in the critical version

φ1 = φ1|crit − φ0

Γ
(
2− 2∆

d

)
Γ
(

∆
d

)2

Γ
(
1− ∆

d

)2
Γ
(

2∆
d

) . (5.120)

Hence, the boundary theory responds linearly to the introduction of a small coupling φ0.

9As well as using u = z (1− 1
4z

3 + 3
28z

6 + · · · ).
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5.5.1 Scalar response to detuning

Given the new scalar profile, it is straightforward to evaluate the retarded scalar propaga-
tor and the dynamical conductivity. The full-frequency response for the scalar two-point
function follows the same as in section 5.3.1, except that we have an additional free param-
eter to vary for the scalar field φ, namely φ0. The remainder of the calculations including
the boundary conditions remain unchanged.

High-frequency prediction

In this section we verify that this holographic model verifies the high-frequency prediction
given in eq. (3.29). Recall the prescription for calculating the retarded scalar propagator
in section 5.3.1. The first point where we actually probed the dynamics of the scalar field
φ was quite late in the game. This occurred just after eq. (5.39) where we needed to know
the power series profile for the scalar field. Let us resume this calculation, but instead let

us focus on the source term in the scalar field profile, i.e., φ(V ) = φ0V
d−∆

(
4πT
dΩ

)d−∆
, and

calculate the response of this deformation of the boundary theory. The expression for the
first order (in αF ) term for the probe scalar field χ becomes

χ(1) =
αψφ0

Φ(d,∆0)

(
4πT

dΩ

)d−∆

v∆0−d/2I∆0−d/2(v)

∫ ∞
0

dV V d−∆−1K∆0−d/2(V )2 , (5.121)

The integral that appears in the above equation is denoted by Ψ(d, d −∆,∆0) defined in
eq. (3.15) which allows us to establish

ψ(1) = −
αψφ0v

d/2I∆0−d/2(v)Ψ(d, d−∆,∆0)

Φ(d,∆0)

(
4πT

dΩ

)d−∆

. (5.122)

The important information that we want to extract from this expression is the coefficient
to the v∆0 term (see eq. (5.20)). The coefficient ψ

(1)
1 is

ψ
(1)
1 = −αψφ0Ψ(d, d−∆,∆0)

Θ(d,∆0)

Φ(d,∆0)

(
4πT

dΩ

)d−∆

(5.123)

So to first order in a perturbation of αψ we have that the probe scalar field expanded about
v = 0 is

ψ(v) =vd−∆0 +
`d−1
p

Ld−1

CO0O0

2∆0 − d
v∆0 − αψφ0Ψ(d, d−∆,∆0)v∆0

22∆0−d−2(2∆0 − d)Γ(∆0 − d/2)2

(
4πT

dΩ

)d−∆

vd−∆0 +
`d−1
p

Ld−1

CO0O0

2∆0 − d
v∆0 −

αψ`
d−1
p λΨ(d, d−∆,∆0)v∆0

22∆0−d−2Ld−1(2∆0 − d)Γ(∆0 − d/2)2Ωd−∆

(5.124)
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This expression for the scalar field, and recalling that the retarded propagator is given by
eq. (5.20), we find that the correction to the scalar two-point function at order Ωd−∆ is
given by

〈O0(Ω)O0(−Ω)〉 = Ω2∆0−d
(
CO0O0 −

αψλ

Ωd−∆

Ψ(d, d−∆,∆0)

22∆0−d−2Γ(∆0 − d/2)2

)
. (5.125)

So we can give the high-frequency analytic predictions for the scalar two-point function
up to corrections of 1/Ωd. The full high-frequency prediction (combining eq. (5.44) and
eq. (5.125)) is

〈O0(Ω)O0(−Ω)〉 = Ω2∆0−d

(
CO0O0

− αψλ

Ωd−∆

Ψ(d, d−∆,∆0)

22∆0−d−2Γ(∆0 − d/2)2

− αψ〈O〉
Ω∆

Ψ(d,∆,∆0)

22∆0−d−2Γ(∆0 − d/2)2(2∆− d)

)
.

(5.126)

If we would combine the results from the conformal perturbation theory in eqs. (4.40)
and eq. (3.29), we get the same thing as our interacting holographic model. Hence we
have shown once again that the holographic model is probing the correct dynamics for the
CFT observables. Figure 5.20 shows how the response of the conductivity is sensitive to
variations of φ0. We note the similarity of the plot for imaginary frequencies to the QMC
results in [15,41]

5.5.2 Conductivity response to detuning

Just as in the previous section, the scalar profile has changed its near-boundary behaviour.
Given the new scalar profile, it is straightforward to evaluate the dynamical conductivity.
The full-frequency response for the conductivity follows from the same calculation as in
section 5.3.2, except that we have the additional free parameter φ0. The remainder of the
calculations including the boundary conditions remain unchanged. Figure 5.21 shows how
the response of the conductivity is sensitive to variations of φ0. We note the similarity of
the plot for imaginary frequencies to the QMC results in [15,41].
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Figure 5.20: The scalar two-point function evaluated at Euclidean frequencies with ∆ = 2,
∆0 = 2, αCαψ = 1 and φ1 = 1 for various strengths of the scalar deformation.

High-frequency predictions

Just as in the previous section, by the time our calculations for the high-frequency conduc-
tivity in section 5.3.2 required knowledge of the scalar field profile φ most of the work was
already finished. Recalling eq. (5.75), but instead of using φ(u) ∼ u∆, we will use the non-

normalizable part of the scalar field. We insert φ(V ) = φ0V
d−∆

(
4πT
dΩ

)d−∆
into eq. (5.75)

and calculate the response in the presence of the scalar deformation. The expression for
the first order (in αF ) term for the gauge field Ay becomes

A(1)
y (v) = −φ0(d−∆)(2−∆)

2Φ(d, d− 1)
vd/2−1Id/2−1(v)

(
4πT

dΩ

)d−∆ ∫ ∞
0

dV V d−∆−1Kd/2−1(V )2

= −φ0(d−∆)(2−∆)

2Φ(d, d− 1)
vd/2−1Id/2−1(v)

(
4πT

dΩ

)d−∆

Ψ(d, d−∆, d− 1) ,

(5.127)

The important information that we want to extract from this expression is the limit
A′y

ud−3Ay

∣∣∣
v→0

(see eq. (5.54)). So to first order in a perturbation of αF we have that con-

ductivity is given by
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Figure 5.21: The AC conductivity for ∆ = 2, αCαF = 1 and φ1 = 1 for various strengths
of the scalar deformation

σ(Ω) =
Ld−3

g2
d

Ωd−3

(
σ∞−

−αFφ0(d−∆)(2−∆)(d− 2) Θ(d, d− 1)Ψ(d, d−∆, d− 1)

2 Φ(d, d− 1)

(
4πT

dΩ

)d−∆
)

=
Ld−3

g2
d

Ωd−3

(
σ∞ −

αF `
d−1
p λ

Ld−1Ωd−∆

αF `
d−1
p λ(d−∆)(2−∆)Ψ(d, d−∆, d− 1)

2d−3Γ(d/2− 1)2

)
.

(5.128)

So we can give the high-frequency analytic results for the conductivity up to the Ω−d

correction. The full high-frequency prediction (combining eq. (5.77) and eq. (5.129)) up to
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Ω−d is

=
Ld−3

g2
d

Ωd−3

(
σ∞

−
αF `

d−1
p λ

Ld−1Ωd−∆

(d−∆)(2−∆)Ψ(d, d−∆, d− 1)

2d−3Γ(d/2− 1)2

−
αF `

d−1
p 〈O〉

Ld−1Ω∆

∆(∆− d+ 2)Ψ(d,∆, d− 1)

(2∆− d)2d−3Γ(d/2− 1)2

)
.

(5.129)

Once again, if we combine the results for high-frequencies coming from conformal perturba-
tion theory eq. (4.52) and eq. (3.36) we get the same results as above from our interacting
holographic model.

Figure 5.22: A log-log plot of the correction to the Euclidean conductivity prior to and after
a scalar deformation. The coupling constant is fixed at αCαF = 1 and the renormalizable
mode is φ1 = 1 for this calculation.

Figure 5.22 demonstrates how detuning the scalar field completely changes the order
to which there are corrections in the linear response. For the example depicted, a scalar
operator at criticality corrects the conductivity at high frequencies at the order Ω−2, but
the scalar deformation corrects the conductivity at the order Ω−1.

It is a good time to update our d = 3 analytic spectral series for the conductivity given
in eq. (5.118). The series expansion for the scalar field in a deformed conformal field theory
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is

φ(u) =φ0u
3−∆ + φ1u

∆ +
φ0(3−∆)

6
u6−∆ +

φ1∆

6
u∆+3

+
12αC

(∆− 6)(∆ + 3)
u6 +O(u∆+6) +O(u9−∆) .

(5.130)

By virtue of eq. (5.116) and footnote 9 we get the d = 3 correction to the conductivity in
a deformed system as

σ(iw)

σ∞

∣∣∣∣
d=3

=1 +
φ0αFΓ(4−∆)

(2w)3−∆
+
φ1αFΓ(∆ + 1)

(2w)∆
− φ0αF (3−∆)Γ(7−∆)

12(2w)6−∆

− φ1αF∆Γ(∆ + 4)

12(2w)∆+3
+

12αCαFΓ(7)

(∆− 6)(∆ + 3)(2w)6
+O

(
1

w∆+6

)
.

(5.131)

5.6 Sum rules

One of the main applications of the high-frequency conductivity asymptotics is the emer-
gence of sum rules for transport coefficients. Such conductivity sum rules in near-critical
systems were shown recently in [14, 15, 41]. Our goal is to understand when the following
equality holds: ∫ ∞

0

dωRe

(
σ(ω)− σ∞L

d−3

g2
d

(iω)d−3

)
= 0 . (5.132)

The equation is trivially true at the critical point when the scalar field has no source
φ1 = φ0 = 0. The asymptotic expansion of the conductivity eq. (5.129) allows us to
understand precisely when eq. (5.132) holds. We require for the first subleading term in
the asymptotic expansion of σ(ω) to decay faster than ω−1 as ω → ∞. If this happens
to be the case, then we can evaluate the integral via contour integration along the upper
half-plane using the analyticity of σ(ω) to verify that there are no poles or branch cuts in
this region. From [41] we can conclude that the sum rule is valid when

d− 2 < ∆ < 2 (5.133)

generally. The left inequality is held whenever the scalar field has a source φ1 6= 0 while
the right inequality is enforced only when we have tuned away from criticality φ0 6= 0.
As can be discerned from eq. (5.133), the only dimension which supports the conductivity
sum rules in a theory away from criticality is when d = 3, otherwise for critical theories
sum rules are supported by every dimension. If we look at figure 5.8 we can qualitatively
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inspect the cases for when the sum rules fail. In d = 3 we observe that for the ∆ ≤ 1 curves
there is an enhancement at small frequencies and the curves don’t seem to reach the free
conductivity σ∞ = 1. In d = 4 we see that the curve corresponding to ∆ = 1 shifted by a
constant from the free conductivity, therefore the integral eq. (5.132) has a finite integrand
and thus diverges to infinity.

The analogue of eq. (5.132) for the scalar 2-point function 〈O0O0〉 is∫ ∞
0

dωIm

(
〈O0(ω)O0(−ω)〉

ω
− CO0O0

(iω)2∆0−d−2

ω

)
= 0. (5.134)

From eq. (3.24), we conclude that eq. (5.134) holds as long as

2∆0 − d < ∆ < 2d− 2∆0, (5.135)

where the upper bound on ∆ is only needed if the theory is deformed φ0 6= 0.
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Chapter 6

Conclusion

In this thesis we determined the universal nature of high-frequency responses to scalar de-
formations in conformal field theories. We have demonstrated the power that holography
has in determining these response functions, not only at the QCP, but at finite tempera-
tures, chemical potentials and when the CFT is being deformed by a relevant scalar opera-
tor. Both holography and conformal perturbation theory techniques were able to determine
the first two leading corrections to linear response functions, such as the scalar two-point
function 〈O0O0〉 and the conductivity σ, caused by deforming a CFT by a relevant scalar
operator. In addition, holography is able to model the qualitative full-frequency dynamics
for a wide array of CFTs, making it a powerful tool in studying condensed matter systems.
Holographic methods have demonstrated that, for certain large-N matrix theories, that
these dynamics are correct even when the ground state is far from a CFT.

The results are directly testable in quantum Monte Carlo simulations [15] and in experi-
ments in cold atomic gases [42], in graphene [43], in cuprates [44] and in heavy fermions [45]
to name a few.

6.1 Future directions

A possible avenue that can wield holographic models is when a critical theory is deformed
not by a spatially homogeneous coupling λ, but by a random inhomogeneous coupling
λ(x). We expect the randomness to modify the form for the asymptotic expansions of the
response functions. This generalization would be relevant for the recent numerical simu-
lations that yielded the dynamical conductivity across the disorder-tuned superconductor-
insulator transition governed by Anderson theory of localization [46].
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Another interesting subject is to observe the effects on linear response functions from
the back-reaction of the bulk geometry from the new dynamic fields. The holographic
model presented in chapter 5 was constructed as a perturbation about the amplitude of
the bulk scalar, this is equivalent to a perturbative expansion of the dimensionless coupling
αC . In terms of the boundary theory, this approach is equivalent to requiring that the
thermal expectation value of O is much smaller than the thermal energy density i.e.,
|〈O〉T |/T∆ � 〈T00〉T/T d. In chapter 5 we only carried out our analysis to linear order in
αC , so the unmodified black hole geometry was sufficient. The next step in extending the
perturbative construction would be to include contributions from the scalar action (4.4) in
the gravitational equations of motion. The back-reaction of the scalar would produceO(α2

C)
perturbations in the black hole metric and, in turn, the linear response functions would be
of the order O(α2

C). Going beyond a first order perturbation also suggests the possibility
of obtaining bounds on the holographic couplings αC and αF from the boundary theory,
similar to the bounds found in [7, 47]. An initial exploration of higher-order perturbative
effects on the conductivity is given for d = 3 in appendix E where we find the conductivity
to the perturbative order O(α2

C). In order to find the next perturbative term in the
conductivity we are also required to consider a bulk perturbative expansion in αC .

One could also extend the analysis of the conductivity to include the most general
contribution of the 〈JJT 〉 coupling, i.e., holographically one would extend the gauge field
action to include an interaction CabcdF

abF cd. The new interaction coupling would modify
the conductivity by introducing terms proportional to 1/Ωd. This modification is likely to
contribute meaningfully when the conformal dimension of O is near to d.

We barely scratched the surface on the types of models that we can engineer in order to
probe a multitude of quantum field theories near quantum critical points. This thesis has
demonstrated that even the simplest models are able to provide useful qualitative insight
that can point us toward discovering new universal qualities of CFTs.
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Appendix A

Holographic renormalization of scalar
field

In this appendix we will explicitly derive the correct manner to use holography to calculate
the scalar one-point and two-point functions. This appendix combines ideas from [20, 25,
32,36,48–51]. Recall that the AdS/CFT dictionary (see eq. (2.18)) gives us a prescription
for calculating CFT correlation functions using holography. The scalar one-point and two-
point functions are no different, but they suffer from a subtle challenge. That is, the free
field action diverges on the boundary. The prescription: to add local counterterms in order
for the action to evaluate to a finite value. Let us see how this is done in practice. Let’s
begin with a scalar field in asymptotically AdS spacetime with the near-boundary limit

φ(z) = φ0z
d−∆ + φ1z

∆ +O(zd) . (A.1)

The action governing the equations of motion for this massive scalar is

Sfree = − 1

2`d−1

∫
dd+1x

√
−g
(
(∇aφ)2 +m2φ2

)
(A.2)

which we can break up into a vanishing bulk term and a boundary term where we introduce
a near-boundary cutoff ε in order to understand the divergences.

Sfree = − 1

2`d−1

∫
dd+1x

√
−g(−∇2 +m2)φ+

1

2`d−1

∫
z=ε

ddy
√
−γgzzφ∂zφ (A.3)

The bulk action evaluates to zero due to the equations of motion for φ but the boundary
term has a UV divergence. To see this lets substitute the near-asymptotic behaviour (A.1)
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into the action

Sfree =
Ld−1

2`d−1
p

∫
ddy

(
(d−∆)εd−2∆φ2

0 + dφ0φ1 + ε2∆−d∆φ2
1

)
. (A.4)

As we can see, the first term appearing in (A.4) is divergent if ∆ > d/2 which will be our
assumption. This divergence can be renormalized by adding a local holographic counter-
term

Sct = − 1

2L`d−1
p

∫
ddy
√
−γ (d−∆)φ(x, z)2 (A.5)

so that when we evaluate the renormalized action Sren = Sfree +Sct we find that the action
is finite, and when we take the limit ε→ 0 we get

Sren =
Ld−1

2`d−1
p

∫
ddy(2∆− d)φ0φ1 . (A.6)

Now, acquiring the scalar one-point and two-point functions simply requires taking the
variational derivative of eq. (A.6) with respect to the source φ0(k)

〈O(k)〉 =

(
L

`p

)d−1

(2∆− d)φ1(k), (A.7a)

〈O(−k)O(k)〉 =

(
L

`p

)d−1

(2∆− d)
φ1(k)

φ0(k)
. (A.7b)

Taking care to include the factor of 2 that originates from taking the variation with respect
to φ2. The form for the two-point function might seem a bit mysterious, but following
[48] we can see it to be the case if we introduce a small dynamic variable ζ such that
φ0 → ζφ0 and φ1 → ζφ0 where φ1 and φ0 are simply constants, i.e., φ0 and φ1 are
proportionality constants for the source (ζφ0) and the response (ζφ1) and ζ encodes the
dynamic information for the source. Then by taking the variational derivative with respect
to ζφ0 we get the desired result.
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Appendix B

Maxwell diffusion in the membrane
paradigm

Work in this appendix uses some methods and arguments from [4,7,27,37,52]. The mem-
brane paradigm has been used by many authors [4, 7, 27, 37, 52–54] to probe gravitational
dynamics near black holes. In the context of the AdS/CFT we can use the membrane
paradigm prescription in order to probe infrared dynamics for the dual conformal field
theory. In the context of this thesis, we will use the membrane paradigm in order to
demonstrate that the AdS Maxwell field behaves as a dissipative fluid near the black hole
horizon. We can calculate the diffusion constant using Fick’s law the DC conductivity
using Ohm’s law for the dual theory1. Before we dive in, let us expand an AdS metric
near a black hole horizon. We will be assuming that we have a diagonal metric where
the black hole horizon lies on a surface of constant z = zh. The black hole metric is then
approximately

ds2 =
L2

z2
h

(
−γt(z − zh)dt2 +

dz2

γz(z − zh)
+ ηijdx

idxj
)
. (B.1)

The Maxwell gauge equations of motion are given by2

0 = ∇a (XF aµ) . (B.2)

1Care must be made when making claims such as these, as often holographic models are made by
matching near-asymptotic behaviour of fields and as such the dual theories will need to have a strong
duality to be able to make claims on infrared quantities.

2these are the equations of motion for a Maxwell field coupled to a scalar field as seen in chapter 5
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The equations of motion (B.2) naturally defines a conserved current

jµ =
√
−gXF µz

∣∣
zm

(B.3)

such that ∂µj
µ = 0. We have defined a membrane radius zm that is very close to the black

hole horizon zm− zh � zh. We will show in this appendix that the current jµ obeys Fick’s
law

jx = −D∂xjt (B.4)

near the black hole horizon. The time-component and transverse components for the
conserved current j are related to the Maxwell field by

jt =
√
−ggttgzzXFtz

jx =
√
−ggxxgzzXFxz .

(B.5)

Since the equations of motion have no dependence on spatial directions, we will assume that
the Maxwell field has a plane-wave solution Aµ = Aµ(t, z)eiqx. In order to prove Fick’s law,
we need to relate Fxz to Fxt so that we can use the solution for the time-component of the
Maxwell field A0 to find the diffusion constant. The in-falling wave boundary conditions

(Aµ ∼ (z − zh)
− iω√

γzγtAreg
µ ) govern the ratio near the horizon

Fzx
Ftx

=
1

√
γtγz(z − zh)

. (B.6)

Before moving forward, it is useful to solve for the radial part of the time-component of
the gauge field. The t-component equation of motion for the maxwell field in radial gauge
Az = 0, setting ω = q = 0 is

0 = ∂z
(√
−gXgzzgtt∂zAt

)
(B.7)

which we can surmise the general solution to At is

At = C(t)eiqx
∫ z

0

dzgttgzz√
−gX

, (B.8)

where C(t) is an arbitrary function of time. We will now prove Fick’s law, but first we
will explain in what limit we are working in. We will be looking at spatial momenta that
are much smaller than the Hawking temperature of the black hole, and also the time-
dependent frequency is much smaller than the spatial momentum ω/q ∼ q/T � 1. The
foliated membrane must be close enough to the horizon

zm − zh
zh

� q2

T 2
, (B.9)
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but it is also convenient for the black hole membrane to not be exponentially close to the
black hole horizon

log
zh

zm − zh
� T 2

q2
, (B.10)

both of these limits are simultaneously attainable. The reason why we do not want the
membrane to be too close to the black hole horizon is because we want |∂tAx| � |∂xAt|
to simplify the derivation. The z component to the Maxwell equation of motion near the
black hole horizon gives

iq(z − zh)γtFzx + ∂tFtz = 0 (B.11)

thus, if we assume that the Maxwell gauge has a characteristic timescale ∂t ∼ iω then

∂zAx =
ω

q

gxx
gtt
∂zAt. (B.12)

We can use the solution for At eq. (B.8) to solve for Ax on the membrane near the black
hole horizon. Doing so yields

Ax =
C(t)ωeiqx

q

∫
dzgxxgzz√
−gX

∼ ω

q
log

(
zh

zm − zh

)
. (B.13)

So we have that
|∂tAx|
|∂xAt|

∼ ω2

q2
log

(
zh

zm − zh

)
� 1 (B.14)

where the limit is due to eq. (B.10). We are now ready to prove Fick’s law. Let us look
first at jx. We have due to eqs. (B.6) and (B.14)

jx = iq
√
−ggxxgxxX

√
γz
γt
At. (B.15)

Similarly, ∂xj
t is given by

∂xj
t = iq

√
−ggxxgxxXγz

γt
∂zAt, (B.16)

where we have made the simplification gttgzz = −gxxgxxγz/γt. So Fick’s law jx = −D∂xjt
is observed on the membrane with dispersion constant

D =
√
−gxxgxxgttgzz

At
∂zAt

(B.17)

100



which we can evaluate using eq. (B.8)

D = −
√
−g
√
−gxxgxxgttgzzX

∣∣∣
z=zm

∫ zm

0

dzgttgzz√
−gX

. (B.18)

We can also use Ohm’s law jx = σEx to get the DC conductivity

σ0 =
1

g2
d

√
−g
√
−gxxgxxgttgzzX

∣∣∣∣
z=zm

. (B.19)
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Appendix C

Reissner-Nordström supplementals

C.1 A detailed derivation for the linearized Einstein-

Maxwell equation

In this appendix we will derive the linearized Einstein-Maxwell equations. The result is
given in [40], and is derived in detail here.

C.1.1 Useful Riemannian geometry relations

In order to linearize the Einstein-Maxwell eqs. (5.81) it is useful to know how the Rieman-
nian curvature tensors vary when perturbed. Here we provide a useful reference guide to
these variations.

δgµν = −gρµgσνδgρσ (C.1)

δΓρµν =
1

2
gρσ(∇νδgµσ +∇µδgσν −∇σδgµν)

=
1

2
gρσ(∂νδgµσ + ∂µδgσν − ∂σδgµν − 2Γλµνδgλσ)

(C.2)

δRµν = ∇ρ(δΓ
ρ
νµ)−∇ν(δΓ

ρ
ρµ)

= ∂ρ(δΓ
ρ
νµ)− ∂ν(δΓρρµ) + ΓρραδΓ

α
µν

− Γαµρδ
ρ
αν − Γραν − ΓανµδΓ

ρ
ρα

(C.3)
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δR =Rµνδg
µν +∇σ(gµνδΓσνµ − gµσδΓρρµ)

=−Rρσg
ρλgστδgλτ

+ gλτ (∂σδΓ
σ
λτ + ΓσασδΓ

α
λτ − ΓασλδΓ

σ
ατ − ΓαστδΓ

σ
λα)

− gλσ(∂σδΓ
ρ
ρσ + ΓρσαδΓ

α
ρλ − ΓασρδΓ

ρ
αλ − ΓασλδΓ

ρ
ρα)

(C.4)

δ(gµνR) = Rgµν + gµν(Rλτδg
λτ +∇σ(gλτδΓστλ − gλσδΓ

ρ
ρλ)) (C.5)

C.1.2 Some properties of the background solution

The background solution has some symmetries that we will be exploiting in order to derive
the linear Einstein-Maxwell equations. The only Christoffel symbols that are non-trivial
have as indices, a u component and any pair of coordinates. This property is because the
metric components are diagonal and depend only on u.

Γxiuxi =− 1

u

Γuxixi =
r2

0f(u)

uL4

Γutt =
r2

0f(u)(uf ′(u)− 2f(u))

2uL4

Γuuu =− f ′(u)

2f(u)
− 1

u

Γtut =
f ′(u)

2f(u)
− 1

u

(C.6)

As for the Ricci tensor, the property that will be exploited the most is the fact that the
Ricci tensor is diagonal.

C.1.3 Linearized Einstein-Maxwell equations

In order to derive the linearized Einstein-Maxwell equations we will be perturbing the fields
Ax → Ax(0) + δAx and gxt → ���XXXgxt(0) + δgxt about the background solution eq. (5.82) and
substituting them into eq. (5.81). We will be left with two coupled ordinary differential
equations that will decouple nicely. In terms of the conductivity, the only term of interest
is frequency dependent transverse perturbations of the gauge field δAx = δAx(u)

∫
dt
2π
eiωt.

We begin by linearizing the x-component of the Maxwell equation ∇µ(XF µ
x). Firstly, we

will find all of the terms that are linear in δAx, i.e. we will calculate δ
δAx
∇µ(XF µ

x). Before
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we begin, note that the only variations of the maxwell field F that will contribute are
δF(ux) and δF(tx).

0 =δ∇µ(XF µ
x) (C.7)

=δ
(
gµν
(
∂µXFνx +X∂µFνx −XΓσµxFνσ − ΓσνµFσx

))
(C.8)

=guu∂uXδFux +Xguu∂uδFux +Xgtt∂tδFtx (C.9)

− gµνXΓσµxδFνσ −XgµνΓuνµδFux
=guuX ′δA′x +XguuδA′′x +Xgtt(−ω2)δAx (C.10)

−XguuΓxuxδA′x +XgxxΓuxxδA
′
x −XgµνΓuµνδA′x

=guuXδA′′x − ω2XgttδAx (C.11)

+

(
guuX ′ −XguuΓxux +XgxxΓuxx +

1√
−g

∂u(
√
−gguu)

)
δA′x

=XguuδA′′x +Xguu
(
X ′

X
+
f ′

f
− d− 3

u

)
δA′x − ω2XgttδAx (C.12)

This equation is (not surprisingly) the same equation of motion for a gauge field per-
turbation in a non-charged background (ξ = 0) (5.58) except for the alteration of the
blackening factor f . Let us now find the variation with respect to the metric perturbation
δ

δgxt
∇µ(XF µ

x). Note that the only components of the Maxwell gauge field F which are
non-trivial are Fut = A′t.

0 =δgµν∇µ(XFνx) (C.13)

=δ
(
gµν
(
���

��∂µXFνx +���
��X∂µFνx −XΓσµxFνσ −����

�XΓσνµFσx
))

(C.14)

=− δgµνXΓσµxFνσ − gµνXδΓσµxFνσ (C.15)

=− δgxtXΓuxxFtu −XgµνFνσ
(

1
2
gσρ(∂µδgρx − ∂ρδgµx − 2Γλµxδgλρ)

)
(C.16)

=−XgxxgttΓuxxA′tδgxt (C.17)

− 1
2
XguuFutg

ttδg′tx + 1
2
XgttFtug

uuδg′tx +XguuFutg
ttΓxuxδgxt

=−XgxxgttΓuxxA′tδgxt −XguugttA′tδg′tx +XguugttΓxuxA
′
tδgxt (C.18)

=XgttA′t(g
uuΓxux − gxxΓuxx)δgxt −XguugttA′tδg′tx (C.19)

=−XguugttA′t( 2
u
δgxt + δg′xt) (C.20)

So the variation of the Maxwell equation gives us

0 = δA′′x +

(
X ′

X
+
f ′

f
− d− 3

u

)
δA′x − ω2 g

tt

guu
δAx − gttA′t( 2

u
δgxt + δg′xt). (C.21)
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This is a coupled differential equation in δAx and δgxt, we need to find another coupled
equation with these two variations. The (u, x) component of the Einstein equations gives
a nice differential equation. Before we get into the derivation, we should discuss a few
properties of the variation of the Christoffel symbols and how they relate to the variation
of δgxt. The variation of the Christoffel symbols are given by eq. (C.2), note that the
variation of the Christoffel symbols are only non-trivial if they contain at least one t index
and one x index, whereas conversely, the background Christoffel symbols do not mix the
transverse direction x with time t. Also worth noting is that the variation of the Christoffel
symbol δΓttx = 0 is trivial. The variation of the left hand side of the Einstein eqs. (5.81)
with respect to δgxt gives

δGux =δ

(
Rux −

1

2
Rgux + Λgux

)
(C.22)

=δRux −
1

2
(����δRgux +����Rδgux) +����Λδgux (C.23)

=∂ρδΓ
ρ
ux −����∂xδΓ

ρ
ρu +���

��ΓρρuδΓ
u
ux − ΓαuρδΓ

ρ
αx −����

�ΓραxδΓ
α
ρu − ΓxuxδΓ

ρ
ρx (C.24)

=∂tδΓ
t
ux −���

�ΓtutδΓ
t
tx −���

��ΓxuxδΓ
t
tx (C.25)

=∂t

(
1

2
gtt(δg′xt − 2Γxuxδgxt)

)
(C.26)

=∂t

(
1

2
gtt
(
δg′xt +

2

u
δgxt

))
. (C.27)

We recognize this equation as having very similar dependence on At as the linearized
Maxwell equation. The right hand side of the Einstein eqs. (5.81) do not depend on δgxt,
so let us take the variation with respect to δAx

δ

(
`d−1
p

g2
d

Tux

)
=δ

(
`d−1
p

g2
d

(
FuρFxσg

αβ −
�
��

�
��
�1

4
guxFabF

ab

))
(C.28)

=
`d−1
p

g2
d

gttFutδFxt (C.29)

=− ∂t

(
`d−1
p

g2
d

gttA′tδAx

)
. (C.30)

Putting both sides together, we have

0 =

(
δg′xt +

2

u
δgxt

)
+

(
2`d−1
p

g2
d

A′tδAx

)
. (C.31)
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Now we can substitute this equation into eq. (C.21) and we have the equation of motion
for perturbations in the transverse Maxwell gauge

0 = δA′′x +

(
X ′

X
+
f ′

f
− d− 3

u

)
δA′x − ω2 g

tt

guu
δAx +

2`d−1
p

g2
d

gttA′2t δAx. (C.32)
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Appendix D

Special scalar dimensions in d = 3

In this appendix, we consider the scalar profile and conductivity for some special values
of ∆ in three dimensions d = 3. In particular, we show that the profile takes a simple
power-law form when ∆ = 3, the marginal case. We also consider the solution for ∆ = 6,
which sits on boundary of the values where eq. (5.10) is no longer valid, i.e., ∆ ≥ 6. We
also comment on ∆ = 3n for integer n > 2. Finally, we examine the case ∆ = 3/2 where
eq. (5.10) also fails because the two independent solutions given there are in fact identical.

D.1 ∆ = 3

When the scaling dimension of the scalar operator is ∆ = 3, the bulk scalar field is massless.
In this case, the scalar wave eq. (5.8) reduces to

u4 ∂u

(
(1− u3) ∂uφ(u)

u2

)
+ 12αCu

6 = 0 . (D.1)

The solution for the above has a simple closed form:

φ(u) = −4αC
3

(1− u3) + c1 +
4αC − c2

3
log(1− u3) , (D.2)

where c1 and c2 are integration constants. For φ(u) to have the desired critical boundary
conditions, i.e., φ ∼ u3 near the asymptotic boundary u→ 0 and regularity at the horizon,
we must choose c1 = 4αC

3
and c2 = 4αC . With this choice, the solution reduces to

φ(u) =
4αC

3
u3 (D.3)
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which is the power law solution that was discussed in section 5.4 and in [15]. Substituting
∆ = 3 into the high frequency expansion of the conductivity eq. (5.116), we find

σ(iw)

σ∞
= 1 +

8αCαF
(2w)3

− 720αCαF
(2w)6

+O

(
1

w9

)
, (D.4)

where w is defined in eq. (5.109). The first two terms of the series match the asymptotic
expansion obtained using a WKB analysis in [12]. Here the two series of higher order
terms have collapsed to a single series because the conformal weight of the scalar operator
O matches that of the stress tensor. However, we should recall that we expect in a typical
three-dimensional CFT the stress tensor will appear in the JJ OPE eq. (3.33) and so there
would be additional contributions to the asymptotic expansion eq. (5.116), beginning at
the order 1/w3.

D.2 ∆ = 6

The point where the scalar operator has scaling dimension ∆ = 6 is a special case because
it sits on the border line of where the solution given in eq. (5.10) is no longer valid, i.e.,
∆ ≥ 6. This situation is also distinguished by the fact that the source term in the bulk
scalar eq. (5.7) and the normalizable mode have precisely the same asymptotic decay, i.e.,
u∆ = u6 — see comments below. We will see in the following that this leads to additional
logarithmic factors appearing in the radial profile of the scalar.1 Substituting ∆ = 6 into
eq. (5.8) yields

u4 ∂u

(
(1− u3) ∂uφ(u)

u2

)
− 18φ(u) + 12αCu

6 = 0 . (D.5)

and we find the general solution to be

φ(u) =
2− u3

u3
c1 +

4 + (2− u3) log (1− u3)

3u3
c2

− 4αC
3

[
(2− u3)(log(1− u3)− 2Li2(u3))

u3
+ 6− u3

−
6
(
2u3 + (2− u3) log(1− u3)

)
u3

log u

]
,

(D.6)

1We explicitly verified that if the power of the source term in eq. (5.7) is replaced by u3, analogous
logarithmic factors appear for ∆ = 3. Further, with the u3 source term, the particular solution diverges
for ∆ > 3 in analogy to the divergences discussed below for ∆ > 6.
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where Li2(z) is the dilogarithm. In the near-boundary limit u → 0, the non-normalizable
mode dominates with φ(u)→ 2

u3

(
c1 + 2

3
c2

)
+ · · · . For this model to accurately represent a

QCP, this term must vanish since it is the u∆−d mode. Thus we set c1 = −2
3
c2 to eliminate

the deformation. Further, there is a potential logarithmic divergence as we approach the
black hole horizon, i.e., u→ 1. In order to remove this singularity at the horizon, we must
set c2 = 4αC . With these choices, the solution reduces to

φ(u) = −4αC
3

[
4− u3 − 2(2− u3)

u3
Li2(u3)−

6
(
2u3 + (2− u3) log(1− u3)

)
u3

log u

]
. (D.7)

The leading two terms in the near-boundary expansion for φ(u) are given by

φ(u→ 0) = −2αC
27

u6 (18 log u+ 1) +O(u9 log u) . (D.8)

Surprisingly, we see that the leading asymptotic behaviour has a puzzling logarithmic
enhancement with u6 log u. However, given this scalar profile eq. (D.8), it is straightforward
to determine the high frequency expansion of the conductivity following the analysis in
chapter 5. To leading order, we find

σ(iw)

σ∞
= 1 +

16αCαF
3

180γE − 451 + log(2w)

(2w)6
+ · · · (D.9)

where γE is Euler’s constant. Hence there is a logarithmic enhancement in the expected
1/w6 contribution. However, we note again that for typical three-dimensional CFTs, this
contribution would still be dominated by a 1/w3 term coming from the appearance of the
stress tensor in the JJ OPE; our model does not contain such a contribution.

D.2.1 ∆ = 3n

The two previous cases ∆ = 3, 6 are part of a more general trend valid for ∆ = d n = 3n,
with integer n > 0. With such a choice of scalar dimension, the equation of motion for
the scalar admits a “simple” solution. For instance, for ∆ = 9 we find using the methods
described above

φ(u) =
4α1

3u6

[
u3
(
u6 − 27u3 + 36 + 54

(
u3 − 2

)
log u

)
− 6

(
u6 − 6u3 + 6

) (
Li2
(
u3
)

+ 3 log u log
(
1− u3

)) ]
, (D.10)
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where Li2(z) is the dilogarithm, which also appeared for the ∆ = 6 case. The small-u
expansion reads:

φ(u) =
α1

3
u6 +

α1

225
u9 (180 log u+ 43) +O(u12 log u) . (D.11)

This will lead to the first sub-leading term in the asymptotic conductivity to go as (T/Ωn)6,
irrespective of the fact that the scalar has ∆ = 9. This contribution comes from the
particular solution of eq. (5.8) rather than the homogeneous solution, i.e., it is driven
by the source term in the scalar field equation. Analogous behaviour will also hold for
∆ = 12, 15, · · · .

D.2.2 ∆ > 6

We now discuss the general scalar profile eq. (5.10) for general irrelevant scalar operators
of large ∆. When the scalar field solution was introduced, we noted that if the boundary
operator became too irrelevant, i.e., for ∆ ≥ 6, the profile given in eq. (5.10) was no
longer valid. In particular, the function g∆(u) in eq. (5.11) diverges for these values of the
conformal dimension. To better understand the physical significance of this divergence, we
can introduce a UV cut-off surface at u = ε� 1. With this cut-off, g∆(u) becomes

g∆(u) =

∫ u

ε

dy y5−∆
2F1

(
1− ∆

3
, 1− ∆

3
; 2− 2∆

3
; y3

)
. (D.12)

Now applying the usual boundary conditions, we would set φ0 = 0 and φ1 would be fixed
as in eq. (5.14). However, for that latter quantity, one finds

φ1 ' −
12αC

2∆− 3
g∆(1) ' − 12αC

(∆− 6)(2∆− 3)

(
3

4πTδ

)∆−6

, (D.13)

where we have written the dominant contribution in terms of δ, the physical short-distance
cut-off in the boundary theory, using ε = 4π

3
Tδ. For example then, the expectation value

〈O〉T in eq. (5.13) diverges in the limit that the cut-off is removed, i.e., δ → 0. Therefore
the holographic solution only really makes sense with a finite UV cut-off in this regime.

One might contrast the above treatment with the fact that eqs. (D.7) and (D.10)
provide perfectly finite solutions for ∆ = 6 and 9, respectively. In fact, finite solutions
can be generated for general ∆ ≥ 6 by simply shifting the lower endpoint of the integral
defining g∆(u) in eq. (5.11). Here, we would hold the endpoint fixed at some finite value
of y, rather than tying it to the UV cut-off surface as in eq. (D.12), which amounts to
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shifting φ1 by a (divergent) constant. While this procedure yields a finite solution, it
obscures the physical interpretation the holographic model by concealing the divergence in
the expectation value 〈O〉T . We leave this point for ulterior study.

D.3 ∆ = 3/2

As noted previously, the scalar field solution eq. (5.10) breaks down at ∆ = d/2 = 3/2
because the two homogeneous solutions appearing there reduce to the same function, and
thus are not independent, removing a degree of freedom for the solution. With ∆ = 3/2,
the scalar wave eq. (5.8) is

u4∂u

(
(1− u3) ∂uφ(u)

u2

)
+

9

4
φ(u) + 12αCu

6 = 0 . (D.14)

The general solution of this equation can be written as

φ(u) = 2
π
u3/2K(u3) (φ1 − 8αC g̃3/2(u))

+ 2
3
u3/2K(1− u3) (φ0 + 8αC h̃3/2(u))

(D.15)

where K(k2) = F (ϕ = π
2
, k) is the complete elliptical integral of the first kind. As our nota-

tion above suggests, there is a simple relationship between K(u3) and the hypergeometric
function appearing in eq. (5.10) for ∆ = 3/2: 2

π
K(u3) = 2F1

(
1
2
, 1

2
; 1 ;u3

)
. Further we can

write 2
3
K(1−u3) ' log u 2F1

(
1
2
, 1

2
; 1 ;u3

)
+ · · · , were the ellipsis denotes terms polynomial

in u3. The functions g̃3/2(u) and h̃3/2(u) provide the particular solution of eq. (D.14) with

g̃3/2(u) =

∫ u

0

dy y7/2K(1− y3) and h̃3/2(u) = 3
π

∫ u

0

dy y7/2K(y3) . (D.16)

In order for the dual boundary theory to be conformal, we set φ0 = 0 which removes
the logarithmic divergence as u → 0 arising from K(1 − u3). Approaching the black hole
horizon with u→ 1, the functions g̃3/2(u), h̃3/2(u) and K(1−u3) are all finite, but K(u3) is
logarithmically divergent. Therefore regularity at the horizon requires φ1 = 8αC g̃3/2(1).2

The result for 〈O〉T given in eq. (5.13) is no longer valid in this special case, e.g.,
substituting ∆ = 3/2 there yields a vanishing expectation value. Rather in this special

2Numerically, we find g̃3/2(1) = 0.4112.
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case, one has to revisit the holographic renormalization procedure to evaluate the scalar
expectation value — see, e.g., [55]:

〈O〉T = − L
2

2`2
p

( r0

L2

)3/2

φ1 . (D.17)

Given the profile of the bulk scalar, the conductivity is calculated as described in sec-
tion 5.3.2 and the results differ little from those for nearby values of ∆. Hence, e.g., σ(ω)
remains a smooth function of the conformal dimension in the vicinity of ∆ = 3/2. We can
also use the above profile to evaluate the high-frequency expansion of the conductivity as
in section 5.3.2. Here we need the Taylor expansion of φ(u) near the asymptotic boundary:

φ(u) = φ1 u
3/2 +

1

4
φ1 u

9/2 − 16

27
αC u

6 +O(u15/2) . (D.18)

We note that this expansion precisely matches that given in eq. (5.117) upon substituting
∆ = 3/2. Then from eq. (5.115), the first few terms in the expansion of the conductivity
for w � 1 are

σ(iw)

σ∞
=1 +

3
√
π

4

φ1αF
(2w)3/2

+
945
√
π

256

φ1αF
(2w)9/2

− 1280

3

αCαF
(2w)6

+ · · · . (D.19)

Again, the results here precisely matches the expansion in eq. (5.118) upon substituting
∆ = 3/2. Let us add that an interesting feature that appears at ∆ = 3/2 is that when we
deform away from the critical point in the boundary theory by turning on φ0, the lead-
ing term in this expansion is enhanced by a logarithmic factor similar to that in eq. (D.9).
This extra logarithmic factor arises because with non-vanishing φ0, the boundary expansion
eq. (D.18) of the bulk scalar contains a new term proportional to φ0 u

3/2 log u. As com-
mented before, special care is required in evaluating the two- and three-point functions
when ∆ = 3/2 [56].
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Appendix E

O(α 2
F ) corrections to conductivity

We saw in section 5.4 that to first order in αF , the leading correction in the high frequency
expansion of the conductivity appeared at order 1/w∆. In this appendix we extend the
perturbative analysis presented in that section to order α 2

F to see how the expansion will
be modified at this order. We will continue to be working in the regime that there is no
significant back reaction to the background geometry. Recall at the equation of motion for
the gauge field is [

∂2
z − w2

]
Ax = − αF∂zφ

1 + αFφ
∂zAx , (E.1)

where we have previously changed variables from u to z via dz/du = 1/f(u). We will

decompose the gauge field perturbatively as in section 5.4, Ax = A
(0)
x +αFA

(1)
x +α2

FA
(2)
x +· · · .

Recall that the zero’th order and first order in αF equations of motion are[
∂2
z − w2

]
A(0)
x = 0[

∂2
z − w2

]
A(1)
x =− φ′A(0)′

x

(E.2)

and their solutions were detailed in section 5.4 given by eq. (5.110) and eq. (5.114).

A(0)
x = e−wz, A(1)

x =

∫
dz̃G(z, z̃)we−wz̃φ′(z̃) (E.3)

Recall that the Green’s function for eq. (5.108) is given by eq. (5.113), and we can use
this Green’s function to iteratively solve for the perturbative gauge terms A(i). To second
order in αF the equation of motion is[

∂z − w2
]
A(2)
y = ∂zA

(0)
y φ ∂zφ− ∂zA(1)

y ∂zφ . (E.4)
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Using the Green’s function in eq. (5.113), we then find

A(2)
y =

∫ ∞
0

dz̃ G(z, z̃)
(
∂z̃A

(0)
y φ ∂z̃φ− ∂z̃A(1)

y ∂z̃φ
)

(E.5)

and taking the limit where we approach the asymptotic boundary, i.e., z → 0, the derivative
of this expression yields

∂zA
(2)
y

∣∣
z=0

=

∫ ∞
0

dz̃ e−wz̃
(
we−wz̃ φ ∂z̃φ+ ∂z̃A

(1)
y ∂z̃φ

)
, (E.6)

We only wish to identify the leading correction for a high frequency expansion to eq. (5.77).
For clarity, we will make the simplification of using only the critical theory power-law scalar
profile: φ ∼ φ1 z

∆. Note that we are using z∆ rather than u∆ here, but the two profiles
are equivalent at this order in z — see footnote 9. We note en passant that our analysis
thus applies to the simple ansatz of [15]. With this scalar profile, we find

∂zA
(1)
y

∣∣
z=0

=− φ1w Γ(∆ + 1)

(2w)∆

∂zA
(2)
y

∣∣
z=0

=
φ2

1w ( Γ(2∆ + 1)− Γ(∆ + 1)2)

2(2w)2∆

(E.7)

Eq. (5.54) then yields

σ(iw)

σ∞
= 1 +

φ1αF Γ(∆ + 1)

(2w)∆
− (φ1αF )2 (Γ(2∆ + 1)− Γ(∆ + 1)2)

2(2w)2∆
+O((φ1αF ) 3) , (E.8)

as the first three contributions in the αF -expansion. Of course, the first two terms precisely
match those found in eq. (5.77). We might note that the new O(α 2

F ) correction implies
that the existence of a new primary operator with conformal dimension 2∆. : O2 : is a
likely candidate [13].
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Appendix F

Numerical results

This appendix forms a catalog for conductivity at various choices of spacetime dimension
and scaling dimension.

F.1 d = 3
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F.2 d=5
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F.3 d=4
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