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Abstract

We compute the C*-envelope of the isometric semicrossed product AR ×is
α R

× of a C*-
algebra arising from number theory by the multiplicative semigroup of a number ring R,
and prove that it is isomorphic to T[R], the left regular representation of the ax + b-
semigroup R o R× of R on `2(R o R×). We do this by explicitly dilating an arbitrary
representation of AR×is

αR
× to a representation of T[R] and show that such representations

are maximal.

We also study the Jacobson radical of the semicrossed product A ×α P when A is a
simple C*-algebra and P is either a subsemigroup of an abelian group or a free semigroup.
A full characterization of the Jacobson radical is obtained for a large subset of these
semicrossed products and we apply our results to a number of examples.
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Chapter 1

Introduction

During my graduate studies at the University of Waterloo two research projects yielded
results. This thesis contains those results along with some additional materials intended to
help a strong undergraduate student or a student early in their graduate studies understand
the details of the proofs. In both projects I studied the semicrossed product of a C*-algebra
with a semigroup, but the similarities end there.

Chapter 2 contains some background on semicrossed products including a general con-
struction. In Chapter 3 the reader and I will compute the C*-envelope of the semicrossed
product of a C*-algebra arising from number theory with the multiplicative semigroup of
the associated number ring. In chapter 4 we will characterize the Jacobson radical of sev-
eral classes of semicrossed products of simple C*-algebras with either abelian semigroups
or free semigroups.

In [4], Cuntz, Deninger, and Laca associated to a number ring R a C*-algebra which
encodes the additive, multiplicative, and ideal structure of the ring. The C*-algebra is
the Toeplitz algebra of the ax + b-semigroup of the number ring which they realized as a
universal C*-algebra T[R] defined by relations on a generating set of unitaries ux, indexed
by R, isometries sa, indexed by the multiplicative semigroup R× = R\{0}, and projections
eI , indexed by the ideals of the ring. This C*-algebra, together with a one-parameter group
of automorphisms, forms a dynamical system with a KMS-structure, which they computed
directly.

Only one of the relations defining T[R] requires the use of an adjoint, saeIs
∗
a = eaI . If

we replace this relation by the nonself-adjoint analogue, saeI = eaIsa, then the relations
determine the isometric semicrossed product, AR×is

αR
×, of a certain semigroup dynamical

1



system, whose underlying C*-algebra, AR, is a C*-subalgebra of T[R], and is acted upon
by R×.

It is easy to show that any representation of T[R] is also a representation of AR×is
αR

×,
however the converse is not true. The issue is that the relation saeI = eaIsa does not
imply saeIs

∗
a = eaI . The main result of Chapter 3 is that the C*-envelope of AR ×is

α R
×

is isomorphic to T[R], which we establish by showing that maximal representations of
AR ×is

α R
× are representations of T[R]. To do this, given an arbitrary representation of

AR×is
α R

×, we explicitly dilate it to a representation of T[R], and then show that any such
dilation is maximal.

We show in Section 3.2 that a representation π × S of AR ×is
α R

× on B(H) is a repre-
sentation of T[R] if and only if π(ecR) − ScS∗c = 0 for all c ∈ R×. The dilation theorem
of that section tells us how to dilate a representation when there exists some c ∈ R× such
that π(ecR) − ScS

∗
c 6= 0 to a representation π̃ × S̃ satisfying (π̃(ecR) − S̃cS̃

∗
c )|H = 0. In

Section 3.3 we obtain an explicit dilation π̂× Ŝ that satisfies π̂(ecR)− ŜcŜ∗c = 0. Repeated
application of this technique eventually yields a maximal representation.

In addition to the isometric semicrossed product, it is natural to consider the contractive
semicrossed product. However a standard counterexample shows that AR ×α R× is not
isometrically isomorphic to AR ×is

α R
×. We do not know the C*-envelope of AR ×α R×,

but it is at least as complicated as the polydisk algebra.

A C*-dynamical system is a triple (A, α, P ) consisting of a C*-algebra A, a semigroup
P , and an action α of P on A by ∗-endomorphisms. The semicrossed product A×α P of
A by P is a universal operator algebra associated to a C*-dynamical system. In Chapter
4 we characterize the Jacobson radical of several classes of semicrossed products of simple
C*-algebras by either semigroups contained in an abelian group or free semigroups.

A full characterization of the Jacobson radical when A = C0(X) is a commutative
C*-algebra and P = Zn+ was achieved in [7]. In the case n = 1 the C*-dynamical system
(A, α,Z+) becomes a topological dynamical system (X,φ), where φ is a continuous surjec-
tion, and the Jacobson radical is generated in a certain way by functions that vanish on the
recurrent points of (X,φ). For n ≥ 2 their characterization uses a variation on recurrence.
When A is simple, the notion of recurrent points does not seem to arise. However some
form of recurrence will likely be needed in the non-simple case.

Our main results show that if (A, α, P ) is a C*-dynamical system where A is a sim-
ple unital C*-algebra, P is either a semigroup contained in an abelian group or a free
semigroup, and either

(i) A is purely infinite (Theorem 4.1.6), or
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(ii) there exists a a faithful conditional expectation Es : αs(1)Aαs(1) → αs(A) for each
s ∈ P (Theorem 4.1.10),

then the Jacobson radical ofA×αP is generated by monomials a⊗es where a ∈ A(1−αs(1))
(equivalently monomials such that (a⊗es)x = 0 for all x ∈ A×αP ). These theorems yield
a number of corollaries including the case where each αs is an automorphism (Corollary
4.1.11) and the case where the range of each αs is hereditary (Corollary 4.1.15). We also
apply our results to several examples including some standard ∗-endomorphisms of the
Cuntz algebra and various shifts on the CAR algebra.

One obstruction to the characterization of the Jacobson radical in the non-unital case
is that it is not clear that for fixed s ∈ P that the set {a ∈ A : a ⊗ es ∈ rad(A ×α P )}
is not all of A. However in two cases we are able to say that the above set is either
{a ∈ A : aαs(A) = {0}} or all of A. In Proposition 4.2.2 we show that this holds
when (A, α, P ) is an automorphic C*-dynamical system where A is simple and P is either
contained in an abelian group or a free semigroup. Because αs(A) = A, in this case we
have that the set is either zero or all of A. With the additional assumption that P = Z+

we get that the radical of A×αZ+ is either zero or the ideal generated by A⊗e1 (Corollary
4.2.3). In Corollary 4.2.5 we see that the above also holds when (A, α, P ) is a C*-dynamical
system where A is a simple separable C*-algebra, P is contained in an abelian group, and
the range of each αs is hereditary. These results agree with the unital case because the
condition aαs(A) = {0} is the same as a ∈ A(1 − αs(1)). As a final example we apply
our results to the action obtained by conjugating the compact operators by the unilateral
shift.
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Chapter 2

Background

2.1 Semicrossed Products

The first dynamical systems studied are now referred to as classical dynamical systems.
They consist of a locally compact Hausdorff space X and a proper continuous map σ
from X to itself. We can reformulate this in terms of C*-algebras by encoding X in the
commutative C*-algebra C0(X). When we do this the map σ induces a ∗-endomorphism α
using the rule α(f) = f ◦ σ for f ∈ C0(X). It is natural to ask how iterations of α evolve.
This leads us to consider ∗-endomorphisms {αn : n ∈ Z+}, where α0 denotes the identity.
This set satisfies αnαm = αn+m and therefore is a semigroup under composition that is
isomorphic to Z+.

A C*-dynamical system is a triple (A, α, P ) consisting of a C*-algebra A, a semigroup
P , and a semigroup homomorphism α : P → End(A). We call α an action of P on A by
∗-endomorphisms and use the notation s 7→ αs.

One class of C*-dynamical systems that has seen much attention are automorphic
C*-dynamical systems, those in which α is an action of a group G on a C*-algebra A
by ∗-automorphisms. In this case the C*-dynamical system can be encoded in a single
C*-algebra. One way to do this is to find a covariant pair (π, U) which consists of a ∗-
representation π : A → B(H) and a unitary representation U : G → B(H) which are
related by the covariance relation

παg(a) = Ugπ(A)U∗g for a ∈ A and g ∈ G.

While the C*-algebra generated by the image of A and G in B(H) encodes (some of) the
structure of (A, α,G), it obviously depends on the chosen covariant pair. We avoid this
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choice by constructing a C*-algebra that is universal with respect to all the covariant pairs
of the system, which we call the crossed product Aoα G of A by G.

We wish to use a similar construction when we have a semigroup P acting on a C*-
algebra A by ∗-endomorphisms. The main obstruction is that the action need not be
invertible. Because of this we might not be able to find any covariant pairs as defined
above. We will therefore need a different definition of covariant pairs which will result in
the finished product being a universal operator algebra instead of a universal C*-algebra.

The definition of the semicrossed product as an operator algebra goes back to Peters
[18]. There he studied actions of a single ∗-endomorphism on an arbitrary C*-algebra which
generates an action of Z+. He weakened the requirement that a covariant pair should
contain a unitary representation and instead required covariant pairs (π, V ) to contain
an isometry (which generates an isometric representation of Z+) which together with the
∗-representation of A satisfied a covariance relation. He had two possible choices which
came to be called the left covariance relation π(a)V = V πα(a), and the right covariance
relation V π(a) = πα(a)V . He observed that the left covariance relation had the property
kerπ ⊆ kerπ ◦ α. More importantly he observed that left isometric covariant pairs always
exist while the same is not true for right isometric covariant pairs. For these reasons he
chose to define the semicrossed product using the left covariant relation.

The construction of the semicrossed product used by Peters generalizes nicely to ar-
bitrary actions of abelian semigroups P on C*-algebras (or even non-selfadjoint operator
algebras). Even though we often relax the requirement that a covariant pair contain an
isometric representation of the semigroup and simply require that a covariant pair (π, T )
contain a contractive representation of P , and that right contractive covariant pairs always
exist, the use of the left covariance relation became the dominant choice. In addition to
the historical reason, this is because for a long time the research was focused on abelian
actions, and in that case his original choice was arguably superior. Unfortunately this is
problematic when we have a non-abelian action because the left covariance relation requires
an abelian semigroup in order to be associative, as we observe:

π(a)Tst = π(a)TsTt = Tsπαs(a)Tt = TsTtπαtαs(a) = Tstπαts(a).

When we have a free semigroup action we can use the left free covariance relation

π(a)Tw = Twπαw(a),

where w denotes the reverse of the word w, but this is approach does not generalize to
other kinds of non-abelian semigroups.
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In Chapter 3 our goal is to prove that the universal C*-algebra T[R] defined using
relations on a generating set can be realized as the C*-envelope of a certain semicrossed
product. The relations make it clear that the right semicrossed product is the correct
choice in that case. In Chapter 4 we use the right semicrossed product for the convenience
of being able to combine the abelian semigroup case with the free semigroup case.

2.2 Constructing a Semicrossed Product

A semigroup is a set P that is closed under an associative binary operation with identity e.
We will restrict ourselves to two classes, namely semigroups that are contained in abelian
groups and free semigroups (which are also contained in groups). Such semigroups satisfy
left and right cancellation, that is the equalities st = sr and ts = rs both imply t = r for
all s, t, r ∈ P .

The free semigroup F+
I over the generating set I is the set of (finite) words with alphabet

I with multiplication defined by concatenation. The empty word e is the identity. The
map ` : F+

I → Z+, where Z+ is the semigroup of non-negative integers under addition,
taking a word w = i1i2 · · · ik to k, the length of w, is a semigroup homomorphism.

To construct a semicrossed product we must first define covariant pairs. A (right)
covariant pair (π, T ) for (A, α, P ) is a representation π : A → B(H) of A and a contractive
representation T : P → B(H) of P that together satisfy the covariance relation

Tsπ(a) = παs(a)Ts for all a ∈ A and s ∈ P.

To construct a universal operator algebra with respect to the covariant pairs of (A, α, P )
we begin with the algebra c00(A, α, P ) which is the vector space A⊗ c00(P ) with multipli-
cation given by the rule

(a⊗ es)(b⊗ et) = (aαs(b))⊗ est for all s, t ∈ P and a, b ∈ A.

Each covariant pair gives rise to a representation π × T : c00(A, α, P ) → B(H) defined
by (π × T )(a ⊗ es) = π(a)Ts, which together can be used to construct a family of matrix
norms. For each n ≥ 1 we define a norm on Mn(c00(A, α, P )) by∥∥∑

s∈P

As ⊗ es
∥∥ = sup

{∥∥∑
s∈P

(In ⊗ Ts)π(n)(As)
∥∥
B(H(n))

: (π, T ) a covariant pair
}

where As ∈ Mn(A) and As = 0 except finitely often. We note that because the orbit
representation in Example 2.2.1 is injective on A⊗ c00(P ), the formula above assigns zero
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only to the zero element, making it a norm. The semicrossed product A×α P of A by P is
the operator algebra completion of c00(A, α, P ) with respect to the family of matrix norms
given above.

It is clear from the definition that A×αP has the universal property that each covariant
pair (π, T ) gives rise to a completely contractive representation, which we also denote by
π × T , on A×α P extending the representation on c00(A, α, P ).

The following example shows that for C*-dynamical systems (A,α, P ) where P has the
right cancellation property, covariant pairs always exist and A ×α P contains a faithful
copy of A.

Example 2.2.1 (The Orbit Representation). Let (A, α, P ) be a C*-dynamical system

and π : A → B(H) be a faithful representation of A. Let H̃ = H ⊗ `2(P ) and define

π̃ : A → B(H̃) and T : P → B(H̃) by

π̃(a)(ξ ⊗ δt) = (παt(a)ξ)⊗ δt and

Ts(ξ ⊗ δt) =

{
ξ ⊗ δr if t = rs for some r ∈ P,
0 otherwise.

Note that Ts is well-defined because right cancellation holds in P . We claim that (π̃, T )
is a covariant pair for (A, α, P ). It is clear that π̃ is a (faithful) representation of A and
that Ts is a co-isometry, and is therefore contractive, for each s ∈ P . We verify that T is
a semigroup homomorphism

Ts1Ts2(ξ ⊗ δt) =

{
Ts1(ξ ⊗ δr2) if t = r2s2 for some r2 ∈ P,
0 otherwise

=

{
ξ ⊗ δr1 if t = r1s1s2 for some r1 ∈ P,
0 otherwise

= Ts1s2(ξ ⊗ δt)

and that the covariance relation is satisfied

Tsπ̃(a)(ξ ⊗ δt) =

{
(παrs(a)ξ)⊗ δr if t = rs for some r ∈ P,
0 otherwise

=

{
π̃αs(a)(ξ ⊗ δr) if t = rs for some r ∈ P,
0 otherwise

= π̃αs(a)Ts(ξ ⊗ δt).
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2.3 Other Semicrossed Products

The construction of the semicrossed product is a special case of a general construction out-
lined in [6, Section 2.1]. We start with an algebra A and a collection F of homomorphisms
of A into B(H) that is

(i) closed under arbitrary direct sums,

(ii) closed under restriction to reducing subspaces, and

(iii) closed under unitary equivalence.

Such a collection is called a family of representations. Using F we get a family of matrix
seminorms, from which we can complete A (or a quotient of it) to get the enveloping

operator algebra of A with respect to F denoted Ã. This operator algebra has the property
that every element of F extends uniquely to a completely contractive representation of Ã.

In our case, by restricting the covariant pairs in the supremum formula for the matrix
norms to certain families of covariant pairs we get other semicrossed products that are
universal with respect to those families. For example

Definition 2.3.1. (i) the (right) unitary semicrossed product A ×un
α P of A by P is

obtained by completing c00(A, α, P ) with respect to covariant pairs with a unitary
representation of P (called (right) unitary covariant pairs),

(ii) the (right) isometric semicrossed product A×is
αP of A by P is obtained by completing

c00(A, α, P ) with respect to (right) isometric covariant pairs, and

(iii) the (right) co-isometric semicrossed product A×co
α P of A by P is obtained by com-

pleting c00(A, α, P ) with respect to (right) co-isometric covariant pairs.

We note that the first two might not exist.

Remark 2.3.2. Because our analysis of the Jacobson radical in Chapter 4 is mostly algebraic
in nature and when we do estimate the norms of elements, we only test monomials, our
results hold for the more general semicrossed products defined above, if they exist.

When α is an action of an abelian semigroup on a C*-algebra A, the left semicrossed
product of A by P is constructed as follows. We begin with the algebra c00(P, α,A) which
is the vector space c00(P )⊗A with multiplication defined by

(es ⊗ a)(et ⊗ b) = es+t ⊗ (αt(a)b) for all s, t ∈ P and a, b ∈ A.
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We note that this rule is associative because P is abelian. Each left covariant pair (π, T )
gives rise to a representation T × π defined by (T × π)(es ⊗ a) = Tsπ(a). For each n ≥ 1
we defined a norm on Mn(c00(A, α, P )) by∥∥∑

s∈P

es ⊗ As
∥∥ = sup

{∥∥∑
s∈P

(Ts ⊗ In)π(n)(As)
∥∥
B(H(n))

: (π, T ) a left covariant pair
}

where As ∈ Mn(A) and As = 0 except finitely often. The left semicrossed product of A
by P is the operator algebra completion of c00(P )⊗A with respect to the family of matrix
norms. The left unitary/isometric semicrossed product of A by P are defined similarly.

Remark 2.3.3. With minor changes reflecting that multiplication in the left semicrossed
product is dual to that of the right semicrossed product, our statements and proofs in
Chapter 4 can be reformulated to handle the left semicrossed product and the other vari-
ations described in [6, Section 3.1].

2.4 Dilations and C*-envelopes of Semicrossed Prod-

ucts

A representation of an operator algebra A is a completely contractive homomorphism
ρ : A → B(H). A dilation π : A → B(K) of ρ is a representation of A such that H ⊆ K
and PHπ(a)|H = ρ(a) for all a ∈ A. Every dilation can be represented by an upper
triangular matrix of the form ∗ ∗ ∗

0 ρ(a) ∗
0 0 ∗

 .

A maximal representation of A is a representation ρ of A that has the property that
any dilation π of ρ is of the form π = ρ⊕ ϕ.

In his early papers Arveson noticed that an operator algebra can be embedded in a
variety of C*-algebras. More precisely, an operator algebra may admit more than one
C*-cover, i.e. pairs (C, j) consisting of a C*-algebra C and a completely isometric homo-
morphism j : A → C = C∗(j(A)). The C*-envelope of A is the unique minimal C*-cover,
denoted (C∗env(A), ι) or just C∗env. By minimal we mean that if (C, j) is any C*-cover,
then there exists a unique ∗-epimorphism Φ : C → C∗env(A) making the following diagram
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commute

A j
//

ι

##

C
Φ
��

C∗env(A)

Although Arveson calculated the C*-envelope for a large family of examples, the proof
of its existence (due to Hamana) took ten years. The connection to dilations was found
more than twenty years after that by Dritschel and McCullough [9]. They showed that
the universal C*-algebra for the maximal representations of an operator algebra A is the
the C*-envelope and that every completely contractive representation of A can be dilated
to a maximal one. Because of this result we can compute the C*-envelope of an operator
algebra by dilating an arbitrary representation to maximal ones.

Typically we seek a nice description of the C*-envelope of an operator algebra. For
a semicrossed product this usually means finding an automorphic C*-dynamical system
(B, β,G) such that C∗env(A×α P ) is either B oβ G or a full corner of it. The first result of
this form was due to Muhly and Solel [14] and acts as a prototype.

Theorem 2.4.1. Let A be a unital C*-algebra and let α be a ∗-automorphism. Then

C∗env(A×α Z+) ' Aoα Z.

C*-dynamical systems over Z+ are generated by a single ∗-endomorphism. When di-
lating representations of their semicrossed products we only need to deal with a single
contraction or isometry that generates the representation of Z+. It is not surprising then
that these semicrossed products have a nice C*-envelope. In [13] Kakariadis and Kat-
soulis show that given any C*-dynamical system (A, α,Z+) over Z+ we can construct an
automorphic C*-dynamical system (B, β,Z) such that A×α Z+ is a full corner of B oβ Z.

Getting such unconditional results for other semigroups is not generally possible. This
is due to the fact that one cannot always dilate three commuting contractions to three
commuting unitaries. To get a nice dilation theory we must impose restriction on the
semigroup or use other semicrossed products. For a detailed summary see [13].

2.5 The Jacobson Radical of Banach Algebras

The goal of this section is to define the Jacobson radical of a Banach algebra as the
intersection of the kernels of its irreducible representations and to state a theorem that
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gives some well-known alternative characterizations. We will follow Bonsall and Duncan
[2]. Throughout this section A will denote a (possibly non-unital) Banach algebra.

A left ideal I of A is called modular if it has a right modular unit, that is an element
e ∈ A satisfying A(1− e) ⊆ I. A modular left ideal is called maximal if it is not contained
in any other proper left ideal of A. One can prove every modular left ideal is contained
in a maximal modular left ideal by applying Zorn’s Lemma. We will see that maximal
modular left ideals appear as the annihilators of elements of irreducible left A-modules.

A representation of A is a homomorphism π : A→ L(X) from A into the set of linear
maps on a complex vector space. We will consider (X, π) as a left A-module using the
convention

ax = π(a)x for all a ∈ A and x ∈ X.
We say that a representation π is trivial if it is the zero map and X is one dimensional. If
π is non-trivial and (X, π) has no proper left A-submodules we say that π is irreducible (or
X is irreducible) The following two propositions relate maximal left ideals and irreducible
left A-modules. They appear in [2] as Proposition 24.4 and Proposition 24.5 respectively.

Proposition 2.5.1. Let X be an irreducible left A-module. If x0 ∈ X \ {0},

(i) then x0 is a cyclic vector (i.e. Ax0 = X).

(ii) Each element e ∈ {e ∈ A : ex0 = x0} is a right modular unit for the left ideal
ker(x0) = {a ∈ A : ax0 = 0}.

(iii) The ideal ker(x0) is maximal.

(iv) The kernel ker(π) of π is the intersection of maximal modular left ideals

ker(π) =
⋂

x0∈X\{0}

ker(x0).

Proposition 2.5.2. Let I ⊆ A be a maximal modular left ideal. Then there exists an
irreducible left A-module X and an element x0 ∈ X \ {0} such that I = ker(x0).

Definition 2.5.3. The Jacobson radical rad(A) of a Banach algebra is the intersection of
the kernels of all the irreducible representations of A. If A has no irreducible representations
the convention is to put rad(A) = A and we call A radical. When rad(A) = {0} we say A
is semi-simple.

We give a few of the many different characterizations of rad(A), for the proof see
Propositions 24.14 and 25.1 in [2].
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Proposition 2.5.4. Let A be a Banach algebra.

(i) rad(A) is the intersection of the maximal modular left ideals of A.

(ii) rad(A) = {a ∈ A : limn→∞ ‖(ab)n‖1/n = 0 for all b ∈ A}.

(iii) rad(A) = {a ∈ A : limn→∞ ‖(ba)n‖1/n = 0 for all b ∈ A}.

We say that an element a ∈ A is quasi-nilpotent if its spectral radius is zero, which is
equivalent to limn→∞ ‖an‖1/n = 0. In Chapter 4 we will use the quasi-nilpotence charac-
terization to compute the Jacobson radical of certain semicrossed products. We will also
need two more facts, both of which follow easily from that characterization.

Corollary 2.5.5. Let A be a Banach algebra.

(i) The elements of rad(A) are quasi-nilpotent.

(ii) The Jacobson radical is an automorphism invariant ideal.
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Chapter 3

Dilations From Number Theory

3.1 Preliminaries

A number field K is a finite field extension of Q. An algebraic integer is the root of a monic
polynomial with integer coefficients. The set of all algebraic integers, A, is countable. The
ring of integers of a number field K is the ring R = K ∩A. A number ring R is the ring of
integers in a number field. Examples of number rings include Z, Z[i], and Z[ζn] where ζn
is a primitive nth root of unity. Number rings are Dedekind domains, thus every ideal in
R factors uniquely as a product of prime ideals. In general, number rings are not principal
ideal domains.

Let R be a number ring and let R× = R \ {0} denote the multiplicative semigroup
of R. The ax + b-semigroup R o R× of R is the semigroup with elements R × R× and
multiplication given by

(x, a)(y, b) = (x+ ay, ab).

The Toeplitz algebra TRoR× of this semigroup is the C*-algebra generated by the left-
regular representation of RoR× on `2(RoR×). Explicitly, it is the C*-algebra generated
by the isometries T(x,a), (x, a) ∈ R o R×, which act on the standard orthonormal basis
{ξ(y,b) : (y, b) ∈ RoR×} according to

T(x,a)(ξ(y,b)) = ξ(x,a)(y,b).

Contained in TRoR× is a family of projections e(x,I), x ∈ R and I an ideal of R,
corresponding to cosets (x + I) of ideals. These projections are characterized by their

13



action on the basis

e(x,I)(ξ(y,b)) =

{
ξ(y,b) if y + bR ⊆ x+ I,

0 otherwise,

and they multiply according to the rule

e(x,I)e(y,J) =

{
0 if (x+ I) ∩ (y + J) = ∅
e(z,I∩J) for any z ∈ (x+ I) ∩ (y + J) 6= ∅.

When I = aR is a principal ideal, the projection e(x,aR) = T(x,a)T
∗
(x,a) is just the range

projection of T(x,a). When I is not principal, we use the fact that I can be written in the
form a

b
R ∩R for some a, b ∈ R× [4, Lemma 4.15] and write

e(x,I) = T(x,1)T
∗
(0,b)T(0,a)T

∗
(0,a)T(0,b)T(−x,1).

Cuntz, Deninger, and Laca showed in [4] that TRoR× is isomorphic to the universal
C*-algebra T[R] generated by elements ux, x ∈ R, sa, a ∈ R×, eI , I a non-zero ideal in R,
satisfying the following relations

Ta: The ux are unitary and satisfy uxuy = ux+y, the sa are isometries and satisfy sasb =
sab. Moreover sau

x = uaxsa for all x ∈ R, a ∈ R×.

Tb: The eI are projections and satisfy eI∩J = eIeJ , eR = 1.

Tc: We have saeIs
∗
a = eaI .

Td: For x ∈ I one has uxeI = eIu
x, for x 6∈ I one has eIu

xeI = 0.

The relation Ta simply says that the map (x, a) 7→ uxsa is an isometric representation of
RoR×. The other three relations recover the structure of the projections e(x,I): Tc gives
us that eI = s∗bsas

∗
asb for any a, b ∈ R× such that I = a

b
R ∩ R, and Tb together with

Td tell us that the family of projections exI = uxeIu
−x multiply in the same way as the

e(x,I) ∈ TRoR× .

Definition 3.1.1. The dynamical system that we are interested in consists of the C*-
subalgebra AR of T[R] generated by the elements ux and eI , with an action of R× given
by αa(u

x) = uax and αa(eI) = eaI .

14



3.2 Dilating Representations

In this section we will prove that a representation of AR×is
αR
× is maximal if and only if it is

also a representation of T[R]. We will also explicitly dilate a non-maximal representation.

Let π × S : AR ×is
α R

× → B(H) be a covariant representation. Let Ux = π(ux), x ∈ R,
and EI = π(eI), I an ideal of R. Then Ux, Sa, and EI satisfy the following relations:

Ca: The Ux are unitary and satisfy UxUy = Ux+y, the Sa are isometries and satisfy
SaSb = Sab. Moreover SaU

x = UaxSa for all x ∈ R, a ∈ R×.

Cb: The EI are projections and satisfy EI∩J = EIEJ , ER = 1.

Cc: We have SaEI = EaISa.

Cd: For x ∈ I one has UxEI = EIU
x, for x 6∈ I one has EIU

xEI = 0.

If we are given a collection of elements Ux, x ∈ R, Sa, a ∈ R×, EI , I a non-zero ideal
in R, satisfying the above relations, then the assignment π(ux) = Ux and π(eI) = EI gives
us a covariant representation of AR ×is

α R
×. For convenience we will consider covariant

representations of AR×is
αR

× as C*-subalgebras of B(H) generated by elements Ux, x ∈ R,
Sa, a ∈ R×, EI , I a non-zero ideal in R satisfying Ca-Cd. If in addition to satisfying
Ca-Cd, the generators also satisfy Tc, then they are also a representation of T[R]. As we
will see in Example 3.2.3 this is not always the case.

Before we show how to dilate a representation of AR ×is
α R

× that is not maximal , we
will first characterize representations of AR ×is

α R
× that are also representations of T[R].

It will turn out that the maximal representations are those that are also representations
of T[R].

Proposition 3.2.1. Let Ux, Sa, and EI be an isometric covariant representation of the
isometric semicrossed product AR×is

αR
× on B(H). Then the map ϕ : T[R]→ B(H) defined

by
ϕ(ux) = Ux, ϕ(sa) = Sa, ϕ(eI) = EI ,

is a homomorphism if and only if EaR = SaS
∗
a for all a ∈ R×.

Proof. (⇒) The relation Tc implies EaR = SaS
∗
a for all a ∈ R×.

(⇐) We only need to check that Tc is satisfied. Given a ∈ R× and an ideal I of R we
have

SaEIS
∗
a = EaISaS

∗
a = EaIEaR = EaI∩aR = EaI .

Thus the representation satisfies Tc.
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Theorem 3.2.2. Let Ux, x ∈ R, Sa, a ∈ R×, EI , I a non-zero ideal in R, be elements in
some B(H) that satisfy Ca-Cd. Suppose that there exists some element c ∈ R× such that
L = (EcR − ScS∗c )H 6= {0}. Let K ∼= L, and let T : K → L be a surjective isometry. Then

the bounded linear operators Ũx, S̃a, and ẼI acting on H̃ := H⊕K according to

Ũx =

(
Ux 0
0 T ∗U cxT

)
,

S̃a =

(
Sa S∗cSaT
0 T ∗SaT

)
, and

ẼI =

(
EI 0
0 T ∗EcIT

)
.

dilate the representation.

Most of the rest of the section will be devoted to proving the above theorem. To do
this we must show that the dilation satisfies Ca-Cd. But first we present an example.

Example 3.2.3. Let H = `2(Z × Z×) and let {ξ(y,b) : (y, b) ∈ Z × Z×} be the standard
orthonormal basis. Define bounded linear operators Ux, x ∈ Z, Sa, a ∈ Z×, and E2knZ,
k ∈ N∪{0} and n ∈ N odd, onH by their action on the basis elements ξ(y,b), (y, b) ∈ Z×Z×:

Uxξ(y,b) = ξ(x+y,b)

Saξ(y,b) = ξ(ay,ab)

E2knZξ(y,b) =

{
ξ(y,b) if 2kn|y and n|b,
0 otherwise.

It is easy to check that Ux, Sa, and E2knZ satisfy Ca-Cd and that E2Z − S2S
∗
2 6= 0.

The representation Ux = T(x,1) and Sa = T(0,a) is just the Toeplitz representation of
ZoZ×. In that representation e(0,aZ) = SaS

∗
a is the orthogonal projection onto the subspace

generated by the basis vectors ξ(y,b) where y and b are divisible by a and

S∗aξ(y,b) =

{
ξ(y/a,b/a) if a | y and a | b,
0 otherwise,

can be thought of as division by a in `2(Z o Z×) (when possible). In the representation
defined above we can think of E2Z as the orthogonal projection onto the subspace of H
generated by the basis vectors that the representation thinks should be divisible by two,

16



and S2S
∗
2 as the orthogonal projection onto the subspace generated by the basis vectors

that are actually divisible by two. The problem is that these two subspaces do not agree.
To fix the problem we need to define division on the subspace

L = (E2Z − S2S
∗
2)H = span{ξ(2y,b) : y, b ∈ Z and b odd},

generated by the basis vectors that should be divisible by two but are not. Consider the
basis vector ξ(2,1) in L. Because E2Zξ(2,1) = ξ(2,1), we should be able to divide ξ(2,1) by two,
but we cannot because S∗2ξ(2,1) = 0. To dilate the representation we define a new Hilbert

space H̃ = H⊗K, where

K = span{ξ(y,b/2) : y, b ∈ Z and b odd} ∼= L,

which contains ξ(1,1/2), and define S̃2 on H̃ in such a way that S̃∗2ξ(2,1) = ξ(1,1/2). Explicitly

S̃2 = S2 on H and S̃2ξ(y,b/2) = ξ(2y,b) on K.

Next we need to know how the Ũx, S̃a, and Ẽ2knZ should act on K. As an example
consider Ũxξ(y,b/2). Because the dilation should satisfy Ca, we have that Ũx = S̃∗2 S̃2Ũ

x =

S̃∗2 Ũ
2xS̃2. Therefore to compute Ũxξ(y,b/2) we can first multiply ξ(y,b/2) by 2 and apply U2x

before dividing by 2 to get

Ũxξ(y,b/2) = S̃∗2 Ũ
2xS̃2ξ(y,b/2) = S̃∗2 Ũ

2xξ(2y,b) = S̃∗2ξ(2y+2x,b) = ξ(y+x,b/2).

We can use the same trick to compute S̃a and Ẽ2knZ

Using the notation of the theorem let T : K → L be the isometry S̃2|K. We define

Ũx, S̃a and Ẽ2knZ to be Ux, Sa, and E2knZ on H and T ∗U2xT = S̃∗2U
2xS̃2, S̃∗2SaS̃2, and

T ∗E2k+1nZT = S̃∗2E2k+1nZS̃2 or explicitly

Ũxξ(y,b/2) = ξ(x+y,b/2),

S̃aξ(y,b/2) = ξ(ay,ab/2), and

Ẽ2knZξ(y,b/2) =

{
ξ(y,b/2) if 2kn|y and n|b,
0 otherwise.

on K. As we will see in the calculation after Lemma 3.2.10, this dilation fixes the issue on
H, i.e. (Ẽ2 − S̃2S̃

∗
2)|H = 0, but on K we still have a problem, i.e. (Ẽ2 − S̃2S̃

∗
2)|K 6= 0.

For the remainder of the section we will use the notation in Theorem 3.2.3. Before we
prove that the dilation satisfies Ca-Cd we need to establish a few useful identities.
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Lemma 3.2.4. We have TT ∗ = EcR − ScS∗c and S∗cT = 0.

Proof. Technically T is a map from K into H, so that T ∗ : H → K maps H onto K. This
way the range projection TT ∗ = EcR − ScS∗c is the projection from H onto L. The second
identity follows from the fact that S∗c is zero on L, the range of T .

Lemma 3.2.5. For any x ∈ R and ideal I of R, U cx and EcI commute with TT ∗.

Proof. We use that fact that TT ∗ = EcR − ScS∗c together with the relations to compute

TT ∗U cx = EcRU
cx − ScS∗cU cx = U cxEcR − Sc(U−cxSc)∗

= U cxEcR − Sc(ScU−x)∗ = U cxEcR − ScUxS∗c
= U cx(EcR − ScS∗c ) = U cxTT ∗,

and

TT ∗EcI = EcREcI − ScS∗cEcI = EcIEcR − ScEIS∗c
= EcI(EcR − ScS∗c ) = EcITT

∗.

Lemma 3.2.6. If ξ ∈ H satisfies EcRξ = ξ, then EcRSaξ = Saξ for all a ∈ R. In particular
EcRSaT = SaT for all a ∈ R.

Proof. It easy to check that for all a ∈ R×, I = c
a
R ∩ R is an ideal of R, and that

aI = cR ∩ aR. This fact, together with Cc, gives us the identity

SaE c
a
R∩R = EcR∩aRSa.

Using the identity and the relations we see that

EcRSaξ = EcRSaERξ = EcREaRSaξ

= EcR∩aRSaξ = SaE c
a
R∩Rξ = Saξ.

The last equality holds since cR ⊆ c
a
R ∩R implies EcR ≤ E c

a
R∩R, and so E c

a
R∩Rξ = ξ.

The next four lemmas prove that our dilation does indeed satisfy Ca-Cd.

Lemma 3.2.7. The dilation in Theorem 3.2.3 satisfies Ca. That is the Ũx are unitaries
that satisfy ŨxŨy = Ũx+y, the S̃a are isometries that satisfy S̃aS̃b = S̃ab. Moreover for all
x ∈ R and a ∈ R× we have S̃aŨ

x = ŨaxS̃a.
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Proof. First, for all x, y ∈ R we have

ŨxŨy =

(
Ux 0
0 T ∗U cxT

)(
Uy 0
0 T ∗U cyT

)
=

(
UxUy 0

0 T ∗U cxTT ∗U cyT

)
=

(
Ux+y 0

0 T ∗TT ∗U cx+cyT

)
= Ũx+y,

where the second to last equality follows from Lemma 3.2.5. Since T is an isometry, Ũ0 = 1,
and we can conclude that the Ũx are unitaries that satisfy ŨxŨy = Ũx+y.

The S̃a are isometries because

S̃∗aS̃a =

(
S∗a 0

T ∗S∗aSc T ∗S∗aT

)(
Sa S∗cSaT
0 T ∗SaT

)
=

(
S∗aSa S∗aS

∗
cSaT

T ∗S∗aScSa T ∗S∗aScS
∗
cSaT + T ∗S∗aTT

∗SaT

)
=

(
1 S∗cS

∗
aSaT

T ∗S∗aSaSc T ∗S∗aScS
∗
cSaT + T ∗S∗a(EcR − ScS∗c )SaT

)
=

(
1 S∗cT

T ∗Sc T ∗S∗aEcRSaT

)
=

(
1 0
0 T ∗S∗aSaT

)
= 1,

where the second to last equality follows from Lemma 3.2.6 and the fact that S∗cT = 0.
Next for all a, b ∈ R×

S̃aS̃b =

(
Sa S∗cSaT
0 T ∗SaT

)(
Sb S∗cSbT
0 T ∗SbT

)
=

(
SaSb SaS

∗
cSbT + S∗cSaTT

∗SbT
0 T ∗SaTT

∗SbT

)
=

(
Sab S∗cScSaS

∗
cSbT + S∗cSa(EcR − ScS∗c )SbT

0 T ∗Sa(EcR − ScS∗c )SbT

)
=

(
Sab S∗cSaScS

∗
cSbT + S∗cSa(EcR − ScS∗c )SbT

0 T ∗SaEcRSbT − T ∗SaScS∗cSbT

)
=

(
Sab S∗cSaEcRSbT
0 T ∗SaEcRSbT − T ∗ScSaS∗cSbT

)
=

(
Sab S∗cSaSbT
0 T ∗SaSbT

)
= S̃ab,
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where the second to last equality uses Lemma 3.2.6 and the fact that T ∗Sc = 0. Thus the
S̃a are isometries that satisfy S̃aS̃b = S̃ab.

We now verify the last statement

S̃aŨ
x =

(
Sa S∗cSaT
0 T ∗SaT

)(
Ux 0
0 T ∗U cxT

)
=

(
SaU

x S∗cSaTT
∗U cxT

0 T ∗SaTT
∗U cxT

)
=

(
SaU

x S∗cSaU
cxTT ∗T

0 T ∗SaU
cxTT ∗T

)
=

(
UaxSa S∗cU

acxSaT
0 T ∗TT ∗UacxSaT

)
=

(
UaxSa UaxS∗cSaT

0 T ∗UacxTT ∗SaT

)
=

(
Uax 0

0 T ∗UacxT

)(
Sa S∗cSaT
0 T ∗SaT

)
= ŨaxS̃a,

where the third and fifth equality use Lemma 3.2.5.

Lemma 3.2.8. The dilation in Theorem 3.2.3 satisfies Cb. That is the ẼI are projections
that satisfy ẼIẼJ = ẼI∩J and ER = 1.

Proof. Let I and J be ideals of R. Since ẼI is self-adjoint, and I ∩ I = I, the fact that ẼI
is a projection will follow from the multiplication relation, which we now verify:

ẼIẼJ =

(
EI 0
0 T ∗EcIT

)(
EJ 0
0 T ∗EcJT

)
=

(
EIEJ 0

0 T ∗EcITT
∗EcJT

)
=

(
EI∩J 0

0 T ∗EcI∩cJTT
∗T

)
=

(
EI∩J 0

0 T ∗Ec(I∩J)T

)
= ẼI∩J ,

where the third equality follows from Lemma 3.2.5. Because EcR is the identity on the
range of T , we have ẼR = 1, as required.
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Lemma 3.2.9. The dilation in Theorem 3.2.3 satisfies Cc. That is for all a ∈ R× and
ideals I in R, we have S̃aẼI = ẼaI S̃a.

Proof. We compute

S̃aẼI =

(
Sa S∗cSaT
0 T ∗SaT

)(
EI 0
0 T ∗EcIT

)
=

(
SaEI S∗cSaTT

∗EcIT
0 T ∗SaTT

∗EcIT

)
=

(
SaEI S∗cSaEcIT

0 T ∗SaEcIT

)
=

(
EaISa S∗cEacISaT

0 T ∗EacISaT

)
=

(
EaISa EaIS

∗
cSaT

0 T ∗EacITT
∗SaT

)
=

(
EaI 0
0 T ∗EacIT

)(
Sa S∗cSaT
0 T ∗SaT

)
= ẼaI S̃a,

where the third and fifth equality follow from Lemma 3.2.5.

Lemma 3.2.10. The dilation in Theorem 3.2.3 satisfies Cd. That is if x ∈ I then ŨxẼI =
ẼIŨ

x. If x 6∈ I then ẼIŨ
xẼI = 0.

Proof. If x ∈ I, then

ŨxẼI =

(
Ux 0
0 T ∗U cxT

)(
EI 0
0 T ∗EcIT

)
=

(
UxEI 0

0 T ∗U cxTT ∗EcIT

)
=

(
UxEI 0

0 T ∗U cxEcIT

)
=

(
EIU

x 0
0 T ∗EcIU

cxT

)
=

(
EIU

x 0
0 T ∗EcIT

∗TU cxT

)
=

(
EI 0
0 T ∗EcIT

)(
Ux 0
0 T ∗U cxT

)
= ẼIŨ

x,
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where the third and fifth equality follow from Lemma 3.2.5, and the fourth equality follows
because x ∈ I if and only if cx ∈ cI. The proof that ẼIŨ

xẼI = 0 when x 6∈ I is similar.

We have now shown that Ũx, S̃a, and ẼI satisfy the relations, which completes the
proof of Theorem 3.2.2.

Although the dilation of Theorem 3.2.2 satisfies (ẼcR − S̃cS̃∗c )|H = 0, we do not have

ẼcR − S̃cS̃∗c = 0. Indeed

ẼcR − S̃cS̃∗c =

(
EcR 0

0 T ∗Ec2RT

)
−
(
Sc S∗cScT
0 T ∗ScT

)(
S∗c 0

T ∗S∗cSc T ∗S∗cT

)
=

(
EcR 0

0 T ∗Ec2RT

)
−
(
Sc T
0 0

)(
S∗c 0
T ∗ 0

)
=

(
EcR 0

0 T ∗Ec2RT

)
−
(
ScS

∗
c + TT ∗ 0

0 0

)
=

(
EcR 0

0 T ∗Ec2RT

)
−
(
ScS

∗
c + EcR − ScS∗c 0

0 0

)
=

(
0 0
0 T ∗Ec2RT

)
= T ∗Ec2RT.

In the next section we will repeat this dilation until we obtain a representation Ûx, Ŝa,
and ÊI on some Ĥ that satisfies ÊcR − ŜcŜ∗c = 0. To get a representation of T[R] we the

repeat the process for every d ∈ R× that does not satisfy ÊdR − ŜdŜ∗d = 0. Since R× is
countable, there can be at most countably many such d. The following lemma tells us that
the dilation of Theorem 3.2.2 does not produce anymore such d.

Lemma 3.2.11. If EaR − SaS∗a = 0, then ẼaR − S̃aS̃∗a = 0.

Proof. We first compute the following identity

SaTT
∗S∗aSc = Sa(EcR − ScS∗c )S∗aSc = (EacRSaS

∗
a − ScSaS∗aS∗c )Sc

= (EacREaR − ScEaRS∗c )Sc = (EacR − ScEaRS∗c )Sc
= ScEaR − ScEaR = 0.

Note that this calculation also shows that SaTT
∗S∗a = EacR − ScEaRS

∗
c . Using these
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identities we compute

S̃aS̃
∗
a =

(
Sa S∗cSaT
0 T ∗SaT

)(
S∗a 0

T ∗S∗aSc T ∗S∗aT

)
=

(
SaS

∗
a + S∗cSaTT

∗S∗aSc S∗cSaTT
∗S∗aT

T ∗SaTT
∗S∗aSc T ∗SaTT

∗S∗aT

)
=

(
SaS

∗
a 0

0 T ∗(EacR − ScEaRS∗c )T

)
=

(
EaR 0

0 T ∗EacRT

)
= ẼaR.

3.3 Maximal Representations

In Section 3.2 we saw that a representation of AR ×is
α R

× is maximal only if it is also
a representation of T[R], and how to dilate a representation of AR ×is

α R
× that is not

a representation of T[R]. In this section we will show explicitly how to dilate such a
representation to a representation of T[R].

Let Ux, x ∈ R, Sa, a ∈ R×, EI , I a non-zero ideal in R, be elements in some B(H)
that satisfy Ca-Cd. Assume that this is not a representation of T[R]. Then there exists
some c ∈ R× such that L0 = (EcR − ScS∗c )H 6= {0}. Let K1

∼= L0, let T1 : K1 → L0 be a
surjective isometry, and V1 = T1. Then by Theorem 3.2.3, the bounded linear operators
Ũx

(1), S̃
(1)
a , and Ẽ

(1)
I , acting on H1 = H0 ⊕K1 given by

Ũx
(1) =

(
Ux 0
0 V ∗1 U

cxV1

)
,

S̃(1)
a =

(
Sa S∗cSaV1

0 V ∗1 SaV1

)
, and

Ẽ
(1)
I =

(
EI 0
0 V ∗1 EcIV1

)
dilate the representation.

Let Ln = (Ẽ
(n)
cR − S̃

(n)
c S̃

(n)
c )Hn, Kn+1

∼= Ln, Tn+1 : Kn+1 → Ln be a surjective isometry,
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and Vn+1 = VnTn+1 = T1T2 · · ·Tn+1. Let

Ũx
(n+1) =


Ux

V ∗1 U
cxV1

V ∗2 U
c2xV2

. . .

V ∗n+1U
cn+1xVn+1

 , and

Ẽ
(n+1)
I =


EI

V ∗1 EcIV1

V ∗2 Ec2IV2

. . .

V ∗n+1Ecn+1IVn+1

 ,

be diagonal matrices, and

S̃(n+1)
a =


Sa S∗cSaV1 (S∗c )

2SaV2 · · · (S∗c )
n+1SaVn+1

V ∗1 SaV1 V ∗1 S
∗
cSaV2 · · · V ∗1 (S∗c )

nSaVn+1

V ∗2 SaV2 · · · V ∗2 (S∗c )
n−1SaVn+1

. . .
...

V ∗n+1SaVn+1


be upper triangular matrices acting on the Hilbert space Hn+1 = H0 ⊕ K1 ⊕ · · · ⊕ Kn+1.
To sumarize

(i) Ln ⊆ Kn ⊆ Hn = Hn−1 ⊕Kn,

(ii) Ũx
(n), S̃

(n)
a , Ẽ

(n)
I ∈ B(Hn),

(iii) Tn : Kn → Ln−1, and

(iv) Vn = T1T2 · · ·Tn : Kn → L0.

Remark 3.3.1. We will see in the proof of Theorem 3.3.3 that Ln = (V ∗nEcn+1RVn)Kn.

Lemma 3.3.2. Using the above notation, Ũx
(n), S̃

(n)
a , and Ẽ

(n)
I is the representation obtained

after n applications of the dilation of Theorem 3.2.2.
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Proof. We proceed by induction. The case n = 1 is done, so suppose that Ũx
(n), S̃

(n)
a , Ẽ

(n)
I

is the representation on the Hilbert space Hn obtained by n applications of the dilation of
Theorem 3.2.2. We need to show that

Ũx
(n+1) =

(
Ũx

(n) 0

0 T ∗n+1Ũ
cx
(n)Tn+1

)
, (3.1)

Ẽ
(n+1)
I =

(
Ẽ

(n)
I 0

0 T ∗n+1Ẽ
(n)
cI Tn+1

)
, (3.2)

S̃(n+1)
a =

(
S̃

(n)
a S̃

(n)∗
c S̃

(n)
a Tn+1

0 T ∗n+1S̃
(n)
a Tn+1

)
. (3.3)

The first equality follows from the fact that

T ∗n+1Ũ
cx
(n)Tn+1 =

=
(
0 · · · 0 T ∗n+1

)

U cx

V ∗1 U
c2xV1

. . .

V ∗nU
cn+1xVn




0
...
0

Tn+1


=
(
V ∗n+1U

cn+1xVn+1

)
.

Similarly, we have T ∗n+1Ẽ
(n)
cI Tn+1 = V ∗n+1EcnIVn+1, from which (3.2) follows. Finally, (3.3)

holds because T ∗n+1S̃
(n)
a Tn+1 = V ∗n+1SaVn+1 and

S̃(n)∗
c S̃(n)

a Tn+1 =

=


S∗c 0 · · · 0
T ∗1 0 · · · 0

. . .
...

T ∗n 0



Sa S∗cSaV1 · · · (S∗c )

n−1SaVn
V ∗1 SaV1 · · · V ∗1 (S∗c )

n−2SaVn
. . .

...
V ∗n SaVn




0
0
...
0

Tn+1



=


(S∗c )

nSaVn+1

V ∗1 (S∗c )
n−1SaVn+1
...

V ∗n+1SaVn+1

 ,
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where in the first equality we use that fact that S∗cT1 = S∗cVi = 0 for i ≥ 1.

Theorem 3.3.3. Let Ux, x ∈ R, Sa, a ∈ R×, EI , I a non-zero ideal in R, be elements
in some B(H) that satisfy Ca-Cd. Suppose that there exists some element c ∈ R× such

thatthat L = (EcR − ScS
∗
c )H 6= {0}. Using the above notation, let Ĥ be the inductive

limit of the directed system {Hn}n≥1, and let Ûx, Ŝa, and ÊI be the inductive limits of the

directed systems {Ũx
(n)}n≥1, {S̃(n)

a }n≥1, and {Ẽ(n)
I }n≥1 respectively. Then Ûx, Ŝa, and ÊI

dilate Ux, Sa, and EI . Moreover ŜcŜ
∗
c = ÊcR.

Proof. It is clear that Ûx, Ŝa, and ÊI dilate Ux, Sa, and EI . To verify the last statement
we first need to compute

Tn+1T
∗
n+1 = Ẽ

(n)
cR − S̃

(n)
c S̃(n)

c = T ∗nẼ
(n−1)

c2R Tn = V ∗nEcn+1RVn,

where the first equality is due to Lemma 3.2.4, the second equality comes from the cal-
culation after Lemma 3.2.10, and the third equality follows from (3.2) in the proof of the
previous theorem. The last statement now becomes

ŜcŜ
∗
c =


Sc T1

T2

T3

. . .



S∗c
T ∗1

T ∗2
. . .



=


ScS

∗
c + T1T

∗
1

T2T
∗
2

T3T
∗
3

. . .



=


EcR

V ∗1 Ec2RV1

V ∗2 Ec3RV2

. . .


= ÊcR.

Corollary 3.3.4. Any representation Ux, Sa, EI , of AR ×is
α R

× can be dilated to a repre-
sentation of T[R].

Proof. Since R× is countable, there can be at most countably many c ∈ R× for which
EcR − ScS∗c 6= 0. Let C0 = {c1, c2, . . . } be the set of all such c indexed by N. By Theorem
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3.3.3, we can find a dilation Ûx
(1), Ŝ

(1)
a , Ê

(1)
I such that Ê

(1)
c1R
− Ŝ(1)

c1 Ŝ
(1)
c1 = 0. It follows from

Lemma 3.2.11 that the set C1 of elements c ∈ R× such that Ê
(1)
cR − Ŝ

(1)
c Ŝ

(1)
c 6= 0 is strictly

contained in C0. Let ci2 be the next element in C0 that is also in C1. Then by Theorem 3.3.3

we can find a dilation Ûx
(2), Ŝ

(2)
a , Ê

(2)
I of Ûx

(1), Ŝ
(1)
a , Ê

(1)
I that satisfies Ê

(2)
ci2R
− Ŝ(2)

ci2
Ŝ

(2)
ci2

= 0.

Continuing in this way we get a directed system of representations {Ûx
(n)}n≥1, {Ŝ(n)

a }n≥1,

{Ê(n)
I }n≥1 satisfying

⋂
n≥1Cn = ∅. The inductive limit Ûx, Ŝa, ÊI of the directed system

dilates Ux, Sa, EI and is a representation of T[R].

Corollary 3.3.5. A representation Ux, Sa, EI , of AR ×is
α R

× is maximal if it is also a
representation of T[R].

Proof. Suppose Ux, Sa, and EI satisfy Ta-Td. By [9], we can dilate Ux, Sa, and EI to
a maximal representation U

x
, Sa, EI , of AR ×is

α R
×. This maximal representation must

satisfy Ta-Td, because otherwise by Theorem 3.2.2 we could find a non-trivial dilation.
Since any dilation of a unitary or a projection must be trivial, EaR must be of the form

EaR =

(
EaR 0

0 F

)
=

(
SaS

∗
a 0

0 F

)
.

Since Sa and Sa are isometries, Sa must be of the form

Sa =

(
Sa A
0 B

)
.

Using the fact that the dilation satisfies Tc, we must have

SaS
∗
a =

(
SaS

∗
a + AA∗ AB∗

BA∗ BB∗

)
=

(
SaS

∗
a 0

0 F

)
= EaR,

which implies A = 0. Thus Sa is a trivial dilation of Sa, and Ux, Sa, EI is a maximal
representation of AR ×is

α R
×.

Having characterized the maximal representations of the isometric semicrossed product,
we are now ready for our main result.

Corollary 3.3.6. The C*-envelope of AR ×is
α R

× is isomorphic to T[R].

Proof. Let ϕ : T[R] → B(H) be a a faithful representation of T[R]. Then Ux = ϕ(ux),
x ∈ R, Sa = ϕ(sa), a ∈ R×, and EI = ϕ(eI), I an ideal of R satisfy Ta-Td, and therefore
also satisfy Ca-Cd. Thus we have a maximal representation of AR ×is

α R
×. Since T[R] is

isomorphic to the C*-algebra generated by the representation, we have C∗env(AR×is
α R

×) ∼=
T[R].
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3.4 Contractive Representations

For some dynamical systems, the contractive semicrossed product is isomorphic to the iso-
metric semicrossed product. This occurs when all the contractive covariant representations
of the system dilate to isometric covariant representations. As is well known, in general
it is not possible to dilate three or more commuting contractions to commuting isometries
[17, Example 5.7]. Since it is necessary for three commuting contraction to satisfy the
generalized von Neumann inequality if they are to dilate to three commuting isometries,
to show that three commuting contractions do not dilate it is sufficient to show that the
generalized von Neumann inequality fails for the contractions. Using this fact we can
construct a contractive representation of AR ×α R× that does not dilate to an isometric
representation, thus showing that AR ×α R× is not isomorphic to AR ×is

α R
×.

Example 3.4.1. Let A2, A3, A5 ∈ B(K) be three commuting contractions such that there
exists a polynomial q ∈ C[z1, z2, z3] such that

‖q‖∞ < ‖q(A2, A3, A5)‖.

Let A−1 = −IK and Ap = IK for all primes p > 5. Then the collection {Ap : p prime} ∪
{A−1} is a family of commuting contractions on K. Define Aa = Ai−1A

f1
p1
· · ·Afkpk for each

a = (−1)ipf11 · · · p
fk
k ∈ Z×.

Let H =
⊕

n∈ZK, and let Pn be the orthogonal projection onto the nth coordinate of
H. For x ∈ Z, a ∈ Z×, and I an ideal of Z, define

Ux(ηy)y∈Z = (ηx+y)y∈Z,

Sa(ηy)y∈Z = (ηay)y∈Z, and

EI =
∑
n∈I

Pn,

where (ηy)y∈Z ∈ H. We claim that Ux, Sa, and EI satisfy Ca-Cd.

First it is clear that Ux is a unitary representation of Z, that Sa is an isometric repre-
sentation of Z×, and that Cb holds. An easy calculation shows that

SaU
x(ηy)y∈Z = (ηax+ay)y∈Z = UaxSa(ηy)y∈Z,

which proves Ca holds. Next observe that for all n, x ∈ Z and a ∈ Z×, we have UxPn =
Px+nU

x and SaPn = PanSa. It follows that

SaEI = Sa
(∑
n∈I

Pn
)

=
(∑
n∈I

Pan
)
Sa =

(∑
n∈aI

Pn
)
Sa = EaISa,
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UxEI =
(∑
n∈I

Px+n

)
Ux =

( ∑
n∈x+I

Pn
)
Ux =

(∑
n∈I

Pn
)
Ux = EaIU

x,

when x ∈ I, because I = x+ I, and that

EIU
xEI =

(∑
n∈I

Pn
)( ∑

m∈x+I

Pm
)
Ux = 0

when x 6∈ I, because the Pn’s are mutually orthogonal and I ∩ (x + I) = ∅. Thus Cc and
Cd hold, which proves the claim.

Let Ba =
⊕

n∈ZAa. Then Ba is a contractive representation of Z× that commutes with
all the Ux, Sa, and EI . Thus we may define a contractive covariant representation (π, T )
as follows:

π(ux) = Ux, π(eI) = EI , Ta = SaBa.

We cannot dilate this to an isometric covariant representation because the three variable
von Neumann inequality fails for T2, T3, and T5:

‖q(T1, T2, T3)‖ ≥ ‖q(T2, T3, T5)|P0H‖ = ‖q(A2, A3, A5)‖ > ‖q‖∞,

since Ta|P0H = Aa for all a ∈ R×.
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Chapter 4

The Jacobson Radical of Certain
Semicrossed Products

4.1 The Unital Case

Our main results show that under certain assumptions on a C*-dynamical system (A, α, P ),
the radical of the semicrossed productA×αP is generated by the monomials a⊗es satisfying
(a⊗ es)x = 0 for all x ∈ A×α P .

When P is abelian there are conditional expectations from A×αP onto the monomials
that leave the radical invariant. This tells us that the radical is generated by its monomials
and it makes sense to consider the set Js = {a ∈ A : a ⊗ es ∈ rad(A ×α P )} consisting
of the coefficients of the s-monomials in rad(A×α P ). These sets turn out to be A–αs(A)
bimodules, and those bimodules are well behaved in simple C*-algebras. For example
Js ∩ αs(A) is an ideal of αs(A), and when A is simple the intersection must be either {0}
or all of αs(A). The case when P is a free semigroup is more complicated because we
do not have such conditional expectations. To get around this we will need to define the
s-Fourier coefficient of an element in A×α P .

First the case when P is contained in an abelian group G. Given a covariant pair (π, T )

of (A, α, P ) and a member ĝ of the dual Ĝ we get another covariant pair (π, ĝT ) by setting

ĝTs = 〈ĝ, s〉Ts.

By applying the universal property of the semicrossed product A×α P , we can construct
a continuous action γ : Ĝ→ Aut(A×α P ) of Ĝ on A×α P by automorphisms defined on
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the generators to be γĝ(at⊗ et) = 〈ĝ, t〉at⊗ et. This action yields a conditional expectation
Fs : A×α P → A⊗ es given by the formula

Fs(x) =

∫
Ĝ

〈ĝ, s〉γĝ(x)dµ = as ⊗ es,

where µ is the Haar measure, x ∈ A ×α P , and as ∈ A is called the s-Fourier coefficient
of x. We note that on the monomials this formula becomes

Fs(a⊗ et) =

{
a⊗ et if t = s,

0 otherwise.

Since rad(A×α P ) is an automorphism invariant ideal, x ∈ rad(A×α P ) implies Fs(x) ∈
rad(A×α P ).

Now let P be a free semigroup and fix s ∈ P . Using a similar argument as in the
abelian case, we get a continuous action γ : T→ Aut(A×α P ) of the dual of Z on A×α P
by automorphisms defined on the generators by γz(at⊗ et) = z`(t)at⊗ et. This action gives
us a conditional expectation F`(s) : A ×α P → A×α P , similar to the one above, defined
by the formula

F`(s)(x) =

∫
T
z`(s)γz(x)dm(z),

where m is normalized Lebesgue measure. On the monomials this formula becomes

F`(s)(a⊗ et) =

{
a⊗ et if `(t) = `(s),

0 otherwise.

As above F`(s)(x) ∈ rad(A×α P ) whenever x ∈ rad(A×α P ).

Let π : A → B(H) be a faithful representation, and let H̃ = H⊗ `2(P ), π̃ : A → B(H̃),

and T : P → B(H̃) to be the covariant pair defined in Example 2.2.1. Recall that Tt is the
co-isometry defined by the formula

Tt(ξ ⊗ δr) =

{
ξ ⊗ δr1 if r = r1t for some r1 ∈ P,
0 otherwise,

and that T ∗t is the isometry T ∗t (ξ⊗δr) = ξ⊗δrt. Observe that the isometries corresponding
to words of the same length {T ∗t : `(t) = `(s)} have orthogonal ranges. It follows that if
y =

∑
bt ⊗ et ∈ span{a ⊗ et : `(t) = `(s)} then (π̃ × T )(y)T ∗s = π̃(bs). We define the s-

Fourier coefficient of x to be the unique as ∈ A that satisfies (π̃× T ) ◦F`(s)(x)T ∗s = π̃(as).

Together these few paragraphs prove the following lemma.
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Lemma 4.1.1. Let (A, α, P ) be a C*-dynamical system. If x ∈ A ×α P and s ∈ P , then
‖x‖ ≥ ‖as‖, where as ∈ A is the s-Fourier coefficient of x.

Definition 4.1.2. Let (A, α, P ) be a C*-dynamical system. For each s ∈ P define Js ⊆ A
to be the set of s-Fourier coefficients of the elements in rad(A×α P ).

It turns out that the above sets are very well behaved. The following lemma shows Js
is an A–αs(A) bimodule. In particular each Js is a left ideal in A and Js ∩ αs(A) is a
two-sided ideal in αs(A).

Lemma 4.1.3. Let (A, α, P ) be a C*-dynamical system. For all s ∈ P , the set Js is an
A–αs(A) bimodule.

Proof. Let x ∈ rad(A×αP ) with s-Fourier coefficient as ∈ Js. The case when P is abelian
is easy because Fs(x) = as ⊗ es ∈ rad(A×α P ). We simply use the fact that the radical is
an ideal to get

(b⊗ ee)(a⊗ es)(c⊗ ee) = basαs(c)⊗ es ∈ rad(A×α P )

for all b, c ∈ A, whence basαs(c) ∈ Js.
Now let P be a free semigroup. For all a, b, c ∈ A and t ∈ P with `(t) = `(s) we have

(b⊗ ee)(a⊗ et)(c⊗ ee) = baαs(c)⊗ et ∈ span{a⊗ et : `(t) = `(s)}.

It follows that F`(s)
(
(b⊗ ee)y(c⊗ ee)

)
= (b⊗ ee)y(c⊗ ee) whenever y ∈ span{a⊗ et : `(t) =

`(s)}. Passing to limits gives F`(s)
(
(b⊗ ee)F`(s)(x)(c⊗ ee)

)
= (b⊗ ee)F`(s)(x)(c⊗ ee), which

is in rad(A×α P ) because the radical is invariant under F`(s). Now the calculation

(π̃ × T ) ◦ F`(s)
(
(b⊗ ee)F`(s)(x)(c⊗ ee)

)
T ∗s = (π̃ × T )

(
(b⊗ ee)F`(s)(x)(c⊗ ee)

)
T ∗s

= π̃(b)
(
(π̃ × T ) ◦ F`(s)(x)T ∗s

)
π̃αs(c)

= π̃(b)π̃(as)π̃αs(c) = π̃(basαs(c)),

which uses the covariance relation (Tsπ(c)∗)∗ = (παs(c)
∗Ts)

∗ in the second equality, shows
that the s-Fourier coefficient of the product (b⊗ ee)F`(s)(x)(c⊗ ee) is basαs(c) ∈ Js.

The following lemma says that if a ∈ Js, then a⊗ es is quasi-nilpotent.

Lemma 4.1.4. Let (A, α, P ) be a C*-dynamical system where P is either contained in an
abelian group or a free semigroup. If a ∈ Js, then

lim
n→∞

‖aαs(a) · · ·αs(n−1)(a)‖1/n = 0. (4.1)
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Proof. Let a ∈ Js. When P is abelian we may use the conditional expectation Fs to show
that a⊗ es ∈ rad(A×α P ). The nth power of a⊗ es is aαs(a) · · ·αsn−1(a)⊗ esn . We apply
Lemma 4.1.1 to get the limit in the statement as a lower bound on the spectral radius of
a⊗ es, which must be zero.

When P is a free semigroup we use the conditional expectation F`(s) to find an element
x ∈ span{b ⊗ et : `(t) = `(s)}, with s-Fourier coefficient a, in the radical. Observing that
for all b1, b2 ∈ A and t1, t2 ∈ P ,

(b1 ⊗ et1)(b2 ⊗ et2) = b1αt1(b2)⊗ et1t2 ∈ span{b⊗ et : `(t) = `(t1t2)},

we see that yn ∈ span{b ⊗ et : `(t) = `(sn)} whenever y ∈ span{b ⊗ et : `(t) = `(s)}.
Passing to limits yeilds xn ∈ span{b ⊗ et : `(t) = `(sn)}. Proceeding by induction on n,
assume that the sn-Fourier coefficient of xn is aαs(a) · · ·αs(n−1)(a). Then the calculation

(π̃ × T ) ◦ F`(sn+1)(x
nx)T ∗sn+1 = (π̃ × T )(xn)(π̃ × T )(x)T ∗s T

∗
sn

= (π̃ × T )(xn)π̃(a)T ∗sn

= (π̃ × T )(xn)T ∗sn π̃αsn(a)

= π̃(aαs(a) · · ·αs(n−1)(a))π̃αsn(a)

shows that the sn+1-Fourier coefficient of xn+1 is aαs(a) · · ·αsn(a). As above we apply
Lemma 4.1.1 to complete the proof.

Lemma 4.1.4 gives us a way to show when an a ∈ A is not in Js. The next lemma
makes use of the fact that any monomial a⊗es that satisfies (a⊗es)x = 0 for all x ∈ A×αP
is in rad(A ×α P ) to show in particular that Js is non-zero whenever αs is a non-unital
∗-endomorphism of a unital C*-algebra.

Lemma 4.1.5. Let (A, α, P ) be a C*-dynamical system where A is a unital C*-algebra
and P is either contained in an abelian group or a free semigroup. If ps = αs(1), then
a(1− ps)⊗ es ∈ rad(A×α P ) for all a ∈ A. In particular A(1− ps) ⊆ Js.

Proof. For all a ∈ A(1− ps) and finite sums
∑

t∈P at ⊗ et ∈ A×α P the product

a⊗ es
(∑
t∈P

at ⊗ et
)

=
∑
t∈P

aαs(at)⊗ est

is zero because
aαs(at) = a(1− ps)psαs(at) = 0.

Passing to limits we see that (a ⊗ es)x = 0 for all x ∈ A ×α P . Since a ⊗ es satisfies the
condition in the quasi-nilpotence characterization of the radical, that element must be in
rad(A×α P ).
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The obvious question raised by the above lemma is: does Js = A(1 − ps)? Although
we cannot give a general answer, in the unital case we can prove this equality for two large
sets of examples. The first is when A is a purely infinite simple unital C*-algebra.

Theorem 4.1.6. Let (A, α, P ) be a C*-dynamical system where A is a purely infinite
simple unital C*-algebra and P is either a subsemigroup of an abelian group or a free
semigroup. Then rad(A×α P ) is generated by monomials of the form a(1− ps)⊗ es, where
a ∈ A and ps = αs(1).

Proof. Fix s ∈ P . The projection ps decomposes A as Aps ⊕A(1− ps). Since we already
know from Lemma 4.1.5 that a(1 − ps) ⊗ es ∈ rad(A ×α P ) for all a ∈ A, it remains to
show that Js ∩ Aps is zero. Suppose that a ∈ Js ∩ Aps is non-zero. Then since A is a
purely infinite simple unital C*-algebra there exist b, c ∈ A such that bac = 1 [8, Theorem
V.5.5]. But then baps = ba ∈ Js is an element of Js that does not satisfy (4.1). Indeed
estimating

‖baαs(ba) · · ·αsn(ba)‖ ≥ ‖baαs(ba) · · ·αsn−1(ba)αsn(bac)‖‖c‖−1

= ‖baαs(ba) · · ·αsn−1(baps)psn‖‖c‖−1

= ‖baαs(ba) · · ·αsn−1(ba)‖‖c‖−1,

we see by induction that

lim
n→∞

‖baαs(ba) · · ·αsn−1(ba)‖1/n ≥ lim
n→∞

‖c‖−1 > 0.

Example 4.1.7. Let On be the Cuntz algebra on 2 ≤ n ≤ ∞ generators, that is the
universal C*-algebra generated by isometries {si}ni=1 satisfying

n∑
i=1

sis
∗
i = 1 when n <∞, or

r∑
i=1

sis
∗
i ≤ 1 for all r ∈ N when n =∞.

It is well known that On is a purely infinite simple unital C*-algebra. We associate an
isometry sw ∈ On to each word w = i1i2 · · · ik ∈ P where P is the free semigroup on the
generating set {1, . . . , n} when n is finite, or N when n is infinite, with the convention that
se = 1. Observing that sw1sw2 = sw1w2 , we get an action of P on On by setting αw(a) =
swas

∗
w for each w ∈ P . The C*-dynamical system (On, α, P ) satisfies the hypotheses of

Theorem 4.1.6 and we conclude that rad(On×α P ) is generated by monomials of the form
a(1− sws∗w)⊗ ew.
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The following is an immediate corollary to Theorem 4.1.6.

Corollary 4.1.8. Let (A, α, P ) be a C*-dynamical system where A is a purely infinite
simple unital C*-algebra and P is either contained in an abelian group or a free semigroup.
If each ∗-endomorphism αs is unital then A×α P is semi-simple.

Example 4.1.9. Let On be the Cuntz algebra with 2 ≤ n <∞ generators {si}ni=1. Define
a unital ∗-endomorphism α : On → On by

α(a) =
n∑
i=1

sias
∗
i .

Setting αn = αn we get a unital action of Z+ on On. Since (On, α,Z+) satisfies the
hypotheses of the above corollary we conclude that On ×α Z+ is semi-simple.

Our first theorem assumed a restriction on the C*-algebra. Our second theorem will
instead impose a restriction on the action of P on A.

Theorem 4.1.10. Let (A, α, P ) be a C*-dynamical system where A is a simple unital
C*-algebra and P is either contained in an abelian group or a free semigroup. Suppose
that for all s ∈ P there exists a faithful conditional expectation Es : psAps → αs(A) where
ps = αs(1). Then rad(A×αP ) is generated by monomials of the form a(1−ps)⊗ es, where
a ∈ A.

Proof. Fix s ∈ P . The projection ps decomposes A as Aps ⊕A(1− ps). By Lemma 4.1.5
we already know that a(1− ps)⊗ es ∈ rad(A×α P ) for all a ∈ A. Since every a ∈ Js∩Aps
satisfies a∗a ∈ Js ∩ psAps, it suffices to show that Js ∩ psAps is zero.

Because the conditional expectation Es is a completely positive unital map that fixes
αs(A), we may apply the well-known characterization of the multiplicative domain [17,
Theorem 3.18] to see that Es is an αs(A)-bimodule map. Using the bimodule property of
Lemma 4.1.3 we observe that, since Js ∩ psAps is an αs(A)-bimodule, it must be mapped
to an αs(A)-bimodule in αs(A). It follows that Es(Js∩psAps) is a two-sided ideal in αs(A)
which is non-zero because Es is faithful. By simplicity Es(Js ∩ psAps) = αs(A), and we
can find a ∈ Js ∩ psAps such that Es(a) = ps. But then

‖aαs(a) · · ·αsn(a)‖ ≥ ‖α−1
s Es(aαs(a) · · ·αsn(a))‖

= ‖α−1
s (Es(a)αs(a) · · ·αsn(a))‖

= ‖α−1
s (psαs(a) · · ·αsn(a))‖

= ‖aαs(a) · · ·αsn−1(a)‖,
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and we see by induction that limn→∞ ‖aαs(a) · · ·αsn−1(a)‖1/n ≥ 1. This contradicts (4.1)
and we conclude that Js ∩ Aps is zero.

The following corollary is immediate.

Corollary 4.1.11. Let (A, α, P ) be a C*-dynamical system where A is a simple unital
C*-algebra and P is either contained in an abelian group or a free semigroup. If every αs
is an automorphism, then A×α P is semi-simple.

Corollary 4.1.12. Let (A, α, P ) be a C*-dynamical system where A is a simple unital C*-
algebra and P is either a subsemigroup of an abelian group or a free semigroup. Suppose
that for all s ∈ P there exists a faithful conditional expectation Es : A → αs(A). Then
each αs is unital and A×α P is semi-simple.

Proof. Fix s ∈ P , let Es : A → αs(A) be a faithful conditional expectation, and let
ps = αs(1). Since ps ≤ 1 and Es is positive

ps ≤ Es(1).

Conjugating the above inequality by Es(1)1/2 gives Es(1) ≤ Es(1)2. Applying the modified
Schwarz inequality for 2-positive maps [17, pg 40],

Es(a)∗Es(a) ≤ ‖Es(1)‖Es(a∗a),

to a = 1 gives the reverse inequality Es(1)2 ≤ ‖Es(1)‖Es(1) ≤ Es(1). This shows that
Es(1) is a projection in αs(A) that dominates ps, which implies Es(1) = ps.

Using the well known characterization of the multiplicative domain for completely posi-
tive unital maps we see that Es is an αs(A)-bimodule map. It follows that Es(1−ps)ps = 0
which can only happen if Es(1 − ps) = 0. Since Es was assumed to be faithful we have
ps = 1. The result now follows from Theorem 4.1.10.

Example 4.1.13 (The Shift on the CAR Algebra). Let A =
⊗

n≥1M2 be the CAR algebra
expressed as a tensor product. Extend the map

α : a1 ⊗ a2 ⊗ · · · 7→ 1M2 ⊗ a1 ⊗ a2 ⊗ · · ·

defined on the elementary tensors to get a unital ∗-endomorphism α : A → A which we call
the shift. By setting αn = αn we get a unital action of Z+ on A. Identifying A ∼= M2 ⊗A
and α1(A) ∼= C1M2 ⊗A we can define a faithful conditional expectation E1 : A → α1(A)
by

E1(a⊗ b) = tr(a)1M2 ⊗ b,
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where tr : M2 → C is the unique tracial state on M2. One can easily check that for n ≥ 2

En = αn−1 (E1α
−1) · · · (E1α

−1)︸ ︷︷ ︸
(n−1)-times

E1

is a faithful conditional expectation from A onto αn(A). Thus (A, α,Z+) satisfies the
hypothesis of Corollary 4.1.12 and we conclude that A×α Z+ is semi-simple.

We say that a conditional expectation E : A → B is finite index if there exists a
quasi-basis, i.e. a set {(ui, u∗i )}ni=1 ⊆ A×A such that

a =
n∑
i=1

uiE(u∗i a) =
n∑
i=1

E(aui)u
∗
i .

When a quasi-basis exists we define the index of E to be

Ind(E) =
n∑
i=1

uiu
∗
i .

It is well known that Ind(E) does not depend on the choice of quasi-basis [19, Proposition
1.2.8]. We call a ∗-endomorphism α finite index if there exists a finite index conditional
expectation from A onto the range of α. Such ∗-endomorphisms were considered by Exel
in [10].

Corollary 4.1.14. Let (A, α, P ) be a C*-dynamical system where A is a simple unital
C*-algebra and P is either contained in an abelian group or a free semigroup. Suppose
that for each s ∈ P there exists a finite index conditional expectation Es : psAps → αs(A)
where ps = αs(1). Then rad(A×αP ) is generated by monomials of the form a(1−ps)⊗ es,
where a ∈ A. Moreover if each αs is finite index, then A×α P is semi-simple.

Proof. Let Es : psAps → αs(A) be a finite index conditional expectation. By [19, Propo-
sition 2.6.2], for all positive a ∈ A we have Es(a) ≥ ‖ Ind(Es)‖−1a. It follows that Es is
faithful and we may apply Theorem 4.1.10 and Corollary 4.1.12.

We get another special case of Theorem 4.1.10 when each ∗-endomorphism has heredi-
tary range, a condition which has been considered before in [11,16]. This corollary follows
from the fact that αs(A) is hereditary if and only if αs(A) = psAps.
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Corollary 4.1.15. Let (A, α, P ) be a C*-dynamical system where A is a simple unital
C*-algebra and P is either contained in an abelian group or a free semigroup. Suppose
that the range of αs is hereditary in A for all s ∈ P . Then rad(A ×α P ) is generated by
monomials of the form a(1− ps)⊗ es, where a ∈ A and ps = αs(1).

Proof. It is clear that αs(A) ⊆ psAps for each s ∈ P . For the reverse inclusion observe
that for 0 ≤ a ∈ psAps we have 0 ≤ a = psaps ≤ ‖a‖ps ∈ αs(A). Since αs(A) is hereditary,
a ∈ αs(A). We may now apply Theorem 4.1.10 because we have αs(A) = psAps.

Example 4.1.16. Let A be a simple unital C*-algebra that contains an isometry s. Define
a ∗-endomorphism α : A → A by α(a) = sas∗. We get an action of Z+ on A by setting
αn = αn. The range of αn is hereditary because αn(A) = pnApn, where pn = αn(1) =
sn(s∗)n. By Corollary 4.1.15 we conclude that rad(A×α Z+) is generated by monomials of
the form a(1− pn)⊗ en.

Example 4.1.17 (Non-Commuting Non-Unital Shifts on the CAR Algebra). Let A =⊗
n≥1M2 be the CAR algebra and

q1 = [ 1 0
0 0 ] , and q2 = [ 0 0

0 1 ] .

We define two non-unital shifts, α1 : A → A and α2 : A → A, on the elementary tensors
by

α1 : a1 ⊗ a2 ⊗ · · · 7→ q1 ⊗ a1 ⊗ a2 ⊗ · · · , and

α2 : a1 ⊗ a2 ⊗ · · · 7→ q2 ⊗ a1 ⊗ a2 ⊗ · · ·

which extend to ∗-endomorphisms on A. Let F+
2 be the free semigroup on the generating

set {1, 2}. To get an action α of F+
2 on A we set

αw = αi1αi2 · · ·αik ,

where w = i1i2 · · · ik ∈ F+
2 . The range of each αw is hereditary for each w ∈ F+

2 because
αw(A) = pwApw, where

pw = αw(1) = qi1 ⊗ qi2 ⊗ · · · ⊗ qik ⊗ 1.

Thus by Corollary 4.1.15 we conclude that rad(A×α F+
2 ) is generated by monomials of the

form a(1− pw)⊗ ew.
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4.2 The Non-Unital Case

The main obstruction in obtaining a characterization of the radical in the non-unital simple
case is that without a unit it is not obvious that Js ∩ αs(A) = {0} or even Js 6= A.
Because of this, in this section, we must assume that Js ∩ αs(A) = {0}, which in the
abelian semigroup case is equivalent to Js 6= A. Even with that assumption the proofs of
Theorems 4.1.6 and 4.1.10 do not generalize. Theorem 4.1.6 used the fact that for each
non-zero element a in a purely infinite simple unital C*-algebra A there exist b, c ∈ A
such that bac = 1, and the characterization of the multiplicative domain of the conditional
expectation used in the proof of Theorem 4.1.10 required that the map was unital. We
will however be able to obtain non-unital versions of Corollaries 4.1.11 and 4.1.15.

Lemma 4.2.1. Let (A, α, P ) be a C*-dynamical system where P is contained in an abelian
group. Let s ∈ P . Then

(i) we have Js ⊆ Jst for all t ∈ P , and

(ii) if αs(A) ⊆ Js, then Js = A.

Proof. (i) Let a ∈ Js and t ∈ P . For all finite sums
∑

r∈P ar ⊗ er ∈ A×α P ,

a⊗ est
(∑
r∈P

ar ⊗ er
)

= a⊗ es
(∑
r∈P

αt(ar)⊗ etr
)

is quasi-nilpotent because a ⊗ es ∈ rad(A×α P ). Passing to limits we see that (a ⊗ est)x
is quasi-nilpotent for all x ∈ A×α P . It follows that a⊗ est ∈ rad(A×α P ) and a ∈ Jst.

(ii) Suppose αs(A) ⊆ Js, let a ∈ A, and let
∑

t∈P at ⊗ et ∈ A ×α P be a finite sum.
From (i) and the fact that the radical of A ×α P is generated by its monomials we have∑

t∈P αs(at)⊗ est ∈ rad(A×α P ). It follows that

a⊗ es
(∑
t∈P

at ⊗ et
)

= a⊗ ee
(∑
t∈P

αs(at)⊗ est
)

is quasi-nilpotent. Passing to limits we see (a⊗ es)x is quasi-nilpotent for all x ∈ A×α P ,
whence a⊗ es ∈ rad(A×α P ).

Proposition 4.2.2. Let (A, α,Z+) be a C*-dynamical system where A is a simple C*-
algebra and α is an action of either a semigroup contained in an abelian group or a free
semigroup on A by ∗-automorphisms. Then Js equals either A or {0} for each s ∈ P .
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Proof. Because Js is an A–αs(A) bimodule and αs(A) = A, Js is an ideal of the simple
C*-algebra A. It follows that Js is either A or {0}.

Corollary 4.2.3. Let (A, α,Z+) be a C*-dynamical system where A is a simple C*-algebra
and α is an action of Z+ on A by ∗-automorphisms. Then rad(A×α P ) is either zero or
the ideal generated by A⊗ e1.

Proof. If a⊗ e0 ∈ rad(A×αP ), then (a∗⊗ e0)(a⊗ e0) = a∗a⊗ e0 should be quasi-nilpotent.
We apply the C*-identity to the spectral radius formula

lim
n→∞

‖(a∗a⊗ e0)n‖1/n = lim
n→∞

‖(a∗a)n‖1/n = ‖a‖

to show that a must be zero and rad(A×αP ) is contained in the ideal generated by A⊗e1.

Suppose that A ×α P is not semi-simple. Then by the previous proposition there is
some n ≥ 1 for which Jn = A. By Lemma 4.2.1.(i) we have A = Jn ⊆ Jn+k for all k ∈ Z+.
Observe that for all a ∈ A and finite sums

∑m
k=0 ak ⊗ ek ∈ A×α P we can write

(
(a⊗ e1)

m∑
k=0

ak ⊗ ek
)n

=

n(m+1)∑
k=n

bk ⊗ ek ∈ rad(A×α P ),

for some bk ∈ A. Passing to limits we see that ((a⊗e1)x)n ∈ rad(A×αP ) for all x ∈ A×αP ,
therefore (a⊗ e1)x is quasi-nilpotent and a⊗ e1 ∈ rad(A×α P ).

Proposition 4.2.4. Let (A, α, P ) be a C*-dynamical system where A is a simple C*-
algebra and P is either a semigroup contained in an abelian group or a free semigroup.
Suppose that for each s ∈ P there exists 0 < bs ∈ αs(A) such that αs(A) = bsAbs. If

(i) P is abelian and Js 6= A, or

(ii) P is free and Js ∩ αs(A) = {0},

then
Js = {a ∈ A : aαs(A) = {0}} = {a ∈ A : abs = 0}.

Proof. The equality

{a ∈ A : abs = 0} = {a ∈ A : aαs(A) = {0}}
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is easy and the containment

Js ⊇ {a ∈ A : aαs(A) = {0}}

is clear because an argument similar to the one in the proof of Lemma 4.1.5 shows that
aαs(A) = {0} implies (a⊗ es)x = 0 for all x ∈ A×α P . For the reverse inclusion suppose
that Js ∩ αs(A) = {0}, which by Lemma 4.2.1 is equivalent to Js 6= A in the abelian
semigroup case. The bimodule property of Js guarantees 0 ≤ bsa

∗abs ∈ Js ∩ αs(A) = {0}
for all a ∈ Js. It follows that abs = 0 for all a ∈ Js.

Corollary 4.2.5. Let (A, α, P ) be a C*-dynamical system where A is a simple separable
C*-algebra and P is either a semigroup contained in an abelian group or a free semigroup.
Suppose that for each s ∈ P the range of αs is hereditary in A. If

(i) P is abelian and Js 6= A, or

(ii) P is free and Js ∩ αs(A) = {0},

then
Js = {a ∈ A : aαs(A) = {0}} = {a ∈ A : abs = 0},

where 0 < bs ∈ αs(A) is an element that satisfies αs(A) = bsAbs.

Proof. Recall that if B is a separable hereditary C*-subalgebra of a C*-algebra A, then
there exists 0 ≤ b ∈ B such that B is the closure of bAb [15, Theorem 3.2.5]. Therefore
there exists 0 < bs ∈ αs(A) such that αs(A) is the closure of bsAbs and we can apply the
previous proposition.

Example 4.2.6 (The Unilateral Shift and the Compacts). Let K be the compact operators
on `2(Z+) = span{ξi : i ≥ 0}, let S ∈ B(`2(Z+)) be the unilateral shift, and let Sn = Sn.
Since K is an ideal of B(`2(Z+)), we can define an action of Z+ on K by setting αn(K) =
SnKS

∗
n for all K ∈ K. Corollary 4.2.5 applies because the range αn(K) = SnS

∗
nKSnS∗n of

each αn is hereditary. To compute the radical we need only demonstrate Jn 6= K for each
n ∈ Z+.

We claim that S∗nPn 6∈ Jn, where Pn is the orthogonal projection onto Cξn. To see this
first note that for all k ≥ 1

α(k−1)n(S∗nPn))αkn(S∗nPn) = S(k−1)n(S∗nPn)S∗(k−1)n · Skn(S∗nPn)S∗kn

= α(k−1)n(S∗nPn)S∗n
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and then estimate

lim
k→∞
‖S∗nPnαn(S∗nPn) · · ·α(k−1)n(S∗nPn)‖1/k = lim

k→∞
‖S∗nPnS∗(k−1)n‖1/k

≥ lim
k→∞
‖S∗nPnS∗(k−1)nξkn‖1/k

= 1,

which by Lemma 4.1.4 tells us that S∗nPn 6∈ Jn. We conclude by Corollary 4.2.5 that
Jn = {K ∈ K : Kαn(K) = {0}}. Exploiting the fact that K ⊆ B(`2(Z+)) is an ideal,
we can write Jn = K(I − SnS

∗
n), where I ∈ B(`2(Z+)) is the identity. It follows that

rad(A×α P ) is generated by monomials of the form K(I − SnS∗n)⊗ en, which mirrors the
characterization of the radical in Corollary 4.1.15.
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