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Abstract

Power and signal cables in recent years have been observed to constitute a major com-
ponent in the dynamic behaviour of space structures. In a typical system, the cables-
to-payload mass ratio can be as high as 20%. Ignoring the e↵ects of these space flight
cables has led to model inaccuracies in the dynamic analysis of such structures. Obtain-
ing simple analytical solutions that can predict the dynamic behaviour of these structures
has numerous advantages for vibration suppression using active control system, structural
design, and modelling before their launch. As a result, mission accuracy is less likely to be
jittered to due disturbances in the space environment. The intention of the presented work
is to develop low-order high-fidelity partial di↵erential equation models for the transverse
bending of harnessed structures. The focus is on string-harnessed beam structures as a way
to study the mass and sti↵ness e↵ects of the space flight cables. In this thesis, strings are
assumed to not be able to have a varying stress distribution across the cross section, unlike
a cable. A continuum modelling approach is developed for the string-harnessed system and
a homogenization technique is applied to obtain the governing equation of motion. Two
periodic wrapping patterns for the string are initially considered such that the homoge-
nization technique may be applied. The results are compared with numerical simulations
and experimental results and are shown to agree quite well.

Subsequently, non-periodic wrapping patterns are investigated and a perturbation the-
ory approach is employed to determine the frequencies and mode shapes. The Lindstedt-
Poincaré method is applied to an Euler-Bernoulli model for the transverse vibrations with
non-constant coe�cients and extended to include additional corrections to the frequencies
and mode shapes than previously considered in the literature. Furthermore, various ways
to choose the reference values from which the system is perturbed are considered and com-
pared for their e↵ect on the accuracy of the solution. Numerical and experimental results
for the frequency response functions are shown to be in strong agreement for both the pe-
riodic and non-periodic wrapping pattern cases. Finally, a model approximation method
is developed to determine an equivalent constant coe�cient model for the transverse dis-
placement of the string-harnessed system. The model approximation method uses the
perturbation theory results to predict the frequencies and mode shapes of the system, then
applies an inverse problem approach to determine the approximate model. Numerical sim-
ulations are performed and show that the approximate model is quite capable of predicting
the frequencies and mode shapes of the system for both periodic and non-periodic wrap-
ping patterns. Frequency response functions for the approximate model are also compared
to previous experimental results and are shown to be in very good agreement.
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Chapter 1

Introduction

1.1 Motivation

The evolution of spacecraft and technological advances have generated exceptionally lightweight
structural materials and an increase in the number of signal and power cables found aboard
these structures. In modern spacecraft, the total mass of the power and signal cables typ-
ically accounts for approximately 6-7% of the total mass, and can be as high as 20%. It is
quite common for these cables to be harnessed on structural elements and their presence
plays a significant role in changing the dynamic behaviour of these structures. Obtaining
simple analytical solutions that can predict the dynamic behaviour of these structures has
numerous advantages for vibration suppression using active control system, structural de-
sign, and modelling before their launch. As a result, mission accuracy is less likely to be
jittered to due disturbances in the space environment. Figure 1.1 shows an example of a
cable-harnessed structure.

1
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mechanics (beam modes). Figure 3 illustrates a cable harnessed-cylinder, which introduces 
the additional effects of shell modes. 

           
 

Figure 2 a) a plate with two cables (asymmetric) and b) a plate with four cables 
 

    
Figure 3 A cable harnessed cylinder composite cylinder 

 
This systematic approach to modeling successively more complex structures will lead to a 
complete understanding of the effects of attached cables on the various modes of vibration 
(transverse, longitudinal, torsion, plate, shell, etc. modes).  This analytical and experimental 
dissection of complex systems should lead to a complete understanding of the cable-structure 
interaction under dynamic shock and vibration loads.  Each of the models illustrated in the 
Figures 1 2 and 3 will be used for analysis but also for experimental validation.  Once we 
solve these simple “academic” problems we will move to collaborate with AFRL to model 
more sophisticated, realistic structures such as the one illustrated in Figure 4.  
  
 The extension of the homogenization method (3.1) to complex, large order systems 
(comparable to that of Figure 4) has been verified against both experimental data and large 
order FEM models by the authors.  The key point here is that as long as the structure (harness 
in this case) is periodic the proposed method gives accurate results for much less 
computation.  

 

 
 

Figure 4 Sample Air Force precision spacecraft with cable harnesses (Courtesy of M. I. Roberston, 
AFRL/RVSV). 

 
3. Methods of Analysis  
 
213/4+"+&'-56#05+-/For the common case that the cable tie points are repeated in a regularly 
spaced pattern, homogenization methods can be employed to write a single differential 
equation of motion to describe the dynamics of a cabled structure. This has been done for 

Figure 1.1: Example of power and signal cables on spacecraft, [8].

In 2003, the United States Air Force Research Laboratory, Space Vehicle Components
Branch (AFRL/VSSV) launched a research program with the aim of developing a deeper
understanding of the dynamic e↵ects of harnessed cables on their host structure. Since this
time, the AFRL/VSSV has been heavily invested in obtaining simple analytical models for
cable-harnessed space structures that may be used in a joint design and vibrations analysis
process. Obtaining a simple analytical model is particularly important in predicting the
dynamic e↵ect of cables in large systems that cannot be fully tested before launch. Fur-
thermore, a simple analytical model is beneficial for vibrations control methods employed
during the launch of spacecraft.

The cables used on spacecraft are typically composed of multiple helically twisted cables
wrapped with Kapton tape, see Fig. 1.2. The complexity of these cables poses a significant
challenge for the modelling process. Currently, the e↵ects of harnessed cables on spacecraft
dynamics are either ignored or the added mass is included using ad hoc models. In the
latter case, a non-structural mass is commonly added to the model to include the cable
e↵ects. In certain scenarios the sti↵ening e↵ect of the cables can be negligible and in these
cases simply accounting for the additional mass will provide a reasonably accurate model.
However this type of modelling omits the more complex dynamic behaviour introduced
by these harnessed cables and, as structures become more lightweight, this becomes less
accurate as the sti↵ening e↵ect of the cables becomes more apparent.
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Figure 1. Helically twisted 1x18 space flight 
cable used for experimental testing. 

focus of this work is the identification of the effects of different test set up parameters on the frequency response 
functions of the cable.      

II. Background 
 Research conducted by the Air Force Research Laboratory Space Vehicles Directorate shows that including 
cables as a lumped, non-structural mass is no longer adequate for accurate modeling.  However, before modeling the 
cabled structure as a whole, there must be a greater understanding of the damping properties inherent in space 
cables, and the cable properties must be determined for modeling and predictive purposes.  Thus, background 
research on cables and cable modeling was investigated.  Most cable models fall into one of three categories: thin-
rod models, in which each wire of the cable is modeled as a thin rod, beam models, in which the cable as a whole is 
modeled as a beam, and semi-continuous models, in which each layer of wires in the cable is modeled as a 
continuous cylinder.  To investigate frequency response and damping, the beam models provide the most straight-
forward modeling approach and have been successfully used in recent research.  Goodding, Ardelean, Babuska, 
Robertson, and Lane developed cable test methods and were able to model simple twisted-pair cables through a 
combination of shear beam theory and experiments [1].  However, only one construction form of cable (twisted pairs 
bundled and stitched) was investigated, and the researchers note that there was significant build-to-build variability.  
Cable modal damping was roughly determined as a constant modal percentage.   
 Other cable damping models have been suggested recently, but have not ventured out of the viscous realm.  
Kauffman, Lesieutre and Babuska proposed a rotational viscous model that improved upon motion- or strain-based 
viscous damping models to quantify cable damping [2].  Without specific application to cables, hysteretic damping 
models for beams have been developed [3, 4] which may be a more accurate way to model cable damping.  For this 
approach, cable properties must be measured to create equivalent E, I,  and A values, and hysteretic damping 
coefficients must be estimated or determined.  It appears that there is more work to be done for both the 
experimental and modeling aspects of cable damping.   

III. Objective 
There is not yet a model that can reliably predict the frequency response 
changes of a structure caused by the addition of cable harnesses.  The ultimate 
goal of this research will be to create a model that can quantify the damping 
added to a structure due to cable harnesses.  However, before a model can be 
developed, the physical attributes that need to be included in the model must 
be determined.  Therefore, the short term goal and scope of this paper is to 
determine what variables in the cable test set up affect the dynamic response 
of space flight cables.  As shown in Fig. 1, a helically twisted 1x18 cable 
made of shielded and insulated 26AWG twisted wire pairs was excited and 
the frequency response function measured as different aspects of the test set 
up were varied.  This paper will present the experimental results obtained.   

IV. Experimental Set Up and Procedure 
 The eventual goal of this work is to run experiments to quantify cable damping, and then compare that 
experimental data to as-yet unpublished models created by the author to incorporate hysteretic damping, cable 

tension, and variable bending stiffness.  Preliminary experiments 
for cables and cabled beams were run at CIMSS Lab at Virginia 
Polytechnic Institute and State University, as shown in Fig. 2.  
From this preliminary work, the idea was extended to analyze 
space flight cables in a similar manner.   
   The space flight cable experiments presented here were 
performed at Jet Propulsion Laboratory in a controlled and 
isolated environment to eliminate the low-frequency noise that 
plagued the experiments run previously.  A scanning laser 
vibrometer was used to gather data over the entire cable, and a 
tensioned string was used as the attachment point from the shaker 
to the cable.  The shaker was suspended by long chains so that 
vibration from the shaker would not travel through the inertial 
table to the cable test fixture.  A load cell attached to the cable Figure 2. Testing of common electrical cables with 

clamped end conditions. 
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Figure 1.2: Typical cable used in spacecraft, [142].

The motivation for the focus of the present research is twofold: The need for an accurate
modelling technique that incorporates the full e↵ects of harnessed cables on structural
elements, and the need for simple analytical models to predict the dynamic behaviour
of the harnessed systems. To make the problem tractable, and as a means to produce
initial results into this new topic of research, a string model is employed for the cables.
Analyzing string-harnessed structures provides an initial investigation into the mass and
sti↵ening e↵ects that occur when structures are harnessed. In order to obtain simple
analytical models for the string-harnessed systems, homogenization theory, perturbation
theory, and methods for model approximation are considered.

1.2 Literature Review

1.2.1 Cable-Harnessed Space Structures

Initial findings for the research program launched in 2003 by the AFRL/VSSV were re-
ported in [8, 61, 50]. These initial studies indicated a paucity in relevant published materials
for the area of research concerned with cable-harnessed space structures. Preliminary tests
to investigate the dynamic e↵ect of cable-harnessed structures were performed in [8, 61]
on an aluminium alloy beam and truss structure harnessed with a cable. The cables were
held in place using mounting tabs, as shown in Fig. 1.3. It was shown that even a single
cable could significantly a↵ect the dynamics. In [8] the authors developed experimental
procedures to determine certain physical properties of cables that could be used in future
modelling endeavours. Two simple mounting configurations were considered in [50] and
testing was performed to determine the importance of mounting parameters and cable
harness pattern on the dynamics of the system. It was observed that at low frequencies

3



the mass e↵ect of the cables would dominate, while at higher frequencies there would be
increased modal damping. The authors in [8, 61, 50] acknowledged that further research
was required to fully understand space cables and the dynamics of cable-harnessed struc-
tures. In this research, it was shown once again that even a single cable could significantly
a↵ect the dynamics of a beam or truss structure. This will become a particularly impor-
tant problem as structures are made increasingly more lightweight. These initial studies
also addressed the modelling of cables and cable-harnessed structures for spacecraft as
paramount for the aerospace industry.

To be presented at the 48th Structures, Structural Dynamics and Materials (SDM) Conference 
April 2007, Honolulu, HI 
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III. Cable Construction and Mounting Details 
Cable harness construction and mounting techniques adhere to good engineering practices followed in the 
spaceflight industry, standards, and harness 
construction recommendations that appear 
in the literature4. Cables were made from 
twisted pair single-conductor wires with 
Teflon insulation, per MIL-W-22759/11, 
:stitched; with lacing cord and 
encapsulated with a Kapton tape wrap. 
Figure 4 shows details of cable 
construction. The cables did not include 
terminating connectors or strain relief 
provisions. 

Adhesively mounted tabs and lacing 
cord or cable ties were used to attach the 
cable to the beam, as is commonly done in 
spacecraft integration applications. In this 
series of experiments two sets were 
positioned on the beam: one along its 
centerline, the other set allows for a 
:serpentine; mounting pattern. Figure 5 
shows mounting details, including 
examples of the :straight; and :serpentine; 
lacing pattern. The mounting tabs were 
installed with four-inch spacing and 
provide a small standoff distance between 
the harness and the back-up structure. This 
attachment method prompted simple beam 
analysis models for the cable, connected to 
the beam at the tie down points, as 
described in following sections. 

 

IV. Harness-on-Beam Measurements 
Mobility and inertance frequency response functions at the driving point location were used exclusively 

in this test series to demonstrate the influence of a harness mounted to the lightly damped aluminum beam. 
Because modal damping ratios and natural 
frequencies are global properties, driving 
point measurements are sufficient to 
illustrate perturbations to the beam 
dynamics resulting from the harness 
mounted along the beam. 

Figure 6 shows driving point inertance 
frequency response functions, in Bode plot 
format, measured under two conditions: the 
beam :bare; and with a harness mounted 
with a straight pattern along the length of 
the free-free beam. Changes to the 
structural dynamics, caused by the cable 
harness, within the 800 Hz measurement 
band width, are clearly evident. In the low 
frequency range (below the beamLs third 
mode) there is little effect. At the third 
mode, the harness causes a noticeable 
decrease in resonant frequency (i.e., mass 

 

Figure 4 Cable construction: (a) lacing; (b) Kapton wrap 

 

Figure 5 Cable harness mounting details: 
(a) straight configuration; (b) serpentine configuration;  

(c) attachment elevation view 

 

Figure 6 Bare beam and straight harness inertance functions 

Figure 1.3: Mounting tab used for cable restraint, [50].

Following these initial studies, the research on cable-harnessed space structures was
focused mainly on the parameter estimation and dynamic characterization of the cables.
Preliminary tests for parameter estimation and dynamic modelling of only the cables were
outlined in [51, 48]. The focus in these works was using lateral excitation methods to obtain
the experimental results. In [48] the focus of the work was on the frequency progression of
the cable versus mode number and [51] outlined a signal processing and analysis method
to obtain the cable parameters from experimental results. The cumulation of a three-year
study at the AFRL was presented in [7] and includes every valuable result, dead end, rat
hole, and tangent that was discovered and explored during the study. The significant con-
tribution of the work in [7] is the development of a full test methodology for identifying
cable parameters and tie-down sti↵ness identification shown in Fig. 1.4. Further investi-
gation into methodologies for identifying cable structural parameters through testing, in
particular the equivalent extensional modulus, damping ratios, area moment of inertia,
and shear rigidity in cables, was performed in [49].
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Model Validation Philosophy
An objective in this work was to use the model validation process

to validate the general cable modeling form rather than a specific
model of a single system. Model validation is the process of
determining how accurately a model represents the physical system
for the intended use of the model. The validation process involves
both model form and model parameters. If assumptions about, or
constraints on, themodel form yield unreasonable parameters to get a
sufficiently accurate representation, then themodeling approachmay
be invalid. The modeling approach for cables and their attachment to
a host structure was validated with a hierarchical approach, starting
with tests of cables and tiedowns to determine their properties and
using those parameters to create models of a cabled structure, as
shown in Fig. 9. It is important to understand andminimize the errors
in the identified parameters to avoid polluting the cabled structure

model. To that end, the test configurations and parameter identifi-
cation processes were validated by performing tests with reference
specimens for which the properties were known.

First, the FEM of the host structure was verified and validated.
Since the host structure was a free–free beam, it was straightforward
to model and tune to match experimental measurements. Next, cable
properties were determined from both axial and lateral tests [8,16].
The tiedown stiffnesses were identified from two different tests: 1) a
static stiffness test and 2) a test where rods, for which the properties
were known, were attached to the host beam. The objective of the
static test was tomeasure the tiedown stiffness directly. In the rod-on-
beam configuration, the rod and beam properties were known, and
the tiedown stiffness was the unknown determined by model-test
correlation. Conceptually, the two tests could be hierarchical, where
the rod-on-beam configuration serves as a validation experiment of
the tiedown stiffness parameter determined from the static stiffness
tests rather than an independent test for identifying the tiedown
parameters.

With a valid model of the host structure, and an understanding of
cable properties and parameters for attachment with the TC-105,
models of the cabled beam were created. FRFs were computed with
the models and compared with measured FRFs. If the data were in
agreement for this set of structures, the modeling approach and
parameters were deemed valid.

To understand and quantify the expectations on model accuracy
and validity, models were created with both average cable family
properties and cable specimen-specific properties (Tables 2–6). The
first category of models corresponds to those in the design phases
of a spacecraft program (Fig. 10), before specific as-built parameters
are available. The cable parameters from individual cable specimens
were used to create configuration-specific models. This category of
models corresponds to later phases of a spacecraft development
cycle. Finally, the models were used to evaluate different config-
urations, including variable tiedown spacing and cable placement.

Models were evaluated by quantitatively comparing model
responseswith test data using performancemetrics. Themetrics used
depended on the type of test and modeling objectives. For the
vibration tests, two correlation criteria were used: 1) resonance fre-
quency error and 2) accumulated root-mean-square (rms) response,
defined as

!!F" #
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!Z

F

min

jG!f"j2 df;
s

Fmin < F $ Fmax (5)

where the input is assumed to be unity magnitudewhite noise, so that
!!F" has units of response (e.g.,mm=s). The correlation criteria are
condensed to the maximum frequency error and the normalized
average error in the accumulated rms response:
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n

Xn

i#1

j!meas!Fi" % !FEM!Fi"j
!meas!Fi"

(6)

Table 6 26g/30p cable properties

Sample Comment Length, mm Diam., mm ACu, mm2 "Cu, kg=mm3 E, MPa IEff , mm4 kG, Mpa Freq. avg.#

26g/30p1 Test 1 584.2 11.0 9.24 1:808E-05 6100 181.56 219.76 3.64%
26g/30p1 Test 2 584.2 11.0 9.24 1:808E-05 6100 170.37 211.47 2.37%
26g/30p1 Test 3 584.2 11.0 9.24 1:808E-05 6100 174.09 239.82 4.10%
26g/30p2 533.4 11.5 9.24 1:913E-05 6100 131.76 180.29 3.47%
26g/30p3 482.6 11.1 9.24 1:804E-05 6100 176.03 185.24 3.37%
26g/30p4 584.2 10.7 9.24 1:796E-05 6100 177.97 235.44 3.87%
26g/30p5 584.2 11.0 9.24 1:782E-05 6100 155.16 184.41 3.66%
26g/30p6 584.2 11.0 9.24 1:782E-05 6100 146.13 204.91 3.26%
26g30p7 584.2 11.1 9.24 1:800E-05 6100 135.95 153.81 3.71%
Average 11.06 9.24 1:81E-05 6100 161.00 201.69 3.49%
StDev 0.237 4:57E-07 19.15 28.16 0.49%
COV 2.1% 2.5% 12% 14% 14%

FEM parameters 11.057 9.242 1:812E-05 6100 1.690.070 201.69 0.070

Fig. 9 Modeling approach validation process.

BABUŠKA ETAL. 1043

Figure 1.4: Process for cable modelling approach validation, [7].

With the cable property identification methods fully outlined in [51, 48, 7, 49], the re-
search on cable-harnessed structures branched out into two main categories. The first main
category was research investigating more closely the e↵ects of damping and their inclusion
in predictive models. Various possible models that include damping have been considered
for spacecraft wiring harnesses. An Euler-Bernoulli (EB) beam with a ‘geometric’ viscous
damping term was considered in [76, 77], damping for shear beam models was the focus
of [68, 69], and the inclusion of damping in Timoshenko beams was examined in [67]. The
‘geometric’ damping that is considered in [76, 77] involves an internal shear force that is
proportional to the time rate of change of slope. These works were mainly focused on the
development of mathematical models for the cables used in aerospace applications.

Further work on modelling the typical aerospace cables involved characterization of
damping. An experimental approach was undertaken to study the damping, along with
the e↵ect of various parameters on the dynamics, of aerospace cables in [142]. Parameters
including tension, zip tie attachment method, excitation method, and length of the cable
were considered and their e↵ects on the dynamics of the cable were studied. A focus on
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modelling the internal damping mechanisms was done in [140] and identifies the multitude
of cable models available throughout the literature. The inclusion of viscous damping and
time hysteresis to accurately model cables was investigated in [141]. A general approach
for modelling stranded cables as structural beams by determining e↵ective homogeneous
parameters was done in [138, 137].

The second main branch of cable-harnessed structures research involves the use of simple
beam models for the cables and subsequently modelling the harnessed structures, including
tie-downs. Research on the modelling of cable-harnessed structures was continued from
earlier work in [11, 33]. In [11, 33] the cable parameters were estimated using experimental
techniques and then subsequently modelled using shear beams. The tie-downs holding the
cable in place on the host structure were modelled as linear spring elements. Multiple
cable families were considered and numerical results were computed using NASTRAN to
compare and validate against experimental results. In [11] a cable running along the length
of a free-free boundary condition beam is considered, Fig. 1.5, and in [33] a cable-loaded
panel is considered, Fig. 1.6.

similarity of the cables, as indicated by the relatively small coeffi-
cient of variation (COV) (Table 4) and their light weight. The main
effect was an increase in the apparent damping, which the model
generally underpredicts. Nevertheless, the model satisfies the
validation criteria, confirming its adequacy. This effect is consistent
with observationsmade inmodal tests (e.g., [5]) regarding the effects
of instrumentation cables, which by design are a small fraction of the
test article’s mass.

Cable Family 26g/21p
The 26g/21p cable had a noticeably larger effect on the host beam

than the 26g/10p cable, as illustrated in Fig. 29. For this cable family,
the cable parameters did not exhibit a strong sensitivity to cable
length, and the average cable properties were calculated over all
cables. The primary cable–structure dynamic interaction was
between 300 and 450 Hz. The average parameter model predicted
this interaction well. The overall response level was also well
represented by the model, with a 12% accumulated rms error. Since
the validation criteria are satisfied, the model can adequately
represent the response of the beam with the 26g/21p cable attached.

Early in the research program, a few unstitched cables were
fabricated and tested before the cable fabrication was standardized to
include stitching. Two nominally identical 26g/21 specimens were
fabricated without stitching. One was used for cable property tests;
the other was used in cable-on-beam tests. The damping estimated in
the cable test was low and, surprisingly, the specimens were stiffer

than average. Figure 30 shows the measured and model-generated
FRFs as well as the accumulated rms response. The low damping in
the specimen model leads to an E! that is outside the validation
threshold. The average parameter model damping estimate was
higher and, as a result, this model did satisfy the validation criteria.
Figure 30 and Table 5 suggest that stitching may reduce the cable
stiffness, or its impact is smaller than the cable build-to-build
variability. The notion that unstitched cables are stiffer than stitched
cables is counterintuitive, so the data suggest that stitching is not
significant to cable stiffness. Since it is always risky to draw
inferences from a single data set, more investigation into fabrication
influences on cable properties is required.

Cable Family 26g/30p

The mass fraction of the 26g/30p cable is comparable to the 20g/
10p cable, and the effects on the response of the host beam were
qualitatively similar. Figure 31 shows the model-generated and test
FRFs up to 800 Hz and the corresponding accumulated rms error.
The bare beam is included for reference. The splitting of the fourth
modewas captured by themodel, which was stiff in this region, since
the frequency of mode 5 is 7% too high. The damping in the cabled
structure model also was slightly low, particularly in the low-
frequency region. After the first mode, the model does a good job
predicting the response level. The validation criteria are satisfied,
indicating that themodel can adequately represent the response of the
beam with the 26g/30p cable.

Fig. 26 Three-segment cable-on-beam configuration.

Fig. 27 C20g/20p2 three-segment cable-on-beam FRF and accumu-
lated rms error comparison.

Fig. 28 C26g/10p model and test FRF and accumulated rms error
comparison.

1050 BABUŠKA ETAL.

Figure 1.5: Cable-harnessed beam setup in [11].
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onorbit versus during ground testing, though only a small amount of
this increase was conclusively attributed to cables and most was of
unknown origin. Only recently have studies been performed to
determine cable properties from test data and how to model cables
[1,4–6]. Goodding et al. [7] developed a framework to characterize
cable harness behavior amenable to standard finite element (FE)
modeling tools. Cables were represented as shear beams, and test
methods were developed to quantify extensional properties and to
measure cable structural dynamics under low-level transverse
vibration. The cable properties identified with Goodding’s method
[7] were used by Babuška et al. [8] in FEMs of cabled beam
structures. The models were validated for transverse vibration with
experimental data for a variety of cables attached to a simple free–
free beam. At low frequencies, the cable effect was dominated by
mass and stiffness, changing the apparent stiffness of the beam;
damping was a secondary effect. At higher frequencies, where the
cables themselves were resonant, the cable effect was dissipative,
increasing the apparent damping in addition to affecting the overall
frequency response.

The work described in this paper sought to validate this modeling
approach for cabled structures onmore complex two-dimensional (2-
D) structures like spacecraft panels. It also sought to determinewhich
of the various cable estimation and tiedown stiffness estimation
methods were more accurate. The host structure was an aluminum
panel with three Hammond die-cast aluminum electronic instrument

enclosures serving as electronics box simulators, shown in Fig. 1.
The enclosureswere chosen based on a FE analysis such that they did
not show flexible modes in the bandwidth of interest. An enclosure
attachment to the base panel was realized using number 6–32 socket
head bolts tightened at 1:4 N !m (12 in: ! lb) torquewith lubrication.
To avoid unwanted rattling from direct contact between the panel and
electronic enclosures, 0.32 cm-tall (1

8
in:) standoffswere used at each

attachment location. The parts were all available off the shelf. The
study was limited to a specific category of cables common in space-
craft design for power and signal use. The cables were composed of
Teflon-covered silver-coated copper wires, manufactured per MIL-
W-22759 [9]. The wires were twisted in pairs, bundled, and loosely
stitched together per NASA-STD-8739.4 and wrapped in Kapton
with 50%overlap, as shown in Fig. 2 [10]. For this study, cables were
limited towires of the same gauge, although in real-world situations,
many different wire gauges can be bundled together in a single cable.
Ardelean et al. address some of the challenges and procedures in
manufacturing cables such that their properties are consistent and
relatively isotropic [11].

Once manufactured, the cables were attached to the panel using a
mounting pad (e.g., Clickbond or Thomas and Betts TC-105) and
Tefzel zip ties or low outgassing nylon lacing cord, as shown in Fig. 3
[12].When zip ties are used, fiberglass tape (e.g., Permacel P213s) is
often used in order to minimize induced wire stress. This study
focused on cables attached using zip ties, but the taping step was
eliminated and standard nylon zip ties were used instead of Tefzel.

II. Modeling Approach
One goal of this study was to represent cable behavior with

standard, linear FEs universally accessible in the aerospace com-
munity. Initially, various methods were tried, including adding
damping based on various frequency regimes. However, predicting
the applicable damping and frequency bands was problematic, and
this simple approach failed to capture the fundamental physics of the
problem [6]. Thus, an explicit method of modeling cables using FEs
was developed [8]. Linear beam elements were used tomodel cables,
while both springs and rigid elements were used to model the TC-
105-to-cable connection. The cable properties were calculated from
axial and lateral dynamic test data of bare cables, referred to as cable-
only testing [7]. Two approaches were used to determine cable
connection properties. One relied on directly measuring the
connection stiffness, and the other relied on analytically determining
which connection stiffness afforded the best correlation of frequency
response function (FRF) test data for a rod on a free–free beam [8].
Therewere several known nonlinearities in the cables and attachment
method. These were considered to be second-order effects.

A. Cable Modeling

After limiting the choice of modeling options for cables to
variations of beam elements available in standard FE programs, there
were still several options to choose from, as shown in Table 1 [13].
An Euler beam was insufficient, because beyond bending stiffness,
shear stiffness also plays an important role in dynamic cable
behavior. However, neglecting rotational inertia had little effect, as

Fig. 1 Test panel with typical cable runs and electronics boxes.

Fig. 2 Cable manufacturing process.

Fig. 3 Typical cable mounted on substructure using nylon cord and
TC-105 mounting pads.

Table 1 Available FE beam models

Shear deformation allowed?

Rotational inertia allowed? No Yes

No Euler–Bernoulli Shear
Yes Rayleigh Timoshenko

COOMBS ETAL. 959

Figure 1.6: Cable-loaded panel setup in [33].

More recently [28, 29, 30] have investigated the use of a spectral element method (SEM)
for the modelling of cable-harnessed systems with tie-downs. The cable was modelled as
an EB beam and connected to the host structure with spring elements to represent the
mounting tabs. They reported higher accuracies compared with a finite element analysis
(FEA). Finally, a distributed transfer function method was developed in [139] for a system
with a longitudinal cable.

In this thesis, the focus is on developing an analytical model for string harnessed-
systems as a way to make the problem more tractable. This will also allow for a focus
on the mass and sti↵ness e↵ects without the complexities of tie-downs. A survey of the
literature revealed that combinations of string and beam have not been largely studied. A
common system that appears is that of a string that shares a finite number of attachment
locations with the host structure, see [26, 63], or the endpoints of the string and the host
structure are attached using rigid connectors, see [149, 55]. In these types of systems the
string-beam system is coupled, and therefore a coupled set of partial di↵erential equations
(PDEs) must be solved. Another commonly seen string-harnessed system involves strings
running along a designated path inside the host structure, such as along the midline of the
beam. A typical scenario is structures embedded with shape memory alloy (SMA) wires,
see [35, 34, 100]. By having a string inside the host structure the displacement of the
string is known since it will move with the host structure and the need for coupled PDEs
is overcome.
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There is a significant gap in the literature that the presented research aims to fill. There
currently does not exist a method to analytically model the e↵ect of harnessed cables on
a host beam. This will be approached by considering a string, for simplicity, and making
preliminary steps to e↵ectively model the sti↵ening and added mass e↵ects. This will also
provided additional work on string and beam systems that is lacking in the literature.

1.2.2 Homogenization of Periodic Structures

Continuum modelling is a fundamental component in the description and analysis of system
behaviour. As systems became increasingly complex, researchers developed novel methods
for deriving equivalent continuum models for periodic, lattice-like, and truss structures.
Typically the equivalent continuum models are constant coe�cient PDEs, which provide a
simple and e�cient manner for analyzing the complex structure. Additionally, equivalent
continuum models are a practical approach for analyzing these structures and avoids the
problem of computationally expensive simulations, such as FEA. The fundamental idea
behind equivalent continuum modelling is schematically illustrated in Fig. 1.7.

Complex model Simple	equivalent	model

Figure 1.7: Fundamental idea of equivalent continuum modelling.

An excellent review on equivalent continuum modelling is found in [107] and three
typical approaches for determining equivalent continuum models exist. They are using
a discrete field to obtain di↵erence equations, which are then either solved directly or
converted to di↵erential equations, applying a multi-scale asymptotic expansion, and an
energy equivalence approach. These methods are commonly called homogenization tech-
niques. Using a discrete field to determine the equivalent continuum model was done in
[37, 118, 119, 146], with a focus on grids and trusses. The method of asymptotic expansions
was applied in [109, 43, 23, 71, 79, 1] for periodic systems. In these cases small parameters
are defined, typically the ratios of length of periodicity to total length as well as height
to total length. The idea is that in the limit as these small parameters tend to zero will
yield a homogenized model. The e�cacy of this method is shown with regards to sti↵ness
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parameter estimation in [23] by comparing the results of the homogenization to reference
solutions for corrugated beams and a stranded rope.

The energy equivalence homogenization technique is widely used throughout the lit-
erature. This homogenization technique is found in modelling the dynamic behaviour of
systems with lattice-like structure, where the system can be viewed as containing a large
amount of discrete points over the domain. Notable examples stem from work in modelling
a micropolar continuum, see [9], gridwork dynamics, see [144], as well as the modelling of
net and cloth dynamics, see [74]. The process involves determining the strain energy and
kinetic energy of an arbitrary discrete point in terms of continuous functions, typically
displacement, evaluated at the spatial coordinates of the point in question. Summing the
energies of all the discrete points in the domain can be approximated by an integral over
the domain. To obtain the integral formulation, the integrand is determined by dividing
the strain and kinetic energies by the lengths over which would constitute a single element
in the continuum model to produce a strain energy density as well as a kinetic energy den-
sity. In generating the energy densities, the system is converted from containing continuous
functions evaluated at discrete points to a system that only contains continuous functions.
Applying Hamilton’s principle then allows an equivalent homogenized continuum model
for the system to be determined.

The energy equivalence homogenization technique has seen many application in the
field of truss dynamics, see [107, 108, 143, 19, 127, 131, 129, 130, 125, 126, 128]. For
modelling truss structures, the homogenization technique involves defining an equivalent
continuum beam that, under the same deformation as the original system, exhibits the
same amount of strain energy and kinetic energy. Using an exact representation for the
displacement of the system, the strain and kinetic energy of each fundamental element can
be determined. As with the homogenization in lattice theory, a corresponding strain and
kinetic energy density is found and integrating the energy densities over the domain allows
one to use Hamilton’s principle. By using this approach, the truss system is modelled by
an equivalent, homogenized, PDE that only depends on time and a single spatial variable.
The homogenized model can readily be solved using well-known mathematical techniques.
In [129], an experimental validation is provided for the homogenization method in the case
of only a few truss elements and shows agreement for the first four vibratory frequencies.

The energy equivalence homogenization technique is adopted in the present work due to
simplicity in the application and previous work in the literature demonstrating the accuracy
of the technique, particularly when a large number of repeated elements are considered.
Obtaining a homogenized model provides a simple manner in which the global behaviour
of string-harnessed systems can be studied, thus providing preliminary insight into a new
and novel problem.
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1.2.3 Solution Methods for Spatially-Dependent Di↵erential Equa-
tions

The second major component of the presented research considers a spatially dependent
model for string-harnessed systems. Working with a spatially dependent model allows for
an investigation into local e↵ects, something that is not possible when applying homog-
enization as the local e↵ects of bending sti↵ness and mass per unit length are averaged
over the length of the system. Furthermore, a spatially dependent model is not only more
accurate, but it is more representative of real-world applications. This makes determining
the frequencies of vibration and the associated mode shapes of great interest. One of the
di�culties, however, is that spatially dependent PDEs are not always readily solvable. A
variety of solution methods have been explored in the literature.

One common method for obtaining frequency and mode shape results are through a
FEA. The FEA is well known and is based on placing a fixed number of nodes along the
system and using interpolating functions between the nodes. For an Euler-Bernoulli beam,
the focus of the presented research, the interpolating functions are typically in the form
of a polynomial of degree 3 and at each node the displacement and slope are recorded.
An outline of the FEA approach can be found in [62], as well as in many other texts. A
second common numerical method is the Rayleigh-Ritz, which provides an upper bound
estimate for the frequencies. This has been done successfully in the literature for a host
of di↵erent applications including graded microbeams [3], ocean towers [6], and tapered
beams [10, 133]. One of the downfalls of the Rayleigh-Ritz method is the user must supply
approximate mode shapes to obtain the estimates for the frequencies. In complex cases, it
can be quite di�cult to estimate the mode shapes of the system and this can cause large
upper bound estimates for the frequencies. Hence in some cases it may not be desirable to
use this approach.

It is always advantageous when it is possible to determine an analytical solution to a
spatially varying PDE as the results will always output the exact frequencies and mode
shapes. While this is not always possible, there are certain specific cases when this is
achievable. In particular, the cases of exponential variations in the beam and polynomial
expressions of varying degrees have received a lot of attention in the literature. Examples
of each of these two main types of systems are presented in Figs. 1.8 and 1.9.
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This technical note is concerned with the free vibration problem of a cantilever beam
with constant thickness and exponentially decaying width. Existing analytical results for
such a vibration beam problem are found to be incomplete because lower frequencies
could not be obtained. Presented herein is the exact characteristic equation for generat-
ing the complete vibration frequencies for the considered vibrating beam problem. Also
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1 Introduction

The study of the vibration of a cantilever beam, i.e., one end
clamped and one end free, is basic in structural dynamics. The fre-
quencies for uniform beams can be predicted by an exact charac-
teristic equation, the solution of which also serves as accuracy
standards for various approximate methods. The first solutions for
the vibration of nonuniform beams were due to Kirchkoff [1],
who studied beams with linear taper in one or both transverse
directions. The solutions are expressed in what is now known as
Bessel functions. Beams with linear taper have been extended by
many authors, notably Cranch and Adler [2] and Sanger [3]. Can-
tilever beams with linear taper and an end mass are also consid-
ered [4–8]. In most cases, beams with linear taper results in exact
frequency equations involving Bessel functions. Numerical meth-
ods are needed to solve for the frequencies if such exact character-
istic equations do not exist.

We consider the vibration of a cantilever beam with constant
thickness and exponentially decaying width. That such a geometry
would yield an exact frequency relation was probably first noted
by Suppiger and Taleb [9] and later by Cranch and Adler [2]. Fre-
quencies are also computed by Tong et al. [10] and Ece et al. [11].
However, the solutions of these sources are incomplete and thus
could not have predicted certain lower frequencies, especially
some fundamental frequencies. On the other hand, the cantilever
with an end mass, which is important in cantilever applications,
has not been considered. The aim of the present Note is to study
the effect of an end mass, including a flexible base modeled by a
rotational spring, for an exponential cantilever beam. We show
that for such cases, the complete solutions are needed. The charac-
teristic equations and mode shapes are also exact, which serve as
accuracy standards for numerical methods.

2 Formulation

The equation of motion for a nonuniform beam without axial
force (e.g., Magrab [12]) is

@2

@x02
EIðx0Þ @

2y0

@x02

! "
þ qðx0Þ @

2y0

@t02
¼ 0 (1)

Here x0 is the longitudinal coordinate, y0 is the transverse coordi-
nate of the beam, t0 is the time, EI is the flexural rigidity, and q is
the mass per unit length. Let

EIðx0Þ ¼ EI0lðx0Þ; qðx0Þ ¼ q0rðx0Þ (2)

where EI0 is the maximum of EI, and q0 is the maximum of q and
lðx0Þ; rðx0Þ are functions describing the beam taper. Consider a
harmonic vibration with frequency x0

y0 ¼ w0ðx0Þeix0 t0 (3)

By normalizing all lengths by the beam length L, and the time by
L2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q0=EI0

p
and dropping the primes, Eq. (1) becomes
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dx2
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dx2
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% x2rðxÞw ¼ 0 (4)

Here

x ¼ x0L2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q0=EI0

p
(5)

is the nondimensional frequency. We consider nonuniform beams
where

l ¼ e%cx; r ¼ e%cx (6)

This represents a family of beams with a constant height and
exponentially decreasing width (see Fig. 1). Figure 2 shows the
effect of the parameter c on the width profile.

Fig. 1 Exponential cantilever with constant thickness
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Figure 1.8: Exponentially tapered beam with tip mass in [147].

of x9. We set the coefficients of the various powers of x to zero. Thus, yielding a set of ten linear homogeneous equations in
ten unknowns.

Að3Þyð3Þ ¼ 0 (29)

where the matrix Að3Þ is given by Eq. (A.3) and the vector yð3Þ ¼ fa0; a1; b0;b1; b2; b3; b4; b5; b6; b7g
T . Once again, in order to

have a non-trivial solution, the determinant of matrix Að3Þ must be zero, leading to a complicated equation in α, β, γ1, γ2 and
ω, of the form F3ðα; β; γ1; γ2Þω4 ¼ 0, where F3 is a complicated polynomial expression in β, α, γ1 and γ2. This means that either
F3ðα; β; γ1; γ2Þ ¼ 0 or ω4 ¼ 0. But always fundamental frequency ω40, thus yielding

F3ðα; β; γ1; γ2Þ ¼ 0 (30)

In order to solve Eq. (30), three of the four parameters have to specified. In this case, we will assume the value of one of the
arbitrary nodes β and the parameters γ1 and γ2, and determine the other node α with respect to the specified values. The
value of the known node is taken at x¼ β¼ 0:8L, and the other parameters are taken as γ1 ¼ 1:5 and γ2 ¼ 1:2. Thus, solving
Eq. (30) for α, the only real value that we get within the domain 0oαoL is α¼ 0:235609L.

Putting γ1 ¼ 1:5, γ2 ¼ 1:2, β¼ 0:8L and α¼ 0:225609L, into Eq. (5), we get the assumed polynomial variation ϕðxÞ as

ϕðxÞ ¼ 1:29455−1:15174xþ 0:0437132x4−0:0104912x5 þ 0:000699412x6 (31)

Thus, solving the set of linear homogeneous equations, given by Eq. (29), we get fygð3Þ as given in Appendix A. The final
expressions for the mass and stiffness variations are given by

mðxÞ ¼ ð1þ 0:00408112xþ 0:00612169x2 þ 0:00489735x3Þa0 (32)

EIðxÞ ¼ ð1:23394þ 0:129314xþ 0:0028805x2−0:00408812x3 þ 0:000668882x4−0:0000370153x5−0:0000100998x6 þ 1:48405−6x7Þω2a0

(33)

The assumed mode shape function ϕðxÞ, given by Eq. (31), is shown in Fig. 7, along with some different mode shape
functions which are obtained for different values of the parameter β, and γ1 ¼ 1:5 and γ2 ¼ 1:2. The corresponding variations
of the obtained mass and stiffness of the beam have been portrayed in Fig. 8. While plotting we assumed ω¼ 5:83212 rad=s
and a0¼1.8816. Once again, we observe that as the assumed mode shape moves away from the actual fundamental mode
shape of a uniform free–free beam (β¼ 0:775849L), the variation of the mass and stiffness distributions, over the length of
the beam, becomes higher.

This shows the existence of another class of non-uniform free–free beam, given by the above variations of mass (Eq. (32))
and stiffness (Eq. (33)), which has an exact solution given by Eq. (31). It is to be noted that in obtaining these solutions, we
have assumed the values of the parameters γ1 and γ2, and one of the nodes β.

Thus, if a non-uniform free–free beam exists, whose mass and stiffness distributions are given by Eqs. (32) and (33),
respectively, then the beam will vibrate with a fundamental frequency ω and fundamental mode shape given by Eq. (31).
Once again, the height and breadth variations of such a beam can be calculated by Eqs. (16) and (17). Using the same values
of length, material density and elastic modulus, the height and breadth variations obtained for the different mass m(x) and
stiffness EI(x) variations shown in Fig. 8 are portrayed by the three-dimensional plots shown in Fig. 9.
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Fig. 6. Height and breadth variations for a free–free beam, corresponding to the mass and stiffness variations shown in Fig. 5, for different locations of the
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Figure 1.9: Multiple polynomial variations in [132].

Exponentially varying beams have been studied in such works as [147, 40, 145, 58] and
the general expression for the bending sti↵ness and mass per unit length of the system are
EI(x) = EI

0

e↵x and ⇢A(x) = ⇢A
0

e↵x. When these specific forms are used in combination
with separation of variables, it is found that the resulting spatially dependent ordinary
di↵erential equation (ODE) has constant coe�cients due to the elimination of the expo-
nential terms. From the constant coe�cient ODE, the steps that are used for solving a
homogeneous beam are then employed and analytical expressions for the frequencies and
mode shapes are obtained. Polynomial variations have been studied in such works as
[132, 2, 66, 47, 102, 121, 10]. A host of various solution methods are employed depending
on the specific form of the polynomial variations, including applying transformation to
obtain a homogeneous EB model, transformation to obtain the solution in terms of Bessel
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functions, the Frobenius method, and Galerkin’s method. Other types of spatial variations
have also been considered such as cantilevers with parabolic thickness in [24] and wedge
and cone beams in [103]. The clear limitation with the these particular cases of variations
in the system is that a very specific form is required and therefore the techniques cannot
be applied to the general case.

The most general approaches to solving spatially dependent systems that do not depend
on a specific form come from perturbation theory and asymptotic analysis. An excellent,
and often referenced, text on the subject is [104]. One such technique is the Wentzel-
Kramers-Brillouin (WKB) approximation, which has been applied to a general equation
of a spatially dependent system in [120, 106]. That is to say the form of the spatial
variations has not been specified in the mathematical development. The WKB method is
quite useful for obtaining a global approximation in cases where the highest derivative of
the system is multiplied by a small parameter. Typically, the small parameter multiplying
the highest order derivative is introduced by dividing the spatial ODE by the square of the
frequency. The method of matched asymptotic expansion, which similarly to the WKB has
a small parameter multiplying the highest derivative, was studied in [134]. The matched
asymptotic expansion is applied when the solution to the ODE behaves on di↵erent scales
in overlapping regions. In [134] a gravity loaded beam was considered when there is a great
influence from gravity. Additionally in [134] regular perturbation theory is applied to the
case when the e↵ect of gravity is small. In addition to these common methods, many other
perturbation theory approaches have been considered in the literature such as, to name a
few, the method of varying amplitudes in [136], a generalized Senator-Bapat in [73], and
the method of multiple time scales in [32].

The Lindstedt-Poincaré method is a perturbation method that has received very lit-
tle attention when it comes to spatially dependent EB models. The Lindstedt-Poincaré
method is applied to obtain periodic solutions when regular perturbation theory fails by
removing terms that grow without bound, i.e. secular terms. Applying this method to sys-
tem where the bending sti↵ness and mass per unit length are expressed as a constant value
from which spatially dependent perturbations occur was first introduced in [75]. Since this
work, the method of Lindstedt-Poincaré has not undergone any further developments for
spatially dependent system given a linear equation of motion. There is an untapped poten-
tial for this method that has yet to be investigated. In the presented research, consideration
is given to exploring various avenues. In particular, additional corrections are determined
and multiple manners in which the solution can be found are compared for accuracy. Due
to the relative simplicity in terms of mathematical details to other perturbation methods,
the Lindstedt-Poincaré approach is of great interest to further develop.
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1.2.4 Model Approximation for Non-Periodic Structures

The final component of the presented research concerns determining the coe�cients for a
PDE using a single spectrum, which is a set of natural frequencies. Typically, the forward
problem is solved and involves knowing the coe�cients of a PDE and determining the
frequencies and mode shapes. When the problem is approached knowing the frequencies
and the coe�cients of the PDE are to be determined this falls under the broad category
of inverse problems, which can also be referred to as parameter estimation.

As an example, a common ODE that is studied in the literature and in general by
mathematicians is the Sturm-Liouville (SL) problem. The solution to specific forms of the
SL problem yields such important quantities such as the Bessel and Legendre functions.
In the most general sense, the SL problem can be described as

d

dx

✓

p(x)
dy

dx

◆

+ q(x)y + �r(x)y = 0

The question of inverse problems associated with SL problem have been studied in [53,
59, 123, 56, 72, 4, 5, 122], to name only a handful of the available works in the literature.
Commonly, a specific form for the SL problem is given and the focus is on determining
whether or not the inverse problem will yield a unique solution. This was the main focus
of the work in [53, 59, 56, 72, 4]. Uniqueness is an important question as it is crucial
to know that the result of the inverse problem will yield the correct form of the unknown
coe�cients and that this is the only possible result. Other times, the focus is on determining
a numerical implementation for obtaining the unknown coe�cients, as was the case in [123,
5, 122]. Some of the numerical implementations that were studied are a finite di↵erence
method and an iterative method.

Another problem that has received a lot of attention in the literature is with respect to
EB beam models and general fourth order di↵erential equations. A static EB problem was
considered in [82, 81], a constant coe�cient EB model with spatial and temporal-dependent
forcing in [60], the general form for a spatially dependent EB model in [110, 95, 16, 15, 112,
45, 46], and general fourth order ODEs in [94, 96, 13]. These works deal with the existence
and uniqueness of the inverse problem. Specifically, it is determined that the spatially
dependent coe�cients can be uniquely determined when three spectra, each from di↵erent
boundary conditions, are determined. In the more general case of higher order ODEs, it
was shown in [14] that when the highest derivative is 2n, then n+ 1 spectra from distinct
boundary conditions are required to uniquely determine the unknown coe�cients. It is
seen from this general result that if an EB model is considered, n = 2, then indeed three
unique spectra are required to obtain the bending sti↵ness and mass per unit length. An
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excellent reference text for inverse problems, with a section dedicated to the EB models,
is found in [46].

Inverse problems have also been used for real-world applications, in particular attention
has been given to structural health monitoring and damage detection. These applications
were considered for rods in [38, 99] and for beams in [22, 39]. Using the frequency results
of a system before and after damage, the location of cracks were identified within the
system. To date, inverse problems are mainly focused on exactly determining the spatially
dependent coe�cients of a system. While this is an important problem, it is not the
focus of the presented research. In this work the expressions for the spatially dependent
bending sti↵ness and mass per unit length are exactly known, and thus reconstructing these
quantities from multiple spectra is not of great interest. The goal is to take the frequencies
and mode shapes of the string-harnessed system and determine a constant coe�cient model
that can approximate these with minimal error.

After exhaustively searching through available literature, it appears as though the case
of taking a spatially dependent model and using an inverse method to determine an ap-
proximate constant coe�cient model has not yet been studied. The most relevant piece
of research that was found involved a constant coe�cient model whose frequencies were
determined using ANSYS, and then the constant coe�cients were obtained from a numer-
ical optimization method that involved minimizing the sum of the square of the di↵erences
between the ANSYS and analytical results in [12]. The idea considered in the presented
research is similar in concept to a homogenization procedure, in which an equivalent con-
tinuum model is determined, however di↵ers significantly due to the intermediate steps
implemented to determine the approximate model. The frequencies of the string-harnessed
system will be obtained from a perturbation theory and these will be taken as the exact
value for the frequencies that the constant coe�cient model must approximate. The end
goal is the ability to provide the information of EI(x), ⇢A(x), and the boundary conditions

and obtain as an output a set of equivalent coe�cients cEI and c⇢A that approximate the
system’s dynamic behaviour.

1.3 Thesis Organization

The following outlines a summary of the presented research and its contributions.

Chapter 2 presents a continuum modelling approach for string-harnessed structures
and the use of a homogenization technique for periodic wrapping patterns. Two periodic
wrapping patterns are considered and the coordinates of vibration are assumed to be
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decoupled. The PDEs governing the bending, longitudinal, and torsional vibrations are
obtained. Numerical simulations are performed for varying system parameters and the
results are compared to a fully coupled finite element analysis. Experimental results are
also included to demonstrate the accuracy of the proposed model.

Chapter 3 develops the perturbation theory applied to an EB beam model with spatially
varying coe�cients. In applying the perturbation theory, second-order corrections are
found for the natural frequencies and first-order corrections are found for the mode shapes.
The problem statement is formulated by assuming there exist reference values from which
the bending sti↵ness and mass per unit length of the system are perturbed. A major focus
is on the appropriate choice of these reference values as they directly influence the accuracy
of the perturbation theory results.

Chapter 4 applies the developed perturbation theory to string-harnessed systems. In
particular, the perturbation theory is applied to determine how changes in non-periodic
wrapping patterns a↵ect the frequencies of the system. Multiple non-periodic wrapping
patterns are considered and are extensions of the periodic wrapping patterns studied in
Chapter 2. Experimental results for both periodic and non-periodic wrapping patterns are
considered for validation.

Chapter 5 investigates the applicability of model approximation as a means for non-
periodic structure homogenization. Using the perturbation theory results of Chapter 3 and
4, the goal is to produce simple analytical models that are accurate approximations to the
original spatially dependent model. This constitutes an inverse problem since the natural
frequencies and mode shapes of the system are assumed to be known and the coe�cients
of the model are to be determined. A constant coe�cient EB model and multiple methods
for determining the coe�cients are considered.

Chapter 6 presents a summary and conclusion of the conducted research.
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Chapter 2

Periodic Wrapping Patterns

In this chapter an energy equivalent continuum model is derived for string-harnessed sys-
tems with periodic wrapping patterns using a homogenization technique. To begin, multi-
ple initial modelling attempts that were considered are presented and compared to a simple
experimental test to verify accuracy. From the correct model, a detailed analysis of period-
ically wrapped string-harnessed systems is performed and validated experimentally. The
contents of Section 2.3 and Appendix A consist of previous work by the author from [88];
reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.
The contents of Sections 2.2.2, 2.2.3, and 2.4 consist of previous work by the author from
[87]; reprinted by permission of the American Institute of Aeronautics and Astronautics,
Inc.

2.1 Initial Modelling Approaches and Homogeniza-
tion

Figure 2.1 shows the schematic of a beam structure and a periodically wrapped string. The
complete system is composed of multiple fundamental elements, which are a single instance
of the periodic wrapping pattern. The fundamental elements of a hybrid structure with the
diagonal and zigzag wrapping patterns considered are shown in Fig. 2.2. Local Cartesian
coordinates (⌘, y, x) are used for the fundamental element in the homogenization technique,
whereas global Cartesian coordinates (x, y, z) are used the for the hybrid structure as a
whole in the vibrations analysis.
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Figure 2.1: String-harnessed system composed of multiple fundamental elements.
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Figure 2.2: Fundamental elements for the diagonal and zigzag wrapping patterns.

Consider first the transverse vibrations for the zigzag wrapping pattern. Assume that
the various coordinates of vibration are decoupled. This specific case is considered as the
mass per unit length is constant throughout the system and reduces the amount of error
introduced through the modelling process of the sti↵ening e↵ect of the string. Furthermore,
it is assumed that there is no slip between the string and the beam at their point of contact.
Under the assumptions of small displacements this is a reasonable assumption and makes
the problem more tractable. Euler-Bernoulli (EB) assumptions are employed for the host
structure. Finally, it is assumed that the geometric properties and the shear modulus of
the elasticity of the beam, as well as the pretension value, are such that any initial twisting
behaviour caused by imposing the wrapping pattern is negligible.

The homogenization technique determines the global system parameters by considering
a single fundamental element of the system. For the zigzag wrapping pattern, the length
of a fundamental element is L =

�

4b+ 4h
�

/ tan(✓). In the previous expression, ✓ is the
string wrapping angle, b = b/2 + r

s

, and h = h/2 + r
s

, where b and h are the width and
thickness of the beam, respectively, and r

s

denotes the radius of the string. Using the local
Cartesian coordinate system presented in Fig. 2.2b, the centre of the string in the zigzag
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pattern is given by:

(⌘, y, z) =

8

>

>

>

>

<

>

>

>

>

:

�

⌘, tan(✓)⌘ � b, h
�

, 0  ⌘  2b

tan(✓)

�

⌘, b,� tan(✓)⌘ + 2b+ h
�

, 2b

tan(✓)

 ⌘  2b+2h

tan(✓)

�

⌘,� tan(✓)⌘ + 3b+ 2h,�h
�

, 2b+2h

tan(✓)

 ⌘  4b+2h

tan(✓)

�

⌘,�b, tan(✓)⌘ � 4b� 3h
�

, 4b+2h

tan(✓)

 ⌘  L

(2.1)

An important consideration in the modelling of the string-harnessed system is the accu-
racy of the displacement field, the strain calculations employed, and the manner in which
the string e↵ects are included in the model. To demonstrate this, the various methods for
modelling the string-harnessed system which where considered for the presented research
are presented. Clamped-free (CF) boundary conditions are considered as these can be
imposed experimentally for model validation.

2.1.1 Proposed String-Harnessed System Models

Mass Updated Model

The first proposed model takes into account the added mass of the string and neglects any
sti↵ening e↵ect. As previously mentioned, for the zigzag wrapping pattern the mass per
unit length of the system is a constant. Assuming an Euler-Bernoulli beam model and
taking into account the added mass of the string, the partial di↵erential equation (PDE)
for the free transverse vibrations w(x, t) is

E
b

I
b

@4w

@x4

(x, t) +

✓

⇢
b

A
b

+
⇢
s

A
s

cos (✓)

◆

@2w

@t2
(x, t) = 0 (2.2)

and the boundary conditions are

w(0, t) = 0 ,
@w

@x
(0, t) = 0 , E

b

I
b

@2w

@x2

(l, t) = 0 , E
b

I
b

@3w

@x3

(l, t) = 0 (2.3)

In Eq. (2.2), E
b

is the Young’s modulus of the host structure, I
b

= bh3/12 is the second
moment of area, and l is the total length. ⇢

b

and ⇢
s

are the densities of the beam and the
string, respectively. A

b

= bh and A
s

= ⇡r2
s

are the cross-sectional areas of the beam and
the string, respectively. In Eq. (2.3), the boundary conditions represent zero displacement
and zero slope at the clamped end (x = 0) and zero moment and zero shear at the free end
(x = l). Lastly, t > 0 denotes time.
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First-Order Displacement Field, Arc Length Strain Calculation, No String
Compressive Force

Using EB assumptions for the host structure, assuming a small transverse displacement
w(x, t) along the midline of the beam leads to the first-order displacement field in Eqs. (2.4):

u
x

(x, t) =� z
@w

@x
(x, t) (2.4a)

u
y

(x, t) =0 (2.4b)

u
z

(x, t) =w(x, t) (2.4c)

Consider a di↵erential element of the string and calculate the strain energy. Following
the work of [135] the change in length of the string during vibration must first be deter-
mined. Using the formula for arc length and the displacement field in Eqs. (2.4), the change
in length of the string is calculated. Let y

s

(x) and z
s

(x) denote the y and z coordinates of
the centre of the string.
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To simplify the expression, use a Taylor series for
p
1 + x centred about x =

�
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s
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+
�
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.
Using the first two terms in the the Taylor series the approximation is
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For the zigzag wrapping pattern in consideration,
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= tan2(✓) for all x.
Therefore the di↵erential change in length of the string can be approximated as
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In Eq. (2.5), the non-bracketed term represents the di↵erential length of undeformed
string expressed in terms of dx. As such, the bracketed term represents the strain along
the length of the string, denoted "

s

. Letting T
s

denote the pretension in the string and E
s

the Young’s modulus of the string, the di↵erential strain energy is calculated.

dU
string

= (T
s

+ E
s

A
s

"
s

) ("
s

dl) =
�

T
s

"
s

+ E
s

A
s

"2
s

� dx

cos(✓)
(2.6)

Next the di↵erential strain energy in the beam is calculated. Since a first-order dis-
placement field is considered for the EB beam, the di↵erential strain in the beam due to
bending is

dU
beam,1

=
1

2
E

b

I
b

✓

@2w

@x2

◆

2

dx (2.7)

In addition to the strain energy from bending, the strain energy due to the change in
length of the beam against the force of the string must be taken into account. Assume
that the force of the string can be considered as acting only along the midline of the string-
harnessed system. Using the arc length formula and the displacement field in Eqs. (2.4)
evaluated at z = 0, the di↵erential change in length of the midline of the beam can be
determined.

d�
m

=

s

1 +

✓

@w

@x

◆

2

dx� dx ⇡ 1

2

✓

@w

@x

◆

2

(2.8)

In Eq. (2.8), the approximation is due to the truncation of the Taylor series of
p
1 + x,

centred about x = 0, after 2 terms. Using the expression for the di↵erential stretch in the
midline, the di↵erential strain energy due to the change in length of the beam against the
force of the string is

dU
beam,2

= �T
s

cos(✓)
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✓
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@x

◆

2

!

dx = �1

2
T
s
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✓

@w

@x

◆

2

dx (2.9)

Combining Eqs. (2.6), (2.7), and (2.9) the final expression for the di↵erential strain is
found.

dU
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=

(

1

2
E

b

I
b
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@2w

@x2

◆

2

+
(T
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)
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2
T
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2

)

dx (2.10)

Due to the complex final form of the strain energy, it is not immediately obvious if this will
always be positive quantity. The strain energy being a positive quantity is an important
quantity for analyzing the stability of the system.
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Finally, the di↵erential kinetic energy is determined. For the zigzag wrapping pattern,
the mass per unit length is constant throughout the system. The rotary inertia e↵ect is
ignored. Therefore, the di↵erential kinetic energy for the string-harnessed system can be
written as

dT
system

=
1

2

✓

⇢
b

A
b

+
⇢
s

A
s

cos(✓)

◆✓

@w

@t

◆

2

dx (2.11)

Second-Order Displacement Field, Green-Lagrange Strain Tensor, No String
Compressive Force

Imposing a small transverse displacement z = w(x, t) to the midline of the beam and
retaining up to second-order terms produces the following displacement field

u
x

(x, t) = �z
@w

@x
(2.12a)

u
y

(x, t) = 0 (2.12b)

u
z

(x, t) = w � z

2

✓

@w

@x

◆

2

(2.12c)

The Green-Lagrange strain tensor is calculated and employed in the calculation of the
di↵erential strain energy. The Green-Lagrange strain tensor is an exact representation
of strain and will provide additional terms, and hence accuracy, in contrast to using the
infinitesimal strain tensor. The Green-Lagrange strain tensor is defined as

"
(2)

ij

=
1

2

0

@

@u
i

@j
+

@u
j

@i
+

X

k={x,y,z}

@u
k

@i

@u
k

@j

1

A , i, j = {x, y, z} (2.13)

The superscript indicates the highest order of terms in the displacement field. Substituting
Eq. (2.12) into Eq. (2.13) we obtain the strain tensor shown in Eq. (2.14). In calculating
the strain tensor we only keep up to second-order terms.

"(2) =

2

6

4

�z @

2
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2 + z

2

2
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⌘
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0 0

0 0 0
0 0 0

3

7

5

(2.14)

Note that "(2)
xx

is the only non-zero term in the strain tensor. This is expected due to the
assumption of using a one-dimensional element to model the hybrid structure.
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The pre-strain in the string is equal to T
s

/E
s

A
s

and this strain pertains to the case
where the beam remains straight and there is no deformation. To determine the strain
along the string during vibrations a tensor transformation is used on Eq. (2.14). Since

the string wrapping angle is ✓, the strain during vibrations is "(2)
xx

cos2(✓). Consider now a
di↵erential element of the string and calculate the strain energy. Assume that the string
obeys Hooke’s law and that the strain at the centre of the string can be taken as the strain
at all the points in the cross section for a given position x.
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In Eq. (2.15) the approximation symbol is used since only terms up to second-order in
w(x, t) and its derivatives are kept. In the expression for the strain energy in the string it
is seen that there is a term with a negative coe�cient. Of interest is determining whether
or not the strain energy in the string is always a positive quantity. Completing the square

using the
⇣

@

2
w

@x

2

⌘

2

, @

2
w

@x

2 , and constant terms, the strain energy in the string can be written
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as
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Equation (2.16) clearly demonstrates that the strain energy in the string is always a positive
quantity.

Next, the strain energy in the beam is calculated. Assume that the beam obeys Hooke’s
law and the strain in the beam due to vibrations is "(2)

xx

. Consider now a di↵erential element
of the beam and calculate the strain energy.
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In Eq. (2.50) the approximation symbol is used since only terms up to second-order in
w(x, t) and its derivatives are kept. The strain energy for the beam is always a positive
quantity.

Summing Eqs. (2.15) and (2.50) the strain energy for a di↵erential element of the hybrid
system is found.

dU
system

=

(

1

2

⇥

E
b

I
b

+ E
s

A
s

z2
s

cos3(✓) + T
s

z2
s

cos(✓)
⇤

✓

@2w

@x2

◆

2

+
1

2
T
s

cos(✓)

✓

@w

@x

◆

2

� T
s

z
s

cos(✓)
@2w

@x2

+
T 2

s

2E
s

A
s

cos(✓)

)

dx (2.18)

Since the strain energy in the string and beam were shown to be positive quantities, the
total strain energy in the string-harnessed system is always positive. Since the strain
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energy is always positive, the system will be positive definite and thus the frequencies will
be positive. This indicates that for this modelling approach the system will be stable for
all possible parameter values.

For the zigzag wrapping pattern, the mass per unit length is a constant throughout the
entire system. As with the previous model, the di↵erential kinetic energy is
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Second-Order Displacement Field, Green-Lagrange Strain Tensor, With Com-
pressive Force

For the final model, the steps for determining the strain energy in the system are the same
as the previous model with the exception that a compressive force due to the string is
considered in the beam di↵erential strain energy. As such, the di↵erential strain energy in
the string is the same as Eq. (2.15).
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Since the strain energy in the string is the same as in the previous model, it is known that
the strain energy in the string is always a positive quantity.

Next consider the strain in the beam. Let the beam be pre-compressed with a force equal
in magnitude to the pre-tension in the string and acting in the same direction as the string
longitudinal axis. The initial compressive strain in the beam is therefore �T

s

cos(✓)/E
b

A
b

.

The strain energy in the beam due to vibrations is "(2)
xx

, which is the non-zero component
in Eq. (2.14) for the Green-Lagrange strain tensor assuming a second-order displacement
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field. Consider now a di↵erential element of the beam and calculate the strain energy.
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(2.21)

In Eq. (2.21) the approximation symbol is used since only terms up to second-order in
w(x, t) and its derivatives are kept. In the expression for the strain energy in the beam
it is clearly seen that for certain choices of system parameters this quantity can be made
negative. For example, the tension in the string can be made exceptionally large.

Summing Eqs. (2.20) and (2.21) the strain energy for a di↵erential element of the hybrid
system is found.
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The major di↵erence between the system di↵erential strain energy of Eqs. (2.18) and (2.22)

is the presence of term 1

2

T
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cos(✓)
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@x
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dx in Eq. (2.18). When the compressive force of

the string is considered in the beam di↵erential strain energy, the term 1

2

T
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cos(✓)
�
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dx
from Eq. (2.18) is cancelled out. Further, since the strain energy in the beam can potentially
be a negative value, the total strain of the system must be analyzed to determine under
which conditions the strain energy in the system will be positive or negative.

Using the results of completing the square for the string strain energy to obtain Eq. (2.16)
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from Eq. (2.15), the total strain energy of the system in Eq. (2.22) can be written as
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In Eq. (2.23) it can be seen that if the coe�cient of the
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term is made positive,

then the strain energy in the system will be positive at every point x. This is a stronger
condition than requiring that the total strain energy be positive when integrating over the
entire system. To achieve this positive strain at each point x, the value of the tension in
the string must be T

s

 E
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A
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/ cos(✓). Considering the upper limit for the value of tension,
this would lead to the following strain along the longitudinal axis of the beam
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The result of ✏ = 1 indicates that the beam has undergone a change in length equal to the
total length of the beam. However, this is not possible physically and thus any real world
test setup will always have a positive strain energy value. In the case of positive strain
for all system parameter values, the frequencies of the system will be positive and thus
stability is ensured.

Theoretically, the tension in the string can be made larger than E
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A
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/ cos(✓), in which
case the strain energy in the system can potentially be made negative. Consider the case
of a string with a constant height z
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(x) = z. Completing the square for the total strain
energy of the system in Eq. (2.22) leads to
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First consider the coe�cient of the term containing @
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, then the
coe�cient will always be positive for all possible system parameters. However, if z2 <
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negative. Next, consider the constant terms in Eq. (2.24). Algebraic manipulation to have
a common denominator for these constant terms results in
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Above, it is seen that if z2 � I
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then the constant terms will produce a positive value.
However, if z2 < I
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and positive otherwise. Note the the lower bound above is larger than E
b

A
b

/ cos(✓), which
was the condition for positivity in the strain energy previously determined.

To summarize the results, if z2 � I
yy

/A
b

then the strain energy in the system will
always be positive for all values of system parameters. If z2 < I
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/A
b

, then the value for
T
s

can potentially make either the coe�cient of the term containing @

2
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@x

2 or the sum of the
constant terms negative. Having one of these being negative could result in the overall
strain energy in the system being negative. This demonstrates that the wrapping pattern
being applied to the system will influence whether the strain energy in the system will
remain strictly positive for all system parameters or could become negative. However, to
reiterate, this would only be possible in a theoretical situation as the values for tension
required are larger than E

b

A
b

/ cos(✓), which is the value for which the strain in the beam
is equal to its length.

For the zigzag wrapping pattern, the mass per unit length is a constant throughout the
entire system. As with the previous model, the di↵erential kinetic energy is
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2.1.2 Homogenization of Models

In working towards the equation of motion for the free transverse vibrations of the string-
harnessed system, the total kinetic and strain energy are to be determined. For the zigzag
wrapping pattern the mass per unit length is a constant throughout the system and thus the
same di↵erential kinetic energy is found in Eqs. (2.11), (2.19), and (2.25). Integrating these
equations over the length of the system yields the kinetic energy for the entire structure
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For the strain energy in the system a homogenization technique is employed. The
homogenization technique used in this work follows an energy equivalence approach to
determine a constant coe�cient model for the string-harnessed system. This is achieved
by considering a single fundamental element of the system, determining an equivalent strain
energy per unit length, and then integrating to determine the total strain energy in the
system.

A second-order Taylor series of w(⌘, t) about the centre of a fundamental element is
substituted into the expression for the di↵erential strain energy in Eqs. (2.10), (2.18),
and (2.22). Integration is then performed over the length of the fundamental element to
determine a strain energy for the fundamental element U

e

. The strain energy per unit
length of the fundamental element is found by dividing U

e

by the length of a fundamental
element. Integrating the strain energy per unit length over the entire domain of the string-
harnessed system gives the total strain energy. The general form for the total strain energy
determined using the homogenization technique is
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The coe�cients for the modelling approaches initially considered for the string-harnessed
system are summarized.
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Coe�cients for First-Order Displacement Field, Arc Length Strain Calculation,
No String Compressive Force
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Coe�cients for Second-Order Displacement Field, Green-Lagrange Strain Ten-
sor, No String Compressive Force
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Coe�cients for Second-Order Displacement Field, Green-Lagrange Strain Ten-
sor, With Compressive Force
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In Eq. (2.30), it can be shown that h
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> 0 always holds, and
therefore C
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will always be a positive constant.

Note, the homogenized strain energy with coe�cients given in Eq. (2.30) is always
a positive quantity. This indicates that likely the spatially dependent strain energy in
Eq. (2.22) is also always a positive quantity, at least when integrated over the length of a
fundamental element. For this reason, changing the system parameters, in particular T

s

,
does not cause the strain energy to become negative. It is expected that if the spatially
dependent strain energy could be made negative through changing system parameters that
this would also be captured in the homogenization process. This is clearly seen for a
system with a constant position z

s

(x) = z, which results in the following homogenized
strain energy
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It is seen that the homogenized di↵erential strain energy and the exact strain energy
from Eq. (2.24) are identical. This means that the possibility of obtaining a negative
strain energy when z2 < I

yy

/A
b

in the spatially dependent model is also captured in the
homogenized model. Thus for a simple case it is seen that the homogenized model predicts
the mathematical possibility of instability in the system. However, it is possible that the
process of homogenization would not predict the instabilities in the system as predicted in
the exact spatially dependent strain due to the average of local e↵ects.

2.1.3 Vibration Analysis

Denote the total kinetic energy of the system in Eq. (2.26) as T
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=
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dx.
Using this and the general form for the strain energy in Eq. (2.27), the Lagrangian for
the string-harnessed system can be found. Hamilton’s principle is then applied, and the
partial di↵erential equation for the free vibration of the transverse displacement w(x, t) for
the string-harnessed system is

C
1

@4w

@x4

� C
2

@2w

@x2

+K
1

@2w

@t2
= 0 (2.31)

30



and the clamped-free boundary conditions are
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In Eq. (2.31), the first and third terms in the PDE are those relating to the bending
sti↵ness and mass per unit length of the system, respectively, as is typically seen in an
EB beam model. The second term in the PDE is due to compressive forces along the
longitudinal axis. C

2

is a positive quantity and is the magnitude of the compressive force
obtained after homogenization. If the beam was under a tensile force, the C

2

would remain
a positive quantity, since it is the magnitude, and the sign in the PDE would switch from
a subtraction to an addition. A compressive force in the system has the e↵ect of lowering
the natural frequencies.

The free-end boundary conditions in Eq. (2.32) can be interpreted as zero shear and zero
moment, respectively. With respect to the moment, the additional term in the boundary
condition with coe�cient C

4

is only present for the system model using the arc length
calculation for the stretch in the string. This term is not given a physical interpretation
since the arc length model is incorrect. With respect to the shear, the additional term in
the boundary condition with coe�cient C

2

is due to the axial compressive force. During
vibrations, changes in the location of the midline and the compressive force always being
in the x direction will introduce a shear force. Therefore the shear force at the free end of
the system is a balance between the beam shear and the shear from the compressive force.

Using separation of variables, assume the solution to Eqs. (2.31) and (2.32) is w(x, t) =
f(x)ei!t. This lead to an ordinary di↵erential equation (ODE) in terms of f(x) and the
general solution is given in Eqs. (2.33).

f(x) =A cos(↵x) + B sin(↵x) + C cosh(�x) +D sinh(�x) (2.33a)
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Applying the boundary conditions to the solution in Eqs. (2.33), the characteristic equation
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of the string-harnessed system is
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The mode shapes obtained after applying the boundary conditions are then mass nor-
malized. For the nth mode of the string-harnessed system the mode shape is
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The mass normalization conditions satisfied by the mode shapes are
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Above, �
ij

is the Kronecker delta. The response of the system can then be expressed as
w(x, t) =

P1
n=1

�
n

(x)g
n

(t), where the functions g
n

(t) are to be determined.

2.2 Initial Experimental Results

2.2.1 Analytical Frequency Response Function for Base Excita-
tion

The clamped end of the string-harnessed system is fixed to a shaker during experimental
testing. Therefore, the boundary conditions at the clamped end of the system in Eq. (2.32)
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and the PDE for the transverse vibrations is given in Eq. (2.31). In Eq. (2.38), g is the
gravitational acceleration, g

f

is a dimensionless gravitational acceleration factor, and !
s

is
the driving frequency of the shaker.

To remove the nonhomogeneous boundary condition, a function r(x, t) is introduced of
which the only requirement is to satisfy the same boundary conditions as w(x, t). Take
r(x, t) = gg
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sin(!
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t)/!2

s

. Let y(x, t) = w(x, t) � r(x, t), and make this substitution into
the PDE of Eq. (2.31) and the boundary conditions listed in Eq. (2.38). The new PDE in
terms of the function y(x, t) is
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and the boundary conditions are
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The frequencies and mode shapes are then determined by considering the unforced sys-
tem; the results are those listed in Eqs. (2.34)-(2.37). Thus, the solution for the PDE in
Eq. (2.39) can be expressed as y(x, t) =
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Because of the orthogonality condition for the mode shapes, substituting the series
solution for y(x, t) into the PDE, multiplying by �
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The steady-state solution for the ith modal equation is then
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Therefore, the steady-state solution for the original system can be found as
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The analytical expression for the FRF is then found by dividing Eq. (2.43) by the
amplitude of the acceleration and taking the magnitude.
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Here, the variable x denotes the sensing location measured from the clamped end of the
system.

2.2.2 Experimental Setup

Figure 2.3 shows the test setup used for FRF validation of the homogenized models for the
string-harnessed system. The experiments are conducted using a Modal Shop 2075E dual
purpose electrodynamic shaker controlled by an LMS SCADAS mobile data acquisition
system. The LMS SCADAS controls the shaker base acceleration using the Sine Control
module. A feedback loop in the LMS Test Lab software uses a PCB Piezotronics 352A24
accelerometer to ensure the desired acceleration is met. A Polytec OFV-505 laser vibrom-
eter and Polytec OFV-5000 vibrometer controller are used for the FRF measurements of
the system. The LMS data acquisition system is also used for the laser measurement data
processing. A Modal Shop 2050E09 power amplifier is used to provide the excitation signal
produced by the LMS unit to the shaker.

The pre-tension in the string is applied using a hanging mass of known weight while
wrapping the string around the beam. Caution is taken during wrapping the string to
eliminate motion in the hanging mass in order to allow for a steady force application and
to avoid variation of tension during the wrapping. Figure 2.4 shows the harnessed beam
mounted on the shaker base for the experiments. As shown in this figure, the harnessing
string is tied through a small hole located at the free end of the beam. Additionally, there

34



Figure 2.3: Experimental setup for FRF measurement.

is a small section of beam that extends beyond the clamp. This small section of beam is
used to facilitate the clamping process of the string-harnessed system to the shaker. Lastly,
a small square of reflective tape is used to improve the accuracy of the measurements from
the laser vibrometer.

2.2.3 Experimental Results and Comparison of Modelling Ap-
proaches

An aluminum alloy 6061 beam specimen is used as the host structure. The clamped beam
has dimension of 0.01306 m width, 0.00146 m thickness, and 0.251 m length. The modulus
for the aluminum alloy 6061 is 68.9 GPa, and the density is 2768 g/m3. A sensing location
of 0.052 m from the clamped end was chosen so that it does not coincide with any nodes
of the system within the frequency range of interest.

A constant base acceleration results in a smaller displacement amplitude for higher
frequencies. The smaller amplitude results in a smaller accuracy in obtaining the laser
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Figure 2.4: String-harnessed beam mounted on shaker.

measurements. Therefore, the FRFs are obtained individually for each mode during which
both the laser sensitivity and shaker acceleration were adjusted to ensure optimal results.
Table 2.1 presents the acceleration values used for the test.

Table 2.1: Acceleration profile used in initial experiments

Mode Acceleration (g
f

) Resonance (g
f

) Anti-resonance (g
f

)
1 0.05 0.03 0.2
2 1 0.1 1.2
3 1 0.5 3.5

As an initial step, the experimental FRFs for the host structure only, i.e., an un-
wrapped beam, are compared to the analytical FRFs using an undamped EB beam model.
The results are presented in Fig. 2.5, and the natural frequencies for the analytical and
experimental results are listed in Table 2.2.
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Figure 2.5: Analytical and experimental FRFs for the unwrapped beam.

Table 2.2: Experimental and analytical frequencies, in Hz, for the unwrapped beam

Mode
1 2 3

Experiment 18.58 116.50 326.95
EB Model 18.64 116.79 327.01
% Error 0.3 0.25 0.02

As it is observed in Fig. 2.5, the analytical FRF matches that of the experiment quite
well. This is expected considering the large length-to-thickness ratio for the beam. As
shown in Table 2.2, there is good agreement between the analytical model and the experi-
mental natural frequencies. As expected, the analytical model overpredicts the frequencies
due to exclusion of shear or rotary inertia e↵ects in the model. Since the results match
quite well, this removes any uncertainty in the ability of the clamping mechanism to truly
restrict displacement and slope to zero. The errors that are present in the results are likely
due to human error in clamping the beam such that it is perpendicular to the clamp and
the presence of the small through hole at the free end of the beam.

Next consider a string-harnessed system. For the string harness, 3 PowerPro Super
8 Slick 80lb break strength fishing lines are used. Multiple string are used in the test to
ensure that the sti↵ening e↵ect, as well as the added mass of the strings, is significant to the
system. The material properties for the string are listed in Table 2.3. The string modulus
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was determined experimentally by performing a tension test. Table 2.3 also presents the
details of the test setup.

Table 2.3: Initial string-harnessed system test setup

String Type Power Pro
String Radius (mm) 0.20955
String Modulus (GPa) 128.04
String Density (kg m-3) 1400
Pretension per String (N) 13.3
Number of Strings Used 3
Number of Fundamental Elements 5
Sensing Location (m) 0.052

The experimental result for the FRF of the test outlined in Table 2.3 is compared to the
FRFs for the various string-harnessed system modelling approaches derived in Eq. (2.44).
The experimental and analytical results for the first 3 modes of the system are presented in
Fig. 2.6. The experimental and analytical natural frequencies are presented in Table. 2.4.
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Figure 2.6: Analytical and experimental FRFs for the string-harnessed system.
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Table 2.4: Comparison of experimental string-harnessed natural frequencies, in Hz, to
string-harnessed models

Mode
1 2 3
Experimental

Frequency 19.42 121.25 340.6
Mass Updated

Frequency 18.52 116.04 324.92
% Error -4.65 -4.30 -4.60

Arc Length Strain
Frequency 21.91 130.42 361.99
% Error 12.83 7.56 6.28

G.-L., No Compressive Force
Frequency 37.51 152.18 370.88
% Error 93.14 25.51 8.89

G.-L., With Compressive Force
Frequency 19.55 122.52 343.07
% Error 0.67 1.05 0.72

It is quite evident in Fig. 2.6 that amongst the four considered models that using
the Green-Lagrange strain tensor with the string compressive force on the beam provides
the most accurate result. In addition to the amplitude of the FRFs matching very well,
Table 2.4 shows that the percentage of error in predicting the first three natural frequencies
is no more than 1.05% for this model. This is significantly better than the other proposed
models where the smallest absolute percentage error in predicting the frequencies is 4.30%.
Some potential sources of error in the experimental results can be the small knot used to
tie the strings at the free end of the system, applying the wrapping pattern perfectly along
the beam, and ensuring that the tension in the strings is exactly constant throughout the
system. However, care is taken in particular with the application of the wrapping pattern
and the weight used to tension the strings to reduce the e↵ect of these uncertainties and
produce repeatable test measurements.

When a compressive axial force is applied to a beam, the natural frequencies of the
system decrease. As expected, including the compressive force of the string on the host
structure decreases the natural frequencies when compared to the case with no compressive
force. Comparing the two models that use the Green-Lagrange strain tensor, it is seen that
the impact of omitting the compressive force on the beam due to the string is significant.
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Furthermore, the arc length strain model predicts frequencies between the Green-Lagrange
strain models with and without the string compressive force. This is due to the model
taking into account the work done by the beam against the string but only assuming that
this takes place along the midline of the beam.

In Table 2.4 it is seen that the mass updated model underpredicts the frequencies of
the system. This is expected since this model only takes into account the added mass of
the string, which lowers the frequency, and does not consider the sti↵ening e↵ect, which
would increases the frequency. These results clearly highlight that the sti↵ening e↵ect of
the string is not negligible.

From the results presented in Fig. 2.6 and Table 2.4, the modelling technique employ-
ing a second-order displacement field, the Green-Lagrange strain tensor, and the string
compressive force acting everywhere on the beam should be used for further analysis. Of
particular interest are the mass and sti↵ness e↵ects of the string harnesses for varying sys-
tem parameters. From this point forward, both the diagonal and zigzag wrapping patterns
presented in Fig. 2.2 will be considered.

2.3 Mass and Sti↵ness E↵ects of String-Harnessed Sys-
tems

The assumptions imposed on the string-harnessed system in Section 2.1 are still assumed to
hold true. The homogenization theory approach previously used for the kinetic and strain
energy derivations for transverse vibrations along the z-axis may also be used in deriving
the dynamics of other coordinates of vibrations. As such, the results for the transverse
along the y-axis, longitudinal, and torsional vibrations using this theory are also presented.

2.3.1 Kinetic Energy

Transverse w(x, t)

As in Section 2.1.1, the assumption of small transverse displacement allows rotatory inertia
e↵ects to be neglected. The kinetic energy for an arbitrary fundamental element of the
hybrid structure can be found using
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From substitution of the second-order displacement field in Eqs. (2.12):
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The approximation is a result of keeping only up to second-order terms with respect to
w(x, t) and its derivatives. Applying the process of homogenization, the velocity at the
centre of the fundamental element, @w

@t

(L/2, t), is taken as constant for the entire funda-
mental element. Then for a given wrapping pattern T

e

is calculated. In the case of the
diagonal wrapping pattern care must be taken as there is a lumped mass at the right end
of the fundamental element.

Once T
e

has been calculated it is divided by the length of the fundamental element. This
produces a kinetic energy per unit length that is constant and taken to be an approximation
of the kinetic energy per unit length for the entire string-harnessed system. The total
kinetic energy can be expressed as
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The constant coe�cient K
1

is determined by the wrapping pattern for the string that is
being considered.

Transverse v(x, t)

For motion along the y-axis the coordinate of vibration of interest is v(x, t). The total
kinetic energy in a fundamental element is given by
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Applying the same process of homogenization as presented for transverse w vibrations the
total kinetic energy in the string-harnessed system can be expressed as
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The coe�cient K
1

is determined by the wrapping pattern in consideration.

Longitudinal u(x, t)

For motion along the x-axis the coordinate of vibration of interest is u(x, t). The total
kinetic energy in a fundamental element is given by
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Applying the process of homogenization presented in this work the total kinetic energy in
the string-harnessed system can be expressed as
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The constant coe�cient K
1

is determined by the wrapping pattern for the string that is
being considered.

Torsional ✓
x

(x, t)

For twist about the x-axis the coordinate of vibration of interest is ✓
x

(x, t). The total
kinetic energy in a fundamental element is given by
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where y
s

(x) and z
s

(x) denote the y- and z-coordinate of the centre of the string. Apply-
ing the process of homogenization the total kinetic energy in the hybrid system can be
expressed as
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The coe�cient K
1

is a constant that is determined by the wrapping in consideration.
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2.3.2 Strain Energy

Transverse w(x, t)

Recall the Green-Lagrange strain tensor from Eq. (2.14).
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Since "(2)
xx

is the only non-zero term in the strain tensor, this signifies that there will be no
strain energy due to the vibration in the sections of string that are only in the yz-plane of
the hybrid structure; this only occurs for the diagonal wrapping pattern.

The calculation for the di↵erential strain energy in the string was performed in Sec-
tion 2.1.1 and the final result given in Eq. (2.15) is stated below.
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The calculation for the di↵erential strain energy in the beam with the string compressive
force was done in Section 2.1.1 and the final result given in Eq. (2.21) is stated below.
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In Eq. (2.50), I
yy

= bh3/12 is the second moment of area about the y-axis.

Summing Eqs. (2.15) and (2.50) the strain energy for a di↵erential element of the hybrid
system is found.
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It is noted that in the development of Eq. (2.51) it is assumed that the longitudinal direction
of the string is either in the xz- or xy-plane.

The homogenization technique outlined in Section 2.1.2 is applied to Eq. (2.51). As
mentioned, Eq. (2.51) includes only the strain energy of segments of the string that lie
on the xz- and xy-plane. This means that for the case of the diagonal wrapping pattern
the strain energy due to pre-tension of the string in the yz-plane must be added to the
result of the integration of Eq. (2.51) during homogenization. The total strain energy in
the string-harnessed system can be expressed as
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The constant coe�cients C
1

, C
2

, and C
3

are determined by the wrapping pattern for the
string that is being considered. The coe�cients of the kinetic and strain energy terms for
the two periodic wrapping patterns shown in Fig. 2.2 are found using the method presented
in the previous and current sections. These coe�cients are listed in Sections 2.3.3 and 2.3.4.

Transverse v(x, t)

Keeping up to second-order terms the non-zero Green-Lagrange strain tensor element for
the v coordinate of vibration is
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Using Eq. (2.53) the di↵erential strain energy in the string-harnessed system can be found
as
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Applying the process of homogenization presented in the current work the total strain
energy in the string-harnessed can be expressed as
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The constant coe�cients C
1

, C
2

, and C
3

are determined by the wrapping pattern for the
string in consideration. The coe�cients of the kinetic and strain energy terms for the two
wrapping patterns are listed in Sections 2.3.3 and 2.3.4.

Longitudinal u(x, t)

Keeping up to second-order terms the non-zero Green-Lagrange strain tensor element for
the u coordinate of vibration is
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Using Eq. (2.56) the di↵erential strain energy in the hybrid system can be found as
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For the u coordinate of vibration a first-order Taylor series of u(⌘, t) about the centre of
a fundamental element is used in the homogenization process. The total strain energy in
the string-harnessed system can be expressed as
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The coe�cients C
1

and C
2

are constants that are determined by the wrapping pattern
applied to the string. The coe�cients of the kinetic and strain energy terms for the two
wrapping patterns are listed in Sections 2.3.3 and 2.3.4.
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Keeping up to second-order terms the non-zero Green-Lagrange strain tensor elements for
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Using Eq. (2.59) the di↵erential strain energy in the string-harnessed system when the
string is on the top or bottom of the beam, z = ±h/2, can be found as
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In Eq. (2.60) J = bh3
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gular cross section when h < b and G
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is the shear modulus of the beam. The di↵erential
strain energy in the harnessed system when the string is on the side of the beam, y = ±b/2,
is given by
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For the ✓
x

coordinate of vibration a first-order Taylor series of ✓
x

(⌘, t) about the centre of
a fundamental element is used in the homogenization process. The total strain energy in
the hybrid system can be expressed as
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The constant coe�cients C
1

, C
2

, and C
2

are determined by the wrapping pattern applied
to the string. The coe�cients of the kinetic and strain energy terms for the two wrapping
patterns are listed in Sections 2.3.3 and 2.3.4.

2.3.3 Coe�cients for the Diagonal Wrapping Pattern

For the diagonal wrapping pattern shown in Fig. 2.2a the length of a fundamental element
is L = 2b/ tan(✓) and the centre of the string in the local Cartesian coordinates is:

(⌘, y, z) =
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⌘, tan(✓)⌘ � b, h
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, 0  ⌘  L
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Transverse w(x, t)
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It can be shown that h
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> 0 always holds and therefore C
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will always be a
positive constant.

Transverse v(x, t)
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In Eq. (2.64), I
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= b3h/12. It can be shown that b
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> 0 always holds and
therefore C
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will always be a positive constant.

Longitudinal u(x, t)
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In Eq. (2.66), I
xx

= I
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is the polar moment of inertia. It can be shown that
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2.3.4 Coe�cients for the Zigzag Wrapping Pattern

The notation in the following sections is the same as for the diagonal wrapping pattern.
As outlined in Section 2.1, for the zigzag wrapping pattern shown in Fig. 2.2b the length
of a fundamental element is L =

�

4b+ 4h
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/ tan(✓) and the centre of the string in the local
Cartesian coordinates is:
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Note that h
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a positive constant.
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In Eq. (2.68) it can be shown that b
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In Eq. (2.70) it can be shown that
�

b+ h
�

2

/3 � J/A
b

> 0 always holds and therefore C
1

is always a positive constant.

2.3.5 Vibration Analysis

Transverse w(x, t)

From the total kinetic and strain energy in Eqs. (2.46) and (2.52) the Lagrangian for the
string-harnessed system can be found. Hamilton’s principle is then applied and the PDE
for the free vibration of the transverse displacement w for the string-harnessed system is

C
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@4w

@x4

+K
1

@2w

@t2
= 0 (2.71)

and the boundary conditions at the endpoint x⇤ = 0 or l are:

w(x⇤, t) = 0 or
@3w

@x3

(x⇤, t) = 0 (2.72a)

@w

@x
(x⇤, t) = 0 or C

1

@2w

@x2

(x⇤, t) = �C
2

(2.72b)

The boundary conditions in the left column represent geometric boundary conditions while
the boundary conditions in the right column are typically referred to as the natural bound-
ary conditions.

To proceed with the vibration analysis a time-independent solution to the problem of
Eqs. (2.71) and (2.72) is introduced and denoted w

e

(x). Physically this corresponds to an
equilibrium solution. Performing the substitution w(x, t) = w(x, t) + w

e

(x) in Eqs. (2.71)
and (2.72) leads to a PDE with respect to the new function w(x, t) whose boundary con-
ditions are homogeneous. Since w

e

(x) is time independent the frequencies of vibration
determined from the PDE in terms of w(x, t) will be the same as the those of the original
PDE in terms of w(x, t).
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= 0 (2.73)

w(x⇤, t) = 0 or
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(x⇤, t) = 0 (2.74a)
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(x⇤, t) = 0 or
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(x⇤, t) = 0 (2.74b)
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In order to find the natural frequencies of the system the solution for the function
w(x, t) must be found. Using separation of variables the solution to the PDE and boundary
conditions of Eqs. (2.73) and (2.74) can be found. Subsequently, the natural frequencies for
the system may be found as !ECM

n

= µ2

n

p

C
1

/K
1

, where the superscript ECM denotes the
equivalent continuum model for w resulting from applying the homogenization method to
the hybrid structure using a string model. The mode shape parameters µ

n

are determined
by solving the characteristic equation, [62]. In this work attention is given to clamped-
clamped, clamped-free, and free-free boundary conditions.

Transverse v(x, t)

Hamilton’s principle is applied using Eqs. (2.47) and (2.55) and leads to the PDE in the
form
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and the boundary conditions at the endpoint x⇤ = 0 or l are:
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Similar to what was done for the transverse vibrations for w a time-independent solution
is found to eliminate the non-homogeneous boundary conditions. This leads to:

C
1

@4v

@x4

+K
1

@2v

@t2
= 0 (2.77)
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The natural frequencies for the system may be found as !ECM

n

= µ2

n

p

C
1

/K
1

, where the
superscript ECM denotes the equivalent continuum model for v resulting from applying the
homogenization method. The mode shape parameters µ

n

are determined by the imposed
boundary conditions.
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Longitudinal u(x, t)

Hamilton’s principle is applied using Eqs. (2.48) and (2.58) and leads to the PDE in the
form

K
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@2u

@x2

(2.79)

and the boundary conditions at the endpoint x⇤ = 0 or l are:

u(x⇤, t) = 0 or
@u

@x
(x⇤, t) = 0 (2.80a)

The natural frequencies for the system may be found as !ECM
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= µ2

n

p

C
1

/K
1

, where the
superscript ECM denotes the equivalent continuum model for u resulting from applying the
homogenization method. The mode shape parameters µ

n

are determined by the imposed
boundary conditions.

Torsional ✓
x

(x, t)

Hamilton’s principle is applied using Eqs. (2.49) and (2.62) and leads to the PDE in the
form
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and the boundary conditions at the endpoint x⇤ = 0 or l are:
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A time-independent solution is found to eliminate the non-homogeneous boundary condi-
tions. This leads to the PDE in the form of
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The natural frequencies for the system may be found as !ECM
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, where the
superscript ECM denotes the equivalent continuummodel for ✓

x

resulting from applying the
homogenization method. The mode shape parameters µ

n

are determined by the imposed
boundary conditions.
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2.3.6 Discussion of Boundary Conditions for Transverse w(x, t)

For a beam theory in which the strain tensor is expanded up to the first order in z, where
z is measured along the thickness of the beam, the boundary conditions can be interpreted
in terms of common notions such as displacement, slope, moment, and shear force. For
example, a clamped-free Euler-Bernoulli beam with the only non-zero strain tensor element
✏
xx

= �z @

2
w

@x

2 will have no displacement or slope at the clamped end and no moment or
shear at the free end. This strain tensor is what is commonly seen in deriving the transverse
motion in the Euler-Bernoulli beam.

However, in the current work, the addition of a string harness and the need for including
higher order terms in the displacement field and the strain tensor mandates that extra
care be taken when interpreting the boundary conditions. As an example, consider the
natural boundary condition of Eq. (2.72b) for the zigzag wrapping pattern. In this case
the boundary condition is
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While it may be tempting to reduce this to @

2
w

@x

2 (x⇤, t) = 0 and immediately conclude that
there is no moment at a free end, some care must be taken.

Following the method outlined in [117] for laminated composite plates and shells, the
authors of [44] developed the general equation of motion for an Euler-Bernoulli composite
beam with higher orders of z in the strain tensor. The PDE for the transverse displacement
is then given by
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where m is the mass per unit length of the system. The quantities (N
x

,M
x

, P
x

) =
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(1, z, z2) dA are the stress resultants. N
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and M
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correspond physically to the
in-plane force and the bending moment, respectively, while P
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is a higher-order stress
resultant. The boundary conditions at x⇤ = 0 or l are:
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For the hybrid systems in this thesis the stress resultants are calculated using the
definition (N

x

,M
x

, P
x

) =
R

Area

�
xx

(1, z, z2) dA. The integration is performed across the
entire cross-sectional area of the hybrid system and will thus have a component due to the
beam and another component due to the string. In calculating the stress resultant from
the string recall that the value of the stress at the centre of the string is assumed to be
the value for the entire cross section of the string. The method of homogenization used
in developing the continuum model is then applied. This means an arbitrary fundamental
element is considered and the Taylor series for the displacement about the centre of the
element is assumed. Integrating over the length of the fundamental element and then
dividing by the total length of the element yields the final results for N

x

, M
x

, and P
x

.
Throughout these steps only constant terms in N

x

and P
x

, and linear terms in w(x, t) and
constant terms for M

x

are kept. The stress resultants were truncated in this manner to
ensure that the final PDE for the hybrid system was linear with respect to w(x, t).
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Returning to the natural boundary condition for the zigzag wrapping pattern in Eq. (2.85)
the correct way of looking at this boundary condition is
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The form of Eq. (2.88) can be obtained by directly substituting the values for N
x

, M
x

, and
P
x

for the zigzag wrapping pattern into Eq. (2.87b) and also by rearranging the boundary
condition in Eq. (2.85). This shows that the bending moment at a free end does not vanish
in the hybrid system due to the higher-order stress resultants. After truncation of the
stress resultants, it can be seen that the moment in the system, M

x

, and the term P
x

@

2
w

@x

2
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are similar in form. This is why the boundary condition in Eq. (2.88) can be reduced to
@

2
w

@x

2 (x⇤, t) = 0, which is equivalent to no moment at the free end. In the more general case
this approach must be taken so that the proper interpretation of the boundary conditions
can be made.

A final note will be made with regard to the natural boundary condition of the diagonal
wrapping pattern given by Eq. (2.72b). In this case we have
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The form of Eq. (2.89) can be obtained by directly substituting the values for N
x

, M
x

,
and P

x

for the diagonal wrapping pattern into Eq. (2.87b) and also by rearranging the
boundary condition in Eq. (2.72b) with the coe�cients C

1

and C
2

for the diagonal wrapping
pattern. As it can be seen, the moment in the system is composed of two parts, one that
is related to the bending sti↵ness of the hybrid system and another that is equal to the
initial moment produced by the tensioned string when the beam is perfectly horizontal. As
was the case for the zigzag wrapping pattern, the bending moment in the system with a
diagonal wrapping pattern also does not vanish at a free end due to the higher-order stress
resultants. In the transformation of the PDE from being in terms of w(x, t) to w(x, t)
via w(x, t) = w(x, t) + w

E

(x), where w
E

(x) is a time-independent solution, the constant
T
s

h cos(✓) from the boundary condition is removed. This change of variable was made
in Section 2.3.5 with the goal of eliminating this constant and obtaining homogeneous
boundary conditions. In this case Eq. (2.89) becomes
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The terms are similar in form and the boundary condition can be simplified to @

2
w

@x

2 (x⇤, t) =
0. Again, this only tells us that for the assumptions we have made that the boundary
condition is equivalent to no moment at the free end for the system in terms of w(x, t).

2.3.7 Finite Element Analysis

The finite elements analysis (FEA) method employed in this work allows displacement
along the x, y, and z-axis as well as twist about the x-axis. It is assumed that cross
sections of the beam remain perpendicular to the neutral axis during bending; this is
a good assumption for structures with fairly large length to width ratio. Therefore, 4
independent coordinates of vibrations are considered for the FEA analysis as shown. The
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following displacement field that employs up to the second-order terms in the Taylor series
expansion can be presented as follows
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Above, u(x, t), v(x, t), and w(x, t) are the displacements along the x, y, and z-axis, respec-
tively, and ✓

x

(x, t) is the twist angle about the x-axis. The Green-Lagrange strain tensor is
then calculated for the FEA displacement field and up to second-order terms are kept. See
Appendix A for the Green-Lagrange strain tensor used in the FEA method. Although it
was assumed that cross sections remain perpendicular to the neutral axis during bending,
shear strains appear due to coupling between the various coordinates of vibrations and
using the Green-Lagrange strain tensor. This is clearly shown in Appendix A, Eq. (A.1).
The objective of the fully coupled FEA is to demonstrate that the assumption of decoupled
coordinates of vibration to obtain the equivalent continuum models is valid.

Due to the presence of the pre-tensioned string in the system the beam is initially
compressed and is also subject to a pre-twist. The initial compression in the beam is ac-
counted for in the same manner as in the homogenized model. That is, the projection of the
pre-tension in the string along the longitudinal direction of the beam causes compression.
Similarly, the projection of the pre-tension in the string onto the yz-plane at every point
along the beam is assumed to cause a pre-twist. The initial twist in the beam is determined
using the torsion formula. The initial shear at each point along the beam is determined
using the beam shear formula. Using the Green-Lagrange strain tensor, and including all of
these initial e↵ects, the di↵erential strain and kinetic energy of the string-harnessed system
can be found for the FEA model. In this calculation only up to second-order terms are
kept, also the rotatory inertia e↵ect is neglected. The FEA di↵erential strain and kinetic
energy expressions are listed in Appendix A, Eqs. (A.2) to (A.4). As it may be observed
from these expressions, coordinates of vibrations u(x, t), v(x, t), w(x, t), and ✓

x

(x, t) are
coupled due to presence of the string in the system.

The nodal displacement parameters for an arbitrary node i are denoted by u
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(t). The
interpolation function relating a single coordinate of vibration between any two nodes is
a third order polynomial a
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(t) + a
2

(t)x+ a
3

(t)x2 + a
4

(t)x3 where the coe�cients a
j

(t) are
determined in terms of the nodal parameters.
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Of interest from the FEA are the FRFs for the longitudinal displacement, u, the two
transverse displacements, v and w, and the twist, ✓

x

. The following arbitrary system
parameters are for numerical simulations throughout the remainder of this work

b = 0.01m h = 0.0015m l = 0.25m

E
b

= 6.89⇥ 1010 N/m2 ⇢
b

= 2700 kg/m3 r
s

= 0.00035m

E
s

= 1.5⇥ 1011 N/m2 ⇢
s

= 1400 kg/m3 T
s

= 25N

G
b

= 2.6⇥ 1010 N/m2

These values represent the properties of a harnessed aluminum beam made of 10 fundamen-
tal elements. In building the FEA model each fundamental element of the string-harnessed
system is sub-divided into 30 sections of equal length. Thus the FEA model contains a
total of 300 elements.

Consider the FRFs for a clamped-clamped string-harnessed system for both wrapping
patterns, presented in Fig. 2.7. The sensing and actuation location is taken to be x = l/10
in all four FRFs and the legend in Fig. 2.7 denotes to which coordinate of vibration each
FRF is related.

0 2000 4000 6000 8000 10000 12000

10
−10

10
−5

10
0

Frequency, Hz

R
e

ce
p

ta
n

ce

 

 

u v w

✓

x

(a) Diagonal

0 2000 4000 6000 8000 10000 12000

10
−10

10
−5

10
0

10
5

Frequency, Hz

R
e

ce
p

ta
n

ce

 

 

u v w

✓

x

(b) Zigzag

Figure 2.7: FRFs from the FEA for clamped-clamped boundary conditions

As explained previously, from the di↵erential strain and kinetic energy expressions of
the FEA model it is known that the motions of the string-harnessed system are coupled.
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As shown in Fig. 2.7, for each dominant mode the peaks pertaining to that mode is quite
conspicuous and it can be seen that di↵erent coordinates of vibrations are in fact lightly
coupled for the given system parameters. This type of behaviour occurs for both wrapping
patterns given clamped-clamped (CC), clamped-free (CF), or free-free (FF) boundary con-
ditions, as shown in Figs. 2.8 and 2.9. Driving point FRFs are used for this analysis with
an actuation and sensing location at x = l/10 for the CC boundary conditions and the free
end for the CF and FF boundary conditions. Caution was taken to make sure that the
sensing locations do not correspond to the node locations for any of the mode within the
desired frequency range. As explained before the FEA is a full-scale model that exhibits
coupling between various coordinates of vibrations.
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Figure 2.8: FRFs from the FEA for the diagonal wrapping pattern.
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Figure 2.9: FRFs from the FEA for the zigzag wrapping pattern.

2.3.8 Model Validation

In this section the FRFs for the equivalent continuum models (ECMs) previously derived
for the 4 coordinates of vibrations are listed and compared to those from the full-scale
FEA. The FRFs obtained from the ECM for each PDE represents the dominant dynamic
behaviour for that coordinate of vibration. Some of the FRF results for these coordinates
of vibrations for the two wrapping patterns are presented in Figs. 2.10 and 2.11. Tables 2.5
and 2.6 present the natural frequency comparisons between the homogenized model and
the FEA for all boundary conditions and both wrapping patterns. In these tables the
superscripts for the ECM frequency values denote which coordinate of vibration they cor-
respond to. For FF boundary conditions there are two mode shapes associated to rigid
body motion for each of the transverse coordinates, v and w, as well as one mode shape for
the coordinates of vibration u and ✓

x

. Mode shapes were examined to assure of an accurate
comparison between the corresponding frequencies in each mode for the two models. Some
of these mode shapes are plotted for comparison in Figs. 2.12 to 2.15.
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Figure 2.10: FEA and ECM comparison for various coordinates of vibrations for diagonal
wrapping pattern and clamped-free boundary conditions.
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Figure 2.11: FEA and ECM comparison for various coordinates of vibrations for zigzag
wrapping pattern and free-free boundary conditions.
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Figure 2.12: FEA and ECM mode shape comparison for u coordinate of vibration for
zigzag wrapping pattern and clamped-free boundary conditions.
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Figure 2.13: FEA and ECM mode shape comparison for v coordinate of vibration for
zigzag wrapping pattern and clamped-free boundary conditions.
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Figure 2.14: FEA and ECM mode shape comparison for w coordinate of vibration for
zigzag wrapping pattern and clamped-free boundary conditions.
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Figure 2.15: FEA and ECM mode shape comparison for ✓
x

coordinate of vibration for
zigzag wrapping pattern and clamped-free boundary conditions.

It can be seen in Figs. 2.10 and 2.11 that the ECM results matches very well with
the FEA in its predictions for all the coordinates of vibrations. For the torsional motion,
✓
x

, in the zigzag wrapping pattern the results exhibit a larger error. This is due to the
strain energy derivations for the ECM that will be further discussed. The sharp peaks
shown in the FEA pertain to the coupling of the coordinate shown to other coordinates of
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vibrations. It should be noted that these frequencies are captured by the ECM for other
coordinates as it is also shown in these figures. Additionally, in Tables 2.5 and 2.6 it is
noted that the collection of the predicted natural frequencies for all the 4 coordinates of
vibrations by ECM match very well with those from the FEA. This further indicates that
the decoupled dynamics presented by this ECM for the 4 coordinates of vibrations give an
accurate prediction for the dynamics of this system. Further discussions on the limitations
of this assumption and how the frequency errors change for various system parameters will
follow.

The errors in predicting the natural frequencies for the two transverse vibrations are
typically smaller for the zigzag pattern. The higher error in the diagonal wrapping pattern
can be attributed to the sections of string that are in the yz-plane, i.e., that do not
project longitudinally along the beam. Therefore, as the string mass for those sections
are distributed along the fundamental element in the ECM instead of being modelled as
lumped masses, this results in slightly higher errors for the diagonal pattern. This is in
contrast to the zigzag pattern in which the mass per unit length for the entire system is
constant as represented by the coe�cient K

1

. For the longitudinal motion, u, the error
between the ECM and the FEA was similar for both wrapping patterns.

The ECM model also predicts the dynamics of the torsional mode very accurately for
the diagonal model however this error appears to increase to around 9% for the zigzag
wrapping pattern. The string’s sti↵ening e↵ect varies significantly from the top/bottom
to the sides of the beam for the zigzag pattern due to the larger distance from the centre
of the beam cross section for the string sections on the sides. As a result, averaging
the strain energy of the string within the fundamental elements induces a source of error
for the frequency predictions for the torsional mode. Additionally, for the given system
parameters the di↵erential torsional strain energy for the string on the side is quite large
compared to that of the beam. This can be seen when comparing Eqs. (2.60) and (2.61).
In the case of the diagonal wrapping pattern only the section of the string on the top
contributes to the torsional strain energy. This means that the di↵erential strain energy
due to twist is the same at every point along the system and thus the averaging performed
in the homogenization process will yield a more accurate ECM for this wrapping pattern.
Figure 2.16 presents the results for the torsional modes for the zigzag pattern for the same
beam with a larger thickness to demonstrate how the accuracy of the ECM can be a↵ected
once a di↵erent set of system parameters is chosen. As it is shown in this figure, for the
case of the thicker beam the ECM presents a much better accuracy for the torsional mode.
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Figure 2.16: FEA and ECM comparison for ✓
x

coordinate for the zigzag pattern (b = h =
0.01 m).

A major emphasis is placed on the transverse bending w in this work as presented in
this section. The FRFs for the ECM model containing the first ten natural frequencies
corresponding to non rigid-body motion are presented in Figs. 2.17 and 2.18. Also plotted
are the FEA FRF results for the actuation and sensing along the z-axis at the same location
as the ECM for both the harnessed beam and an unwrapped beam that is presented by an
Euler-Bernoulli (EB) model.
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Figure 2.17: FRF comparisons between the harnessed and unwrapped beam for diagonal
wrapping pattern.
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Figure 2.18: FRF comparisons between the harnessed and unwrapped beam for zigzag
wrapping pattern.

It is observed that the FRFs from the ECM model agree very well with the FEA model.
As previously noted, the ECM model over-predicts the natural frequencies of the harnessed
system compared to the FEA. The largest absolute percentage of error in predicting the first
10 natural frequencies for the w-coordinate is 1.951% for the diagonal wrapping pattern
and 1.205% for the zigzag. Figures 2.17 and 2.18 clearly show the significance of including
the string e↵ects in the model.

Homogenization techniques attempt to model the dynamic behaviour of a structure
generally of a repeated pattern through some form of approximation for the repeated
fundamental element. This method has several advantages compared to FEA and numerical
solutions for its simplicity and closed-form solutions that are obtained for the governing
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PDEs, as well as significantly smaller computational time. However, dependent upon the
geometry of the system the method can become erroneous particularly for the higher modes.
One important aspect is to examine the number of fundamental elements per wavelength
of the mode of interest. For modes in which the number of fundamental elements per unit
wavelength is less than 1, the model essentially becomes inaccurate.

2.3.9 E↵ects of Pre-Twist on System

In developing the equivalent continuum model for the transverse vibrations it is assumed
that the initial twist of the beam due to the wrapped string is negligible. Failure to assume
so will result in the violation of the periodicity condition for the structure’s geometry that is
mandated for obtaining a continuum model. Table 2.7 presents the initial twist experienced
by the structure for both wrapping patterns and all the boundary conditions.

Table 2.7: Maximum twist due to pre-tensioned string

Boundary Condition Diagonal Zigzag
Clamped-Clamped 0.293� 0.886�

Clamped-Free 0.585� 1.772�

Free-Free 0.585� 1.772�

As it is shown in Table 2.7, the maximum twist value for the zigzag wrapping pattern
is always larger than the diagonal wrapping pattern for a given set of boundary conditions.
This occurs mainly because for a given number of fundamental elements the wrapping
angle in the zigzag pattern is always larger than the diagonal. This results in an overall
larger torque for the system with the zigzag pattern. To quantify the impact of the initial
twist on the prediction of the natural frequencies and the FRFs for transverse vibrations,
two FRFs from FEA simulations are compared in Figs. 2.19 and 2.20. The first is the FRF
from the FEA of an initially twisted beam, as presented in section 2.3.7, and the second is
the FRF ignoring the initial twist while accounting for the pre-tension in the string. The
numeric values for the frequencies for each case are also listed and compared in Tables 2.8
and 2.9.
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Figure 2.19: Comparisons between FRFs for transverse vibrations, w, including and ex-
cluding the initial twist for diagonal wrapping pattern.
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Figure 2.20: Comparisons between FRFs for transverse vibrations, w, including and ex-
cluding the initial twist for zigzag wrapping pattern.
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Table 2.8: FEA natural frequencies including and excluding initial twist for transverse
vibrations, w (diagonal wrapping pattern)

Clamped-Clamped Clamped-Free Free-Free

Mode No Twist Twist % Incr. No Twist Twist % Incr. No Twist Twist % Incr.

1 137.689 137.694 0.004 21.601 21.601 0.000 137.620 137.619 0.000

2 379.454 379.461 0.002 135.593 135.458 -0.100 379.345 379.344 0.000

3 743.926 743.865 -0.008 379.268 379.270 0.001 743.540 743.542 0.000

4 1229.986 1229.982 0.000 742.940 742.982 0.006 1228.866 1228.877 0.001

5 1835.912 1835.913 0.000 1228.351 1228.341 -0.001 1835.534 1835.565 0.002

6 2564.731 2564.734 0.000 1834.378 1834.426 0.003 2562.507 2562.570 0.002

7 3414.446 3414.452 0.000 2562.052 2562.053 0.000 3410.267 3410.339 0.002

8 4370.191 4370.185 0.000 3409.308 3409.329 0.001 4377.147 4376.937 -0.005

9 5457.767 5457.768 0.000 4371.985 4371.849 -0.003 5452.844 5446.869 -0.110

10 6723.603 6723.681 0.001 5451.563 5445.186 -0.117 6712.729 6705.625 -0.106

Table 2.9: FEA natural frequencies including and excluding initial twist for transverse
vibrations, w (zigzag wrapping pattern)

Clamped-Clamped Clamped-Free Free-Free

Mode No Twist Twist % Incr. No Twist Twist % Incr. No Twist Twist % Incr.

1 128.859 128.917 0.045 20.254 20.253 -0.001 128.852 128.839 -0.010

2 355.205 355.295 0.025 126.972 126.437 -0.421 355.224 355.191 -0.009

3 696.284 695.964 -0.046 355.577 355.615 0.011 696.397 696.364 -0.005

4 1151.002 1151.042 0.003 696.766 696.884 0.017 1151.186 1151.155 -0.003

5 1718.696 1718.793 0.006 1151.876 1152.099 0.019 1719.668 1719.635 -0.002

6 2401.084 2401.263 0.007 1720.565 1720.919 0.021 2401.822 2401.795 -0.001

7 3196.748 3196.981 0.007 2402.929 2403.396 0.019 3197.613 3197.594 -0.001

8 4107.487 4107.860 0.009 3199.396 3200.070 0.021 4106.971 4106.960 0.000

9 5126.102 5126.496 0.008 4108.463 4109.386 0.022 5129.738 5129.743 0.000

10 6262.545 6263.065 0.008 5133.215 5134.339 0.022 6265.583 6265.590 0.000

From Figs. 2.19 and 2.20 it can be seen that the FRFs for both FEA simulations are
very similar. The largest di↵erence between the frequencies for the FRFs shown is about
0.421% for the system parameters shown. Therefore the assumption of no initial twist in
the system when developing the ECM under the given system parameters is appropriate.
However, as the initial twist in the system becomes larger it is expected that the ability of
the ECM model to accurately predict the natural frequencies of the system will be reduced.
In the following section the e↵ects of various string parameters on the errors for frequency
estimations for the ECM for w are analyzed. This error is partially attributed to ignoring
the initial twist in the homogenized model.
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2.3.10 String Parameter E↵ects Analysis

The natural frequencies related to the w-coordinate of the hybrid system and the string
e↵ects on the system’s dynamics are considered in this section. Due to the form of the
frequencies for the ECM the ratio !ECM

n

/µ2

n

=
p

C
1

/K
1

will be considered in the discussion.
This quantity is independent of boundary conditions and mode number, and therefore the
conclusions drawn will also be independent of boundary conditions and mode number.
The results for a harnessed system assuming a bar element model, as is done in [83,
84], an EB beam model without string harness, and FEA results are also presented for
comparison to the presented ECM for w. The results pertaining to the model with bar
element assumptions as in [83, 84] are denoted using the abbreviation BAR.

Applying the assumptions and homogenization technique in [83, 84] for the BAR model
with the current wrapping patterns yields a PDE for the transverse vibrations, w, and asso-
ciated boundary conditions similar in form to Eqs. (2.71) and (2.72). The PDE coe�cients
of the BAR model for the diagonal wrapping pattern can be found as,
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where L = b/ tan(✓) is the length of a fundamental element. For the zigzag wrapping
pattern we get,
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where L = (2b + 2h)/ tan(✓) is the length of a fundamental element. It should be high-
lighted that the main di↵erences in the current ECM from the BAR model in [83, 84] are
the manner in which the strain in the string is defined, the calculation of the wrapping
angle, and inclusion of higher-order terms in the displacement field and strain tensor. Fur-
thermore, if the strain and wrapping angle calculation in the BAR model was defined in
the same manner as the ECM, then setting the string tension to zero (T

s

= 0) in the ECM
would produce the same PDE as the BAR model. Consequently, a major contribution of
this work is that it allows for studying the e↵ects of the tension in the dynamics of the
hybrid system.

The first 10 non rigid-body modes for the w-coordinate for all boundary conditions
are calculated using the FEA for comparison to the analytical results for the ECM, BAR,
and EB models. The maximum and minimum values of the ratio !

n

/µ2

n

across all the
FEA modes will be connected with vertical lines. In the following sections, the values for
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!
n

/µ2

n

for the FEA, ECM, BAR, and EB models are plotted for comparison for various
string parameters to evaluate their e↵ects on the overall system dynamics. The system
parameters used in the analysis are the same as those presented in Section 2.3.7.

To begin, the e↵ects of varying the number of fundamental elements across the length of
the structure are presented in Fig. 2.21. Since the overall length is assumed to be constant,
as the number of fundamental elements increases the wrapping angle increases.
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Figure 2.21: Frequency e↵ects for variable number of fundamental elements.

To interpret the results from a physical point of view consider the following two extreme
cases shown in Fig. 2.22. It is fairly obvious that for the case shown in Fig. 2.43a there will
be no changes in the string strain energy as the beam goes through transverse vibrations.
Conversely, these changes are at a maximum for the string running along the length of
the beam as shown in Fig. 2.43b. Similarly, an increase in the wrapping angle will make
the system dynamics similar to the case shown in Fig. 2.43a, which ultimately results in a
smaller sti↵ening e↵ect for the string.
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Figure 2.22: Extreme cases for a string-harnessed fundamental element.

As such, for a system with a given length the wrapping angle in both diagonal and
zigzag wrapping patterns increases as the number of fundamental elements increases, which
reduces the string sti↵ening e↵ect. This results in smaller natural frequencies for the system
with a larger number of elements which may not be intuitively obvious at a first glance.
Additionally, an increase in the number of fundamental elements results in a larger mass
for the string which further reduces the natural frequencies. As the total length of the
string increases there is an increase in the total mass added to the hybrid structure. These
arguments are supported by the results shown in Fig. 2.21.

The above physical interpretations can also be observed mathematically from the PDE
for the ECM and BAR models. As the number of elements increases the wrapping angle
✓ increases, which results in reducing cos(✓) and increasing tan(✓). For both the ECM
and BAR models this results in a decrease in the C

1

coe�cient, which reduces the string
sti↵ening e↵ect. Likewise, for both models, the K

1

coe�cient depends inversely on cos(✓)
and for the diagonal wrapping patterns also on tan(✓). This means that K

1

increases as the
number of elements increases; this corresponds to additional mass for the system due to an
increase in the string length. Consequently, the quantity

p

C
1

/K
1

decreases, which results
in smaller frequencies as the number of fundamental elements increases, as is observed in
Fig. 2.21.

The frequency changes are more obvious for a smaller number of elements and become
less significant for a larger number of fundamental elements. The frequencies of the diagonal
wrapping pattern are larger than those of the zigzag wrapping pattern for a given number
of fundamental elements as the wrapping angle is smaller in the diagonal wrapping pattern.
This results in a larger sti↵ening e↵ect for the diagonal system and subsequently higher
frequencies. As it can be seen the ECM and the FEA results are in very good agreement.
The accuracy of the model prediction increases as the number of fundamental elements
increases. Furthermore, as the number of fundamental elements increases the di↵erence
between the maximum and minimum frequency parameters for the FEA shown in Fig. 2.21
decreases and becomes closer to the single predicted values by the analytical model. This is
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expected due to the increase in the number of elements per wavelength for each frequency
producing ECM results with better accuracy. For the simulations presented the largest
absolute percentage of error between the FEA and ECM are 3.503% and 2.407% for the
diagonal and zigzag wrapping patterns, respectively. Also, the largest absolute percentage
of error between the FEA and the BAR are 5.813% and 2.827% for the diagonal and zigzag
wrapping pattern, respectively. For the simulations presented the maximum twist angle for
the diagonal wrapping pattern varies between 0.185� and 0.674�for CC boundary conditions
for the range of number of fundamental elements between 6 and 50. These values are about
0.370� and 1.347� for CF and FF boundary conditions. For the zigzag wrapping pattern
these maximum twist angle values become 0.649� and 1.211� for CC boundary conditions
and 1.299� and 2.422� for CF and FF boundary conditions.

Next the e↵ect of string modulus is investigated and the results are presented in
Fig. 2.23. As expected, and also supported by the results shown in Fig. 2.23, increasing
the string modulus results in a sti↵er system and subsequently higher natural frequencies
for all models. The results presented in Fig. 2.23 can also be interpreted from the mathe-
matical expressions derived for

p

C
1

/K
1

for the ECM and BAR models. Since the string
modulus, E

s

, only appears linearly in the C
1

terms and not in the K
1

term, this supports
that the quantity

p

C
1

/K
1

is increasing as the modulus of the string increases, thus giving
higher natural frequencies for the harnessed system.
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Figure 2.23: Frequency e↵ects for variable string modulus.

It is shown in Fig. 2.23 that for very small values of string modulus, the harnessed
system has smaller natural frequencies than the beam with no harness. This is because
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for su�ciently small values of modulus the mass e↵ect of the string becomes dominant,
which results in smaller frequencies than the EB model. It is observed in Fig. 2.23 that
the plot for the diagonal wrapping pattern has a larger slope than the zigzag wrapping
pattern. This is due to the wrapping angle being smaller for the diagonal wrapping pattern
as discussed previously. This smaller angle results in both larger frequencies and a larger
rate of increase for the frequencies as the string modulus increases for this pattern.

It is shown that the diagonal and zigzag wrapping patterns for the ECM agree very
well with the FEA for smaller string moduli and begin to diverge as the string modulus
increases. As the string modulus increases there is an increased coupling e↵ect between
the coordinates of vibrations that results in a higher error for the ECM. The coupling
terms can be seen in the expression for the di↵erential strain energy for the FEA shown
in Appendix A. The largest error in the natural frequency estimations for the transverse
vibrations, w, is about 5.052% for the diagonal and 3.417% for the zigzag. These error
values for the BAR model are about 6.825% and 1.622%, respectively.

In Fig. 2.24 the natural frequencies versus string density are presented. As expected,
increasing the string density lowers the natural frequencies for both wrapping patterns and
models. Also, in the analytical expressions the density of the string only plays a role in the
K

1

coe�cients. Since K
1

depends linearly on ⇢
s

an increase in the string density increases
K

1

. This causes
p

C
1

/K
1

to decrease as observed in Fig. 2.24.
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Figure 2.24: Frequency e↵ects for variable string density.

It should be noted that the diagonal wrapping pattern has a slightly larger string
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length compared to the zigzag wrapping pattern for a given number of elements. This
additional string mass will result in a slightly higher decay rate in the frequencies for
the diagonal wrapping pattern as the string density increases. This is clearly shown in
Fig. 2.24. However, the sti↵ening e↵ect of the string is more dominant for both patterns,
which is the reason for having overall higher frequencies compared to the EB model (beam
with no string). Therefore, the smaller angle for the diagonal wrapping pattern results
in a larger sti↵ening e↵ect that ultimately results in higher frequencies for this pattern
compared to the zigzag wrapping pattern despite the slightly higher total string mass for
this pattern.

In Fig. 2.24 we see that the ECM over-predicts the FEA results in both wrapping
patterns. For the diagonal wrapping pattern there is an increasing di↵erence between the
maximum and minimum values for the frequency parameter !

n

/µ2

n

for the FEA. This is due
to the mass for the string segment on the yz-plane being averaged over the fundamental
element for this pattern instead of being modelled as a lumped mass. For the zigzag
wrapping pattern the mass per unit length in the homogenized ECM and FEA models
is equal thus the results are in better agreement. The range between the minimum and
maximum FEA values is a result of the ratio !

n

/µ2

n

varying across the modes for a given
set of boundary conditions. The maximum absolute percentage of error between the FEA
and ECM model is 3.609% and 1.205% for the diagonal and zigzag wrapping patterns,
respectively. Also, the maximum absolute percentage of error between the FEA and BAR
model is 6.050% and 1.389% for the diagonal and zigzag wrapping patterns, respectively.

The increasing error for the ECM with respect to the FEA for the diagonal wrapping
pattern as the string density increases clearly indicates a need for a more accurate model
due to the additional lumped mass for the string sections on the yz-plane shown in Fig. 2.2a.
This states that the assumptions that result in constant coe�cients for the beam-like ECM
need to be further improved for much higher string density values.

Next, the e↵ects of string radius are considered and the results presented in Figs. 2.25
and 2.26. The string radius plays a role in both the sti↵ness and mass of the hybrid
system. As the string radius increases, the total strain energy in the system increases
and will consequently increase the natural frequencies. However, an increase in the string
radius will result in a larger mass for the system that will lower the frequencies. Figure 2.25
shows that the sti↵ening e↵ect is more dominant.
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Figure 2.25: Frequency e↵ects for variable string radius, ⇢
s

= 1400 kg/m3.
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Figure 2.26: Frequency e↵ects for variable string radius, ⇢
s

= 9000 kg/m3.

As shown in Fig. 2.25 the diagonal wrapping pattern has a more drastic change in
frequencies as the radius increases when compared to the zigzag wrapping pattern. This is
again due to the wrapping angle for the diagonal wrapping pattern being smaller than the
zigzag wrapping pattern that results in stronger sti↵ening e↵ects for the string. Figure 2.25
also shows that the frequencies obtained from the ECM are always greater than the BAR

80



model. Also, the ECM frequencies increase at a faster rate than the BAR model as the
string radius increases. The maximum errors between the FEA and ECM in Fig. 2.25
for the diagonal and zigzag wrapping patterns are 7.006% and 3.685%, respectively. The
maximum errors between the FEA and BAR for the diagonal and zigzag wrapping patterns
are 10.360% and 3.338%, respectively.

For comparison consider a system in which the density of the string is increased from
⇢
s

= 1400 kg/m3 to ⇢
s

= 9000 kg/m3. It can be seen from Fig. 2.26 that the zigzag
and diagonal wrapping patterns exhibit di↵erent behaviours as the string radius increases.
This di↵erence stems from the zigzag wrapping pattern being more a↵ected by added mass
than the diagonal system. As discussed previously, the larger angle for the zigzag wrapping
pattern will reduce the string sti↵ening e↵ects for this pattern. Therefore, the two wrapping
patterns experience a di↵erent rate of change of frequencies as seen in Figs. 2.26a and 2.26b.
The maximum errors between the FEA and ECM in Fig. 2.26 for the diagonal and zigzag
wrapping patterns are 9.950% and 3.835%, respectively. The maximum errors between the
FEA and BAR for the diagonal and zigzag wrapping patterns are 11.996% and 2.808%,
respectively.

In Figs. 2.25 and 2.26 it is observed that the di↵erence between the maximum and
minimum values for the frequency parameters !

n

/µ2

n

is larger for the diagonal pattern
compared to the zigzag for the FEA. As was the case with varying string density, this larger
di↵erence is due to the fact that the diagonal wrapping pattern has sections of string that
are only in the yz-plane. The increasing error for the ECM with respect to the FEA as
the string radius increases indicates a need for a more accurate model for larger values of
string radius. It should be noted for the BAR model that as the radius increases the model
tends toward a constant value. This makes the ECM model a more accurate model when
compared to the BAR. Also, the coupling terms presented in the strain energy expression
for the FEA in Appendix A depend on E

s

A
s

and T
s

. Therefore, increasing any of these
parameters will result in a larger coupling between di↵erent coordinates of vibrations that
result in a larger error for the ECM model. This is clearly shown in Figs. 2.25 and 2.26.

Looking into the analytical model for the ECM wrapping patterns, we can see how the
string radius plays a role in the sti↵ness and mass coe�cients C

1

and K
1

, respectively.
In the C

1

coe�cient r
s

a↵ects the cross-sectional area A
s

, the constants h and b, as well
as the wrapping angle ✓. For an increasing r

s

there will be an increase in A
s

, h, and b
and a decrease in cos(✓). It cannot be concluded if C

1

will be increasing or decreasing
for changing radius as it will depend on the system parameter values. However, in the
K

1

coe�cients, an increase in the radius always causes an increase in K
1

. Therefore, the
changes of

p

C
1

/K
1

could not be directly determined as also supported by the di↵erences
in Figs. 2.25 and 2.26.
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Lastly, the e↵ects of tension in the harnessing string on the natural frequencies are
presented in Figs. 2.27 and 2.28. From a physical point of view it is expected that an
increase in tension should increase the frequencies of the system. This behaviour is observed
in Fig. 2.27, and is more dominant in Fig. 2.28.
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Figure 2.27: Frequency e↵ects for variable string tension, E
b

= 6.89 ⇥ 1010 N/m2, E
s

=
1.5⇥ 1011 N/m2, r

s

= 0.00035 m, G
b

= 2.6⇥ 1010 N/m2.
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Figure 2.28: Frequency e↵ects for variable string tension, E
b

= 5 ⇥ 109 N/m2, E
s

=
1⇥ 1010 N/m2, r

s

= 0.0001 m, G
b

= 1⇥ 1012 N/m2.

As shown in Figs. 2.27 and 2.28, the degree to which the string tension impacts the
hybrid system’s natural frequencies depends on the system parameters, most importantly
the bending sti↵ness of the beam, string modulus, shear modulus, and string radius. As
shown in these figures, tension plays an important role in the dynamics of the harnessed
system particularly for the higher modes. Inclusion of this e↵ect is an advantage of the
modelling technique presented in this paper compared to the previously established BAR
model. In Fig. 2.27 the largest absolute error between the FEA and the ECM was 2.763%
and 3.400% for the diagonal and zigzag wrapping patterns, respectively. Also, the largest
absolute error between the FEA and the BAR model was 5.011% and 1.948% for the
diagonal and zigzag wrapping patterns, respectively. In Fig. 2.28 the largest absolute
error between the FEA and the ECM was 0.665% and 2.877% for the diagonal and zigzag
wrapping patterns, respectively. The largest absolute error between the FEA and the BAR
model was 0.408% and 2.706% for the diagonal and zigzag wrapping patterns, respectively.

Comparing Figs. 2.27 and 2.28, the di↵erence between the maximum and minimum
values for the FEA is smaller in Fig. 2.28 than in Fig. 2.27. In Fig. 2.28 the modulus of the
string and the radius of the string were both decreased. This means that the e↵ect of the
string on the hybrid system will be dominated by the dynamics of the beam. Therefore
we expect the hybrid system to behave similarly to an EB beam and thus the ratio !

n

/µ2

n

will not vary much across the modes.

Although in the BAR model the assumption of a pre-tensioned string was employed,
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due to the exclusion of the higher-order terms in the displacement field and the strain
tensor the natural frequencies do not depend on tension. The pre-tension in the BAR
model only appears in the non-homogeneous boundary conditions in a similar manner to
the ECM where the coe�cient C

2

depends on tension. As a result, the frequencies of the
BAR model are not a↵ected by pre-tension. The larger frequencies and their higher rate
of increase due to an increase of tension for the diagonal wrapping pattern compared to
the zigzag wrapping pattern are due to the wrapping angle being smaller for the diagonal
wrapping pattern, as discussed previously in this paper. For both Figs. 2.27 and 2.28 it
can be observed that the results from the ECM and FEA models are in good agreement.
Also, from the expression for C

1

for the wrapping patterns of the ECM, we see that it
depends linearly on T

s

. Therefore, an increase in the tension increases the value for C
1

and
subsequently

p

C
1

/K
1

, thus increasing the system’s natural frequencies.

In Figs. 2.27 and 2.28 it can be seen that for smaller values of tension the ECM predicts
the FEA results very well. As the string tension increases the errors between the FEA and
ECM increase dramatically. This is due to a larger initial twist in the beam when the
string tension is increased. This e↵ect is more highlighted in the zigzag pattern due to the
larger string angle. For system parameters shown in Fig. 2.27 the maximum initial twist
angle for the diagonal wrapping pattern is 1.170� for CC boundary conditions and 2.341�

for CF and FF boundary conditions. These values become 3.544� and 7.087� respectively
for the zigzag pattern. For the system parameters shown in Fig. 2.28 these twist angles are
0.023� and 0.045� for the diagonal pattern and 0.071� and 0.141� for the zigzag pattern.

In summary, for a beam structure of a given length an increase in the number of funda-
mental elements or the string density results in smaller frequencies. Also, an increase in the
string modulus or the tension causes an increase in the frequencies. Finally, the e↵ect of
string radius on a system’s natural frequencies is undetermined as other system parameters
will define the dominance of either the sti↵ening or density e↵ect of the string. Further-
more, the frequencies of the ECM are typically larger than the BAR model developed in
[83, 84]. Exceptions occurred for large numbers of fundamental elements. Among major
contributions of the current modelling technique compared to the previously developed
BAR model by the authors are utilization of the higher-order Green-Lagrange instead of
the infinitesimal strain tensor to obtain a higher accuracy, the dependence of the system’s
dynamics on the string tension, as well as the inclusion of the compression in the beam
due to the string tension.
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2.4 Experimental Results

The final section concerning periodic wrapping patterns is the experimental validation of
the homogenized model developed for string-harnessed beam structures. The FRFs and
natural frequencies obtained from the model are compared to those from experiments. Var-
ious system configurations with clamped-free boundary conditions and a constant wrapping
angle, the zigzag wrapping pattern, are considered for comparison.

2.4.1 Analytical Model Details

The analytical model for the zigzag wrapping pattern was determined in Section 2.3.5 and
given in Eqs. (2.71) and (2.72) using the coe�cients listed in Eqs. (2.67). The PDE for
the free transverse vibrations with clamped-free boundary conditions is presented below.

C
1

@4w

@x4

+K
1

@2w

@t2
= 0 (2.90)
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The natural frequencies of the system were found as
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where �
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The mass-normalization conditions are given by
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The above results are obtained by setting C
2

= C
4

= 0 in Eqs. (2.33)-(2.37).

During experiments, the clamped end of the string-harnessed system is fixed to the
shaker. The FRF of the system was determined in Section 2.2.1 and is listed below. !

s

denotes the driving frequency of the shaker and x is the sensing location measured from
the clamped end.
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2.4.2 Unwrapped Beam Experimental and Analytical FRFs

The experimental setup outlined in Section 2.2.2 is also used for the experimental results
presented in the current section. An aluminium alloy 6061 beam specimen is used as the
host structure. Two beams with di↵erent dimensions are used and referred to as beam 1
and beam 2. Beam 1 has 0.01306 m width, 0.00216 m thickness, and 0.3099 m length while
beam 2 has 0.01306 m width, 0.00146 m thickness, and 0.2510 m length. The modulus for
the aluminium alloy 6061 is 68.9 GPa and the density is 2768 kg/m3. These values are
listed in Table 2.10.

Table 2.10: Beam material and geometric properties

Beam property Beam 1 Beam 2
Beam width, m 0.01306 0.01306
Beam thickness, m 0.00216 0.00146
Beam modulus, GPa 68.9 68.9
Beam density, kg/m3 2768 2768
Beam length, m 0.310 0.251
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As an initial step, the experimental FRFs for the host structures only, i.e., an un-
wrapped beam, are compared to the analytical FRFs using an undamped Euler-Bernoulli
(EB) beam model. The results are presented in Fig. 2.29 and the natural frequencies for
the analytical and experimental results are listed in Table 2.11. The sensing location for
the FRF measurements is at 0.021 m from the clamp end for beam 1 and 0.052 m for beam
2. The measurement locations are chosen so that they do not coincide with any node of the
first six modes within the frequency range of interest. The distances between the closest
node of a mode to the sensing locations are about 0.049 m and 0.005 m for beams 1 and
2, respectively.
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Figure 2.29: Analytical and experimental FRFs for the unwrapped beams.

Table 2.11: Experimental and analytical frequencies, in Hz, for the unwrapped beams

Mode
Result 1 2 3 4 5 6

Beam 1
Experiment 18.00 112.97 317.50 621.55 1027.5 1534.5
EB Model 18.09 113.39 317.50 622.17 1028.5 1536.4
Error, % 0.5 0.37 0 0.10 0.097 0.12

Beam 2
Experiment 18.58 116.50 326.95 640.45 1059.3 1582.1
EB Model 18.64 116.79 327.01 640.81 1059.3 1582.4
Error, % 0.3 0.25 0.02 0.056 0 0.02
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As it is observed in Fig. 2.29, the analytical FRFs match with those of the experiments
quite well. This is expected considering the large length-to-thickness ratio for both of these
beams. As shown in Table 2.11, there is good agreement between the analytical model and
the experimental natural frequencies. As expected, the analytical model over-predicts the
frequencies due to exclusion of shear or rotary inertia e↵ects in the model.

It should be noted that the peaks at approximately 1,700 Hz in Fig. 2.29 do not represent
a resonant mode in the beam of interest. In the experimental setup there is approximately
a 0.01 m length of beam extending beyond the clamp as seen in Fig. 2.4. The 1,700 Hz
frequency shown pertains to the fundamental mode of the extended section and is the
cause for this additional peak shown in the FRFs for both beams. For this reason the
additional peak is not predicted by the analytical model. This point is further discussed
in the following section.

High Frequency Peak

To investigate the high frequency peak that appears after the sixth mode in the experimen-
tal results, FRF measurements were made at the 2 sensing locations shown in Fig. 2.30.
The FRF results are shown in Fig. 2.31.

Figure 2.30: Additional sensing locations.
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Figure 2.31: Zoom in plot of the high frequency peak at 2 sensing locations.

As the shaker provides excitation to the beam, both sections of the beam extending
beyond the clamp are excited. As shown in the FRF plot for point 2, located on the short
extended section on the opposite side of the beam in this study, the peak around the 1,700
Hz is the most conspicuous in this plot. This indicates that the frequency of 1,700 Hz is
the fundamental frequency for the short extended section. As such it is not captured by
the model presented for the long section that is of interest for this paper; even though, this
peak also appears in all the FRF plots for the longer section of the beam. Also, the peak
just below 1,600 Hz in this plot pertains to the 6th bending mode for the long section as
also shown in the FRF plot for point 1.

2.4.3 String-Harnessed System Experimental and Analytical FRFs

For the string-harnessed system experimental tests, two di↵erent types of fishing line are
used for the strings. The first string is a SpiderWire Stealth Braid 50 pound break strength
fishing line and the second is a PowerPro Super 8 Slick 80 pound break strength fishing
line; the material properties are listed in Table 2.12. The modulus of each fishing line
was determined experimentally by performing a tension test. Table 2.12 also presents the
details of the test setups used for each harnessed beam. The sensing locations shown are
measured from the clamped end.
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Table 2.12: String-harnessed system test setups

Test
Setup property 1 2 3 4 5
Beam Beam 1 Beam 1 Beam 1 Beam 1 Beam 2
String type Spider Wire Power Pro Power Pro Power Pro Power Pro
String radius, mm 0.17018 0.20955 0.20955 0.20955 0.20955
String modulus, GPa 62.43 128.04 128.04 128.04 128.04
String density, kg/m3 1271 1400 1400 1400 1400
Pretension per string, N 8.3 8.3 40.0 8.3 13.3
Number of strings Used 1 1 1 1 3
Number of Fundamental Elements 5 5 5 15 5
Sensing location, m 0.021 0.021 0.021 0.021 0.052

In tests 1-4 beam 1 is used as the host structure while other system parameters change
during these tests. This allows for a fair comparison between these tests to validate the
ability of the proposed model. Test 5 is performed on a di↵erent host structure (beam 2)
along with multiple strings harnessing the system and a higher total value of pretension.
The purpose of this test is to demonstrate the significance of this model due to the larger
di↵erences observed between the natural frequencies of the harnessed and unwrapped beam.

A constant base acceleration results in a smaller displacement amplitude for higher
frequencies. The smaller amplitude results in a smaller accuracy in obtaining the laser
measurements. Therefore, the FRFs are obtained individually for each mode during which
both the laser sensitivity and shaker acceleration were adjusted to ensure optimal results.
For test 5, a variable acceleration profile produced the best results. Smaller base accelera-
tion near the resonant peaks ensures the minimization of nonlinear e↵ects, while a larger
base acceleration value around anti-resonances allows for more accurate measurements.
Table 2.13 presents the acceleration values used for each of these tests. The acceleration
profile for tests 1-4 is used to obtain the FRF shown in Fig. 2.29a for the unwrapped beam
1, and the acceleration profile for test 5 is used to obtain the FRF in Fig. 2.29b for the
unwrapped beam 2.
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Table 2.13: Acceleration profile used for experiments

Acceleration Resonance Anti-resonance
Test no. Mode (g

f

) (g
f

) (g
f

)
Tests 1-4 1 0.05 - -

2 0.4 - -
3 0.5 - -
4 0.9 - -
5 1.2 - -
6 1.2 - -

Test 5 1 0.05 0.03 0.2
2 1 0.1 1.2
3 1 0.5 3.5
4 3 0.5 10
5 10 1 15
6 15 1.5 15

The experimental results for the FRFs of the tests outlined in Table 2.12 are compared
to the FRFs for the string-harnessed model developed in the current work and given by
Eq. (2.96). For brevity, the string-harnessed system model is referred to as the STR model.
Additionally, the FRF for a model that employs a bar member assumption for the string,
a first-order displacement field, and a first-order strain tensor will also be included. The
aforementioned modelling approach represents initial co-authored work for periodically
wrapped harnessed systems developed in [83, 84]. This is the same modelling technique
referenced in the numerical simulations and is once again referred to as the BAR model.

The experimental and analytical FRFs for the string-harnessed system are presented
in Figs. 2.32 to 2.36. The experimental natural frequencies for the unwrapped and string-
harnessed systems are presented in Table 2.14. Also, the experimental natural frequencies
for the string-harnessed system are compared to those from the BAR and STR models in
Table 2.15. Finally, zoom-in FRF plots for the individual modes are presented in Figs. 2.37
to 2.41. In these figures, the experimental results for both the unwrapped beam and the
string-harnessed system, as well as analytical results for the STR and BAR models are
presented for a closer comparison.
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Figure 2.32: FRF comparison between experimental and STR model results for test 1.
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Figure 2.33: FRF comparison between experimental and STR model results for test 2.
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Figure 2.34: FRF comparison between experimental and STR model results for test 3.
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Figure 2.35: FRF comparison between experimental and STR model results for test 4.
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Figure 2.36: FRF comparison between experimental and STR model results for test 5.
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Figure 2.37: Zoom in of the natural frequencies for test 1.
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Figure 2.38: Zoom in of the natural frequencies for test 2.
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Figure 2.39: Zoom in of the natural frequencies for test 3.
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Figure 2.40: Zoom in of the natural frequencies for test 4.
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Figure 2.41: Zoom in of the natural frequencies for test 5.
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Table 2.14: Experimental natural frequencies, in Hz, for unwrapped beam and string-
harnessed system

Mode
Result 1 2 3 4 5 6

Test 1
Unwrapped 18.00 112.97 317.50 621.55 1027.5 1534.5
String-harnessed 18.05 113.48 319.15 624.85 1033.0 1542.5
Frequency increase, % 0.3 0.45 0.520 0.531 0.54 0.52

Test 2
Unwrapped 17.90 112.55 316.15 619.00 1023.0 1528.0
String-harnessed 18.05 113.44 319.35 625.05 1033.5 1542.5
Frequency increase, % 0.84 0.79 1.01 0.977 1.03 0.949

Test 3
Unwrapped 17.85 112.22 315.35 617.45 1020.5 1524.0
String-harnessed 18.05 113.7 319.95 626.25 1035.5 1545.0
Frequency increase, % 1.1 1.32 1.46 1.43 1.47 1.38

Test 4
Unwrapped 18.00 112.98 317.55 621.65 1027.5 1534.0
String-harnessed 17.95 112.79 317.10 620.90 1026.0 1532.0
Frequency increase, % -0.3 -0.17 -0.14 -0.12 -0.15 -0.13

Test 5
Unwrapped 18.58 116.50 326.95 640.45 1059.3 1582.1
String-harnessed 19.42 121.25 340.60 667.80 1101.1 1642.0
Frequency increase, % 4.5 4.08 4.17 4.270 3.95 3.79

99



Table 2.15: Comparison of experimental string-harnessed natural frequencies, in Hz, to
STR and BAR models

Mode
Result 1 2 3 4 5 6

Test 1
String-harnessed 18.05 113.48 319.15 624.85 1033.0 1542.5
STR model 18.15 113.72 318.42 623.97 1031.5 1540.8
Error STR, % 0.5 0.21 -0.23 -0.14 -0.15 -0.11
BAR model 18.13 113.62 318.15 623.45 1030.6 1539.5
Error BAR, % 0.4 0.13 -0.31 -0.224 -0.23 -0.19

Test 2
String-harnessed 18.05 113.44 319.35 625.05 1033.5 1542.5
STR model 18.21 114.12 319.55 626.19 1035.1 1546.3
Error STR, % 0.89 0.60 0.063 0.183 0.16 0.25
BAR model 18.15 113.76 318.54 624.20 1031.9 1541.4
Error BAR, % 0.57 0.28 -0.26 -0.14 -0.16 -0.071

Test 3
String-harnessed 18.05 113.70 319.95 626.25 1035.5 1545.0
STR model 18.18 113.94 319.02 625.16 1033.4 1543.8
Error STR, % 0.72 0.21 -0.29 -0.174 -0.20 -0.080
BAR model 18.12 113.57 318.00 623.16 1030.1 1538.8
Error BAR, % 0.4 -0.11 -0.608 -0.493 -0.52 -0.40

Test 4
String-harnessed 17.95 112.79 317.10 620.90 1026.0 1532.0
STR model 18.11 113.46 317.70 622.56 1029.1 1537.4
Error STR, % 0.86 0.60 0.19 0.268 0.31 0.35
BAR model 18.10 113.41 317.54 622.26 1028.6 1536.6
Error BAR, % 0.82 0.55 0.14 0.219 0.26 0.30

Test 5
String-harnessed 19.42 121.25 340.60 667.80 1101.1 1642.0
STR model 19.55 122.52 343.07 672.27 1111.3 1660.1
Error STR, % 0.70 1.05 0.724 0.670 0.928 1.10
BAR model 19.19 120.24 336.67 659.74 1090.6 1629.2
Error BAR, % -1.2 -0.834 -1.15 -1.21 -0.954 -0.782
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2.4.4 Comparison Between Experimental and STR Model Re-
sults

The FRF plots in Figs. 2.37 - 2.41 clearly indicate that the results from the STR model
are in better agreement with the experimental FRFs compared to the BAR model. The
largest absolute percentage of error between the frequencies from the STR model and
the experiments is 1.10%. As shown in Table 2.15 the errors in using the STR model to
predict the experimental results for the 6 modes of a given test are not strictly all positive
or negative values. This can be attributed to the fact that the STR model is similar in
form to an Euler-Bernoulli beam model, whereas, the physical system is not expected to
behave exactly as an Euler-Bernoulli beam model. To elaborate, consider the analytical
expression for the frequencies of the STR model reformulated as !

n

/�2

n

=
p

C
1

/K
1

. For a
given set of system parameters, the values of C

1

and K
1

are constant, and it follows that
!
n

/�2

n

is constant for all the modes in the model. The analytical value for !
n

/�2

n

and the
experimental values are presented in Fig. 2.42.
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Figure 2.42: Experimental and analytical values of !
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For tests 2, 4, and 5 the analytical value for !
n

/�2

n

=
p

C
1

/K
1

is greater than all
of the experimental results for a given test. Therefore, in these cases, the STR model
overestimates the modes obtained. In tests 1 and 3 the analytical value is greater than
the experimental results for the first two modes and smaller than the experimental results
for the higher modes. In these cases the first two modes are overestimated and the higher
modes are underestimated. Finally, the values for !

n

/�2

n

are smaller for test 5 compared to
tests 1 - 4 as a beam of smaller thickness and length is used. The percentage of di↵erence
between the maximum and minimum experimental values for !

n

/�2

n

is 0.76%, 0.83%, 1.0%,
0.67%, and 0.430% for tests 1 through 5, respectively.
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It can also be examined how changes in the system parameters a↵ect the natural fre-
quencies of the string-harnessed system. First consider the change in string between tests
1 and 2. By changing the SpiderWire string for test 1 to the PowerPro string for test 2,
the modulus, density, and radius of the string are increased. In particular, the modulus
is increased by 105.1%, the density is increased by 10.2%, and the radius is increased by
23.1%. As it is expected, increasing the modulus of the string results in a higher overall
sti↵ness for the string-harnessed system. Intuitively, this should result in a larger frequency
di↵erence between the string-harnessed and the unwrapped systems. On the other hand,
increasing the string density should result in smaller natural frequencies for the harnessed
system. Finally, an increase of string radius a↵ects both mass and overall sti↵ness for
the harnessed system. The overall impact of the changes in string radii on the system’s
frequencies depends on which one of the sti↵ness or density e↵ects are more dominant; this
will be determined by the other system parameters.

As expected, the small additional system’s mass from test 1 to 2 due to the increased
density is outweighed by the additional sti↵ness due to the much larger modulus of elas-
ticity. Hence, the di↵erence between the string-harnessed and unwrapped frequencies in
going from test 1 to test 2 is expected to be larger. This behaviour is also observed ex-
perimentally and can be seen by comparing Figs. 2.37 and 2.38 and the results shown in
Table 2.14.

Also, the developed model includes the e↵ects for density, modulus, and radius of the
string and, as it is shown in the results from this model, the overall e↵ect of these parameters
on the system’s frequencies is an increase. Recall that the frequencies for the STR model
are predicted by !

n

= �2

n

p

C
1

/K
1

, in Eq. (2.92), where, C
1

is the sti↵ness coe�cient and
K

1

is the mass per unit length coe�cient. An increase in the string modulus will result
in an increase in the C

1

coe�cient while the K
1

coe�cient remains unchanged. Therefore,
as seems intuitively obvious, an increase in the string modulus will increase the overall
sti↵ness of the system and also the natural frequencies. Similarly, if the density of the
string is increased, the C

1

coe�cient remains unchanged while the K
1

coe�cient increases
due to its dependence on ⇢

s

. Hence, increasing the string density increases the mass per
unit length of the system and correspondingly the frequencies decrease. Finally, variations
to the string radius, r

s

, play a role in the values of A
s

, b, h, and cos(✓). An increase in
r
s

causes an increase in A
s

, b, and h, and a decrease in cos(✓). Since the coe�cient K
1

depends on A
s

and cos�1(✓), an increase in the string radius always causes an increase
in K

1

. On the contrary, the e↵ect of varying string radius on the C
1

coe�cient may be
an increase or a decrease and will depend on the other system parameters. The overall
changes shown in the frequencies in the STR model are compatible with those observed
from the test results.
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Another important factor that plays a substantial role in the dynamics of a string-
harnessed system is the tension in the cables. To examine this e↵ect the tension is varied
from 8.3 N to 40 N, a 382% increase, between tests 2 and 3. Intuitively, it is expected that
an increase in the string tension will also increase the sti↵ness, thus increasing the natural
frequencies. The experimental results presented in Table 2.14 demonstrate this change. As
it is observed from these results, the frequency shifts between the tests are more noticeable
for the higher modes. This e↵ect can also be seen in Figs. 2.38 and 2.39 where both the
model and test results are presented. As shown in Eq. (2.67), for the STR model the
tension, T

s

, only plays a role in the C
1

coe�cient. Thus an increase in T
s

will result in
a larger value for C

1

, which is representative of the overall system’s sti↵ness resulting in
higher natural frequency predictions by the STR model. Therefore, the proposed analytical
model accurately captures the changes in the dynamic behaviour for this system as tension
varies. This is a major improvement for this model compared to the BAR model presented
in [83, 84].

Recall the results for !
n

/�2

n

in Fig. 2.42. When the string radius and modulus increases
from test 1 to 2 and the string tension increases from test 2 to 3, the percentage of di↵erence
between the maximum and minimum values of !

n

/�2

n

for the experiments increases from
test 1 to test 2 and this di↵erence increases further from test 2 to 3. This indicates that as
the sti↵ening e↵ects of the string increase for a given host structure, the distribution of the
experimental frequencies becomes less likely to look like those for an EB model. Since the
STR model predicts only a single value for !

n

/�2

n

, this demonstrates the need for further
improvement in the model. Furthermore, an increase in the string sti↵ening e↵ect will
cause the coupling between various coordinates of vibrations to become more prominent
and is an additional element that must be further incorporated in the model, [86].

Another factor to analyze for a string-harnessed system is the cable pattern. For this
reason, the number of fundamental elements is tripled from test 2 to 4. To determine
the expected change in the frequencies of the system when the number of fundamental
elements is increased, consider the two cases presented in Fig. 2.43. When the string is
running along the width of the beam as shown in Fig. 2.43a, there will be no additional
strain energy in the string as the system undergoes transverse vibrations. Alternatively,
for the case of the string running along the length of the beam shown in Fig. 2.43b,
the strain energy in the string during vibrations will be maximized. Accordingly, as the
number of elements increases, the wrapping angle, ✓, increases and the wrapping pattern
becomes more similar to the extreme case shown in Fig. 2.43a. This leads to an overall
smaller strain energy stored in the string and, therefore, smaller sti↵ening e↵ect as the
number of fundamental elements increases. Also, as the number of fundamental elements
increases, the total string length increases and results in a larger mass for the system.
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Combined, these e↵ects indicate smaller natural frequencies for a system of larger number
of fundamental elements.

y
z

(a) String along the width of the beam

y
z

(b) String along the length of the beam

Figure 2.43: Extreme geometries for the string-harnessed beam.

Also, comparing the experimental results in Figs. 2.38 and 2.40 clearly show that the
di↵erence between the frequencies of the string-harnessed system and unwrapped beam
decreases as the number of fundamental elements is increased. As shown in Table 2.14,
increasing the fundamental elements from 5 to 15 causes the experimental string-harnessed
frequencies to become even smaller than those for the unwrapped beam. For test 2 the
average percentage increase of the frequencies for the string-harnessed system compared
to the unwrapped beam is 0.933%, while for test 4 the average percentage increase is -
0.17%. This indicates that in test 4, the additional mass of the string is more dominant
than the sti↵ening e↵ect for the string. In the STR model, as the number of fundamental
elements increases for a given beam length, the wrapping angle, ✓, also increases. Since the
coe�cient C

1

depends on cos(✓) and cos3(✓), this change results in a smaller C
1

value. On
the other hand, the coe�cient K

1

will be larger as it depends on cos�1(✓). Subsequently,
the frequencies of the STR model will decrease as the number of fundamental elements
increases. For all the given system parameters with an exception of those for test 4, the STR
model accurately predicts the trend for the frequency shifts between the unwrapped and
harnessed beams. As it is shown in test 4, the experimental frequencies for the harnessed
beam are smaller than those for the unwrapped beam in contrast to the model predictions.
This is because of the additional mass of the string due to a larger number of fundamental
elements used for this test that is likely underestimated for in the model.

When the number of fundamental elements is increased from 5, in test 2, to 15, in test 4,
the sti↵ening e↵ect of the string decreases. Additionally, when the number of fundamental
elements increases it is expected that STR model will produce more accurate results.
This is generally true about homogenization techniques as they employ the assumption of
periodicity. Generally speaking when the number of fundamental elements per wavelength
for the mode of interest increases, the homogenized model gives better accuracies in its
frequency estimations. As a result of both the reduction of the sti↵ening e↵ects and better

104



accuracy for larger number of fundamental elements, the percentage di↵erence between the
maximum and minimum values for decreases from test 2 to test 4.

From the previous discussions, multiple changes in the systems parameters may be con-
sidered to further highlight the ability of the STR model to capture the system’s dynamics.
Specifically, consider test 3 and test 4 for which the tension is reduced and the number
of fundamental elements is increased. Each of these changes will cause the frequencies of
the string-harnessed system to decrease as can be seen in both Table 2.14 and Figs. 2.39
and 2.39. Furthermore, it is seen in Table 2.14 that the percentage frequency shifts be-
tween the harnessed and the unwrapped beam are larger between tests 3 and 4 compared
to those between tests 2 and 4. This is expected since both number of elements and the
tension are di↵erent between tests 3 and 4. This clearly demonstrates the ability of the
STR model to predict the behaviour of the frequencies of the system when multiple system
parameters are changed simultaneously. Also, it is observed through the experiments that
changing the string from SpiderWire to PowerPro and using higher tension values results
in a larger frequency di↵erence between the unwrapped and the string-harnessed beams.
Finally, using a di↵erent type of string and a larger number of fundamental elements from
test 1 to test 4 results in smaller frequencies due to both the additional string mass and
the reduction of the string sti↵ening e↵ects when the wrapping angle changes.

Tests 1 to 4 are primarily conducted for comparison to show the e↵ectiveness of the
developed model in predicting the system’s natural frequencies when several system pa-
rameters change. System parameters in test 5 are chosen in a way to obtain much larger
di↵erences between the natural frequencies of the unwrapped and the harnessed system
under consideration in this test to demonstrate the importance of modelling string e↵ects.
The average shift between the frequencies of the two systems is about 4.12% with the
largest shift of 4.5% in the first mode.

A fundamental quantity for obtaining the frequencies using the STR model is C
1

/K
1

.
The quantity C

1

/K
1

for a wrapped beam is similar to E
b

I
b

/⇢
b

A
b

for an unwrapped beam;
C

1

is the overall bending sti↵ness coe�cient and K
1

is the mass per unit length coe�cient.
For comparison, the values for E

b

I
b

/⇢
b

A
b

and C
1

/K
1

for each of the tests are presented in
Table 2.16.
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Table 2.16: Ratios for Euler-Bernoulli and string-harnessed analytical models

E
b

I
b

/⇢
b

A
b

C
1

/K
1

Test 1 9.5961 9.6516
Test 2 9.5961 9.8036
Test 3 9.5961 9.8042
Test 4 9.5961 9.6051
Test 5 4.4019 4.8448

In Table 2.16 it can be seen that the change in C
1

/K
1

from test 1 to test 2 is larger
than the change from test 2 to test 3. This is particularly interesting since the modulus
of the string is increased 105.1% from test 1 to test 2, whereas the increase in tension
is much larger at 382% from test 2 to test 3. As such, this indicates that the e↵ect of
changing the type of string, in particular the modulus of the string, has a greater e↵ect on
the frequencies than increasing the tension in the string. It can also be seen in Table 2.16
that the value of C

1

/K
1

decreases from test 2 to test 4, where the number of fundamental
elements is increased from 5 to 15. This highlights the impact of the loss in sti↵ening e↵ect
from the string and an increased mass per unit length when the number of fundamental
elements is increased. For test 5, the C

1

/K
1

value is smaller when compared to tests 1 - 4
since a thinner beam was used for the host structure.

To conclude, the absolute percentage of error in using the STR model to predict the
experimental results is plotted versus mode number for comparison for each of the 5 tests in
Fig. 2.44. As shown in this figure the error in the model frequency predictions are highest
for test 5 where multiple strings are used on a shorter and thinner beam.
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Figure 2.44: Absolute percentage of error between analytical and experimental frequencies
for the string-harnessed systems.

2.4.5 STR and BAR Model Comparison

As shown previously, both the STR and the BAR models produce equivalent continuum
models for the transverse vibrations similar to an Euler-Bernoulli model. The error in the
natural frequency predictions by each of the STR and BAR models are listed in Table 2.15
and the absolute errors are presented in Fig. 2.45.
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Figure 2.45: Absolute percentage of error between experimental and analytical results for
the STR and BAR models.
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Looking at the error values produced by each model for tests 3 and 5, which have
higher tension values, the advantage of using the STR model becomes evident. This is
particularly more noticeable for the higher modes. Also, as discussed previously, employing
the assumption of the BAR model, [83, 84], for the string elements results in a model that
lacks in dependence on the string tension, which is counterintuitive. For both models, the
largest error is produced for test 5 where multiple strings are used. Finally, it is shown in
[86] that increasing the ratio for the string to beam cross-sectional area results in a larger
error in predicting the natural frequencies. As such, using multiple strings on a thinner
beam in this test explains the higher frequency errors for test 5 compared to the previous
4 tests.

In summary, the proposed STR model for string-harnessed structures accurately pre-
dicts the experimental frequencies and FRFs for multiple test setups. Additionally, this
model is able to accurately predict the changes in the system’s frequencies subject to all
system parameter changes such as string modulus, string radius, tension, number of funda-
mental elements, number of string harnesses, and dimensions of the host beam structure.
The most important improvement for the STR model compared with the BAR model is
the dependence of its predicted natural frequencies on the string tension.

2.5 Chapter Summary

In this chapter, an energy equivalent homogenization technique was used to determine a
simple constant coe�cient model for periodically wrapped string-harnessed systems. The
model was in the form of a constant coe�cient Euler-Bernoulli beam model. Increasing
the modulus or tension in the string, as well as wrapping the string less frequently around
the beam resulted in an increase in the frequencies of the system. Increasing the density
of the string resulted in a decrease in the frequencies of the system. Changing the radius
of the string a↵ected both the added sti↵ness and added mass due to the string and the
e↵ect on the frequencies depends on the other system parameters.

Experimental tests were performed to assess the accuracy of the homogenized string-
harnessed model. Five distinct tests were performed for clamped-free boundary conditions
and considered di↵erent types of strings, number of strings, tension applied, and number of
wraps around the host structure (fundamental elements). In these tests the first six modes
of the system were captured and the largest absolute percentage of error in a single mode
was 1.10%, which demonstrates the strength of the developed model. Furthermore, it was
shown that the sti↵ening e↵ect of including strings is quite significant. For the 3 strings

108



test performed there was an average increase of 4.1% in the frequencies when compared
with a beam without any strings.
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Chapter 3

Perturbation Theory for
Euler-Bernoulli Models

In this chapter a perturbation theory for a spatially dependent Euler-Bernoulli beam model
is developed. Using a Lindstedt-Poincaré perturbation theory method, two corrections to
the frequencies and one correction to the mode shapes are found. Furthermore, various
methods for determining reference values of the spatially dependent quantities from which
perturbations occur, necessary values in the perturbation theory, are considered. Previ-
ously in the literature only a single correction to the frequency and a one method for
choosing the reference values were considered in [75]. Numerical simulations are performed
to investigate the accuracy of the proposed perturbation theory. The work presented in
this chapter is to be submitted in [93].

3.1 Lindstedt-Poincaré Method

3.1.1 Problem Statement

Consider a spatially varying Euler-Bernoulli (EB) model for free transverse vibrations with
bending sti↵ness given by EI(x) and mass per unit length given by ⇢A(x). Assume that
EI(x) and ⇢A(x) are C1-functions on [0, l] \ P

EI

and [0, l] \ P
⇢A

. That is, the functions
have derivatives of all orders except at a finite set of points. The PDE in consideration is

@2

@x2



EI(x)
@2w(x, t)

@x2

�

+ ⇢A(x)
@2w(x, t)

@t2
= 0 (3.1)
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for 0 < x < l and t > 0. The boundary conditions at x⇤ = 0 or l are:

w(x⇤, t) =0 or
@

@x



EI(x)
@2w(x, t)

@x2

�

x=x

⇤
=0 (3.2)

@w(x⇤, t)

@x
=0 or EI(x⇤)

@2w(x⇤, t)

@x2

=0 (3.3)

The first boundary condition in Eqs. (3.2) and (3.3) are the geometric boundary conditions
and correspond to zero displacement and zero slope, respectively. The second boundary
condition in Eqs. (3.2) and (3.3) are the natural boundary conditions and correspond to
zero shear and zero moment, respectively.

The problem is next nondimensionalized using a yet undetermined reference value for
the bending sti↵ness, EI⇤, and a yet undetermined reference value for the mass per unit
length, ⇢A⇤. These reference values are the values from which the respective parameters
of the system are considered perturbed and are at this point not fixed. Introduce the
length scale l and the time scale l2

p

⇢A⇤/EI⇤. Let W , X, and T denote the dimensionless
variables associated with w, x, and t, respectively. The dimensionless PDE is

@2

@X2

⇢

1 +
EI(X)� EI⇤

EI⇤

�

@2W (X, T )

@X2

�

+

⇢

1 +
⇢A(X)� ⇢A⇤

⇢A⇤

�

@2W (X, T )

@T 2

= 0 (3.4)

Assume a separable solution to Eq. (3.4) of the form W (X, T ) = u(X)ei!T . This leads
to a spatial ordinary di↵erential equation (ODE)

d2

dX2

⇢

1 +
EI(X)� EI⇤

EI⇤

�

d2u(X)

dX2

�

� !2

⇢

1 +
⇢A(X)� ⇢A⇤

⇢A⇤

�

u(X) = 0 (3.5)

3.1.2 Perturbation Theory

Since the reference values EI⇤ and ⇢A⇤ were chosen such that perturbations occur from
these values, introduce a small parameter ✏ in Eq. (3.5)

d2

dX2



n

1 + ✏cEI(X)
o d2u(X)

dX2

�

� !2

n

1 + ✏c⇢A(X)
o

u(X) = 0 (3.6)

Applying the same steps that were applied to the PDE to the boundary conditions.
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The boundary conditions at X⇤ = 0 or 1 are

u(X⇤) =0 or
d

dX



n

1 + ✏cEI(X)
o d2u(X)

dX2

�

X=X

⇤
=0 (3.7a)

du(X⇤)

dX
=0 or

n

1 + ✏cEI(X)
o d2u(X⇤)

dX2

=0 (3.7b)

The perturbation theory used is the Lindstedt-Poincaré method, see [104] for one of
many texts on the subject. In this technique, the natural frequencies and mode shapes are
expanded in powers of the small parameter ✏

u(X) =u
0

(X) + ✏u
1

(X) + ✏2u
2

(X) + . . . (3.8a)

! =!
0

+ ✏!
1

+ ✏2!
2

+ . . . (3.8b)

The expansions in Eq. (3.8) are then substituted into the PDE and boundary conditions
in Eqs. (3.6) and (3.7). Terms with similar powers of ✏ are grouped together and these
define a sequence of problems that must be solved to determine the frequencies and mode
shapes.

3.1.3 Mass Normalization Condition

Once the mode shapes of the system are determined from the perturbation theory they are
mass normalized. This is quite common in a vibrations analysis as the mass normalization
allows for the various modes of the system to be decoupled when determining the time
response of the system. The mass normalized mode shapes are denoted by �(x) and the
nondimensional mode shapes are denoted by �(X). The mass normalization condition in
nondimensional form is given by

1 =

Z

1

0

n

1 + ✏c⇢A(X)
o

�2(X) dX (3.9)

To determine the mass normalization condition corresponding to each O(✏i) problem of
the perturbation theory, substitute the expansion of the mode shape in terms of ✏ into
Eq. (3.9). The mass normalization conditions for the O(1) and O(✏) are

O(1) : 1 =

Z

1

0

�2

0

(X) dX (3.10a)

O(✏) : 0 =

Z

1

0

2�
0

(X)�
1

(X) + c⇢A(X)�2

0

(X) dX (3.10b)
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3.1.4 O(1) Problem

The ODE for the O(1) problem is

d4u
0

dX4

� !2

0

u
0

= 0 (3.11)

for 0 < X < 1. Clamped-clamped (CC), clamped-free (CF), and free-free (FF) boundary
conditions are considered. The solution for the ODE in Eq. (3.11) is readily available and is
simply presented for each of the boundary conditions considered. The presented solutions
also satisfy the mass normalization condition for the O(1) problem.

Clamped-Clamped Solution

The boundary conditions for a CC system are

u
0

(0) = 0 ,
du

0

(0)

dX
= 0 , u

0

(1) = 0 ,
du

0

(1)

dX
= 0

The characteristic equation, which determines the frequencies !
n0

, is

0 = 1� cos(
p
!
0

) cosh(
p
!
0

)

and the nth mode shape of the system is

�

n0

(X) = cos(

p
!

n0

X)�cosh(

p
!

n0

X)� cos(

p
!

n0

)� cosh(

p
!

n0

)

sin(

p
!

n0

)� sinh(

p
!

n0

)

{sin(p!

n0

X)� sinh(

p
!

n0

X)}
(3.12)

Clamped-Free Solution

The boundary conditions for a CF system are

u
0

(0) = 0 ,
du

0

(0)

dX
= 0 ,

d2u
0

(1)

dX2

= 0 ,
d3u

0

(1)

dX3

= 0

The characteristic equation, which determines the frequencies !
n0

, is

0 = 1 + cos(
p
!
0

) cosh(
p
!
0

)

and the nth mode shape of the system is

�

n0

(X) = cos(

p
!

n0

X)�cosh(

p
!

n0

X)� cos(

p
!

n0

) + cosh(

p
!

n0

)

sin(

p
!

n0

) + sinh(

p
!

n0

)

{sin(p!

n0

X)� sinh(

p
!

n0

X)}
(3.13)
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Free-Free Solution

The boundary conditions for a FF system are

d2u
0

(0)

dX2

= 0 ,
d3u

0

(0)

dX3

= 0 ,
d2u

0

(1)

dX2

= 0 ,
d3u

0

(1)

dX3

= 0

The characteristic equation, which determines the frequencies !
n0

, is

0 = 1� cos(
p
!
0

) cosh(
p
!
0

)

and the nth mode shape of the system is

�

n0

(X) = cos(

p
!

n0

X)+cosh(

p
!

n0

X)� cos(

p
!

n0

)� cosh(

p
!

n0

)

sin(

p
!

n0

)� sinh(

p
!

n0

)

{sin(p!

n0

X) + sinh(

p
!

n0

X)}
(3.14)

3.1.5 O(✏) Problem

The ODE for the O(✏) problem is

d4u
n1

dX4

� !2

n0

u
n1

= 2!
n0

!
n1

�
n0

+ !2

n0

c⇢A�
n0

� d2

dX2



cEI
d2�

n0

dX2

�

(3.15)

for 0 < X < 1. As is typically done in the perturbation theory, a solution to the ODE
exists when the solvability condition is satisfied. The solvability condition is a corollary to
the Fredholm Alternative and states that a solution to the ODE exists if and only if the
inner product of the non-homogeneous term in Eq. (3.15) and the O(1) solution is 0.

0 =

Z

1

0

⇢

2!
n0

!
n1

�
n0

+ !2

n0

c⇢A�
n0

� d2

dX2



cEI
d2�

n0

dX2

��

�
n0

dX (3.16)

From the solvability condition in Eq. (3.16) the value for !
n1

is found. Using integration
by parts and that CC, CF, and FF boundary conditions are under consideration, the
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solvability condition yields

0 =

Z

1

0

2!
n0

!
n1

�2

n0

+ !2

n0

c⇢A�2

n0

� d2

dX2



cEI
d2�

n0

dX2

�

�
n0

dX

0 =2!
n0

!
n1

Z

1

0

�2

n0

dX + !2

n0

Z

1

0

c⇢A�2

n0

dX �
Z

1

0

d2

dX2



cEI
d2�

n0

dX2

�

�
n0

dX

2!
n0

!
n1

=�
Z

1

0

d

dX



cEI
d2�

n0

dX2

�

d�
n0

dX
dX � !2

n0

Z

1

0

c⇢A�2

n0

dX

!
n1

=
1

2!
n0

Z

1

0

cEI

✓

d2�
n0

dX2

◆

2

dX � !
n0

2

Z

1

0

c⇢A�2

n0

dX (3.17)

Recall the assumption that EI(x) and ⇢A(x) are C1-functions everywhere except on

a set of points P = P
EI

[ P
⇢A

of size m � 1. It follows that cEI(X) and c⇢A(X) are C1-

functions on the set bP = P/l. Suppose that the points in bP are ordered as 0 < X
P1 <

X
P2 < . . . < X

P

m�1 < 1 and denote X
0

= 0 and X
m

= 1. The ODE in Eq. (3.15) is solved
over each of the m intervals [X

i�1

, X
i

] with the general solution on the ith interval given
by

u
(i)

n1

(X) =A
(i)

n1

cos(
p
!
n0

X) + B
(i)

n1

sin(
p
!
n0

X) + C
(i)

n1

cosh(
p
!
n0

X) +D
(i)

n1

sinh(
p
!
n0

X)

+
!
n1

2!
n0

X
d�

n0

dX
+ u

(i)

n1,p

(X) (3.18)

The coe�cients A
(i)

n1

, B
(i)

n1

, C
(i)

n1

and D
(i)

n1

in Eq. (3.18) are determined by applying the
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boundary conditions. The particular solution to the ODE, denoted by u
(i)

n1,p

(X), is

u
(i)

n1,p

(x) =

p
!
n0

2



cos(
p
!
n0

X)

Z

sin(
p
!
n0

X) c⇢A
(i)

�
n0

dX

� sin(
p
!
n0

X)

Z

cos(
p
!
n0

X) c⇢A
(i)

�
n0

dX

� cosh(
p
!
n0

X)

Z

sinh(
p
!
n0

X) c⇢A
(i)

�
n0

dX

+ sinh(
p
!
n0

X)

Z

cosh(
p
!
n0

X) c⇢A
(i)

�
n0

dX

�

� 1

2
p

!3

n0



cos(
p
!
n0

X)

Z

sin(
p
!
n0

X)
d2

dX2



cEI
(i)d2�

n0

dX2

�

dX

� sin(
p
!
n0

X)

Z

cos(
p
!
n0

X)
d2

dX2



cEI
(i)d2�

n0

dX2

�

dX

� cosh(
p
!
n0

X)

Z

sinh(
p
!
n0

X)
d2

dX2



cEI
(i)d2�

n0

dX2

�

dX

+ sinh(
p
!
n0

X)

Z

cosh(
p
!
n0

X)
d2

dX2



cEI
(i)d2�

n0

dX2

�

dX

�

(3.19)

Since the ODE is solved over each section, a set of continuity conditions must be applied.
The continuity conditions are continuity of displacement, slope, moment, and shear. These
are obtained mathematically from Eq. (3.15). For an arbitrary point X

j

2 bP .

u
(j)

n1

(X
P

j

) =u
(j+1)

n1

(X
P

j

) (3.20a)

du(j)

n1

(X
P

j

)

dX
=
du(j+1)

n1

(X
P

j

)

dX
(3.20b)

d2u
(j)

n1

(X
P

j

)

dX2

=
d2u

(j+1)

n1

(X
P

j

)

dX2

+
⇣

cEI
(j+1)

(X
P

j

)� cEI
(j)

(X
P

j

)
⌘ d2�

n0

(X
P

j

)

dX2

(3.20c)

d3u
(j)

n1

(X
P

j

)

dX3

=
d3u

(j+1)

n1

(X
P

j

)

dX3

+
d

dX



⇣

cEI
(j+1)

(X)� cEI
(j)

(X)
⌘ d2�

n0

dX2

�

X=X

P

j

(3.20d)

The boundary conditions for the O(✏) problem are simplified using the O(1) problem
boundary conditions. The boundary conditions for a CC system are

u
(1)

n1

(0) = 0 ,
du(1)

n1

(0)

dX
= 0 , u

(m)

n1

(1) = 0 ,
du(m)

n1

(1)

dX
= 0 (3.21)
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The boundary conditions for a CF system are

u
(1)

n1

(0) = 0 ,
du(1)

n1

(0)

dX
= 0 ,

d2u
(m)

n1

(1)

dX2

= 0 ,
d3u

(m)

n1

(1)

dX3

= 0 (3.22)

The boundary conditions for a FF system are

d2u
(1)

n1

(0)

dX2

= 0 ,
d3u

(1)

n1

(0)

dX3

= 0 ,
d2u

(m)

n1

(1)

dX2

= 0 ,
d3u

(m)

n1

(1)

dX3

= 0 (3.23)

Applying the boundary conditions at X = 0, the first section of the mode shape for a
CC and CF system is

u

(1)

n1

(X) =A

(1)

n1

{cos(p!

n0

X)� cosh(

p
!

n0

X)}+B

(1)

n1

{sin(p!

n0

X)� sinh(

p
!

n0

X)}

+

!

n1

2!

n0

X

d�

n0

dX

+ u

(1)

n1,p

(X)� u

(1)

n1,p

(0) cosh(

p
!

n0

X)� 1p
!

n0

du

(1)

n1,p

(0)

dX

sinh(

p
!

n0

X)

=A

(1)

n1

{cos(p!

n0

X)� cosh(

p
!

n0

X)}+B

(1)

n1

{sin(p!

n0

X)� sinh(

p
!

n0

X)}
+

!

n1

2!

n0

X

d�

n0

dX

+ eu

(1)

n1

(X) (3.24)

The first section of the mode shape for a FF system is:

u

(1)

n1

(X) =A

(1)

n1

{cos(p!

n0

X) + cosh(

p
!

n0

X)}+B

(1)

n1

{sin(p!

n0

X) + sinh(

p
!

n0

X)}

+

!

n1

2!

n0

X

d�

n0

dX

+ u

(1)

n1,p

(X)� 1

!

n0

d

2

u

(1)

n1,p

(0)

dX

2

cosh(

p
!

n0

X)

� 1

p

!

3

n0

d

3

u

(1)

n1,p

(0)

dX

3

sinh(

p
!

n0

X)

=A

(1)

n1

{cos(p!

n0

X) + cosh(

p
!

n0

X)}+B

(1)

n1

{sin(p!

n0

X) + sinh(

p
!

n0

X)}
+

!

n1

2!

n0

X

d�

n0

dX

+ eu

(1)

n1

(X) (3.25)

Next the continuity conditions are applied in order, from the continuity conditions at
X

1

to the continuity conditions at X
m�1

. Once this has been performed, the general form
of the mode shape over each section for a CC and CF system is:

u
(i)

n1

(X) =A
(1)

n1

{cos(p!
n0

X)� cosh(
p
!
n0

X)}+B
(1)

n1
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and the general form of the mode shape over each section for a FF system is:
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It is seen in Eqs. (3.26) and (3.27) that there are only two unknown coe�cients that remain

to be determined. The expressions of eu(i)

n1

(X) for the various boundary conditions can be
found in Appendix B.1.

Next, the boundary conditions at X = 1 are applied. Only the first boundary condition
needs to be applied as the second boundary condition is automatically satisfied due to the
choice of !

n1

from the solvability condition. Apply the third boundary condition listed in
Eqs. (3.21)-(3.23). The expression for the mode shape over the ith section for a CC system
is:
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The expression for the mode shape over the ith section for a CF system is:
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The expression for the mode shape over the ith section for a FF system is:
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(3.30)

The final step is to determine the coe�cient A(1)

n1

by applying the mass normalization

condition of Eq. (3.10b). The coe�cient A(1)

n1

for a CC system is
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The coe�cient A(1)

n1

for a CF system is
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The coe�cient A(1)

n1

for a FF system is
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3.1.6 O(✏2) Problem

The ODE for the O(✏2) problem is
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(3.34)

for 0 < X < 1. A solution to the ODE exists when the following solvability condition is
satisfied.
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From the solvability condition in Eq. (3.35) the value for !
n2

is found. Using integration
by parts and that CC, CF, and FF boundary conditions are under consideration, the
solvability condition yields:
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3.1.7 Final Dimensional Solution

Dependence on Reference Values

To determine the final expressions for the natural frequencies and mode shapes in terms
of the reference values EI⇤ and ⇢A⇤ the parameter ✏ is removed. This is done by using the
relationships ✏cEI(X) = (EI(X) � EI⇤)/EI⇤ and ✏c⇢A(X) = (⇢A(X) � ⇢A⇤)/⇢A⇤. First,
determine the dependence of the first correction to the frequencies in terms of the reference
values.
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Above, it is seen that the expression for the first correction to the natural frequency
is calculated solely in terms of the nondimensional bending sti↵ness and mass per unit
length, the reference values, and the O(1) solution. The same procedure is applied to the
first mode shape correction and the second frequency correction. The first correction to
the mode shape is expressed as
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and the second frequency correction is expressed as
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The expressions of f
n1

(X) and f
n2

(X) for the various boundary conditions are given in
Appendix C.1. The final expressions for the natural frequencies with two corrections and
the mode shapes with one correction are
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Reintroduction of Dimensions

Dimension are reintroduced for the final solution using the length scale l and time scale
l2
p

⇢A⇤/EI⇤. For the mass normalized mode shapes, the dimensions of 1/
p
kg must be

introduced. From the length and time scales used it follows that the mass scale is l⇢A⇤.
From the nondimensional results in Eqs. (3.41) and (3.42), the dimensional solution is
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3.2 Reference Values Selection

The final expression for the natural frequencies and mode shapes of the system are in terms
of the reference values EI⇤ and ⇢A⇤. The value of these are yet to be determined and the
method in which they are determined will influence the accuracy of the results. Multiple
methods for determining the reference values are proposed.

3.2.1 Minimizing L
p

Norm of Di↵erence

The first proposed method for determining the reference values is to minimize the di↵erence
between the reference value and the associated spatially varying function. This is achieved

121



by considering the L
p

norm for continuous functions. Mathematically,
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where p is a positive integer.

Performing the minimization of the L
p

norm of the di↵erence results in a single value for
EI⇤ and ⇢A⇤, which does not depend on the mode number. Generally, the minimization
procedure cannot be solved exactly to determine the optimal reference values. In the
specific case that p = 2, however, an exact expression is found for the reference values.
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(3.46)

In the case of p = 2 it is seen that the optimal reference values correspond to the average
value for the bending sti↵ness and mass per unit length over the length of the system.

3.2.2 Minimizing L
p

Norm of Perturbation

The next proposed method also considers an L
p

norm minimization and applies the mini-
mization to the terms that introduce perturbations in the nondimensional ODE in Eq. (3.5).
This is expressed mathematically as
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where p is a positive integer.

Performing the minimization of the L
p

norm of the perturbations results in a single
value for EI⇤ and ⇢A⇤, which does not depend on the mode number. Minimizing the
perturbations can be interpreted as minimizing the error between the reference value and
the associated function over the length of the system.
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It should be noted that the minimization in this case is with respect to the nondimen-
sional length X whereas the minimization of the L

p

norm of the di↵erence was with respect
to the dimensional length x. The choice of the nondimensional domain for the perturba-
tion minimization was due to this being the domain in consideration when applying the
perturbation theory. Minimizing the expressions in Eq. (3.47) over either the dimensional
or nondimensional domains will result in the same reference values.

3.2.3 Minimizing Gradient Norm

The final proposed method is the minimization of the norm of the gradient of the frequen-
cies. In this case the L

2

(Euclidean) norm is used and the expression for the dimensional
natural frequencies in Eq. (3.43) is considered. The gradient of the frequencies is taken
with respect to EI⇤ and ⇢A⇤. The motivation for the gradient minimization approach is
that small variations to the reference values should produce larger changes in the frequency
prediction when EI⇤ and ⇢A⇤ does not give accurate results compared to when the values
are optimally chosen. In other words, stable equilibrium points for the gradient of the
frequency expression are assumed to correspond to locations of optimal reference values.

Additionally, constraints are added to the minimization procedure. The first constraint
is that the sum of the corrections for the natural frequency is zero. This constraint is
imposed to produce simple expressions for the frequencies and is motivated by previous
work in [75]. The second set of constraints is with respect to the range of allowable values for
the reference values. It is imposed that the reference values cannot be less than or greater
than the minimum and maximum values of the respective spatially varying functions.

The mathematical expression for the gradient norm minimization method is
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2

(3.48a)
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The Euclidean norm of the gradient for the dimensional frequencies is given by
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Performing the gradient norm minimization, a value for EI⇤
n

and ⇢A⇤
n

are determined
for each mode of the system. In this procedure, it is possible for various modes to have
the same value for EI⇤

n

or ⇢A⇤
n

. This would be the case if the bending sti↵ness or mass
per unit length were constant throughout the system. The gradient norm minimization
producing di↵erent reference values for each mode of the system is in contrast to the two
previous methods where a single value was produced for all the modes of the system.

Single Frequency Correction

In the case of a single correction to the frequency, the gradient norm minimization proce-
dure becomes

minimize:
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(3.50a)

subject to: min

x2[0,l]
EI (x)  EI

⇤  max

x2[0,l]
EI (x) (3.50b)
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In this case, the reference values can be found explicitly and are given by EI⇤
n

=
2↵

n1

/!
n0

and ⇢A⇤
n

= 2↵
n2

/!
n0

, where ↵
n1

and ↵
n2

are given in Eq. (3.37). The norm of
the gradient is 0 for this choice of reference values. Furthermore, these reference values
correspond exactly to the results of [75]. Thus, the proposed method in Eq. (3.48) is a
generalization of the method for determining reference values that was described in [75]
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Existence of Solution

Due to the presence in Eq. (3.48) of the constraint that the sum of the corrections is zero,
it is not immediately obvious if a solution always exists for the minimization procedure.
The existence of a solution can be determined by proving that there is at least one point
that satisfies the constraints of the system.

First consider the case of a constant bending sti↵ness and mass per unit length over the
entire length of the system. Straightforward substitution into the minimization procedure
shows that the reference values should be taken as the constant and the constraints of the
system will be satisfied. Without loss of generality, assume that both EI(x) and ⇢A(x) are
spatially dependent. For convenience, write the expression for the dimensional frequencies
as

!
n

(EI⇤, ⇢A⇤) =
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⇢A⇤ [!n0
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In Eq. (3.51), ⌦
n

(EI⇤, ⇢A⇤) is the sum of the corrections to the natural frequencies.

To show that there is at least one point that satisfies the final constraint of the mini-
mization procedure, consider the following two extreme cases. First, consider the reference
values EI⇤

1
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/l2 will underestimate the natural frequency for the nth mode.
The perturbation theory will compensate for this underestimation by producing a positive
sum of corrections, ⌦

n

(EI⇤
2

, ⇢A⇤
2

) > 0.

The first set of constraints in the minimization procedure create upper and lower bounds
for the reference values. Considering a two-dimensional Euclidean space, the bounds
on the reference values form a convex set. Since the set is convex, a path exists from
(EI⇤

1

, ⇢A⇤
1

) to (EI⇤
2
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2

). Since ⌦
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lary to the intermediate value theorem [36] that there exists a point (EI⇤
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) such that
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(EI⇤
3
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) = 0. Therefore there exists at least one set of reference values that satisfies
all the constraints of the minimization problem.
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3.3 Simulation Results for Simple Cases

3.3.1 Stepped Beam

The first simple test case that is considered is a stepped beam with two homogeneous
sections described by

EI (x) =

(

1 , 0  x  l
0

⌧ , l
0

 x  l
and ⇢A (x) =

(

1 , 0  x  l
0

� , l
0

 x  l

It is assumed that ⌧ , � > 0. Using the notation from the perturbation theory, the point
where EI(x) and ⇢A(x) are not C1-functions is P

EI

= P
⇢A

= {l
0

}.
For the case of a stepped beam, an expression for the reference values determined using

the norm minimization methods of Sections 3.2.1 and 3.2.2 can be found. As the bending
sti↵ness and mass per unit length of the stepped system are similar in form, the expression
found for the bending sti↵ness reference value is similar to the expression for the mass
per unit length reference value. The expressions for the bending sti↵ness reference value
using the L

p

norm of the di↵erence and the L
p

norm of the perturbation are given by,
respectively:
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In Eqs. (3.52) and (3.53), p � 2. It can be shown that if the minimization procedure is
attempted with p = 1, then the reference values are not unique. Therefore this case is not
considered.

The e↵ect of the p-value and ratio l
0

/l on EI⇤ is presented in Fig. 3.1. In Fig. 3.1 the
case of ⌧ > 1 is considered. The figure for the case of 0 < ⌧ < 1 is obtained by reflecting
the results in Fig. 3.1 about the line EI⇤ = 1.
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Figure 3.1: EI⇤ for various p and l
0

/l values.

As the value of p increases, it is seen in Fig. 3.1 that the value of EI⇤ approaches
(1 + ⌧)/2. That is to say EI⇤ approaches the average bending sti↵ness value of the two
sections (1 + ⌧)/2, regardless of the length of each of the two sections. This holds true for
both norm minimization methods and is found by taking the limit as p approaches infinity
in Eqs. (3.52) and (3.53). For smaller p-values, the length of each of the homogeneous
sections will play a role in the reference value. Physical interpretation can be given to
the case of p = 2 for the norm minimization of the di↵erence. In this case EI⇤

di↵

=
l
0

/l + ⌧ (l � l
0

) /l and this is the average of the bending sti↵ness in the system using the
length of each section as a weight.

It is observed in Fig. 3.1 that certain choices for l
0

/l will produce a result for EI⇤ that
is independent of p. When l

0

/l = 1 there is only one homogeneous section in the beam
with bending sti↵ness 1. Therefore in this case the reference value is taken as EI⇤ = 1 for
both norm minimization methods. Similarly, when l

0

/l = 0 there is only one homogeneous
section in the beam with bending sti↵ness ⌧ . Therefore in this case the reference value is
taken as EI⇤ = ⌧ for both norm minimization methods. Lastly, it is seen that there is a p
independent line at EI⇤ = (1+⌧)/2. From Eqs. (3.52) and (3.53), assuming EI⇤ = (1+⌧)/2
allows the corresponding value for l

0

/l to be determined. For the norm of the di↵erence
the value is l

0

/l = 1/2 and for the norm of the perturbation the value is l
0

/l = ⌧/(1 + ⌧).

To investigate the ability of the perturbation theory to predict the natural frequencies
and mode shapes of the system, the error between the perturbation theory and an ana-
lytical model is calculated for multiple cases. The first 10 transverse bending modes are
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considered. Denoting the perturbation and analytical results by a subscript ‘p’ and ‘a’,
respectively, the sum of the absolute percentage of error of the frequencies is calculated as:

10

X

n=1

100

�

�

�

�

!
n,p

� !
n,a

!
n,a

�

�

�

�

(3.54)

and the sum of the absolute percentage of error of the mode shapes is given by:

10

X

n=1

100

R

l

0

(�
n,p

(x)� �
n,a

(x))2 dx
R

l

0

�2

n,a

(x) dx
(3.55)

Clamped-clamped (CC), clamped-free (CF), and free-free (FF) boundary conditions
are considered and the error results for variable ⌧ are presented in Figs. 3.2 and 3.3, and
the error results for variable � are presented in Figs. 3.4 and 3.5. In each of the presented
figures the results for the various proposed methods of determining the reference values are
given. A first and second-order correction for the gradient minimization are considered; a
first-order correction corresponds to the results that would be obtained using the method
presented in [75]. The p-value listed for the norm minimization methods is the value that
minimizes the total error in the frequencies and mode shapes across the variable parameter
and was determined separately for each boundary conditions and l

0

/l value.
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Figure 3.2: Sum of absolute error in frequencies for variable ⌧ .
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Figure 3.3: Sum of absolute error in mode shapes for variable ⌧ .
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Figure 3.4: Sum of absolute error in frequencies for variable �.

131



0.5 1 1.5

γ Value

0

20

40

60

80

100

120

140

160

180

200

A
b
so
lu
te

E
rr
or

in
M
o
d
e
S
h
ap

es
,
% 1st-Order Grad

2nd-Order Grad
L5-Difference
L4-Perturbation

(a) CC and l

0

/l = 1/4

0.5 1 1.5

γ Value

0

20

40

60

80

100

120

140

160

180

200

A
b
so
lu
te

E
rr
or

in
M
o
d
e
S
h
ap

es
,
% 1st-Order Grad

2nd-Order Grad
L7-Difference
L9-Perturbation

(b) CC and l

0

/l = 3/4

0.5 1 1.5

γ Value

0

50

100

150

A
b
so
lu
te

E
rr
or

in
M
o
d
e
S
h
ap

es
,
% 1st-Order Grad

2nd-Order Grad
L5-Difference
L4-Perturbation

(c) CF and l

0

/l = 1/4

0.5 1 1.5

γ Value

0

50

100

150

A
b
so
lu
te

E
rr
or

in
M
o
d
e
S
h
ap

es
,
% 1st-Order Grad

2nd-Order Grad
L3-Difference
L4-Perturbation

(d) CF and l

0

/l = 3/4

0.5 1 1.5

γ Value

0

20

40

60

80

100

120

140

160

180

200

A
b
so
lu
te

E
rr
or

in
M
o
d
e
S
h
ap

es
,
% 1st-Order Grad

2nd-Order Grad
L5-Difference
L4-Perturbation

(e) FF and l

0

/l = 1/4

0.5 1 1.5

γ Value

0

20

40

60

80

100

120

140

160

180

200

A
b
so
lu
te

E
rr
or

in
M
o
d
e
S
h
ap

es
,
% 1st-Order Grad

2nd-Order Grad
L6-Difference
L9-Perturbation

(f) FF and l

0

/l = 3/4

Figure 3.5: Sum of absolute error in mode shapes for variable �.
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In Figs. 3.2 - 3.5 it is seen that when both ⌧ and � are 1 that the sum of the error for the
frequencies and mode shapes is 0. This makes sense as when both ⌧ and � are 1 the system
becomes a homogeneous beam, and in this case the perturbation theory results exactly
match those of the analytical model. Furthermore, throughout all the figures it is observed
that the first-order gradient minimization always produces that largest sum of error, while
the norm minimization methods always produces the smallest sum of error. Typically, the
second-order gradient minimization method produces a sum of error that is only slightly
larger than the norm minimization methods. It is expected that the norm minimization
methods produce the smallest errors as the p-value was optimally chosen. Overall, the CF
boundary conditions typically produced the smallest sum of errors for both the frequencies
and mode shapes when compared to the CC and FF boundary conditions.

Next consider the shape of the curves in Figs. 3.2 - 3.5. As the value of ⌧ or � moves
away from 1, there is an increase in the sum of the errors for both the natural frequencies
and the mode shapes. This is expected since the further the values of ⌧ and � are from 1 the
larger the perturbation is in the system. The larger perturbation inherently leads to larger
errors from the perturbation theory in the prediction of the frequencies and mode shapes.
It is seen that for both the frequencies and mode shapes, the largest sum of error for a
given set of system parameters always occurs when either ⌧ or � is 0.5. In addition, it is
seen that the curves for the reference value selection methods utilizing two corrections are
less a↵ected by variations in ⌧ and � near unity when compared to the first-order gradient
minimization where only one correction to the frequency is considered. This is expected as
a higher number of corrections in the perturbation theory leads to more accurate results
over a larger range of values for the variables.

Furthermore, it is observed that the results for the error in the frequencies and mode
shapes are not symmetric about the vertical line given by ⌧ = 1 in Figs. 3.2 and 3.3 and
are not symmetric about the vertical line � = 1 in Figs. 3.4 and 3.5. This is due to an
increase in the bending sti↵ness a↵ecting the system and the resulting perturbation theory
solution di↵erently than a decrease in the bending sti↵ness. A similar argument holds when
considering the mass per unit length of the system. Although the results obtained are not
symmetric about either ⌧ = 1 or � = 1, the results obtained for the cases of l

0

/l = 1/4
and l

0

/l = 3/4 can be related to each other. The error obtained in the l
0

/l = 1/4 case for
a given ⌧ is equal to the error obtained in the l

0

/l = 3/4 case for 1/⌧ , and vice versa. A
similar result holds true when considering the case of variable �.

Lastly, the p-value that minimizes the sum of the error is investigated. For variable ⌧
in Figs. 3.2 and 3.3, typically the optimal reference value was obtained when the value of
p becomes infinitely large. This indicates that for variable bending sti↵ness the optimal
reference value is typically the average bending sti↵ness of the two sections. For variable
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� in Figs. 3.4 and 3.5, the optimal reference values were found when the value of p was
between 3 and 9, inclusively. In contrast to the variable ⌧ results, this seems to indicate
that the length of each of the sections plays a role in determining the optimal reference
values. Therefore for variable mass per unit length the optimal reference value should be
determined using a p-value of less than 10.

Consider next the fundamental mode shapes for two systems, each with l
0

/l = 1/4,
where one system has ⌧ = 1.5 and � = 1 and the other has ⌧ = 1 and � = 1.5. For
CC, CF, and FF boundary conditions, Figs. 3.6 - 3.8 present the results for displacement,
moment, and shear associated with the fundamental mode. The values for p in the two
systems are taken from the previous results for variable ⌧ and variable �.
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Figure 3.6: Fundamental mode shape displacement, moment, and shear for a CC system.
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Figure 3.7: Fundamental mode shape displacement, moment, and shear for a CF system.
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Figure 3.8: Fundamental mode shape displacement, moment, and shear for a FF system.
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In Figs. 3.6 - 3.8 it is seen for the system with ⌧ = 1.5 and � = 1 that there is a
discontinuity in the moment and shear associated with the fundamental mode at l

0

/l =
1/4. This discontinuity does not appear in the moment and shear associated with the
fundamental mode for the system with ⌧ = 1 and � = 1.5. The discontinuity in the
moment can be investigated by analyzing the expression for the moment in the system.
Consider the moment of the nondimensional system, obtained from Eq. (3.6):

M(X) =
n

1 + ✏cEI(X)
o d2�(X)

dX2

(3.56)

The perturbation theory of the current work considers a single correction to the mode
shapes, that is �(X) = �

0

(X) + ✏�
1

(X). Let X
P

denote a location where the bending
sti↵ness and mass per unit length of the system are not C1-functions. Consider the
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It is seen in Eq. (3.57) that if the bending sti↵ness of the system is continuous, then
the moment in the system from the perturbation theory results will be continuous. If the
bending sti↵ness of the system is discontinuous, then the moment in the system from the
perturbation theory results may or may not be discontinuous. Furthermore, the continuity
of the moment is not influenced by the mass per unit length of the system. For the stepped
beam, the bending sti↵ness in the system is continuous when ⌧ = 1 and discontinuous
otherwise. For a system with ⌧ = 1.5, this discontinuity causes the jumps seen in Figs. 3.6c,
3.7c, and 3.8c for the moment, whereas for the system with ⌧ = 1 in Figs. 3.6d, 3.7d, and
3.8d the bending sti↵ness is continuous and thus so is the moment.

The shear in the system, S(X) = d

dX

M(X) is analyze in a similar manner as the
moment in the system. Let X

P

denote a location where the bending sti↵ness and mass per
unit length of the system are not C1-functions. Consider the following
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It is seen Eq. (3.58) that if bending sti↵ness of the system and its first derivative are
continuous, then the shear in the system from the perturbation theory results will be
continuous. If the bending sti↵ness of the system or the first derivative is discontinuous,
then the shear in the system from the perturbation theory results may or may not be
discontinuous. Furthermore, the continuity of the shear is not influenced by the mass per
unit length of the system. For the stepped beam, the bending sti↵ness in the system and
its first derivative are continuous when ⌧ = 1 and discontinuous otherwise. For a system
with ⌧ = 1.5, this discontinuity causes the jumps seen in Figs. 3.6e, 3.7e, and 3.8e for the
shear, whereas for the system with ⌧ = 1 in Figs. 3.6f, 3.7f, and 3.8f the bending sti↵ness
and its first derivative are continuous and thus so is the shear.

Overall, the perturbation theory results presented in Figs. 3.6 - 3.8 show a better
overall match to the analytical results for the system with ⌧ = 1 and � = 1.5 when
compared to the system with ⌧ = 1.5 and � = 1. This is mainly due to the absence of
discontinuities when the mass per unit length is continuous. With regard to the reference
value selection methods, the method with fewer corrections to the frequencies and mode
shapes produced the least accurate results, as expected. The norm minimization methods
typically provided the most accurate results, in particular with respect to the magnitude of
the jump in the moment and shear when there is a discontinuity. This increase in accuracy
at the discontinuous point is quantified by calculating the absolute percentage of error
of the various proposed methods in predicting the value of the moment and shear when
compared to the analytical model. The results are presented in Table 3.1
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Table 3.1: Absolute error in perturbation theory compared to analytical model in moment
and shear at discontinuity

Moment Moment Shear Shear
Value Selection Method l

0

/l = 1/4� l
0

/l = 1/4+ l
0

/l = 1/4� l
0

/l = 1/4+

Clamped-Clamped
1st-Order Grad, % 62.94 44.40 21.44 17.84
2nd-Order Grad, % 15.99 5.32 4.55 0.67
L1-Di↵erence, % 12.48 9.04 3.28 2.06
L1-Perturbation, % 12.48 9.04 3.28 2.06

Clamped-Free
1st-Order Grad, % 9.90 35.02 11.05 33.43
2nd-Order Grad, % 2.33 7.73 2.42 6.87
L
6

-Di↵erence, % 0.64 1.89 0.58 1.36
L
6

-Perturbation, % 0.56 1.60 0.49 1.09
Free-Free

1st-Order Grad, % 32.74 0.89 31.64 2.54
2nd-Order Grad, % 10.24 0.32 9.53 0.82
L1-Di↵erence, % 6.28 0.22 5.64 0.52
L1-Perturbation, % 6.28 0.22 5.64 0.52

Table 3.1 confirms that the norm minimization methods typically produce the most
accurate results at the discontinuity, with the second-order gradient method results with
only slightly higher errors. The most noticeable di↵erence is in the errors between the
first-order gradient method and the norm minimization methods. By comparison, the
error using the first-order gradient minimization is typically 5 times larger, and up to 30
times larger in the case of CF boundary conditions. This highlights a significant advantage
of using additional corrections to the mode shapes, particularly if the moment and shear
of the system are of interest.

The final numerical simulations for the stepped beam consider a variable location for
the discontinuity l

0

/l. Various systems are considered with CC, CF, and FF boundary
conditions and the results are presented in Figs. 3.9 - 3.12. The p-value listed for the
norm minimization methods is the value that minimizes the total error for variable l

0

/l
and was determined separately for each system. Note that the optimizing procedure was
performed anew since a di↵erent variable parameter is under consideration and thus the
optimal values are not necessarily the same as in the case of variable ⌧ and �.
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(a) CC, ⌧ = 0.9, and � = 1
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(b) CC, ⌧ = 1, and � = 0.9
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(c) CF, ⌧ = 0.9, and � = 1
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(d) CF, ⌧ = 1, and � = 0.9
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(e) FF, ⌧ = 0.9, and � = 1
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(f) FF, ⌧ = 1, and � = 0.9

Figure 3.9: Sum of absolute error in frequencies for variable l
0

/l and decrease in system
parameter.

141



0 0.2 0.4 0.6 0.8 1

l0/l

0

1

2

3

4

5

6

7

8

A
b
so
lu
te

E
rr
or

in
M
o
d
e
S
h
ap

es
,
%

1st-Order Grad
2nd-Order Grad
L10-Difference
L10-Perturbation

(a) CC, ⌧ = 0.9, and � = 1
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(b) CC, ⌧ = 1, and � = 0.9
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(c) CF, ⌧ = 0.9, and � = 1
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(d) CF, ⌧ = 1, and � = 0.9

0 0.2 0.4 0.6 0.8 1

l0/l

0

1

2

3

4

5

6

7

8

A
b
so
lu
te

E
rr
or

in
M
o
d
e
S
h
ap

es
,
%

1st-Order Grad
2nd-Order Grad
L8-Difference
L8-Perturbation

(e) FF, ⌧ = 0.9, and � = 1
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(f) FF, ⌧ = 1, and � = 0.9

Figure 3.10: Sum of absolute error in mode shapes for variable l
0

/l and decrease in system
parameter.
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(a) CC, ⌧ = 1.1, and � = 1
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(b) CC, ⌧ = 1, and � = 1.1
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(c) CF, ⌧ = 1.1, and � = 1
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(d) CF, ⌧ = 1, and � = 1.1
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(e) FF, ⌧ = 1.1, and � = 1
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(f) FF, ⌧ = 1, and � = 1.1

Figure 3.11: Sum of absolute error in frequencies for variable l
0

/l and increase in system
parameter.
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(a) CC, ⌧ = 1.1, and � = 1
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(b) CC, ⌧ = 1, and � = 1.1
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(c) CF, ⌧ = 1.1, and � = 1
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(d) CF, ⌧ = 1, and � = 1.1
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(e) FF, ⌧ = 1.1, and � = 1
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(f) FF, ⌧ = 1, and � = 1.1

Figure 3.12: Sum of absolute error in mode shapes for variable l
0

/l and increase in system
parameter.
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In Figs. 3.9 - 3.12 where a 10% increase or decrease in the system bending sti↵ness or
mass per unit length is considered it is seen that the errors reported by the various methods
are quite small. As expected, the first-order gradient method produces the largest sum of
errors for both the frequencies and mode shapes due to fewer corrections considered in the
perturbation theory. Across all the simulations, the largest error in the frequencies was
0.921% for the first-order gradient method, 0.050% for the second-order gradient method,
0.046% for the norm minimization of the di↵erence, and 0.046% for the norm minimization
of the perturbation. The largest error in the mode shapes was 7.1912% for the first-order
gradient method, 0.0374% for the second-order gradient method, 0.0368% for the norm
minimization of the di↵erence, and 0.0368% for the norm minimization of the perturbation.
This demonstrates the ability of the perturbation theory and the proposed methods for
selecting the reference values in accurately predicting the frequencies and mode shapes
even in the case of a fairly significant change in the system parameters.

The cases of variable bending sti↵ness typically produce larger errors in the natural
frequencies and mode shapes when compared to the cases of variable mass per unit length
in Figs. 3.9 - 3.12. This behaviour was also observed previously when variable ⌧ and �
were considered, and also when comparing the displacement, moment, and shear associated
with the fundamental mode of the system. Also similar to previous numerical simulation
results, the errors for variable l

0

/l given CF boundary conditions were typically smaller
than those reported for a system with CC or FF boundary conditions.

Lastly, in Figs. 3.9 - 3.12 the largest errors occurred when l
0

/l was near 1/2, with the
error at l

0

/l = 1/2 sometimes being smaller than neighbouring points. When the step in
the system is near l

0

/l = 1/2, both sections of the beam will play an equally important
role in the system behaviour. Therefore it is increasingly di�cult to choose a reference
value from which the system properties are perturbed and the sum of the errors increases.
Also in the figures it is seen that the sum of the errors is 0 when l

0

/l is 0 or 1 as in these
cases the system is a homogeneous beam with no step.

3.3.2 Periodically Grooved Beam

The second test case that is considered is a grooved beam for which schematics are presented
in Fig. 3.13. The beam is assumed to have a thickness of h and the grooves are such that at
their peak the system has a thickness of ch. This means that for c > 1 the beam increases
in thickness due to the groove, as in Fig. 3.13a, and for 0 < c < 1 the beam decreases in
thickness due to the groove, as in Fig. 3.13b. If c = 1 then the grooves do not change the
thickness of the beam and the system is homogeneous. Any number of the single grooved
elements are combined side-by-side to form a multiple grooved system, as in Fig. 3.13c.
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(a) Single grooved element with c > 1

(b) Single grooved element with 0 < c < 1

(c) Multiple grooves with 0 < c < 1

Figure 3.13: Schematics of grooved beams.

Denoting the length of a single grooved element by L, the bending sti↵ness of a single
grooved element can be expressed as:
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And the mass per unit length of a single grooved element can be expressed as:
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The total length of the system is taken to be 1. For the grooved beam, the bending sti↵ness
and mass per unit length are both continuous functions with discontinuous derivatives at
the start, middle, and end of each groove.

To investigate the ability of the perturbation theory to predict the natural frequencies
and mode shapes of the system, the sum of the absolute error in the frequencies and mode
shapes are found using Eqs. (3.54) and (3.55), respectively. For the case of a grooved beam,
the analytical solution is presented by a finite element analysis (FEA), the details of which
can be found in Appendix E.

146



Clamped-clamped (CC), clamped-free (CF), and free-free (FF) boundary conditions
are considered and the errors for variable c3 values of a system with 5 grooves and unit
length are presented in Fig. 3.14. In each of the presented figures, the results for the various
proposed methods of determining the reference values are given. A first and second-order
correction for the gradient minimization are considered and the p-values for the norm
minimization methods are chosen such that they minimize the total error in the frequencies
and mode shapes for variable c3.

The range of values for c3 were chosen such that a 50% decrease in the bending sti↵ness
is considered, up to an increase of 50% in the bending sti↵ness. Correspondingly, this
results in a 20.6% decrease and an increase of 14.5% in the mass per unit length. For this
particular case the value c3 represents the ratio of the bending sti↵ness of the centre of
the groove to the bending sti↵ness of a non-grooved section and is further from 1 than the
value c which is the ratio of the mass per unit length of the centre of the groove to the
mass per unit length of a non-grooved section. Due to this, c3 is chosen for the independent
variable in the presentation of the results.

As expected in Figs. 3.14, when c = 1 the value of the sum of error for the frequencies
and mode shapes is 0. This is due to the case of c = 1 corresponding to a homogeneous
beam, and thus the perturbation theory results exactly match the FEA results. Overall,
it is observed that the gradient minimization method with one correction produces the
largest errors. This is to be expected since there are fewer corrections in this method when
compared to the other three methods.

In Figs. 3.15 - 3.18, the sum of the absolute error in the frequencies and mode shapes
for variable c3 value is presented for each of the various reference selection methods. Ad-
ditionally, various total number of grooves in the system are considered for a fixed length
system.
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(a) CC, frequencies
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(b) CC, mode shapes
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(c) CF, frequencies
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Figure 3.14: Sum of absolute error in frequencies and mode shapes for variable c and 5
grooves.
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Figure 3.15: Sum of absolute error in frequencies and mode shapes for first-order gradient
minimization with variable c.
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Figure 3.16: Sum of absolute error in frequencies and mode shapes for second-order gradient
minimization with variable c.
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Figure 3.17: Sum of absolute error in frequencies and mode shapes for norm minimization
of di↵erence with variable c.
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Figure 3.18: Sum of absolute error in frequencies and mode shapes for norm minimization
of perturbation with variable c.
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First, consider the errors reported going from the first-order gradient minimization
method in Fig. 3.15, to the second-order gradient minimization method in Fig. 3.16, to the
minimization of the norm of the di↵erence and perturbation in Figs. 3.17 and 3.18. For
both the sum of the error in the frequencies and mode shapes, the errors decrease dra-
matically from the first-order to the second-order gradient minimization methods. Then,
going from the second-order gradient minimization to the norm minimization methods the
errors are again reduced. The largest sum of error for the natural frequencies for the first
and second-order gradient minimization, the norm minimization of the di↵erence, and the
norm minimization of the perturbation is 19.835%, 4.501%, 0.921%, and 0.953%, respec-
tively. The largest sum of error for the mode shapes for the first and second-order gradient
minimization, the norm minimization of the di↵erence, and the norm minimization of the
perturbation is 12.524%, 0.476%, 0.184%, and 0.183%, respectively.

Secondly, from the presented figures it is seen that the errors in the frequencies and
mode shapes follow a similar behaviour, regardless of the number of grooves in the system.
This behaviour is not symmetric about c3 = 1. In addition, the di↵erence between the
error results for variable number of grooves is relatively small. Another common feature
for the four reference value selection methods is the sum of errors reported when c3 < 1 are
higher than when c3 > 1 when considering is a similar distance from the point c3 = 1. To
explain this, as well as the lack of symmetry, consider the values for c3 that are a distance
� from c3 = 1. In this case the percentage change in the bending sti↵ness is the same we
have c = 3

p
1±� for a given �. With respect to the mass per unit length, the percentage

change will be larger when considering the case of c3 < 1, i.e. � being subtracted, than
for c3 > 1. Therefore for points c3 that are equidistant from c3 = 1 the values with c3 < 1
will have a larger change in the mass per unit length and hence will exhibit higher errors
than for the c3 > 1 case. This is the reason for the highest error observed for c3 = 0.5 and
the lack of symmetry in the results.

Most importantly, the results of Figs. 3.15 - 3.18 highlight the advantage of using an
additional number of corrections to the frequencies and mode shape in the perturbation
theory. The results of the second-order gradient and norm minimization methods are
significantly less sensitive to changes in the value of c near c = 1 when compared to
the first-order method. This highlights the significant advantage of including additional
corrections in the perturbation theory as the ensuing model is more robust in terms of
changes to the system parameters.

With respect to the sum of the absolute error in the frequencies in the gradient min-
imization methods in Figs. 3.15 and 3.16 it is seen that quite frequently the system with
a single groove results in the smallest values. The error then increases as the number of
grooves increases, with the exception for the FF boundary conditions using the second-
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order gradient method. In this case for c3 > 1 the results for a system with 3 grooves is
larger than for a system with 5 grooves. This behaviour seen for the gradient minimization
methods demonstrates that a system with more rapidly varying parameters, that is for
larger number of grooves, results in higher errors in the frequencies.

Next consider the sum of the absolute error in Figs. 3.17 and 3.18 for the norm min-
imization of the di↵erence and perturbation. In the results it is seen that there is no
consistent pattern as the number of grooves changes across the boundary conditions and
whether c3 < 1 or c3 > 1. Likely the main factor that contributes to this lack of consistency
compared to the gradient minimization methods is that the norm minimization methods
determine a single value for EI⇤ and ⇢A⇤ rather than a distinct value for each mode in the
gradient minimization methods. However, it can be seen that the pattern for the results
obtained using the norm minimization of the di↵erence are quite similar to the pattern for
the results obtained using the norm minimization of the perturbation.

Consider next the fundamental mode shapes for a system with a single groove in the
system and c3 = 1.1; the value for c was arbitrarily chosen. For CC, CF, and FF boundary
conditions, Figs. 3.19 - 3.21 present the results for the displacement, moment, and shear
associated with the fundamental mode. The values for p used are 7 and 9 for the norm
minimization of the di↵erence and perturbation, respectively, as these are the optimal
values for all the boundary conditions.
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Figure 3.19: Fundamental mode shape displacement, moment, and shear for a CC system.
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Figure 3.20: Fundamental mode shape displacement, moment, and shear for a CF system.
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Figure 3.21: Fundamental mode shape displacement, moment, and shear for a FF system.
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For a system with a single groove the bending sti↵ness is continuous at all points in
the system, however the first derivative is discontinuous at the points where the groove
begins, peaks, and ends. Since the bending sti↵ness is continuous, it is expected from
Eq. (3.57) that the moment in the system predicted by the perturbation theory will also
be continuous. Indeed, this is the case in Figs. 3.19b, 3.20b, and 3.21b. As the first
derivative of the bending sti↵ness is not continuous, from Eq. (3.58) the shear in the system
predicted by the perturbation theory may or may not be continuous. In Figs. 3.19c, 3.20c,
and 3.21c, it is seen that for the system under consideration that the shear in the system
will be discontinuous at each of the points where the bending sti↵ness is discontinuous.

For the system parameters considered, it is seen in Figs. 3.19a, 3.20a, and 3.21a that
the mode shape displacement predicted by the perturbation theory strongly agrees with
the FEA results for all the boundary conditions considered and all methods for choosing
the reference values. The advantage of including additional corrections to the mode shapes
in the perturbation theory is clearly highlighted in the results for the moment, and in
particular the shear. Specifically, the correction to the shear results for a CF system in
Fig. 3.20c are quite impressive. This demonstrates that if the moment and shear in a
system are to be predicted using a perturbation theory approach, it is quite imperative to
include at least one correction to the mode shapes to obtain reasonably accurate results.

The final numerical simulations for the grooved beam consider a variable number of
grooves in a system with fixed length. The case of c3 = 1.1 is first considered to compare the
various methods for obtaining the reference values in the perturbation theory in Fig. 3.22.
The value for c3 was chosen arbitrarily and corresponds to a 10% increase in the bending
sti↵ness and a 0.032% increase in the mass per unit length at the peak of the grooves. As
a new system parameter is being varied, variable number of grooves, the optimal p-values
are recalculated and are not necessarily the same as those found for variable c3.
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(f) FF, mode shapes

Figure 3.22: Sum of absolute error in frequencies and mode shapes for variable number of
grooves and c3 = 1.1.
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Overall, it is clear for the first-order gradient minimization method that there is a
larger sum of error in the frequencies as the number of grooves increases. This behaviour
is consistent with previous results for variable c3 value. Additionally, there are no cases
where the sum of the error is 0 since for a variable number of grooves there is no case
that corresponds to a homogeneous beam as was the case with previous simulations. As
expected, the first-order gradient minimization method produces the largest error of the
presented methods since there are fewer corrections to the frequencies and mode shapes.

In Figs. 3.23 - 3.26, the sum of the absolute error in the frequencies and mode shapes
for variable number of grooves is presented for each of the various reference selection
methods. Additionally, various values for c3 are considered with CC, CF, and FF boundary
conditions.
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Figure 3.23: Sum of absolute error in frequencies and mode shapes for first-order gradient
minimization with variable number of grooves.
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Figure 3.24: Sum of absolute error in frequencies and mode shapes for second-order gradient
minimization with variable number of grooves.
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Figure 3.25: Sum of absolute error in frequencies and mode shapes for norm minimization
of di↵erence with variable number of grooves.
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Figure 3.26: Sum of absolute error in frequencies and mode shapes for norm minimization
of perturbation with variable number of grooves.
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First, consider the errors reported going from the first-order gradient minimization
method in Fig. 3.23, to the second-order gradient minimization method in Fig. 3.24, to
the minimization of the norm of the di↵erence and perturbation in Figs. 3.25 and 3.26.
As was previously observed for variable c3 values, the sum of the error in the frequencies
and mode shapes exhibit a significant decrease for variable number of grooves from the
first to second-order gradient minimization methods. Then, going from the second-order
gradient minimization method to the norm minimization methods the errors are further
reduced for both the frequencies and mode shapes. The largest sum of error for the natural
frequencies for the first and second-order gradient minimization, the norm minimization of
the di↵erence, and the norm minimization of the perturbation is 23.436%, 5.709%, 0.884%,
and 0.888%. The largest sum of error for the mode shapes for the first and second-order
gradient minimization, the norm minimization of the di↵erence, and the norm minimization
of the perturbation is 12.524%, 0.622%, 0.301%, and 0.300%. All of the maximum sum of
errors occurred for the case when c3 = 0.5.

Secondly, from the presented figures, it is observed that the highest errors are reported
for the cases with larger variations in the system properties, c3 = 0.5 with the largest
errors and c3 = 1.5 with the second largest. The smallest errors occurred for the case of
c3 = 1.1 and the second smallest occurred for the case of c3 = 0.9. This is expected since
for equidistance c3 values from c3 = 1 the errors are larger when c3 < 1 than when c3 > 1,
as previously discussed.

With respect to the sum of the absolute error in the frequencies in the gradient mini-
mization methods in Figs. 3.23 and 3.24 it is seen that the error increases as the number
of grooves increases and ultimately reaches an upper bound. This increase is larger for the
first-order gradient minimization method and the results approach the upper bound much
sooner, that is a fewer number of grooves, for the second-order gradient minimization com-
pared to the first-order gradient minimization. This is an advantage for the second-order
gradient minimization. Additionally, the pattern of the errors observed for the results with
variable number of grooves in Figs. 3.23 and 3.24 is consistent with the pattern of the
errors observed for the results with variable c3 in Figs. 3.15 and 3.16.

Next consider the sum of the absolute error in Figs. 3.25 and 3.26 for the norm min-
imization of the di↵erence and perturbation. The behaviour of the results are observed
to be di↵erent than for the gradient norm minimization and is likely due to the norm
minimization methods producing a single value for EI⇤ and ⇢A⇤. However, it can be seen
that the pattern for the results obtained using the norm minimization of the di↵erence are
quite similar to the pattern for the results obtained using the norm minimization of the
perturbation. With respect to the boundary conditions, it is seen for the CC boundary
conditions that the errors are quite consistent as the number of grooves is varied with a
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slight overall increase in the errors for the case of c3 = 0.5. For the CF and FF boundary
conditions there is a noticeable decrease in the sum of the absolute error in the frequencies
as the number of grooves increases, especially for the cases when c3 = 0.5 and c3 = 1.5.

Finally, it is seen for the norm minimization methods that the pattern of the errors
observed for the results with variable number of grooves in Figs. 3.25 and 3.26 is not con-
sistent with the pattern of the errors observed for the results with variable c3 in Figs. 3.17
and 3.18. This is due to the pattern for the errors being related to the choice of p-value.
For each of the cases of variable c3 and variable number of grooves the process to determine
the optimal p-value was performed and produced di↵erent results for the two cases. The
process was performed in each case to obtain the optimal results for the given variable
system parameter to highlight the potential accuracy of the norm minimization methods.
Furthermore, the pattern of the errors would be di↵erent if the optimal p-value was deter-
mine for each individual data point, and would ultimately results in lower levels of error
for the frequencies and mode shapes.

Overall, it has been seen through numerical simulation of two distinct systems that
there is a significant improvement in the results for the frequencies and mode shapes when
additional corrections are considered. Furthermore, the various proposed manners in which
to determine the reference values in the perturbation theory each produce quite accurate
results. The optimally chosen results for L

p

norm minimization produced the smallest
errors, with only slightly larger errors from the second-order gradient minimization. How-
ever, the L

p

norm minimization methods rely on knowledge of the frequencies and mode
shapes a priori, this is in contrast to the gradient minimization method.

3.4 Lindstedt-Poincaré Method with Lumped Masses

3.4.1 Problem Statement

To apply the perturbation theory to both wrapping patterns that are considered for string-
harnessed system, the details in Section 3.1 are updated to include lumped masses. Let �
denote the Dirac delta function. The PDE and boundary conditions that consider lumped
masses are given by

@2

@x2



EI(x)
@2w

@x2

�

+

(

⇢A(x) +
m

X

k=0

M
k

�(x� x
k

)

)

@2w

@t2
= 0 (3.59)
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w(x⇤, t) = 0 or
@

@x



EI(x)
@2w
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�

x=x

⇤
= 0 (3.60)
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�

�

�

�

x=x

⇤
= 0 (3.61)

The functions EI(x) and ⇢A(x) are C1-functions on [0, l] \ P . For the case of string-
harnessed systems, the finite set P contains all the points where a string goes from one
face of the host structure to another. Assume that P contains m � 1 points. A similar
sequence of steps are applied as in the case without lumped masses.

The problem is nondimensionalized using a reference value EI⇤ for the bending sti↵ness
and ⇢A⇤ for the mass per unit length. These references values are the values from which
the respective functions of the system are considered perturbed. Introduce the length
scale l the time scale l2

p

⇢A⇤/EI⇤, and let X, T , W denote the dimensionless quantities
associated with x, t, and w, respectively.
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(3.62)

Assume a separable solution to Eq. (3.62) of the form W (X, T ) = u(X)ei!T . This leads to
a spatial ordinary di↵erential equation (ODE)

0 =
d2

dX2

⇢

1 +
EI(X)� EI⇤

EI⇤

�

d2u(X)

dX2

�

� !2

 

⇢

1 +
⇢A(X)� ⇢A⇤

⇢A⇤

�

+
m

X

k=0

M
k

l⇢A⇤ � (X �X
k

)

!

u(X) (3.63)

3.4.2 Perturbation Theory

Since the reference values EI⇤ and ⇢A⇤ were chosen such that perturbations occur from
these values, introduce a small parameter ✏ in Eq. (3.63)
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(3.64)
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Applying the same steps that were applied to the PDE to the boundary conditions.
The boundary conditions at X⇤ = 0 or 1 are:

u(X⇤) =0 or
d

dX



n

1 + ✏cEI(X)
o d2u(X)

dX2

�

X=X

⇤
=0 (3.65a)

du(X⇤)

dX
=0 or

n

1 + ✏cEI(X)
o d2u(X⇤)

dX2

=0 (3.65b)

As was done for the previous model without lumped masses, the Lindstedt-Poincaré
method is applied and the natural frequencies and mode shapes are expanded in terms of
the small parameter ✏.

u(X) =u
0

(X) + ✏u
1

(X) + ✏2u
2

(X) + . . . (3.66a)

! =!
0
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1

+ ✏2!
2

+ . . . (3.66b)

The expansions in Eq. (3.66) are then substituted into the PDE and boundary conditions
in Eqs. (3.64) and (3.65). Terms with similar powers of ✏ are grouped together and these
define a sequence of problems that must be solved to determine the frequencies and mode
shapes.

3.4.3 Mass Normalization Condition

Once the mode shapes of the system are determined from the perturbation theory they
are mass normalized; this is quite common in a vibrations analysis. The mass normalized
mode shapes are denoted by �(x) and the nondimensional mode shapes are denoted by
�(X). The mass normalization condition in nondimensional form is given by
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To determine the mass normalization condition corresponding to each O(✏i) problem of
the perturbation theory, substitute the expansion of the mode shape in terms of ✏ into
Eq. (3.67). The mass normalization conditions for the O(1) and O(✏) are
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3.4.4 O(1) Problem

The O(1) problem for the system with lumped masses is the same as for the previous EB
model in Section 3.1.4. The solutions for the various boundary conditions are presented
for completeness.

Clamped-Clamped Solution

The boundary conditions for a CC system are

u
0

(0) = 0 ,
du

0
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dX
= 0 , u

0
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(3.69)

Clamped-Free Solution

The boundary conditions for a CF system are
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(3.70)
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Free-Free Solution

The boundary conditions for a FF system are
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3.4.5 O(✏) Problem

The ODE for the O(✏) problem is

d4u
n1

dX4

� !2

n0

u
n1

= 2!
n0

!
n1

�
n0

+ !2

n0

c⇢A�
n0

+
m

X

k=0

!2

n0

cM
k

� (X �X
k

)�
n0

� d2

dX2



cEI
d2�

n0

dX2

�

(3.72)
for 0 < X < 1. A solution to the ODE exists when the following solvability condition is
satisfied.
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From the solvability condition in Eq. (3.73) the value for !
n1

is found. Using integration
by parts and that CC, CF, and FF boundary conditions are under consideration, the
solvability condition yields:
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Recall the assumption that EI(x) and ⇢A(x) are C1-functions everywhere except on a

set of points P of size m�1. It follows that cEI(X) and c⇢A(X) are C1-functions on the set
bP = P/l. Suppose that the points in bP are ordered as 0 < X

P1 < X
P2 < . . . < X

P

m�1 < 1
and denote X

0

= 0 and X
m

= 1. The ODE in Eq. (3.72) is solved over each of the m
intervals [X

i�1

, X
i

]. The general solution on the ith interval is the same as in Section 3.1.5
since the lumped masses are not present inside the intervals over which a solution is found,
but rather at the interface of each of the intervals. The general solution over the ith interval
is
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Since the ODE is solved over each section, a set of continuity conditions must be applied.
The continuity conditions are continuity of displacement, slope, moment, and shear and
can be obtained mathematically from Eq. (3.72). When lumped masses are present in the
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system, they a↵ect the continuity of the shear. For an arbitrary point X
j
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The boundary conditions for the O(✏) problem are simplified using the O(1) problem
boundary conditions. For the case of lumped masses, the boundary conditions are updated
to include the possibility of a lumped mass at free ends of the system. The boundary
conditions for a CC system are:
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The boundary conditions for a CF system are:
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The boundary conditions for a FF system are:
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Applying the boundary conditions at X = 0, the first section of the mode shape for a
CC and CF system is:
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The first section of the mode shape for a FF system is:
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In Eqs. (3.81) and (3.82), eu(1)

n1

(X) is equal to the terms within the brackets and m
(1)

n1

(X)

is equal to the final term. In Eq. (3.81), m(1)
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(X) = 0.

Next the continuity conditions are applied in order, from the continuity conditions at
X

1

to the continuity conditions at X
m�1

. Once this has been performed, the general form
of the mode shape over each section for a CC and CF system is:
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and the general form of the mode shape over each section for a FF system is:
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It is seen in Eqs. (3.83) and (3.84) that there are only two unknown coe�cients that remain

to be determined. The expressions of eu(i)

n1

(X) and m
(i)

n1

for the various boundary conditions
can be found in Appendix B.2.

Next, the boundary conditions at X = 1 are applied. Only the first boundary condition
needs to be applied as the second boundary condition is automatically satisfied due to the
choice of !

n1

from the solvability condition. Apply the third boundary condition listed in
Eqs. (3.78)-(3.80). The expression for the mode shape over the ith section for a CC system
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is:
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The expression for the mode shape over the ith section for a CF system is:
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The expression for the mode shape over the ith section for a FF system is:
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The final step is to determine the coe�cient A(1)

n1

by applying the mass normalization

condition of Eq. (3.68b). The coe�cient A(1)
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for a CC system is
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The coe�cient A(1)
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for a CF system is
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The coe�cient A(1)
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for a FF system is
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3.4.6 O(✏2) Problem

The ODE for the O(✏2) problem is
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for 0 < X < 1. A solution to the ODE exists when the following solvability condition is
satisfied.
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From the solvability condition in Eq. (3.92) the value for !
n2

is found. Using integration
by parts and that CC, CF, and FF boundary conditions are under consideration, the
solvability condition yields:
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3.4.7 Final Dimensional Solution

Dependence on Reference Values

To determine the final expressions for the natural frequencies and mode shapes in terms
of the reference values EI⇤ and ⇢A⇤ the parameter ✏ is removed. This is done by using
the relationships ✏cEI(X) = (EI(X) � EI⇤)/EI⇤, ✏c⇢A(X) = (⇢A(X) � ⇢A⇤)/⇢A⇤, and
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/(l⇢A⇤). This is the same approach used in Section 3.1.7. The result for the
first correction to the natural frequencies is
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The first correction to the mode shape is expressed as
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and the second frequency correction is expressed as
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where
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The expressions of f
n1

(X) and f
n2

(X) for the various boundary conditions are given in
Appendix C.2. The final expressions for the natural frequencies with two corrections and
the mode shapes with one correction are
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The final form of the frequencies and mode shapes in Eqs. (3.98) and (3.99) is identical to
those in Section 3.1.7 for the case without lumped masses. Only the values for ↵, �, and
f(X) are di↵erent.

Reintroduction of Dimensions

Dimension are reintroduced for the final solution using the length scale l and time scale
l2
p

⇢A⇤/EI⇤. For the mass normalized mode shapes, the dimensions of 1/
p
kg must be

introduced. From the length and time scales used it follows that the mass scale is l⇢A⇤.
This mass scale also arose naturally during the nondimensionalization procedure to obtain
Eq. (3.62). From the nondimensional results in Eqs. (3.98) and (3.99), the dimensional
solution is
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3.5 Reference Values Selection with Lumped Masses

The final expression for the natural frequencies and mode shapes of the system are in terms
of the reference values EI⇤ and ⇢A⇤. The values of these are yet to be determined and
the method in which they are determined will influence the accuracy of the results. The
same methods for determining the reference values in Section 3.2 are updated for the case
of lumped masses.

3.5.1 Minimizing L
p

Norm of Di↵erence

Updating the minimization of the L
p

norm of the di↵erence presented in Section 3.2.1 to
include lumped masses yields
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Since the multiplication of distributions is not well defined, the value for p must be re-
stricted to 1. In the case that p = 1
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It can be seen that in the case of p = 1, the result of the minimization with lumped
masses is equivalent to the minimization of
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where p = 1 must be used if there are lumped masses in the system.
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3.5.2 Minimizing L
p

Norm of Perturbation

Updating the minimization of the L
p

norm of the perturbation presented in Section 3.2.2
means that care must taken due to the presence of the Dirac delta distribution. As was the
case in Section 3.5.1, the minimization procedure is only well defined when p = 1. Selecting
this value for the minimization procedure leads to the following case when lumped masses
are present:
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3.5.3 Minimizing Gradient Norm

The minimization of the gradient norm presented in Section 3.2.3 is updated to include
lumped masses by omitting the upper bound on the value for ⇢A⇤. The constraints on the
mass per unit length reference value are removed due to the presence of the Dirac delta
distributions, which do not allow for upper bounds to be properly defined. The expression
for the Euclidean norm of the frequency and the constraint that the sum of the corrections
equals 0 remains the same since the final forms of the expression for the natural frequencies
of the system with and without lumped masses were identical. The minimization of the
gradient norm when considering lumped masses can be written as:

minimize: kr!
n

k
2

(3.104a)

subject to: min
x2[0,l]

EI (x)  EI⇤  max
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EI (x) (3.104b)
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To prove the existence of a solution to the minimization procedure in Eq. (3.104), the
same technique involving a corollary to the intermediate value theorem as in Section 3.2.3
can be used.

In summary, a perturbation theory with two corrections to the frequencies and one
correction to the mode shapes was developed for an EB beam model, in addition to various
ways to determine the reference values. Numerical simulations were used to quantify the
errors associated with each method to select the reference values and were shown to be in
good agreement. The perturbation theory was then further developed to include lumped
masses so that it may be applied to string-harnessed systems, specifically the diagonal
wrapping pattern.

3.6 Chapter Summary

In this chapter, the Lindstedt-Poincaré perturbation method was applied to a spatially
dependent Euler-Bernoulli beam model. Two cases were considered, a system with and
without lumped masses. In the perturbation theory, one correction was found for the mode
shapes and two corrections were found for the frequencies. Additionally in the perturbation
theory, reference values for the bending sti↵ness and mass per unit length from which the
system is considered perturbed must be determined. The best approach for choosing these
reference values was a minimization of the norm of the gradient of the frequencies.
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Chapter 4

Exact Modelling and Analysis of
String-Harnessed Structures

In this chapter a spatially dependent model is derived for the transverse vibrations of string-
harnessed systems. The advantages of a spatially dependent model is the ability to consider
non-periodic wrapping patterns for the string, in addition to periodic wrapping patterns.
The perturbation theory previously developed is used to determine the frequencies and
mode shapes of the system and results are verified experimentally. The work presented in
this chapter is to be submitted in [91, 92].

4.1 Modelling

Consider a string-harnessed system with n strings, each of which may have a distinct
wrapping pattern. Figure 4.1 presents a schematic for a system with one string and a
variable wrapping pattern and indicates the Cartesian coordinates that are used to describe
the system. The assumptions of Section 2.1 still hold true. That is to say there is no slip
between the string and the host structure, Euler-Bernoulli (EB) assumptions are used for
the host structure, and the parameters of the system are such that any initial twisting
behaviour due to the presence of the strings is negligible.

Furthermore, the same assumptions are used to determine the displacement field in the
system. Assuming a small transverse displacement z = w(x, t) along the midline of the
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Figure 4.1: String-harnessed system with a single string and variable wrapping angle.

beam, the second-order displacement field is

u
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The position of the centre of the ith string is given by (x, y, z) = (x, y
s,i

(x), z
s,i

(x)). It
is assumed that the centre of the string has a single position for a given x value. It should
be noted that the functions y

s,i

and z
s,i

are not di↵erentiable at locations where the string
goes from one face of the host structure to another. Since these points are countable, y

s,i

and z
s,i

are smooth functions almost everywhere (a.e.). The modulus, density, pre-tension,
and radius of the ith string will be denoted by E

s,i

, ⇢
s,i

, T
s,i

, and r
s,i

, respectively.

4.1.1 Kinetic Energy

From the assumption of small transverse displacements, the e↵ect of rotary inertia can be
ignored. The kinetic energy of the beam and the strings is given by:
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Using the displacement field in Eq. (4.1) and keeping only higher-order terms gives
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Above, A
s,i

= ⇡r2
s,i

is the cross-section area of the ith string and
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denotes the cosine of the angle formed by the ith string with respect to the longitudinal
axis.

It should be noted that the integral in Eq. (4.3) is well defined since the integrand is
bounded and continuous a.e.. Boundedness follows since the derivatives of y

s,i

and z
s,i

are
equal to or less than the magnitude of the tangent of the angle formed by the string with
respect to the x-axis. This comes from the assumption that the string must form a straight
line on a given face of the beam. Next, since it is assumed that a finite number of strings
are present in the system, the number of points where the derivatives of y

s,i

and z
s,i

do not
exist is countable and therefore form a null set. Consequently y

s,i

, z
s,i

2 C1[0, l] a.e. and
it follows that  

i

2 C1[0, l] a.e.. This shows that the integrand is continuous a.e. and the
integral in Eq. (4.3) is Riemann integrable.

In Chapter 2 the diagonal wrapping pattern, which includes lumped masses, was con-
sidered. As such, lumped masses are added to the exact modelling of the string har-
nessed system for generality. Let there be a total of m + 1 lumped masses, each of
total mass M

k

located at x
k

. Assume that the locations of the lumped masses are
0 = x

0

< x
1

< . . . < x
m�1

< x
m

= l. Lumped masses at the boundaries are included
for full generality. The final expression for the kinetic energy in the system is:
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In Eq. (4.4), � is the Dirac delta function.

4.1.2 Strain Energy

Following the same approach of Section 2.1.1, the Green-Lagrange strain tensor is em-
ployed. Using the displacement field from Eq. (4.1) the single non-zero term in the Green-
Lagrange strain tensor is strain along the longitudinal axis.
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First consider the strain energy in the strings. Since it is assumed that each string is
pre-tensioned, there is a pre-strain of T

s,i

/E
s,i

A
s,i

along the ith string. In addition to the
pre-strain, there will be strain due to deformations when the system undergoes vibrations.
Recall for the periodic wrapping patterns that the strain tensor transformation led to a
longitudinal strain in the string of the form ✏

xx

cos2(✓). In the general case, the cosine of the
angle is denoted by  (x) and thus the strain along the ith string is given by ✏

xx

 2. Next, it
is assumed that the strain at then centre of the string is taken as the strain amount for the
entire cross section of the string. Assuming Hooke’s law holds and denoting a di↵erential
element of string by ds, the total strain energy in the strings is
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The length of the ith string is related to the Cartesian coordinates by s = x/ 
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. Mak-
ing this change of coordinates in Eq. (4.6) leads to the Jacobian determinant 1/ 
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2 = 0 a.e. and so the Jacobian
determinant reduces to 1/ 
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a.e.. Perform the integration in Eq. (4.6) and keep only up
to second-order terms.
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In Eq. (4.7) the interchange of summation and integration is justified as the summation is
finite.
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Next the strain energy in the beam is calculated, beginning with the pre-strain due
to the presence of the strings. The ith string will pre-strain the beam in the longitudi-
nal direction an amount of �T

s,i

 
i

/E
b

A
b

. Therefore the total pre-strain in the beam is
P

n

i=1
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/E
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. Assuming the beam obeys Hooke’s law, the strain energy is found as:
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The approximation symbol in Eq. (4.8) is used as only up to second-order terms are kept.

Summing the strain in the strings from Eq. (4.7) and the strain in the beam from
Eq. (4.8), the total strain energy in the system is found.
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4.1.3 Vibration Analysis

Applying Hamilton’s principle with the total kinetic and strain energy of the system from
Eqs. (4.4) and (4.9), respectively, the partial di↵erential equation (PDE) for the free trans-
verse vibrations of the string-harnessed system is found as
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The first boundary condition, at either x⇤ = 0 or l, is
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and the second boundary condition is
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The imposed boundary conditions are the first ones listed in Eqs. (4.12) and (4.13) and
are interpreted as zero displacement and zero slope. The natural boundary conditions are
the second ones listed in Eqs. (4.12) and (4.13) and are related to shear and moment in the
system, respectively. For a further analysis of the natural boundary conditions, consider
the expression for the moment in the string-harnessed system.

M
x

= �
 

E
b

I
b

+
n

X

i=1

�

E
s,i

A
s,i

 3

i

z2
s,i

 

!

@2w

@x2

+
n

X

i=1

{T
s,i

 
i

z
s,i

} (4.14)

In Eq. (4.14) it is seen that the moment in the system is due the bending sti↵ness of
the host structure, the initial moment produced by the pre-tension in the string, and a
sti↵ening e↵ect due to the presence of the string. Since second-order terms were kept in
the displacement field and strain tensor, this results in higher-order stress resultants in the
system. Calculating the higher-order stress resultants yields
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It can be seen that the boundary condition in Eq. (4.13) is in fact M
x

= P
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2 . Therefore
the natural boundary condition for the string-harnessed system indicates that the moment

186



in the system is equal to higher-order stress resultants. In terms of M
x

and P
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, the natural

boundary condition in Eq. (4.12) can be written as @M
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. Hence it is seen

that the shear in the string-harnessed system is equal to higher-order stress resultant terms.

The PDE and boundary conditions in Eqs. (4.10)-(4.13) are not homogeneous. Prior
to determining a solution to the problem, a time-independent solution that satisfies the
PDE and boundary conditions is introduced to eliminate the non-homogeneous terms.
Denote this time-independent solution by w

e

(x) and perform the substitution w(x, t) =
w(x, t) + w

e

(x). Since a time independent solution has been introduced, the frequencies
of w(x, t) are the same as for w(x, t). The homogeneous PDE and boundary conditions at
x⇤ = 0 or l are
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4.2 Simulation Results for String-Harnessed System

The final form of the equation for the transverse vibrations of the string-harnessed system
is a spatially dependent EB model. Typically, spatially dependent models are not solvable
except under specific circumstances and thus methods to estimate the frequencies and mode
shapes are frequently employed. For the string-harnessed system model the perturbation
theory developed in Chapter 3 is applied.

4.2.1 Periodic Wrapping Patterns

The same system parameters previously used in Section 2.3.7 for numerical simulations are
considered for both diagonal and zigzag wrapping patterns. The system parameters are
restated and will be used for all simulations in this section: b = 0.01 m, h = 0.0015 m,
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l = 0.25 m, E
b

= 6.89 ⇥ 1010 N/m2, ⇢
b

= 2700 kg/m3, r
s

= 0.00035 m, E
s

= 1.5 ⇥ 1011

N/m2, ⇢
s

= 1400 kg/m3, and T = 25 N. It is further assumed that there are 6 fundamental
elements that form the system. This is the smallest number of elements for which the
homogenization procedure reports a ratio of the wavelength to the length of fundamental
element greater than one for the first ten modes of the system. This also holds for all the
boundary conditions considered. Due to the tenth mode having the shortest wavelength,
it is this mode that provides the restriction on the number of fundamental elements under
consideration.

As a periodic wrapping pattern is considered in the current simulations, the frequency
results obtained using the homogenization method of Chapter 2 will be included and com-
pared to the perturbation theory results. For notational convenience, the results of the
homogenization method will be denoted by “HOM”. The error of the HOM and pertur-
bation theory results in predicting the natural frequencies and mode shapes is determined
using an analytical solution for the diagonal wrapping pattern and an FEA for the zigzag
wrapping pattern. Due to the manner in which the bending sti↵ness and mass per unit
length depend on the position in the system, it is not possible to solve the PDE for a zigzag
system exactly. The details of the analytical solution for the diagonal wrapping pattern
are given in Appendix D and the FEA details for the zigzag wrapping pattern are given in
Appendix E.

In the current simulations, the focus is on the error in predicting the natural fre-
quencies and mode shapes of the system. The error in the frequencies is calculated as
(!

n,p

� !
n,e

) /!
n,e

and the error of the mode shapes is calculated as

R

l

0

(�
n,p

(x)� �
n,e

(x))2 dx
R

l

0

�2

n,e

(x) dx

where the subscript ‘e’ represents the exact solution.

First the Young’s modulus of the string is varied and the absolute percentage of error
in the fundamental frequency and associated mode shape is presented in Fig. 4.2 for the
diagonal wrapping pattern and in Fig. 4.3 for the zigzag wrapping pattern. In the figures,
the gradient minimization method is denoted by “Grad. 1” when there is a single correc-
tion to the frequencies and “Grad. 2” when there are two corrections to the frequencies.
Additionally, in Fig. 4.2, “L

1

” denotes the norm minimization method. Recall that for
the diagonal wrapping pattern that the case of p = 1 must be used and there is no dif-
ference between the di↵erence and perturbation norm minimization. Finally, in Fig. 4.3,
“Di↵.” and “Pert.” along with a p value is used to denote the di↵erence and perturbation
norm minimization methods, respectively. In addition to the p-value that minimizes the

188



error, the results for p = 1 are included as well to represent a case in which knowledge
of the frequencies and mode shapes is not known beforehand. This notation will be used
throughout this chapter.
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(b) CC, mode shapes
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(d) CF, mode shapes
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(f) FF, mode shapes

Figure 4.2: Absolute error in fundamental frequency and associated mode shape for variable
string modulus and diagonal wrapping pattern.
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(a) CC, frequencies

0.5 1 1.5 2 2.5 3

String Modulus, N/m2
×10

11

0

0.5

1

1.5

2

2.5

3

A
b
so
lu
te

P
er
ce
n
ta
ge

E
rr
or
,
%

×10
-3

HOM
Grad. 1
Grad. 2
Diff., p = 159
Pert., p = 239
Diff., p = 1
Pert., p = 1

(b) CC, mode shapes
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Figure 4.3: Absolute error in fundamental frequency and associated mode shape for variable
string modulus and zigzag wrapping pattern.
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It is seen for the diagonal wrapping pattern in Fig. 4.2 that the error in the frequency
and mode shape is not a↵ected by changes in the string modulus. Since the diagonal
wrapping pattern has a constant bending sti↵ness throughout the system, the reference
value determined by the perturbation theory is exactly this value. Hence, as the string
modulus is increased, there are no additional errors introduced in the results. Furthermore,
for the diagonal pattern, the perturbation theory with additional corrections typically
produced smaller errors. Overall, the error in predicting the frequency and mode shape is
very small, less than 0.1%.

It is seen for the zigzag wrapping pattern in Fig. 4.3 that the error in the frequency and
mode shape increases as the modulus of the string increases. This behaviour is expected
since as the modulus of the string increases so does the size of the perturbations, hence
resulting in larger errors. It can also be seen in Fig. 4.3 that for CF boundary conditions
the HOM model results for the fundamental frequency initially increase, then decrease
to 0, and then once again increase as the modulus of the string increases. Due to the
constant mass per unit length of the string-harnessed system, the behaviour observed for
the HOM model is due to an initial underprediction of the added sti↵ness, followed by an
overprediction of the added sti↵ness. Overall, the smallest errors were typically reported
by the norm minimization methods with optimal p-values and the second smallest errors
were typically reported by the gradient minimization with 2 corrections. Overall, the
absolute error in the fundamental frequency was less than 0.6% and the absolute error in
the associated mode shape was very small, less than 0.0003%.

To analyze the error across multiple modes, the average of the sum of the absolute
percentage of error for the first 10 modes is presented in Table 4.1. In this table, it is
clearly shown that the perturbation theory with additional corrections produces signifi-
cantly smaller errors than the perturbation theory with a single correction to the frequen-
cies. This is expected as additional corrections produce more accurate results. Further-
more, it is seen that the HOM method produces significantly larger average sum of error
than the higher-order perturbation theory. This clearly highlights the advantages of using
the perturbation theory over the homogenization approach.

In terms of producing the smallest average error, the gradient minimization method
with additional corrections proved the best for the diagonal wrapping pattern while the
perturbation norm minimization with optimal p produced the smallest error for the zigzag
wrapping pattern. This was observed across all the boundary conditions and for both the
frequency and mode shape errors. Assuming for the zigzag wrapping pattern that the
frequencies are not known ahead of time, i.e. an optimal p cannot be determined, the
second-order gradient minimization method resulted in the smallest average absolute error
across the boundary conditions considered.
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Table 4.1: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable string modulus

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern (⇥10�3)
HOM 493.052 1188.713 1099.427 13.831 86.634 118.590
Grad. 1 4.505 15.411 19.579 13.250 84.825 116.918
Grad. 2 0.014 0.082 0.106 0.000 0.014 0.022
L
1

0.061 0.423 0.472 0.001 0.038 0.059
Zigzag Pattern (⇥100)

HOM 3.108 1.001 2.138 0.354 0.049 0.092
Grad. 1 1.979 1.721 1.917 0.354 0.049 0.092
Grad. 2 0.291 0.275 0.299 0.005 0.001 0.002
Di↵., p opt. 0.011 0.008 0.017 0.001 0.000 0.000
Pert., p opt. 0.009 0.007 0.015 0.001 0.000 0.000
Di↵., p = 1 0.382 0.339 0.379 0.008 0.002 0.003
Pert., p = 1 0.382 0.339 0.379 0.008 0.002 0.003

Next, the number of fundamental elements is varied while keeping the length of the
system constant and the results for the fundamental frequency and associated mode shape
absolute error for the diagonal and zigzag wrapping patterns are presented in Figs. 4.4 and
4.5, respectively. As the number of fundamental elements increases, the wrapping angle
also increases. This leads to a reduction in the added sti↵ness due to the string and an
increase in the added mass, resulting in a decrease in the frequencies. In the results for
variable number of fundamental elements the cases of 5 or fewer elements HOM results are
not presented. As previously explained, the number of fundamental elements was restricted
such that the ratio of wavelength to fundamental element length is greater than one for
the first ten modes of the system. Finally, since a di↵erent variable system parameter is
being considered, the process to determine the optimal p-value for the norm minimization
methods is performed anew.
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(b) CC, mode shapes
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(c) CF, frequencies

2 4 6 8 10 12 14 16 18 20

Number of Fundamental Elements

0

1

2

3

4

5

6

7

8

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

×10
-5

HOM
Grad. 1
Grad. 2
L1

(d) CF, mode shapes
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(e) FF, frequencies
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Figure 4.4: Absolute error in fundamental frequency and associated mode shape for variable
number of fundamental elements and diagonal wrapping pattern.
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(a) CC, frequencies
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(b) CC, mode shapes
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(d) CF, mode shapes
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Figure 4.5: Absolute error in fundamental frequency and associated mode shape for variable
number of fundamental elements and zigzag wrapping pattern.
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Figure 4.4 demonstrates that for the diagonal pattern the absolute error typically de-
creases as the number of elements increases, with the notable exception of the norm min-
imization with CC boundary conditions. The increase observed for the L

1

results is due
to this method being independent of the lumped masses in the system. Therefore, as
the number of fundamental elements increases so does the number of lumped masses in
the system. These additional lumped masses will cause increasing error as the number
of fundamental elements increases. This highlights an advantage for using the gradient
minimization method as the errors are decreasing for increasing number of fundamental
elements. Overall, the HOM results were quite large compared to the perturbation theory
results. In general for all the results presented, the error in predicting the frequency and
associated mode shape was quite small, less than 0.1%.

Figure 4.5 indicates that the overall the errors decrease as the number of fundamental
elements increases. In addition, it is seen for CF and FF boundary conditions that for
small numbers of fundamental elements it occurs that the perturbation theory errors will
sometimes increase as the number of fundamental elements increases. Furthermore, this be-
haviour is seen for certain results to occur in either CC or CF boundary conditions but not
the other. This indicates that this increasing error behaviour is dependent on the boundary
conditions applied and the perturbation theory results under consideration, rather than
a specific e↵ect. A decrease in error as the number of fundamental elements increases
is expected as in this case the mass per unit length of the system is exactly known and
the perturbations in the string-harnessed system bending sti↵ness become smaller. These
e↵ects will result in a more accurate perturbation theory. Across the various presented
methods for predicting the frequency and mode shape, the norm minimization methods
with optimal p-value usually predicted the smallest errors. The next best method was the
second-order gradient minimization. Overall, the mode shapes were very well predicted,
with errors less than 0.016%, and the error in the frequency was less than 0.5%.

Table 4.2 presents the average of the sum of the absolute percentage of error for the first
10 modes for variable number of fundamental elements. These results, as expected, indicate
that the perturbation theory with additional corrections provide more accurate results than
the first-order method, regardless of how the reference values are determined. In addition,
the HOM typically produces a higher average error for the frequencies and mode shapes
when compared to the second-order perturbation methods, in particular for the diagonal
wrapping pattern with multiple lumped masses. This underlines the advantage of using
the perturbation method over the HOM method, particularly when lumped masses are
present. The increase in accuracy for the diagonal wrapping pattern is due to the HOM
distributing the lumped masses over the entire system during homogenization, whereas the
perturbation theory considers the exact location of the lumped masses. Furthermore, an
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advantage of the perturbation theory is the ability to consider systems with a very small
number of fundamental elements.

The second-order gradient minimization method produced the smallest average sum of
absolute error for both frequencies and mode shapes for the diagonal wrapping pattern.
The norm minimization using the perturbation with optimal p-value produced the smallest
average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping
pattern. For each wrapping pattern, the most accurate method was also independent of
boundary conditions. If an optimal p-value cannot be determined ahead of time, then for
the results presented the second-order gradient minimization method produces the most
accurate results for the zigzag wrapping pattern for both the frequencies and mode shapes,
and given any of the boundary conditions.

Table 4.2: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable number of fundamental elements

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern (⇥10�3)
HOM 239.971 1160.185 839.155 6.103 60.496 102.493
Grad. 1 3.026 10.215 15.536 6.311 66.786 105.633
Grad. 2 0.237 0.107 0.667 0.002 0.013 0.029
L
1

0.498 0.823 1.286 0.005 0.048 0.081
Zigzag Pattern (⇥100)

HOM 0.602 0.096 0.408 0.035 0.005 0.004
Grad. 1 0.902 0.793 0.856 0.242 0.117 0.156
Grad. 2 0.098 0.098 0.103 0.003 0.002 0.003
Di↵., p opt. 0.018 0.014 0.018 0.001 0.000 0.001
Pert., p opt. 0.017 0.014 0.018 0.001 0.000 0.001
Di↵., p = 1 0.134 0.122 0.131 0.004 0.003 0.004
Pert., p = 1 0.134 0.122 0.131 0.004 0.003 0.004

Variations in the density of the string are considered next and the absolute percentage
of error in the fundamental frequency and associated mode shape is presented in Fig. 4.6
for the diagonal wrapping pattern and in Fig. 4.7 for the zigzag wrapping pattern.
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(b) CC, mode shapes
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(c) CF, frequencies
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(d) CF, mode shapes
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(e) FF, frequencies
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(f) FF, mode shapes

Figure 4.6: Absolute error in fundamental frequency and associated mode shape for variable
string density and diagonal wrapping pattern.
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(a) CC, frequencies
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(b) CC, mode shapes
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(c) CF, frequencies
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(d) CF, mode shapes

1000 2000 3000 4000 5000 6000 7000 8000 9000

String Density, kg/m3

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

A
b
so
lu
te

P
er
ce
n
ta
ge

E
rr
or
,
%

HOM
Grad. 1
Grad. 2
Diff., p = 190
Pert., p = 318
Diff., p = 1
Pert., p = 1

(e) FF, frequencies
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Figure 4.7: Absolute error in fundamental frequency and associated mode shape for variable
string density and zigzag wrapping pattern.
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It is seen for the diagonal wrapping pattern in Fig. 4.6 that the error in the frequency
and mode shape increases as the density of the string increases. Furthermore, for the
diagonal wrapping pattern, the second-order gradient minimization perturbation method
consistently resulted in the smallest errors in the frequency and mode shape. As the density
of the string increases, so does the value of the lumped masses. Due to this, the L

1

results,
which is not influenced by the lumped masses, demonstrate a larger rate of increase in error
compared to the other perturbation results, in particular for the CC boundary conditions.
Again, this clearly shows an advantage for using the gradient minimization method for the
diagonal wrapping pattern. Overall, the error in predicting the frequency is less than 0.5%,
and the error for the mode shapes is quite small, less than 0.03%.

It is seen for the zigzag wrapping pattern in Fig. 4.7 that the error in the frequency
and mode shape is not a↵ected by changes in the string density. Since the zigzag wrapping
pattern has a constant mass per unit length throughout the system, the reference value
determined by the perturbation theory is exactly this value. Hence, as the string density
is increased, there are no additional errors introduced in the results. The smallest errors
were typically reported by the norm minimization methods with optimal p-value and the
second smallest errors were typically reported by the second-order gradient minimization.
Overall, the absolute error in the fundamental frequency was small, less than 0.18%, and
the error in the associated mode shape was very small, less than 0.001%.

To analyze the error across multiple modes, the average of the sum of the absolute
percentage of error for the first 10 modes is presented in Table 4.3. In this table, it is
clearly shown that the perturbation theory with additional corrections produces signifi-
cantly smaller errors than the first-order perturbation theory, as expected. Furthermore, it
is seen that the HOM method produces significantly larger average sum of error than the
second-order perturbation theory results. Once again, this demonstrates the advantage of
using the perturbation theory over the HOM.

In terms of producing the smallest average error, the gradient minimization method
with two corrections to the frequencies and one correction to the mode shape proved
the best for the diagonal wrapping pattern while the norm minimizations with optimal p
produced the smallest error for the zigzag wrapping pattern. This was observed across all
the boundary conditions and for both the sum of error for frequencies and mode shapes.
Assuming for the zigzag wrapping pattern that an optimal p cannot be determined, the
second-order gradient minimization method resulted in the smallest average absolute error
across the boundary conditions considered.
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Table 4.3: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable string density

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern (⇥10�3)
HOM 1623.782 3714.771 3389.699 175.974 1026.455 1397.085
Grad. 1 57.846 192.183 245.077 168.356 1002.587 1374.167
Grad. 2 0.819 4.686 5.590 0.047 3.420 5.448
L
1

3.606 24.667 27.780 0.245 9.863 15.206
Zigzag Pattern (⇥100)

HOM 2.806 0.568 1.806 0.285 0.039 0.074
Grad. 1 1.628 1.415 1.575 0.285 0.039 0.074
Grad. 2 0.178 0.168 0.182 0.002 0.000 0.001
Di↵., p opt. 0.002 0.003 0.004 0.000 0.000 0.000
Pert., p opt. 0.003 0.004 0.003 0.000 0.000 0.000
Di↵., p = 1 0.234 0.208 0.233 0.003 0.001 0.001
Pert., p = 1 0.234 0.208 0.233 0.003 0.001 0.001

Consider next Figs. 4.8 and 4.9, which contain the absolute error in the fundamental
frequency and mode shape when a variable string radius is considered. As the radius of
the string is increased, there will be more added mass as well as a larger sti↵ening e↵ect.
The overall e↵ect on the frequencies will depend on the additional system parameters and
may cause an increase or decrease.

201



1 2 3 4 5 6 7

String Radius, m ×10
-4

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

×10
-4

HOM
Grad. 1
Grad. 2
L1

(a) CC, frequencies

1 2 3 4 5 6 7

String Radius, m ×10
-4

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

×10
-6

HOM
Grad. 1
Grad. 2
L1

(b) CC, mode shapes

1 2 3 4 5 6 7

String Radius, m ×10
-4

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

HOM
Grad. 1
Grad. 2
L1

(c) CF, frequencies
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(d) CF, mode shapes
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(e) FF, frequencies
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(f) FF, mode shapes

Figure 4.8: Absolute error in fundamental frequency and associated mode shape for variable
string radius and diagonal wrapping pattern.
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(e) FF, frequencies
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Figure 4.9: Absolute error in fundamental frequency and associated mode shape for variable
string radius and zigzag wrapping pattern.
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It is shown in Fig. 4.8 that increasing the radius of the string increases the error in
the prediction of the fundamental frequency and mode shape for all the presented results.
Typically, the HOM method produced the largest errors, with the exception for CC bound-
ary conditions where the norm minimization produced the largest errors. As the radius of
the string increases so does the value of the lumped masses. As the L

1

results are inde-
pendent of the lumped masses, it is seen that the errors increase at a much quicker rate
for the CC boundary conditions as the radius increases. Once again this demonstrates the
appropriateness of using the gradient norm minimization over the norm minimization of
the di↵erence and perturbation. In general across all the boundary conditions, the error is
quite small, less than 0.45% for the frequency and less than 0.02% for the mode shape.

It is shown in Fig. 4.9 that increasing the radius of the string increases the error in
the prediction of the fundamental frequency and mode shape for all the presented results.
Typically, the HOM and first-order perturbation theory produced the largest errors while
the norm minimization methods with optimal p produced the smallest errors. The second-
order gradient method produced the second smallest errors for the frequency and mode
shape. It is expected that increasing the string radius would increase the error as this will
result in larger perturbations in the bending sti↵ness, hence larger errors in the pertur-
bation theory results. In general, the absolute percentage of error for the mode shapes
was quite small, less than 0.035%, and it is seen that the error in the frequency is quite
sensitive to changes in the string radius, reaching a maximum of 4.17% in the HOM for
CC boundary conditions.

The results for the average sum of error in the frequencies and mode shapes for the
first 10 modes given variable string radius are tabulated in Table 4.4. These results show a
significant improvement in the accuracy when using the second-order perturbation theory
instead of the HOM results. This illustrates the noteworthy increase in accuracy over
a large range of system parameters when using the second-order perturbation theory. As
anticipated, the perturbation theory with additional corrections results in a smaller average
error when compared to the perturbation theory with fewer corrections.

The second-order gradient minimization provided the smallest average error for the
frequencies and mode shapes across all the boundary conditions for the diagonal wrap-
ping pattern. The norm minimization using the perturbation with optimal p provided the
smallest average error for the frequencies and mode shapes across all the boundary condi-
tions for the zigzag wrapping pattern. If it is not possible to determine an optimal p-value
for the norm minimizations, for the cases considered the second-order gradient minimiza-
tion would provide the best estimates for the frequencies and mode shapes for the zigzag
wrapping pattern.
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Table 4.4: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable string radius

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern (⇥10�3)
HOM 817.325 1903.430 1745.006 66.775 396.230 540.126
Grad. 1 21.872 73.220 93.292 63.910 387.254 531.575
Grad. 2 0.248 1.409 1.709 0.012 0.863 1.375
L
1

1.082 7.430 8.353 0.061 2.474 3.813
Zigzag Pattern (⇥100)

HOM 10.415 6.356 8.928 1.779 0.321 0.533
Grad. 1 8.650 7.671 8.570 1.779 0.321 0.533
Grad. 2 2.623 2.544 2.755 0.110 0.037 0.041
Di↵., p opt. 0.514 0.479 0.605 0.033 0.013 0.010
Pert., p opt. 0.497 0.464 0.589 0.032 0.013 0.010
Di↵., p = 1 3.510 3.180 3.561 0.189 0.052 0.066
Pert., p = 1 3.510 3.180 3.561 0.189 0.052 0.066

Finally, the tension in the string is varied and the results for the fundamental frequency
and associated mode shape absolute error for the diagonal and zigzag wrapping patterns are
presented in Figs. 4.10 and 4.11, respectively. As the tension in the string increases, there
is an increase in the sti↵ening e↵ect and thus an increase in the frequencies is expected.
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(c) CF, frequencies
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Figure 4.10: Absolute error in fundamental frequency and associated mode shape for vari-
able string tension and diagonal wrapping pattern.
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Figure 4.11: Absolute error in fundamental frequency and associated mode shape for vari-
able string tension and zigzag wrapping pattern.
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Figure 4.10 for the diagonal wrapping pattern demonstrates that the error in the fre-
quency and mode shape is not a↵ected by changes in the string tension. Since the diagonal
wrapping pattern has a constant bending sti↵ness throughout the system, the reference
value determined by the perturbation theory is exactly this value. Hence, as the string
tension is increases, there are no additional errors introduced in the results. Overall for
the diagonal wrapping pattern, the HOM typically predicts the largest absolute error and
the perturbation theory results with additional corrections predict the smallest absolute
error. In general for all the results presented, the error in predicting the frequency and
associated mode shape was quite good, less than 0.1%.

Figure 4.11 for the zigzag wrapping pattern demonstrates that the error in the frequency
and mode shape is not greatly a↵ected by changes in the string tension. In the numerical
simulations of Section 2.3.10 it was shown that the frequency of the system did not vary
much for the system parameters that were considered. Therefore in the figures above the
error does not change much with variable tension since the system behaviour is not greatly
a↵ected by changes in the tension. It is expected, however, that increasing the string
tension yields an increase in the errors. As the string tension increases so do the size of the
perturbations in the system’s bending sti↵ness, leading to larger errors in the perturbation
theory. Taking the results for the second-order gradient minimization arbitrarily, it is
shown in Fig. 4.12 that increasing the tension in the string does in fact increase the error
in the system. In this figure only a single set of results are presented since otherwise
it becomes di�cult to visualize the increase in error. Due to the smaller frequencies for
the CF boundary conditions, it is seen in Fig. 4.12 that there are larger numerical errors
than for the CC and FF boundary conditions. Across the various presented methods
for predicting the frequency and mode shape of the zigzag wrapping pattern, the norm
minimization methods with optimal p-value usually predicted the smallest errors. The
next best method was the second-order gradient minimization. Overall, the mode shapes
were very well predicted, with errors less than 0.001%, and the error in the frequency was
less than 0.18%.
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Figure 4.12: Zoom-in of absolute error in fundamental frequency and associated mode
shape for variable string tension and zigzag wrapping pattern.
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Table 4.5 presents the average of the sum of the absolute percentage of error for the
first 10 modes for variable string tension. These results, as expected, indicate that the
perturbation theory with additional corrections provide more accurate results than the
first-order method, regardless of how the reference values are determined. In addition, the
HOM produces a higher average error for the frequencies and mode shapes when compared
to the second-order perturbation methods, in particular for the diagonal wrapping pattern
with multiple lumped masses. This is an advantage of using the perturbation method over
the HOM method, particularly when lumped masses are present.

The second-order gradient minimization method produced the smallest average sum of
absolute error for both frequencies and mode shapes for the diagonal wrapping pattern. The
norm minimizations with optimal p-value produced the smallest average sum of absolute
error for both frequencies and mode shapes for the zigzag wrapping pattern. For each
wrapping pattern, the most accurate method was also independent of boundary conditions.
If an optimal p-value cannot be determined ahead of time, then for the results presented
the second-order gradient minimization method produces the most accurate results for the
zigzag wrapping pattern for both the frequencies and mode shapes, and given any of the
boundary conditions.

Table 4.5: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable string tension

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern (⇥10�3)
HOM 493.052 1188.713 1099.427 13.831 86.634 118.590
Grad. 1 4.505 15.411 19.579 13.250 84.825 116.918
Grad. 2 0.014 0.082 0.106 0.000 0.014 0.022
L
1

0.061 0.423 0.472 0.001 0.038 0.059
Zigzag Pattern (⇥100)

HOM 2.809 0.569 1.808 0.286 0.039 0.074
Grad. 1 1.630 1.417 1.577 0.286 0.039 0.074
Grad. 2 0.178 0.168 0.183 0.002 0.000 0.001
Di↵., p opt. 0.002 0.003 0.004 0.000 0.000 0.000
Pert., p opt. 0.003 0.004 0.003 0.000 0.000 0.000
Di↵., p = 1 0.235 0.208 0.233 0.003 0.001 0.001
Pert., p = 1 0.235 0.208 0.233 0.003 0.001 0.001
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In summary, from the numerical simulations with periodic wrapping patterns and mul-
tiple variations to the system parameters it is clear that there is a significant advantage in
using the perturbation theory with additional corrections over the HOM model. Specifi-
cally, a smaller average sum of error was observed for the second-order perturbation theory
when compared to a first-order theory, regardless of how the reference were determined.
In addition, the perturbation theory is capable of considering system setups for which the
HOM model is considered unreliable, that is for a small number of fundamental elements.

A clear pattern was observed with regards to the perturbation theory reference value
selection method that should be employed to obtain the most accurate results. For the
diagonal pattern, the second-order gradient minimization always produced the smallest
average sum of error for the first 10 modes of the system. This held true for both frequencies
and mode shapes and all three boundary conditions considered. For the zigzag pattern, the
norm minimization methods with optimally chosen p values, specifically the perturbation
minimization, produced the smallest average sum of error for the first 10 modes of the
system. If it is assumed that the frequencies of the system are not known ahead of time
and an optimal p-value cannot be determined, then it is seen form the presented results that
the second-order gradient minimization method would provide the most accurate method
for determining the frequencies and mode shapes of the zigzag system.

Finally, driving point FRFs are presented for the periodically wrapped system in
Fig. 4.13. In addition, to highlight the sti↵ening e↵ect of the string, the FRF for an
unwrapped beam is also presented in the figure. The unwrapped beam FRF was deter-
mined using an EB model. For CF and FF boundary conditions, the actuation and sensing
location is the free right end. For the CC boundary conditions, the actuation and sens-
ing location is x = 0.025 m from the left clamped end. These locations for the driving
point FRFs were chosen such that they do not correspond to any node of any mode of
interest. The system parameters employed are the same as those listed at the beginning
of Section 4.2.1. Finally, for this single system setup the optimal p-value was determined
for the norm minimization methods by minimizing the frequency and mode shape errors
for the first twn modes of the system.
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Figure 4.13: FRFs for an unwrapped beam (EB), and string-harnessed beam using per-
turbation theory and exact solution for periodic wrapping pattern.
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Figure 4.13 clearly demonstrate that the perturbation theory results agree quite strongly
with the analytical and FEA results for the diagonal and zigzag wrapping patterns, respec-
tively. The accuracy of the FRFs is measured by comparing the location of the natural
frequencies, the location of antiresonances, as well as the amplitude. Additionally, the
perturbation theory results compared to the HOM results are observed be a better match
to the exact FRFs. This demonstrates the advantage of using the perturbation theory over
the HOM model. Finally, it is seen in Fig. 4.13 that the shift in the FRFs between the
unwrapped and string-harnesses systems is quite noticeable. This highlights the significant
impact of a string harness, particularly with respect to the added sti↵ness to the system.

4.2.2 Non-Periodic Wrapping Pattern: Variable Wrapping An-
gle

Description of System

Consider a system setup where an initial wrapping angle is given and then is either in-
creased or decreased a predetermined amount each time the string goes from one side of
the beam to the next. Specifically, for the diagonal wrapping pattern the wrapping angle
will change after each lumped mass. For the numerical simulations, two initial wrapping
angles are considered. The first initial wrapping angle is the constant angle across the
system necessary to obtain two fundamental elements. This will be referred to as the Base
2 case. The second initial wrapping angle is the constant angle across the system necessary
to obtain 10 fundamental elements. This will be referred to as the Base 10 case. Schemat-
ics of some of the wrapping patterns considered, including the maximum and minimum
percentage change considered over each section, are presented in Fig. 4.14 for the diagonal
pattern and in Fig. 4.15 for the zigzag pattern.
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Figure 4.14: Schematics of variable wrapping angle cases for the diagonal pattern.
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Figure 4.15: Schematics of variable wrapping angle cases for the zigzag pattern.
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Frequency Response Functions

A first step in determining the accuracy of the perturbation theory model is to compare
the frequency response functions (FRFs) to the analytical and FEA solutions, which ever
is appropriate based on the wrapping pattern. The cases of the minimum percentage
change in the wrapping angle for both Base 2 and Base 10 cases are considered. The FRFs
containing the first 10 bending modes for the CC, CF, and FF boundary conditions are
presented in Figs. 4.16 and 4.17.

For all of the results in Figs. 4.16 and 4.17, driving point FRFs are presented. For CF
and FF boundary conditions, the actuation and sensing location is the free right end. For
the CC boundary conditions, the actuation and sensing location is x = 0.025 m from the
left clamped end. These locations for the driving point FRFs were chosen such that they
do not correspond to any node of any mode of interest.
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Figure 4.16: FRFs for an unwrapped beam (EB), and string-harnessed beam using per-
turbation theory and exact solution for variable string wrapping angle with Base 2.
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Figure 4.17: FRFs for an unwrapped beam (EB), and string-harnessed beam using per-
turbation theory and exact solution for variable string wrapping angle with Base 10.
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Figures 4.16 and 4.17 clearly demonstrate that the perturbation theory results agree
quite strongly with the analytical and FEA results for the diagonal and zigzag wrapping
patterns, respectively. The FRFs agree in terms of natural frequencies, location of antires-
onance, and amplitude. Furthermore, all the perturbation theory results, regardless of how
the reference values were determined or the number of corrections used, agreed very well.
For all of the FRFs presented, the largest absolute error in the first 10 natural frequencies
for the diagonal wrapping pattern is 0.095% and for the zigzag wrapping pattern is 0.443%.
Finally, it is seen in Figs. 4.16 and 4.17 that there is a very obvious shift in the FRFs of the
unwrapped system and the string-harnessed system. This highlights the significant impact
of a string harness, particularly with respect to the added sti↵ness to the system.

Fundamental Frequency

Using the perturbation theory, the frequencies of the non-periodic string-harnessed system
are found. Of particular interest is the fundamental frequency as it is the most easily
excited. The fundamental frequency for both wrapping patterns given Base 2 is presented
in Fig.4.16 and given Base 10 in Fig. 4.17. In these figures, the fundamental frequency for
variable percentage change in the wrapping angle is considered.
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Figure 4.18: Fundamental frequency for variable percentage change in wrapping angle with
Base 2.
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Figure 4.19: Fundamental frequency for variable percentage change in wrapping angle with
Base 10.
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Figures 4.18 and 4.19 clearly demonstrate a notable impact of the percentage change
in the wrapping angle on the value of the fundamental frequency. Quantitatively, the
percentage di↵erence between the smallest and largest analytical values of the fundamental
frequency for the diagonal pattern with Base 2 is 2.25% for CC, 0.62% for CF, and 0.69% for
FF boundary conditions. For the diagonal pattern with Base 10 this percentage di↵erence
is 7.49% for CC, 4.60% for CF, and 7.56% for FF boundary conditions. For the zigzag
pattern with Base 2 this percentage di↵erence is 4.95% for CC, 0.60% for CF, and 3.30%
for FF boundary conditions. For the zigzag pattern with Base 10 this percentage di↵erence
is 9.74% for CC, 7.13% for CF, and 11.62% for FF boundary conditions.

The diagonal wrapping pattern results in the figures clearly show that the multiple
perturbation theory results all agree very well with the analytical results. The zigzag
wrapping pattern results in the figures show that the Grad. 1 perturbation results always
overpredict the FEA and the other perturbation theory results are all quite similar to the
FEA. This is expected as additional corrections in the perturbation theory leads to more
accurate results. Furthermore, for the zigzag wrapping pattern, the norm minimization
results with optimal p-value provided the most accurate frequency prediction to the FEA.

The behaviour in Figs. 4.18 and 4.19 for the Base 2 and Base 10 results shows that
in both cases there is an overall decrease in the fundamental frequency as the percentage
change in the wrapping angle over each section increases. This behaviour is expected since
as the string is more tightly wrapped, there is a decrease in the bending sti↵ness and an
increase in the mass per unit length. Comparing the diagonal pattern results for the Base
2 and Base 10, there is a larger overall decrease in the frequencies for the Base 10 case.
This occurs since the Base 10 case allows for significantly more lumped masses to be added
into the system as the string is more tightly wrapped. The CC boundary conditions results
are similar in both the Base 2 and Base 10 cases and in both the CF and FF boundary
conditions there are sudden decreases in the value of the frequency. As the system is more
tightly wrapped, additional lumped masses are introduced at the right free end for the
system causing a sudden increase in the kinetic energy of the system, resulting in a sudden
decrease in the frequency.

Comparing the zigzag pattern results for the Base 2 and Base 10, there is a larger
overall decrease in the frequencies for the Base 10 case. This occurs since the Base 10 case
allows for significantly more total string mass to be added into the system as the string is
more tightly wrapped. Furthermore, it is observed that the boundary conditions as well as
the initial wrapping angle (Base 2 or Base 10) play a significant role in the behaviour of the
fundamental frequency when the percentage change in the wrapping angle is varied. Many
di↵erent types of behaviours are observed in the results, such as seemingly random results
in Fig. 4.18b, sudden decreases in the value of the frequency in Figs. 4.18e and 4.19b, and
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smooth results as in Fig. 4.19f. Such variability in the response of the system to variations
in the percentage change in the wrapping angle over each section indicates the importance
of developing a model for string-harnessed systems and gaining physical intuition.

Physical intuition for the e↵ect of changes in the system parameters on the frequencies
begins from the PDE for the free transverse vibrations in Eq. (3.59). Assume a separable
solution of the form w(x, t) = u(x)ei!t and integrate over the domain of the system.
Performing integration by parts, the square of the frequency can be expressed as

!2 =

1
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(4.19)

The numerator of Eq. (4.19) is the strain energy of the system and the denominator is a
quantity related to the kinetic energy of the system for a given displacement u(x). Con-
tinuing with the analysis of Eq. (4.19), unit normalized mode shapes u

n

(x) are employed.
Unit normalized mode shapes are used instead of mass normalized mode shapes as the lat-
ter would cause the denominator of Eq. (4.19) to be unity due to the mass normalization
condition.

The strain energy due to the nth unit normalized mode shape is 1

2

R

l

0

EI(x)
⇣

d

2
u

n

dx

2

⌘

2

dx.

If the value of EI(x) is increased by a scalar multiple, then the strain in the system will
increase while the kinetic energy related integral is unchanged. This leads to an increase in
the frequencies, as expected. Next, consider how the form of EI(x) a↵ects the strain energy
in the system. To begin, the second derivative for the unit normalized fundamental mode
shape is presented in Fig. 4.20. In Fig. 4.20 the perturbation theory results for the gradient
minimization with second-order corrections and Base 2 are used for both the diagonal and
zigzag wrapping patterns. A small percentage change in the wrapping angle of 0.8248%
and 0.2720% over each section was chosen arbitrarily for the diagonal and zigzag wrapping
pattern, respectively.
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Figure 4.20: Second derivative of unit normalized fundamental mode shape for Base 2
system with small positive percentage change in wrapping angle over each section.
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For a string-harnessed system, the bending sti↵ness is constant when the string is on
the top or bottom face of the beam and is parabolic when the string is on the side of
the beam. When the string is on the side of the beam, the parabolic shape has positive
curvature and minimum value of E

b

I
b

�T I

b

A

b

. When the bending sti↵ness decreases, locally
the string-harnessed system is more compliant and thus will exhibit a higher curvature at
these locations. These sections of sudden increase in curvature can be seen as additional
“peaks” in Fig. 4.20 for the zigzag wrapping pattern. As there are no sections of the string
running diagonally on the side of the host structure for the diagonal wrapping pattern,
there are no additional “peaks” observed in Fig. 4.20. An alternative method to describe
the presence of the peaks is that the moment of the system must be continuous and
di↵erentiable, hence locations where the bending sti↵ness has parabolic decreases it must
also be that the magnitude of the curvature has parabolic increases.

Next, consider the integrand of the numerator in Eq. (4.19), namely EI(x)
⇣

d

2
u

n

dx

2

⌘

2

.

Using the same unit normalized mode shape as before, the integrand associated with the
fundamental mode is presented in Fig. 4.21.
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Figure 4.21: Second derivative of unit normalized fundamental mode shape multiplied by
EI(x) for Base 2 system with small positive percentage change in wrapping angle over
each section.
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It is seen in Fig. 4.21 that the overall shape of the integrand is similar between the
diagonal and zigzag wrapping patterns. Furthermore, it is seen that the locations of in-
creased curvature in the unit normalized mode shape cause an increase in the value of the
integrand over the section of the side string. As expected, since for the diagonal wrapping
pattern there are no peaks of increased curvature, there are no peaks in the integrand
results. Using this insight, a small variation in the wrapping pattern that moves a section
of string on the side of the beam closer to areas of higher curvature will increase the strain
energy locally in the system. Additionally, the local strain energy in the system will in-
crease if a small variation in the wrapping pattern introduces a new section of string on
the side of the beam at a clamped end, a location which has a high value for the curvature.

The kinetic energy related component in the system for the nth unit normalized mode
shape is 1

2

R

l

0

{⇢A(x) +P

m

k=0

M
k

�(x� x
k

)}u2

n

dx. If the value of ⇢A(x) is increased by a
scalar multiple, then the kinetic energy related component in the system will increase while
the strain energy is unchanged. This leads to a decrease in the frequencies, as expected.
Next, consider how the form of ⇢A(x) a↵ects the kinetic energy related component of the
system. The unit normalized fundamental mode shapes that were considered previously
for the strain energy in the system are presented in Fig. 4.22 for both the diagonal and
zigzag wrapping patterns.
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Figure 4.22: Unit normalized fundamental mode shape for Base 2 system with small posi-
tive percentage change in wrapping angle over each section.
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Figure 4.22 clearly shows that the unit normalized mode shapes for the diagonal and
zigzag wrapping patterns are almost identical. Referring back to the expression for the
kinetic energy related component, it is clear that small variations in the wrapping pattern
that add mass near locations of peaks in the mode shape displacement will increase this
quantity. Additionally, the kinetic energy related component of the system will increase
if a small variation in the wrapping pattern introduces a lumped mass at a free end, a
location which has a large displacement in the mode shape.

Given a variable percentage change in the wrapping angle over each section, Figs. 4.23
and 4.24 present the strain energy and kinetic energy related components for the unit nor-
malized fundamental mode for the diagonal and zigzag wrapping patterns, respectively.
The behaviour of each of these components can be used to determine the square of the
fundamental frequency, as per Eq. (4.19). For the diagonal wrapping pattern results, a
vertical line is included to denote locations at which an additional lumped mass is intro-
duced at the right end of the system. For the zigzag wrapping pattern results, a dotted
vertical line is included to denote locations at which a section of string on the side of the
beam begins to be added to the system and a dashed vertical line is included to denote
locations at which the same section of string on the side of the beam is done being added
to the system.
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Figure 4.23: Diagonal wrapping pattern strain and kinetic energy related components for
unit normalized fundamental mode shape for Base 2 system.
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Figure 4.24: Zigzag wrapping pattern strain and kinetic energy related components for
unit normalized fundamental mode shape for Base 2 system.
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For both the diagonal and zigzag wrapping patterns, the overall e↵ect of increasing the
percentage change in the wrapping angle over each section is a decrease in the bending
sti↵ness and increase in the mass per unit length. This directly results in a decrease in the
strain energy in the system and an increase in the kinetic energy component of the system.
This overall behaviour is clearly observed in Figs. 4.23 and 4.24. In addition, it is seen that
the perturbation theory results agree quite well with the analytical and FEA results. In
particular, for the zigzag wrapping pattern the perturbation theory results with additional
corrections typically provided a better match than the perturbation theory results with
a single frequency correction. One exception to this was for the kinetic energy related
component given CC boundary conditions, although the variations from the FEA for the
higher-order perturbation theory were quite small.

For the diagonal wrapping pattern, when a lumped mass is added at the right end of
a CF or FF system, it is expected that there is a sudden increase in the kinetic energy.
Indeed this is the observed behaviour near the vertical lines in Figs. 4.23d and 4.23f. For
CC boundary conditions, the mode shape has zero displacement at the right end and thus
an additional lumped mass does not cause a sudden increase in the kinetic energy. Since
there are no sections of string running diagonally on the side of the beam for the diagonal
pattern, the strain energy does not experience any sudden changes. This is indeed the case
in Fig. 4.23.

For the zigzag pattern, as the percentage change in the wrapping angle is increased there
are multiple simultaneous e↵ects. First, there are additional sections of string on the side
of the beam being added at the right end of the system that cause an increase in the local
strain energy. Second, the wrapping angle is increased and causes a smaller added sti↵ness
from the string. This results in a decrease in the strain energy and is attributed to the local
increase in the strain energy of the side section of string causing a decreasing in the overall
strain energy for the remainder of the system. Finally, as the percentage change in the
wrapping angle is increased there are side sections of string that move from low curvature
areas, to higher curvature areas, and back to low curvature areas. This behaviour is clearly
observed in Fig. 4.24a to the left of the first vertical line. Overall, these three e↵ects will
combine in di↵erent manners for the various boundary conditions and this is evidenced by
the varying behaviour for the CC, CF, and FF boundary conditions. Since there are no
lumped masses added to the system for the zigzag wrapping pattern, it is expected that
the kinetic energy does not experience any sudden changes in the value. This is indeed the
case in Fig. 4.24.

231



Error in Predicting Frequencies and Mode Shapes

For the diagonal and zigzag wrapping patterns given Base 2, the error in predicting the
fundamental frequency and mass normalized mode shape for variable percentage change
in the wrapping angle over each section is presented in Fig. 4.25 and 4.26, respectively.
For the diagonal wrapping pattern the error is calculated with respect to the analytical
solution and for the zigzag wrapping pattern the error is calculated with respect to the
FEA solution.
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Figure 4.25: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given diagonal wrapping pattern with Base 2 for variable percentage change
in wrapping angle.

233



-35 -30 -25 -20 -15 -10 -5 0 5 10

Percentage Change Over Each Section, %

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

Grad. 1
Grad. 2
Diff., p = 8
Pert., p = 9
Diff., p = 1
Pert., p = 1

(a) Frequency, CC

-35 -30 -25 -20 -15 -10 -5 0 5 10

Percentage Change Over Each Section, %

0

0.01

0.02

0.03

0.04

0.05

0.06

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

Grad. 1
Grad. 2
Diff., p = 8
Pert., p = 9
Diff., p = 1
Pert., p = 1

(b) Mode shape, CC

-35 -30 -25 -20 -15 -10 -5 0 5 10

Percentage Change Over Each Section, %

0

0.05

0.1

0.15

0.2

0.25

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

Grad. 1
Grad. 2
Diff., p = 10
Pert., p = 11
Diff., p = 1
Pert., p = 1

(c) Frequency, CF

-35 -30 -25 -20 -15 -10 -5 0 5 10

Percentage Change Over Each Section, %

0

0.2

0.4

0.6

0.8

1

1.2

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

×10
-3

Grad. 1
Grad. 2
Diff., p = 10
Pert., p = 11
Diff., p = 1
Pert., p = 1

(d) Mode shape, CF

-35 -30 -25 -20 -15 -10 -5 0 5 10

Percentage Change Over Each Section, %

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

Grad. 1
Grad. 2
Diff., p = 9
Pert., p = 10
Diff., p = 1
Pert., p = 1

(e) Frequency, FF

-35 -30 -25 -20 -15 -10 -5 0 5 10

Percentage Change Over Each Section, %

0

0.005

0.01

0.015

A
b
so
lu
te

P
er
ce
n
ta
g
e
E
rr
o
r,

%

Grad. 1
Grad. 2
Diff., p = 9
Pert., p = 10
Diff., p = 1
Pert., p = 1

(f) Mode shape, FF

Figure 4.26: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given zigzag wrapping pattern with Base 2 for variable percentage change in
wrapping angle.
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Considering the diagonal wrapping pattern results in Fig. 4.25, it is seen that the error
in both the frequency and mode shape increases rapidly as the percentage change in the
wrapping angle in the system approaches the maximum possible value. This increasing
error is attributed to the additional lumped masses that are introduced into the system
as the string is more tightly wrapped. In particular for some of the CF and FF boundary
conditions it is seen that there are sudden increases in the errors corresponding to points
where lumped masses are added into the system. Overall, the error in predicting the
frequency and mode shape is small, less than 0.2%.

Considering the zigzag wrapping pattern results in Fig. 4.26, it is seen that the boundary
conditions significantly a↵ected the results for the error. It is observed for the fundamental
frequency that sudden increases in the error occur when the frequency suddenly decreases.
The behaviour is most noticeable for the CC boundary conditions. It is therefore concluded
that the error increases when sections of side string are moved towards or introduced at
locations of high curvature. For the CC boundary conditions this increase in errors occurs
more frequently since as the string is more tightly wrapped side sections of string are
introduced at the clamped end, a location of high curvature. For the CF and FF boundary
conditions the right end of the system has zero curvature, therefore side sections of string
are not introduced at a location of high curvature and there are no sudden increases. It is
clear that the perturbation theory with a single correction to the frequencies produces the
largest errors; the norm minimization with optimally determined p-value resulting in the
smallest errors. Overall, the absolute error in the frequencies was less than 0.5% and the
absolute error in the associated mode shape was quite small, less than 0.06%.

To analyze the error across multiples, the average of the sum of the absolute percentage
of error for the first 10 modes is presented in Table 4.6. The results are determined by
considering a variable percentage change in the wrapping angle over each section. In this
table, it is clearly shown that the perturbation theory with additional corrections produces
significantly smaller errors than the perturbation theory with a single correction to the
frequencies, as expected.

In terms of producing the smallest average sum of error, the norm minimization of
the di↵erence (p = 1) proved the best for the diagonal wrapping pattern while the norm
minimization of the perturbation with optimal p produced the smallest average sum of
error the for the zigzag wrapping pattern. This was observed across all the boundary
conditions and for both the frequency and mode shape errors. Assuming for the zigzag
wrapping pattern that the frequencies are not known ahead of time, the second-order
gradient minimization method resulted in the smallest average sum of absolute error across
the boundary conditions considered.
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Table 4.6: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable percentage change in the wrapping angle over each section with
Base 2

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern (⇥10�3)
Grad. 1 49.595 13.549 16.097 210.108 107.289 147.398
Grad. 2 6.149 0.966 1.056 1.234 0.215 0.305
Di↵., p = 1 5.740 0.923 1.046 0.985 0.158 0.244
Pert., p = 1 5.791 0.940 1.067 0.993 0.160 0.247

Zigzag Pattern (⇥100)
Grad. 1 2.188 2.424 2.576 1.495 1.378 1.757
Grad. 2 0.293 0.344 0.347 0.019 0.019 0.024
Di↵., p opt. 0.064 0.078 0.092 0.007 0.008 0.010
Pert., p opt. 0.062 0.078 0.092 0.007 0.008 0.010
Di↵., p = 1 0.391 0.456 0.479 0.028 0.028 0.036
Pert., p = 1 0.391 0.456 0.479 0.028 0.028 0.036

Consider next Figs. 4.27 and 4.28, which contain the absolute error in the fundamental
frequency and mode shape for variable percentage change in the wrapping angle over each
section given Base 10.
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Figure 4.27: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given diagonal wrapping pattern with Base 10 for variable percentage change
in wrapping angle.
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Figure 4.28: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given zigzag wrapping pattern with Base 10 for variable percentage change in
wrapping angle.
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Figure 4.27 demonstrates that for the diagonal pattern the errors decrease as the per-
centage change in the wrapping angle over each section is increased, up until the system
is periodically wrapped. Then, the errors increase as the system becomes more tightly
wrapped. For the diagonal wrapping pattern, as the system goes from more loosely
wrapped to a periodically wrapped system the bending sti↵ness and mass per unit length,
excluding the lumped masses, become more constant throughout the system. This results
in smaller errors in the perturbation theory. As the system becomes more tightly wrapped
with a positive percentage change in the wrapping angle over each section the errors in-
crease due to the large amount of lumped masses added into the system. omparing the
various results, the perturbation theory with a single correction to the frequencies pro-
duced larger errors that the perturbation theory with additional corrections, as expected.
In general for all the results presented, the error in predicting the frequency was less than
0.2% and the error in predicting the associated mode shape was quite small, less than
0.09%.

Figure 4.28 demonstrates that the boundary conditions had a significant role in the
errors for the zigzag wrapping pattern. Similar to the explanation given when analyzing
the Base 2 results, the increases in errors correspond to decreases in the frequency value.
In particular for the CC boundary conditions side sections of string are frequently added at
a location of high curvature, resulting in multiple sudden decreases in the frequency value.
Therefore, multiple instances where the error increases in the perturbation theory results
are observed. Across the various presented methods for predicting the frequency and mode
shape, the perturbation theory with a single correction to the frequency typically produced
the largest absolute error. Overall, the absolute error in the frequency was less than 0.45%
and the absolute error in the mode shape is quite small, less than 0.05%.

Table 4.7 presents the average of the sum of the absolute percentage of error for the
first 10 modes for variable percentage change in the wrapping angle over each section.
The results are determined by considering a variable percentage change in the wrapping
angle over each section. These results, as expected, indicate that the perturbation theory
with additional corrections provide more accurate results than the first-order perturbation
theory, regardless of how the reference values are determined.

The norm minimization of the di↵erence (p = 1) produced the smallest average sum of
absolute error for both the frequencies and mode shapes for the diagonal wrapping pattern.
The norm minimization using the di↵erence with optimal p-value produced the smallest
average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping
pattern. For each wrapping pattern, the most accurate method was also independent of
boundary conditions. If an optimal p-value cannot be determined ahead of time, then for
the results presented the second-order gradient minimization method produces the most
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accurate results for the zigzag wrapping pattern for both the frequencies and mode shapes,
and given any of the boundary conditions.

Table 4.7: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable percentage change in the wrapping angle over each section with
Base 10

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern (⇥10�3)
Grad. 1 111.484 108.381 84.094 908.989 731.719 890.520
Grad. 2 9.242 4.663 4.048 5.401 2.782 4.398
Di↵., p = 1 8.012 4.383 3.668 4.136 2.468 3.991
Pert., p = 1 8.022 4.390 3.671 4.140 2.469 3.993

Zigzag Pattern (⇥100)
Grad. 1 2.177 2.266 2.247 3.407 2.604 3.100
Grad. 2 0.207 0.216 0.251 0.020 0.016 0.021
Di↵., p opt. 0.057 0.065 0.070 0.028 0.024 0.029
Pert., p opt. 0.057 0.065 0.070 0.029 0.024 0.030
Di↵., p = 1 0.300 0.330 0.331 0.023 0.018 0.023
Pert., p = 1 0.310 0.341 0.341 0.023 0.018 0.024

To summarize, from the numerical simulations with variable percentage change in the
wrapping angle it is obvious that there is a significant advantage in using the perturbation
theory with additional corrections when compared to a single correction for the frequen-
cies. A clear pattern was observed with regards to the perturbation theory reference value
selection method that should be employed to obtain the most accurate results. For the
diagonal wrapping pattern, the norm minimization using the di↵erence with p = 1 always
produced the smallest average sum of error for the first 10 modes of the system. It should
also be noted that the second-order gradient minimization method for the diagonal wrap-
ping pattern reported errors that were on average 15% larger than the optimal method.
For the zigzag wrapping pattern, the norm minimization methods with optimal p value
produced similarly accurate results for the average sum of error for the first 10 modes of
the system. If it is assumed that the frequencies of the system are not known ahead of
time, then an optimal p-value cannot be determined. If this is the case, then it is seen from
the presented results that the second-order gradient minimization method would provide
the most accurate method for determining the frequencies and mode shapes of the zigzag
system.

240



4.2.3 Non-Periodic Wrapping Pattern: Variable Number of Strings

Description of System

The wrapping patterns used in these numerical simulations come from the previous non-
periodic example with variable wrapping angle. From the previous example, the smallest
change in the wrapping angle for the Base 10 system is used. This means that the pattern
in Fig. 4.14b is used for the diagonal wrapping pattern, and the pattern in Fig. 4.15b is
used for the zigzag wrapping pattern. For each of these wrapping patterns, a single string
is added to the system with the parameters listed in Section 2.3.7. Then, a second string
is added from the left end of the beam up to a given point. This location will be referred
to as the switching location as it is the position where the system switches from 2 strings
to 1. In the current set of simulations, the switching location is varied.

In addition to varying the switching location, two di↵erent sets of string parameters
will be considered for the second string that is added to the system. In the first case, a
second string with the same parameters as those listed in Section 2.3.7 will be used. This
will be referred to as the identical string case. In the second case, a string with a higher
modulus, E

s2

= 1.875 ⇥ 1011 N/m2, and higher density, ⇢
s2

= 8000 kg/m3, compared to
the original system parameters are used. This will be referred to as the alternative string
case.

Frequency Response Functions

A first step in determining the accuracy of the perturbation theory model is to compare
the FRFs to the analytical and FEA solutions, which ever is appropriate based on the
wrapping pattern. The case of the second string being present on the left half of the beam,
for both an identical and an alternative string added, are considered. The FRFs containing
the first 10 bending modes for the CC, CF, and FF boundary conditions are presented in
Figs. 4.29 and 4.30. In addition, to highlight the sti↵ening e↵ect of the string, the FRF
for an unwrapped beam is also presented in the figures. The unwrapped beam FRF was
determined using an EB model.

For all of the results in Figs. 4.16 and 4.17, driving point FRFs are presented. For CF
and FF boundary conditions, the actuation and sensing location is the free right end. For
the CC boundary conditions, the actuation and sensing location is x = 0.025 m from the
left clamped end. These locations for the driving point FRFs were chosen such that they
do not correspond to any node of any mode of interest.
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Figure 4.29: FRFs for an unwrapped beam (EB), and string-harnessed beam using per-
turbation theory and exact solution for identical second string.
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Figure 4.30: FRFs for an unwrapped beam (EB), and string-harnessed beam using per-
turbation theory and exact solution for alternative second string.

243



Figures 4.29 and 4.30 clearly demonstrate that the perturbation theory results agree
quite strongly with the analytical and FEA results for the diagonal and zigzag wrapping
patterns, respectively. The FRFs agree in terms of natural frequencies, location of antires-
onance, and amplitude. Furthermore, all the perturbation theory results, regardless of how
the reference values were determined or the number of corrections used, agreed very well.
For all of the FRFs presented, the largest absolute error in the first 10 natural frequencies
for the diagonal wrapping pattern is 0.892% and for the zigzag wrapping pattern is 1.245%.
Finally, it is seen in Figs. 4.29 and 4.30 that there is a very obvious shift in the FRFs
of the unwrapped system and the string-harnessed system. This highlights the significant
impact of a string harness, particularly with respect to the added sti↵ness to the system.

Fundamental Frequency

The fundamental frequency for variable switching location is presented in Fig. 4.31 for an
identical second string and in Fig. 4.32 for an alternative second string. In these figures
both wrapping patterns are considered.
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Figure 4.31: Fundamental frequency for variable switching location with identical second
string.
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Figure 4.32: Fundamental frequency for variable switching location with alternative second
string.
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Figures 4.31 and 4.32 clearly show that the switching location from 2 strings to 1 plays
an important role in the value of the fundamental frequency. In addition, the parameters
of the second string as well as the boundary conditions are shown to play a role in the
results for the fundamental frequency. Quantitatively, the percentage di↵erence between
the smallest and largest analytical values of the fundamental frequency for the diagonal
pattern with identical second string is 11.09% for CC, 11.30% for CF, and 11.94% for
FF boundary conditions. For the diagonal pattern with alternative string this percentage
di↵erence is 10.16% for CC, 13.38% for CF, and 13.07% for FF boundary conditions.
For the zigzag pattern with identical second string this percentage di↵erence is 7.09% for
CC, 7.73% for CF, and 9.61% for FF boundary conditions. For the zigzag pattern with
alternative string this percentage di↵erence is 5.60% for CC, 9.08% for CF, and 10.33%
for FF boundary conditions. These large di↵erences between the maximum and minimum
values highlight the importance of developing a model for non-periodically wrapped string-
harnessed systems.

Considering the diagonal wrapping pattern results, the various perturbation theory
results all match quite well with the analytical results with the exception of the Grad. 1
results, which typically overpredicts compared to the analytical results. This is expected
as including additional corrections in the frequencies and mode shapes will result in more
accurate predictions. In the zigzag wrapping pattern results it is also seen that the Grad.
1 results overpredict the exact results. Additionally, it is seen that the norm minimization
methods with optimally determined p-value provide the most accurate results. This is
particularly noticeable as the switching location becomes nearer to the right end of the
system.

Overall, it is seen that the e↵ect of adding a second string for the parameters considered
is an overall increase in the fundamental frequency of the system. This indicates that the
added sti↵ening e↵ect of the second string is greater than the added mass. Furthermore,
the pattern of the fundamental frequency observed for a given set of boundary conditions
are similar between the cases of identical and alternative second string being added to the
system. The results in Figs. 4.31 and 4.32 demonstrate that the overall increase in the
frequency is smaller for the alternative string than for the identical string. Hence, the
increased density of the alternative string has a larger e↵ect than the increased modulus.
Finally, although the overall change in the frequency is larger for the identical string, it
occurs for certain switching locations that the frequency value of the system with the
alternative string is larger than the frequency of the system with the identical string. This
indicates that the boundary conditions and the location of the switch will play an important
role in determining if the added mass or added sti↵ness will be the dominant e↵ect.

Using the physical intuition developed from the previous numerical results section on
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variable wrapping angle, the behaviours in Figs. 4.31 and 4.32 are interpreted. First con-
sider CC boundary conditions, which result in a fundamental mode shape with maximum
displacement at the centre of the system and larger curvature at the clamped ends and
at the centre of the system. In Figs. 4.31a, 4.31b, 4.32a, and 4.32b it is seen that there
is a rapid increase in the CC fundamental frequency when the switching location is near
the location of increased curvature as these locations will add more sti↵ness in the sys-
tem than mass. At locations where the curvature of the system is relatively small, the
e↵ect of added mass will be more observable and this results in very little change to the
fundamental frequency.

For a system with CF boundary conditions, the fundamental mode shape has the largest
displacement at the free end of the system, along with zero curvature at this location.
The maximum curvature value is at the clamped end, along with zero displacement at
this location. This means that it is expected that when the switching location is near
the clamped end that the e↵ect of added sti↵ness will be much larger than the added
mass, resulting in an increase in the frequency. Additionally, it is expected that when the
switching location is near the free end that the added mass mass will have a larger influence
than the added sti↵ness on the frequency. This behaviour is clearly seen in Figs. 4.31c,
4.31d, 4.32c, and 4.32d. Comparing the results of an identical and the alternative string
added to the system, it is seen that the increase in the fundamental frequency from the
initial value to the maximum is larger for the alternative string since this has a larger
modulus. Also, the value for the frequency when both strings are present over the entire
system is lower for the case of alternative string since this has a larger density than the
original string.

Lastly, FF boundary conditions produce a fundamental frequency with larger displace-
ment at the free ends and at the centre of the system, and the maximum curvature is
located at the centre of the system. Further, the curvature of the system is 0 at the free
ends. From a physical point of view, it is therefore expected that the added mass e↵ect will
be more dominant than the added sti↵ness e↵ect at the free ends of the system while the
opposite is true at the centre of the system where the largest curvature is experienced. Fig-
ures 4.31c, 4.31d, 4.32c, and 4.32d demonstrate that the fundamental frequency decreases,
to varying degrees, when the switching location is near the end points of the system and
increases significantly when the switching location is near the centre of the system. This
behaviour corresponds exactly to what is expected form the physical point of view. Finally,
the larger density of the alternative second string compared to the original string results
in a greater rate at which the frequency decreases when the switching location is near a
free end.
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Error in Predicting Frequencies and Mode Shapes

For the diagonal and zigzag wrapping patterns given an identical second string added
to the system, the error in predicting the fundamental frequency and mass normalized
mode shape for variable switching location is presented in Fig. 4.33 and 4.34, respectively.
For the diagonal wrapping pattern the error is calculated with respect to the analytical
solution and for the zigzag wrapping pattern the error is calculated with respect to the
FEA solution.
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Figure 4.33: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given diagonal wrapping pattern with identical second string for variable
switching location.
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Figure 4.34: Absolute percentage of error in fundamental frequency and mass normal-
ized mode shape given zigzag wrapping pattern with identical second string for variable
switching location.
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Considering the diagonal wrapping pattern results in Fig. 4.33, it is seen that the error
in both the frequency and mode shape attains the maximum near a switching location of
x = l/2 for CC and FF boundary conditions. For CF boundary conditions the maximum
errors for the frequency and mode shape was observed near a switching location of x = l/4.
It is therefore concluded that the diagonal wrapping pattern exhibits higher errors when the
switching location is near an area of high curvature. Furthermore, it is seen in Fig. 4.33 that
the norm minimization methods exhibit a sudden decrease in the error when the switching
location is near areas of large displacement. This behaviour is not observed for the gradient
minimization method and the smoothly varying errors of this method are seen as a benefit
for using the gradient minimization. For the various perturbation theory results presented,
the perturbation theory with additional corrections always produced smaller errors when
compared to the perturbation theory with a single correction to the frequencies. Overall,
the error in predicting the frequency was less than 0.8% and the error in predicting the
associated mode shape was less than 0.16%.

In Fig. 4.34 it is clearly seen that perturbation theory results with additional correc-
tions resulted in smaller errors than for the Grad. 1 method. Additionally, for all the
perturbation theory results presented, the errors in the frequencies experience an overall
increase as the switching location increases. As the second string is added into the system,
the perturbations in the mass per unit length and bending sti↵ness become increasing
larger, resulting in larger errors. As with the diagonal wrapping pattern, it is seen for the
zigzag wrapping pattern the norm minimization results experience sudden jumps in the
errors reported for the frequencies. Such a behaviour is not present in the Grad. 2 method
results and the smooth errors are considered an advantage of this method over the norm
minimization methods. Additionally, when comparing the behaviour of the errors to the
behaviour of the frequencies for variable switching location, it is seen that typically the
errors increase at the same time that the frequency in the system increases. Since the
fundamental frequency of the system increases most rapidly when the switching location is
near areas of high curvature, it can be concluded that when the switching location is near
an area of high curvature that the errors in predicting the frequency will increase. Finally,
It is clear that the norm minimization with optimally determined p-value resulted in the
smallest errors. Overall, the absolute error in the frequencies was less than 1.5% and the
absolute error in the associated mode shape was very small, less than 0.08%.

To analyze the error across multiple modes, the average of the sum of the absolute
percentage of error for the first 10 modes is presented in Table 4.8. The results are de-
termined by considering a variable switching location from 2 strings to 1 string. In this
table, it is clearly shown that the perturbation theory with additional corrections produces
significantly smaller errors than the perturbation theory with a single correction to the
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frequencies, as expected.

In terms of producing the smallest average sum of error, the second-order gradient
minimization method proved the best for the diagonal wrapping pattern while the norm
minimization using the di↵erence with optimal p produced the smallest average sum of
error the for the zigzag wrapping pattern. This was observed across all the boundary
conditions and for both the frequency and mode shape errors. Assuming for the zigzag
wrapping pattern that the frequencies are not known ahead of time, the second-order
gradient minimization method typically resulted in the smallest average sum of absolute
error across the boundary conditions considered. The exception was for FF boundary
conditions where the norm minimization using the di↵erence with p = 1 provided slightly
more accurate estimates for the frequencies.

Table 4.8: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable switching location with identical second string

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern (⇥100)
Grad. 1 2.181 2.164 2.295 8.236 7.084 10.033
Grad. 2 0.222 0.232 0.263 0.146 0.117 0.184
Di↵., p = 1 0.336 0.336 0.367 0.217 0.165 0.254
Pert., p = 1 0.327 0.322 0.354 0.211 0.160 0.247

Zigzag Pattern (⇥100)
Grad. 1 6.240 6.056 6.111 4.663 3.627 5.014
Grad. 2 0.643 0.789 0.925 0.098 0.089 0.125
Di↵., p opt. 0.233 0.188 0.221 0.121 0.103 0.144
Pert., p opt. 0.237 0.189 0.222 0.120 0.104 0.145
Di↵., p = 1 0.857 0.820 0.857 0.122 0.104 0.150
Pert., p = 1 1.017 0.979 1.011 0.124 0.108 0.155

Consider next Figs. 4.35 and 4.36, which contain the absolute error in the fundamental
frequency and mode shape for variable switching location given the alternative second
string parameters. Recall that the alternative string has a higher modulus and higher
density than the original string parameters.
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Figure 4.35: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given diagonal wrapping pattern with alternative second string for variable
switching location.
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Figure 4.36: Absolute percentage of error in fundamental frequency and mass normal-
ized mode shape given zigzag wrapping pattern with alternative second string for variable
switching location.
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Figures 4.35 and 4.36 for the alternative string results present similar behaviours as
those in Figs. 4.33 and 4.34 for the identical string. Namely, it is clearly seen that the
Grad. 1 method results in the largest errors for both the frequency and mode shape. In
addition, for the norm minimization methods there are sudden increases and decreases
in the errors, which produce non-smooth errors. This does not occur for the gradient
minimization method and highlights an advantage to using this method.

Figure 4.35 demonstrates that for the diagonal pattern with CC and FF boundary
conditions the absolute error attains the maximum value in the frequency and mode shape
near a switching location of x = l/2. For CF boundary conditions the frequency and
mode shape attains its maximum near a switching location of x = l/4. Hence the error in
predicting the frequencies peaks at locations where the switch is made in a high curvature
area. For all the results presented, the error in predicting the frequency was less than 0.9%
and the error in predicting the associated mode shape was less than 0.25%. Figure 4.36 for
the zigzag wrapping pattern demonstrates that, as was the case with the identical string,
the errors in the frequency increases when the value of the frequency increases. Therefore
when the switching location is near an area of high curvature it is expected that the error
in predicting the fundamental frequency will increase. Overall, the absolute error in the
frequency was less than 1.8% and the absolute error in the mode shape is less than 0.16%.

Table 4.9 presents the average of the sum of the absolute percentage of error for the
first 10 modes for variable switching location. The results are determined by considering a
variable switching location from 2 strings to 1 string. These results, as expected, indicate
that the perturbation theory with additional corrections provide more accurate results than
the first-order perturbation theory, regardless of how the reference values are determined.

The second-order gradient minimization method produced the smallest average sum of
absolute error for both the frequencies and mode shapes for the diagonal wrapping pattern.
The norm minimization using the di↵erence with optimal p-value produced the smallest
average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping
pattern. For each wrapping pattern, the most accurate method was also independent of
boundary conditions. If an optimal p-value cannot be determined ahead of time, then for
the results presented the norm minimization using the di↵erence with p = 1 produced the
most accurate estimates for the frequencies and the second-order gradient minimization
method produced the most accurate estimates for the mode shapes.
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Table 4.9: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable switching location with alternative second string

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern (⇥100)
Grad. 1 2.643 2.686 2.804 6.078 5.394 7.875
Grad. 2 0.261 0.284 0.319 0.104 0.085 0.137
Di↵., p = 1 0.608 0.611 0.662 0.299 0.229 0.349
Pert., p = 1 0.593 0.587 0.636 0.301 0.231 0.347

Zigzag Pattern (⇥100)
Grad. 1 7.227 6.983 7.029 4.405 4.177 5.125
Grad. 2 1.125 1.300 1.429 0.128 0.136 0.171
Di↵., p opt. 0.292 0.248 0.267 0.152 0.141 0.189
Pert., p opt. 0.297 0.252 0.268 0.152 0.141 0.189
Di↵., p = 1 1.044 1.003 1.049 0.170 0.151 0.208
Pert., p = 1 1.324 1.264 1.308 0.172 0.159 0.213

To summarize, from the numerical simulations with variable switching location it is
obvious that there is a significant advantage in using the perturbation theory with addi-
tional corrections when compared to a single correction for the frequencies. A clear pattern
was observed with regards to the perturbation theory reference value selection method that
should be employed to obtain the most accurate results. For the diagonal wrapping pattern,
the second-order gradient minimization method always produced the smallest average sum
of error for the first 10 modes of the system. For the zigzag wrapping pattern, the norm
minimization method using the di↵erence with optimal p value produced the smallest aver-
age sum of error for the first 10 modes of the system. If it is assumed that the frequencies of
the system are not known ahead of time, the second-order gradient minimization method
typically provided the most accurate method for determining the frequencies and mode
shapes of the zigzag system. The exception was for the alternative string where the norm
minimization using the di↵erence and p = 1 predicted the frequencies most accurately in
the absence of known values.
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4.3 Experimental Validation

4.3.1 System Description

The non-periodic string-harnessed system wrapping pattern considered experimentally is
presented in Fig. 4.37. Non-periodicity is introduced into the system by varying the wrap-
ping angle by a prescribed percentage increase or decrease each time the string goes from
one face of the host structure to another.

y
z

x
h

b

Figure 4.37: String-harnessed system with variable wrapping angle.

A clamped-free system is considered and the perturbation theory approach developed in
Chapter 3 is applied to determine the natural frequencies and mode shapes. The clamped
end of the beam is attached to a shaker and this provides the excitation to the system.

4.3.2 Frequency Response Function

To calculate the FRF using the results of the perturbation theory, first find the FRF
assuming a set of mode shapes that are exact for the spatially varying problem. Denote

this set of mode shapes by
n

b�
n

(x)
o1

n=1

and denote the frequency associated with the nth

mode shape by b!
n

. Let the mode shapes satisfy the normalization conditions

�
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=

Z

l

0
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(x)b�
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(x) dx (4.20a)
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where �
ij

is the Kronecker delta. Again, the normalization conditions are chosen such that
the modes of the system can be decoupled when determining the time response of the
system.
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As the clamped portion of the system is attached to a shaker, the boundary conditions
of the system must be updated to include the motion of the base. Therefore for !

s

6= 0
the experimental boundary conditions are

w(0, t) =

gg

f

!

2

s

sin(!

s

t) ,
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(4.21)

In the boundary conditions, the driving frequency of the shaker is !
s

, the gravitational
acceleration is g, and g

f

denotes a dimensionless gravitational acceleration factor. The
PDE for the transverse motion of the system is that same as that obtained in Eq. (4.16)
with the lumped masses set to 0.
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First, the nonhomogeneous boundary conditions are removed by introducing a func-
tion that satisfies the boundary conditions in Eq. (4.21). Such a function is r(x, t) =
gg

f

sin(!
s

t)/!2

s

. Make the substitution w(x, t) = y(x, t)+ r(x, t) into the PDE and bound-
ary conditions. The PDE in terms of y(x, t) that is to be solved is
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and the boundary conditions are

y(0, t) = 0 ,
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The solution to the PDE in Eq. (4.23) with the boundary conditions in Eq. (4.24) can be
expressed in terms of the mode shapes as y(x, t) =

P1
n=1

g
n

(t)b�
n

(x). The functions g
n

(t)
are yet to be determined.

Substitute the series solution for y(x, t) into the PDE in Eq. (4.23), multiply by b�
i

(x),
and integrate over the length of the domain. Then, applying the normalization conditions
in Eq. (4.20) yields
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For the FRF, the steady-state solution is of interest. For the case of the clamped end
excited by a shaker the steady-state solution is

g
ss,i

(t) =
gg
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e�
i
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� !2

s

sin(!
s

t) (4.26)
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Using the steady-state solution for the g
i

(t), the steady state for the transverse vibra-
tions of the string-harnessed system given by Eq. (4.22) is

w
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The FRF is obtained by dividing the steady-state response for the displacement by the
amplitude of the input acceleration to the shaker, and then taking the magnitude.
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In Eq. (4.28) the sensing location x is measured from the clamped end and is the FRF of
the system assuming exact mode shapes for the spatially varying system. To obtain the
FRF using the perturbation theory results, the frequencies obtained from the perturbation
theory are used for b!

i

and the mode shapes obtained from the perturbation theory are
used for b�

i

(x).

4.3.3 Experimental Setup

The experimental setup used for the non-periodic wrapping pattern tests is the same that
was previously used for the periodic wrapping pattern tests in Section 2.2.2. Furthermore,
the non-periodic string wrapping pattern is applied in the same manner as the periodic
wrapping pattern. A hanging mass is used to applied a pre-tension in the string and then
it is wrapped around the host structure. There is a small hole at the free end of the system
that is used to tie the string and reflective tape is added to ensure optimal measurements.
Figure 4.38 shows one of the test setups used in the non-periodic wrapping pattern tests.

Figure 4.38: String-harnessed beam with non-periodic wrapping pattern.

The host structure is an aluminium alloy 6061 beam with 0.01306 m width, 0.00146 m
thickness, and 0.251 m length. The modulus is 68.9 GPa and the density is 2768 kg/m3.
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This is the same beam that was used in the periodic wrapping pattern tests and was
referred to as Beam 2.

4.3.4 String-Harnessed System Experimental and Analytical FRFs

A PowerPro Super 8 Slick 80 lb break strength fishing line is used for the experimental tests.
This is the same type of string used for the periodic wrapping pattern tests in Section 2.4.3
with a radius of 0.20955 mm, a density of 1400 kg/m3, and a modulus of 128.04 GPa. A
first round of tests are performed with a single string pre-tensioned with 8.3 N. A second
round of tests with three string harnesses, all with the same wrapping pattern, is performed
with each of the three strings pre-tensioned with 13.3 N. A sensing location of 0.0513 m ±
0.0013 m was used with variations as a result of the variable wrapping pattern.

Beginning from the free end of the system, the wrapping angle of the string is varied by
a fixed percentage each time the string goes from one side of the host structure to another.
Multiple wrapping patterns are produced by varying the percentage change in the wrapping
angle over each section. Figure 4.39 presents a top-down view of the wrapping patterns
that are considered for both the single and three string tests along with the percentage
change over each section noted. In Fig. 4.39, the dashed lines represent a section of string
on the bottom face of the beam. Each of the wrapping patterns are setup so that the string
is attached to the small hole at the free end of the beam and also so that the wrapping
angle at the clamped end is roughly similar across all the tests.
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Figure 4.39: Wrapping patterns for non-periodic tests with percentage change in wrapping
angle noted.

Using the same acceleration profile as the periodic wrapping pattern tests in Sec-
tion 2.4.3, the FRFs for the non-periodic wrapping patterns are obtained. Figures 4.40-
4.44 present the FRFs for the single string tests and Figs. 4.45-4.49 present the FRFs
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for the three strings tests. In these figures experimental results are presented for the
string-harnessed system, denoted by “Exp. SH”, as well as experimental results for the
unwrapped system, denoted by “Exp. Un.”. Also included in the results is the FRF for a
mass updated system, denoted by “MU”. The mass updated model neglects the sti↵ening
e↵ect of the string and accounts only for the added mass. Using EB beam assumption,
an analytical solution for the MU model can be found and the details are presented in
Appendix D.

Additionally in the figures, two FRF results for the perturbation theory are presented.
The first is the perturbation theory using the gradient minimization method to determine
the reference values, denoted “Pert., Grad.”, and the second is the L

p

norm minimization
with optimally chosen p with the best result take from the di↵erence and perturbation norm
minimization approaches, denoted “Pert., Opt.”. In the numerical simulations it was seen
that without prior knowledge of the frequencies of the system, the gradient minimization
method typically produced the most accurate results for the perturbation theory method.
It is of interest to determine how these results compare to the case when the frequencies
are known beforehand to optimally choose the reference values.
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Figure 4.40: Single string analytical and experimental FRF comparison, test 1.
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Figure 4.41: Single string analytical and experimental FRF comparison, test 2.
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Figure 4.42: Single string analytical and experimental FRF comparison, test 3.
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Figure 4.43: Single string analytical and experimental FRF comparison, test 4.
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Figure 4.44: Single string analytical and experimental FRF comparison, test 5.
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Figure 4.45: Three strings analytical and experimental FRF comparison, test 1.
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Figure 4.46: Three strings analytical and experimental FRF comparison, test 2.
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Figure 4.47: Three strings analytical and experimental FRF comparison, test 3.
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Figure 4.48: Three strings analytical and experimental FRF comparison, test 4.
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Figure 4.49: Three strings analytical and experimental FRF comparison, test 5.

Very good agreement is observed between the analytical and experimental results in
Figs. 4.40 - 4.49 with respect to the amplitude, value of the natural frequencies, and location
of antiresonances. As was observed in previous tests for periodic wrapping patterns, there
is an additional peak near 1700 Hz due to the small section of beam that extends beyond
the clamp. Furthermore, it should be noted that the value of the resonant peaks of the
experimental and analytical models do not match due to the absence of damping in the
analytical model. Additionally, there is no observable di↵erence between the perturbation
theory FRFs, indicating that without prior knowledge of the frequencies excellent results
are achieved.

It is quite clear from the results in Figs. 4.40 - 4.49 that the perturbation theory FRFs
provide a much better match for the experimental string-harnessed FRFs than the mass
updated model. The results for Tests 4 and 5 in particular clearly highlight this. The
perturbation theory results providing a more accurate FRF than the mass updated model
indicates the importance of including the e↵ect of sti↵ening in the analytical model. Fur-
thermore, it is seen through experimentation that the frequencies of the string-harnessed
system can be significantly larger than those of the unwrapped system. One of the lim-
itations of the mass updated model is the inability to predict frequencies that are larger
than those of an unwrapped system. This is due to the added mass in the model causing
a decrease in the frequencies and clearly highlights the advantage of using the proposed
model and perturbation theory.

Two e↵ects are observed on the natural frequencies going from Test 1 to Test 5 as the
wrapping pattern is increasingly more loosely wrapped. When the string-harnessed system
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is more loosely wrapped, the total added mass by the string decreases. This has the e↵ect
of increasing the frequencies of the system. The second e↵ect is an increase in the sti↵ening
e↵ect due to the string as the system is more loosely wrapped. The increase in the string
sti↵ening e↵ect is due to an overall decrease in the wrapping angle as the string is more
loosely wrapped and will cause an increase in the frequencies of the system. Therefore,
due to both of these e↵ects, in going from Test 1 to Test 5 it is expected that the natural
frequencies of the string-harnessed system will increase. The natural frequencies are listed
in Table 4.10 and indeed an increase in the frequencies from Test 1 to Test 5 is observed
for both the single and three string tests.

It is also shown in Table 4.10 that the perturbation theory results for the proposed
model of a string-harnessed system are quite accurate in predicting the natural frequencies
of the system when compared to experimental results. Also, the errors reported by the
gradient and optimally chosen references values for the perturbation theory are almost
identical. Plots of the absolute percentage of error for all the tests performed are presented
in Fig. 4.50 for the gradient results and in Fig. 4.51 for the optimally determined results.
For the gradient norm minimization perturbation theory results the largest absolute error
obtained for the single string tests is 1.11%, with an average absolute error of 0.48%, and
the largest absolute error obtained for the three strings tests is 3.28%, with an average
absolute error of 1.33%. For the norm minimization with optimal p-value perturbation
theory results the largest absolute error obtained for the single string tests is 1.11%, with
an average absolute error of 0.48%, and the largest absolute error obtained for the three
strings tests is 3.27%, with an average absolute error of 1.32%.
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Figure 4.50: Absolute percentage of error of perturbation theory with gradient method
model frequencies compared to experimental frequencies.
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Figure 4.51: Absolute percentage of error of perturbation theory with optimal reference
model frequencies compared to experimental frequencies.

Figures 4.50 and 4.51 further demonstrate that the results obtained by the two per-
turbation theory results are essentially identical to one another. In these figures, it is
demonstrated that for both the single and three string tests the absolute percentage of er-
ror is relatively consistent for each of the five tests. Consistency in the error indicates that
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as the wrapping pattern is varied the analytical model does not introduce additional error
into the prediction of the natural frequencies and therefore accurately captures changes
from one test to another. Finally, it is seen that the error is larger in the three strings test
when compared to the single string test for a given wrapping pattern, in particular for the
tests which are more loosely wrapped. This is attributable to the larger string-to-host-
structure cross-sectional area for the three strings test compared to the single string test;
a similar result was observed experimentally for the periodic pattern tests in Section 2.4.4.

During testing the string-harnessed system FRF was first obtained, then the string(s)
carefully removed, and the FRF for the unwrapped beam was obtained. Figure 4.52
presents the experimental natural frequencies for the string-harnessed and unwrapped sys-
tems, as well as the perturbation theory string-harnessed model frequencies, given both
approaches, for the single string tests. Figure 4.53 presents the experimental natural fre-
quencies for the string-harnessed and unwrapped systems, as well as the perturbation
theory string-harnessed model frequencies, given both approaches, for the three strings
tests. Table 4.11 presents the experimental natural frequencies and the percentage change
going from unwrapped to string-harnessed.
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Figure 4.52: Single string analytical string-harnessed natural frequencies and experimental
natural frequencies for unwrapped and string-harnessed systems.
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Figure 4.53: Three strings analytical string-harnessed natural frequencies and experimental
natural frequencies for unwrapped and string-harnessed systems.
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Small variations in the frequency for the unwrapped system are observed in Figs. 4.52
and 4.53 due to human error in clamping the system at the same exact length between
the various tests. However since the string-harnessed results were obtained and then the
string(s) removed to then obtain the unwrapped results, this provides a fair comparison
between the frequencies for a given test number. In particular, this allows for a fair
comparison of the percentage change in the frequency from the unwrapped to the string-
harnessed system between the various tests.

For both the single and three string tests, it is seen in Table 4.11 that the string-
harnessed system frequencies are typically smaller than the unwrapped system for Tests 1
and 2. When the strings are tightly wrapped, as in Tests 1 and 2, it is seen that the added
mass e↵ect is larger than the sti↵ening e↵ect. This causes a decrease in the frequencies of
the system when the string is added. For both the single and three string tests, it is seen
in Table 4.11 that the string-harnessed system frequencies are larger than the unwrapped
system for Tests 4 and 5. When the strings are loosely wrapped, as in Tests 4 and 5, it is
seen that the added sti↵ening e↵ect is larger than the mass e↵ect. This causes an increase
in the frequencies of the system when the string is added. It is also seen that the magnitude
of the frequency increase for the three strings tests is much larger than for the single string
tests. When the mass e↵ect is dominant, the three strings added 3 times more mass than
the single string, creating a larger decrease in the frequencies. When the sti↵ening e↵ect is
dominant, the three string add significantly more sti↵ness than the single string, creating
a larger increase in the frequencies.

Additionally, it is seen in Table 4.11 that experimentally the overall sti↵ening e↵ect
of the strings was not negligible. In particular for Test 5 the percentage increase in the
frequency from an unwrapped system to a string-harnessed system was as large as 2.554%
for a single string system and 6.28% for a three strings system. This highlights the impor-
tance of the modelling the strings accurately in the system and that the sti↵ening e↵ect
cannot be ignored.

In summary, it has been shown experimentally that the sti↵ening e↵ect of string har-
nesses is significant, in particular for more loosely wrapped patterns where the string-
harnessed frequencies are significantly larger than an unwrapped system. The natural
frequencies and FRFs for the perturbation theory results of the proposed string-harnessed
system model were shown to match quite well with experimental results, for both single
and three string tests. Two methods for determining the perturbation theory reference
values were considered, one with and one without prior knowledge of the frequencies of
the string-harnessed system. It was seen for the cases considered that there is very little
advantage in terms of the errors obtained of using the optimally chosen reference values
over the gradient method. This highlight the ability of the gradient method to predict
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the frequencies of the system with great accuracy. Finally, the string-harnessed perturba-
tion theory results were compared to a mass updated model to highlight the importance
of modelling the sti↵ening e↵ect of the strings. These results validate the ability of the
proposed model to accurately model non-periodic wrapping patterns for string-harnessed
systems.

4.4 Chapter Summary

In this chapter, a spatially dependent model for string-harnessed system that can account
for periodic and non-periodic wrapping patterns was developed. The perturbation the-
ory previously developed in this thesis was then used to determine the frequencies and
mode shapes. For periodic wrapping patterns, it was clearly shown that the perturbation
theory results were more accurate than using a homogenized model as in Chapter 2. Ad-
ditionally through this analytical study, it was found that adding string in locations of
high displacement in a mode shape lowers the frequency of that mode. Further, adding
string in locations of high curvature in a mode shape raises the frequency of that mode.
Interestingly, sections of string on the side of the beam increased the strain energy locally.

Experimental tests were performed to assess the accuracy of the perturbation theory
results for the string-harnessed model. Multiple wrapping patterns were considered, four
non-periodic and one periodic, and tested for a system with a single string as well as with
three strings. The FRFs for the perturbation theory results matched exceptionally well
with the experimental FRFs. For the single string tests, the largest percentage increase in a
frequency compared to an unwrapped system for a single mode was 2.554%. For the three
strings tests, the largest percentage increase in a frequency compared to an unwrapped
system for a single mode was 6.28%. Such significant increases in the frequencies due
to the additional of strings clearly highlights their significance in adding sti↵ness to the
system.
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Chapter 5

Model Approximation for
String-Harnessed Systems

In this chapter the applicability of a constant coe�cient model to accurately predict the
frequencies and mode shapes of a string-harnessed system is investigated. The frequencies
and mode shapes of the system are predicted using perturbation theory and an inverse
problem approach is employed to obtain the constant coe�cients in the approximation
model. Multiple numerical simulations are performed for both periodic and non-periodic
wrapping patterns and results are compared to experiments. An initial version of this
model approximation was presented by the author in [89] and the work presented in this
chapter is to be submitted in [90].

5.1 Simple Euler-Bernoulli Approximation

5.1.1 Mathematical Details

The perturbation theory results of the previous section were shown to predict the fre-
quencies and mode shapes quite well, particularly when using the second-order gradient
minimization method. Furthermore, it was demonstrated that the frequencies and fre-
quency response functions (FRFs) for the perturbation theory results matched quite well
with experiments for various system setups.

Although the perturbation theory can be used to solve the spatially dependent prob-
lem, and hence consider non-periodic wrapping patterns, one drawback is the lack of a
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concise explicit solution. The goal of the current chapter is to investigate the ability of
various constant coe�cient models to accurately predict the frequencies and mode shapes
of the spatially dependent model. To achieve this, the perturbation theory results for the
frequencies and mode shapes are used as the exact quantities that the approximate model
aims to predict.

As evidenced in the previous chapter, without prior knowledge of the frequencies and
mode shapes of the system, the second-order gradient minimization method to determine
the reference values was the most accurate. For this reason, this method for choosing the
reference values is the sole focus for the approximate model. Specifically, in the current
chapter it is assumed that the frequencies and mode shapes are given by

!
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where the expressions for !
n0

and �
n

(x) are found by solving the O(1) problem in Sec-
tion 3.4.4, the expressions for f

n1

(x) and f
n2

(x) are found in Appendix C, and EI⇤
n

and
⇢A⇤

n

are obtained via the gradient minimization method outlined in Chapter 3.

A simple Euler-Bernoulli (EB) model is considered as the approximate model for the
string-harnessed system. Letting bw(x, t) denote the transverse displacement of the approx-
imate model, the partial di↵erential equation (PDE) for the free transverse vibrations of
the model is

cEI
@4

bw(x, t)

@x4

+ c⇢A
@2

bw(x, t)

@t2
= 0 (5.3)

for x 2 [0, l] and t > 0. The unknown coe�cients cEI and c⇢A are to be determined
and represent an equivalent bending sti↵ness and equivalent mass per unit length that
approximate the string-harnessed system.

The boundary conditions for the approximate model are

bw(x⇤, t) =0 or cEI
@3

bw(x⇤, t)

@x3

=0 (5.4a)

@ bw(x⇤, t)

@x
=0 or cEI

@2

bw(x⇤, t)

@x2

=0 (5.4b)

where x⇤ = 0 or l. The left hand boundary conditions listed in Eq. (5.4) represent zero
displacement and zero slope. These are the geometric boundary conditions. The right hand
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boundary conditions listed in Eq. (5.4) represent zero shear and zero moment. These are
the natural boundary conditions. As in previous chapters, attention is given to clamped-
clamped (CC), clamped-free (CF), and free-free (FF) boundary conditions.

The frequencies and mode shapes of the approximation model are readily available and
are given by

b!
n

=
!
n0

l2

s

cEI

c⇢A
(5.5)

b�
n
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1

q

lc⇢A

�
n0

(x) (5.6)

In Eqs. (5.5) and (5.6), the quantities !
n0

and �
n0

(x) are exactly those that are used in
the perturbation theory results in Eqs. (5.1) and (5.2).

5.1.2 Approximation Method 1 - Metric Minimization

The metric minimization approach considers the square of the di↵erence between the fre-
quencies and mode shapes and determines the values of cEI and c⇢A that provide a local
minimum. Both the frequencies and mode shapes are included in the metric since if only
the frequencies were considered then only a value for the ratio cEI/c⇢A could be determined.

Obtaining results for both cEI and c⇢A allows for additional insight into how the approxi-
mation method varies these quantities to account for changes in the frequencies. Since the
frequencies and mode shapes di↵er in units, these quantities are first nondimensionalized.

Use the length scale l, time scale l2
q

c⇢A/cEI, and the mass scale c⇢A l.

The metric containing the first m nondimensional frequencies and mode shapes is
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Expanding the integrand, terms can be grouped by similar powers of c⇢A. Define the
integrals
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The metric to be minimized can be written compactly as
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To determine the minimal value of Eq. (5.8), stationary points are found. That is to say
the points where the equations @d1

@

c
EI

= 0 and @d1

@

c
⇢A

= 0 are simultaneously satisfied. Solving

for the unknown coe�cients in the approximation model leads to a single solution, which
is the global minimum.
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5.1.3 Approximation Method 2 - Error Minimization

The second approximation method follows a similar set of steps as the metric minimization
method but instead considers the error in the frequencies and mode shapes. Specifically,
the square of the frequency errors are considered as this leads a simple expression for the
coe�cients of the approximation model. The value of the sum of the error in the first m
frequencies and mode shapes is given by
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Using the expressions for S
n1

and S
n2

defined in the first approximation method, the
expression for the sum of the errors can be written as
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From the expression for � in Eq. (5.11), a local minimum is found by locating the

stationary points. Determining the values of cEI and c⇢A that simultaneously satisfy @�
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5.1.4 Approximation Method 3 - Modal Participation Factor
(MPF)

The third approximation method uses the modal participation factors from the response
of the system due to a unit impulse in a weighted average of the perturbation theory
reference values EI⇤

n

and ⇢A⇤
n

. Using the perturbation theory mode shapes, the transverse
displacement of the string-harnessed system can be expressed as w(x, t) =

P1
n=1

g
n

(t)�
n

(x).
Assuming a unit impulse is applied to the system at a location x = x

i

, the functions g
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are determined. The steady-state response of the system is given by
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In Eq. (5.13), the !
n

are the frequencies obtained from the perturbation theory. The
quantity �

n

(x
i

)/!
n

is the modal participation factor of the nth mode given a unit impulse
at x = x

i

, see [62].

Using the absolute value of the modal participation factors �i

n

= |�
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)/!
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|, a weighted
average is used to determine the unknown coe�cients in the approximate model given an
impulse at x = x

i

.
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It is obvious that the location of the impulse will directly a↵ect the modal participation
factors and the resulting estimates for the approximate bending sti↵ness and mass per unit
length. One such example would be applying the impulse at the node of any of the modes.
This would result in the modal participation factor being 0 and is not representative of
the overall dynamics of the structure. To overcome this, the average of N evenly spaced
impulse locations are used and then the limit as N ! 1 is considered.
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Applying the steps used to determine cEI in Eq. (5.15), the expression for c⇢A is found. The
final expression for the unknown coe�cients in the approximate model using the modal
participation factor method is
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Above, the summation and integration may be interchanged since the summation is finite.

5.1.5 Approximation Method 4 - Proper Orthogonal Decompo-
sition (POD)

The final approximation method employs the results of a proper orthogonal decomposi-
tion (POD) in a weighted average of the perturbation theory reference values EI⇤

n

and
⇢A⇤

n

. The POD is commonly used in vibration applications to determine the mode shapes
and the power associated with each of the modes in the displacement of an experimental
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test. Typically, see for example [25, 42, 41], there is a set of N discrete measurement
locations where the displacement of the system is measured at M times. For the model
approximation, the goals are threefold. First, instead of experimental results the transverse
displacement, results of a string-harnessed system given by the perturbation theory and
a unit impulse are employed. Secondly, the discretization of N measurement locations at
M times is extended from the discrete case to the continuous case. Finally, as was done
with the modal participation factor approximation method, the results are averaged over
multiple impulse locations.

The steps for the discretized version of the POD are as follows. A matrix W (i, j) is
created from the displacement results at the ith sensing location at the jth time. From
this matrix of displacement results, the correlation matrix R = 1

M

W>W is formed. The
eigenvalues and eigenvectors of R represent the proper orthogonal values (POVs) and
proper orthogonal modes (POMs), respectively. The goal is to outline a similar set of
steps to determine the POVs when the measurements are no longer discretized in time and
space.

Assume a unit impulse at x = x
i

and let w(x, t) denote the displacement of the system
calculated using the perturbation theory results. The correlation between any two points is
given by R(x

i

, x
j

) = 1

M

P

M

k=1

w(x
i

, t
k

)w(x
j

, t
k

). Assume there is a fixed total measurement
time, T , and take the limit as M , the number of points in time when a measurement is
made, approaches infinity.
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, t) dt (5.17)

It is seen in Eq. (5.17) that the correlation is continuous in time and no longer depends on
a discretization.

Once the correlation matrix is found, an eigenvalue problem is solved in the dis-
crete case. Component wise, the problem can be formulated as

P

N

k=1

R(x
i

, x
k

)f(x
k

) =
�(N)f(x

i

). Here, the eigenvalue depends on the number of sensing locations N . As it can
be seen, increasing N will cause the left hand side of the component wise eigenvalue to
increase. Since it is expected for f(x

i

) to remain the same, it must be that the eigenvalue
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increases. Consider the case where the correlation matrix is replaced by the correlation
function in Eq. (5.17) and the number of points which discretize the spatial domain ap-
proaches infinity.

lim
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i

) (5.18)

Equation (5.18) holds for each point x
i

and thus the eigenvalue problem for the proper
orthogonal decomposition which is independent of a spatial discretization is

Z

l

0

R(x, s)f(s) ds = �f(x) (5.19)

Since only a finite number of modes from the perturbation theory are used to determine
the displacement of the system due to a unit impulse, the eigenfunction of the problem
in Eq. (5.19) can be expressed as the finite sum f(x) =

P

m

n=1

c
n

�
n

(x). In the expression
for the eigenfunction the mode shapes from the perturbation theory are used. For � 6= 0,
substitution of the eigenfunction in Eq. (5.19) leads to
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where
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From Eq. (5.20), it follows that �c
n

=
P

m

j=1

c
j

A
nj

for each n. This is a component wise

expression for the eigenvalue problem Ac = �c, where c is a vector of the c
n

in the expansion
for the eigenfunction.

Once the eigenvalues �
n

and associated eigenfunctions f
n

(x) =
P

m

n=1

c
n

�
n

(x) are deter-
mined, each eigenfunction f

n

(x) is associated with the mode shape which is most similar
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from the perturbation theory. This is achieved by looking at the values of c. Typically, the
entries in c are small with the exception of a single value whose absolute value is near 1.
Once this association is done, the eigenvalues �

n

that represent the power associated with
the mode are associated with a mode from the perturbation theory. This is the manner in
which the weights in the weighted average of the perturbation theory reference values are
determined. For a system with a unit impulse at x = x

i

, the coe�cients in the approximate
model are

cEI
i

=
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m
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(5.21a)
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�
i

n

(5.21b)

As with the modal participation factor, the location of the unit impulse plays an impor-
tant role in the values determined for the approximate model. Therefore, an average using
multiple actuation locations is determined. Since for the proper orthogonal decomposition
method it is not possible to extend the results easily to the continuous case, a quadrature
method is employed to determine the average. Assuming that P +1 equally spaced actua-
tion locations are considered, using the trapezoidal method for numerical integration leads
to the final expression for the unknown coe�cients.

cEI =
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o

(5.22a)

c⇢A =
1

2P

P

X

i=1

n

c⇢A
i

+ c⇢A
i+1

o

(5.22b)

5.2 Numerical Results

5.2.1 Periodic Wrapping Patterns

The same system parameters as those used in Section 4.2 are employed for the current
numerical simulations. That is to say, a system with 6 fundamental elements and the
following system parameters are used: b = 0.01 m, h = 0.0015 m, l = 0.25 m, E

b

=
6.89 ⇥ 1010, N/m2, ⇢

b

= 2700 kg/m3, r
s

= 0.00035 m, E
s

= 1.5 ⇥ 1011 N/m2, ⇢
s

= 1400
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kg/m3, and T
s

= 25 N. Furthermore, a total sampling interval of 0.1 s and P = 25 actuation
locations are used in the POD method throughout all the simulations.

In addition to the results obtained from the approximation methods, the results of the
previously developed homogenization method are presented. The abbreviation “HOM”
will be used to denote the equivalent continuum model obtained by homogenization. For
completeness, the coe�cients of the HOM model are presented here using the notation of
the current section. For the diagonal wrapping pattern, the coe�cients of the HOM model
are given by
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

b

sin(✓)
+ 2h+ b

�

and L = 2b/ tan(✓) is the length of a single fundamental element. For the zigzag wrapping
pattern, the coe�cients of the HOM model are given by

cEI =E
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I
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+
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s
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� I
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c⇢A =⇢
b

A
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+
⇢
s

A
s

cos(✓)

and L = (4b+ 4h)/ tan(✓) is the length of a single fundamental element.

As was done for the numerical simulations of the string-harnessed systems in Chapter 4,
an analytical solution for the diagonal wrapping pattern is employed and an FEA is used
for the zigzag wrapping pattern. Collectively, these results will be referred to as the
‘exact results’ throughout this chapter. The details of the analytical solution are given in
Appendix D and the FEA details are given in Appendix E.

Consider first the e↵ect of variable string modulus on the frequency results. Figures 5.1
and 5.2 present the fundamental and tenth mode frequency for the exact, perturbation
theory, the HOM, as well as the various proposed methods for model approximation re-
sults. Multiple boundary conditions are considered with the diagonal wrapping pattern
considered in Fig. 5.1 and the zigzag wrapping pattern considered in Fig. 5.2.
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Figure 5.1: Frequency results for fundamental and tenth mode given variable string mod-
ulus and diagonal wrapping pattern.
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Figure 5.2: Frequency results for fundamental and tenth mode given variable string mod-
ulus and zigzag wrapping pattern.
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As the modulus of the string is increased, there is an increase in the sti↵ening e↵ect
due to the string. As a result, the frequencies for the string-harnessed system are expected
to increase with increasing string modulus. This behaviour is clearly observed in the
fundamental and tenth modes of the system given various boundary conditions for both
the diagonal and zigzag wrapping patterns in Figs. 5.1 and 5.2.

Focusing on the diagonal wrapping pattern results in Fig. 5.1, it is seen that the various
results for the frequencies match very well with the analytical results. This indicates
that the perturbation theory is quite accurate in predicting the frequencies of the string-
harnessed system, and also that the various proposed methods for model approximation
are capable of matching the perturbation theory results with minimal error. In contrast, it
is seen in Fig. 5.2 for the zigzag wrapping pattern that the HOM slightly overpredicts the
values of the frequencies. Furthermore, the various proposed methods for approximation
produce noticeable, yet relatively small, di↵erences in the frequencies, particularly for
higher values of the string modulus. These di↵erences are also more noticeable for the
tenth mode when compared to the fundamental mode.

Next, the e↵ect of variable string modulus on the results for the coe�cients cEI and c⇢A,
as determined by the approximation methods outlined in the current work, is presented in
Figs. 5.3 and 5.4. In addition, the HOM coe�cient values are presented for comparison.
The results for variable string modulus given a diagonal and zigzag wrapping pattern are
presented in Figs. 5.3 and 5.4, respectively.
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Figure 5.3: Results for cEI and c⇢A coe�cients for diagonal wrapping pattern with variable
string modulus.
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Figure 5.4: Results for cEI and c⇢A coe�cients for zigzag wrapping pattern with variable
string modulus.
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With respect to the cEI coe�cient, it is seen for both the diagonal and zigzag wrapping
patterns that an increase in the string modulus leads to an increase in cEI. Since increasing
the modulus of the string increases the sti↵ness in the system, this behaviour is expected.

It is seen in Fig. 5.3 for the diagonal wrapping pattern that an increase in the string
modulus leads to no change in the c⇢A coe�cient. This behaviour is due to the added
sti↵ness of the string being a constant value throughout the entire system in the diagonal
wrapping pattern. Hence as the string modulus is increased the reference values ⇢A⇤

n

and
the nondimensional mode shapes determined by the perturbation theory do not change.
For this reason the value for c⇢A is una↵ected by changes in the string modulus. As
expected, the HOM value for c⇢A is constant across the various boundary conditions since
this method produces a single value.

Figure 5.4 demonstrates that for the zigzag wrapping pattern the value for c⇢A is typ-
ically constant, with the exception for the metric and error minimizations. It is expected
that as the string modulus increases that this should not a↵ect the results for c⇢A. For the
metric and error minimization methods, it is seen in the expressions for the unknown coef-
ficients that the integrals S

1n

and S
2n

depend both on the values of EI⇤
n

and ⇢A⇤
n

, as well
as the corrections to the mode shape cause by perturbations in the bending sti↵ness and
mass per unit length. As the string modulus is increased, and since the bending sti↵ness is
not a constant throughout the entire system with a zigzag wrapping pattern, the values for
EI⇤

n

and the correction in the nondimensional mode shape are altered. For these reasons,

the value of c⇢A is not constant for the metric and error minimization with variable string
modulus.

The first step in quantifying the accuracy of each of the proposed approximation models
is to examine the error between these and the perturbation theory results. It is quite
important to investigate this since the perturbation theory results are taken as the exact
values that the models should match. To this end, the percentage error in the fundamental
frequency and associated mode shape are considered for variable string modulus. The error
in the mode shape is calculated by

R

l

0

(�
Approx.

(x)� �
Pert.

(x))2 dx
R

l

0

�2

Pert.

(x) dx

The results for the diagonal wrapping pattern are presented in Fig. 5.5 and the zigzag
pattern in Fig. 5.6.
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Figure 5.5: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable string modulus and diagonal wrapping pattern.
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Figure 5.6: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable string modulus and zigzag wrapping pattern.
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It is seen in Fig. 5.5 that the error between the proposed methods and the perturbation
theory results is una↵ected by changes in the string modulus. This is due to the diagonally
wrapped system having a constant value for the bending sti↵ness in the system. In this
case, the approximation methods simply choose this value for the unknown coe�cient cEI
and the error in the models is due to variable mass per unit length caused by lumped
masses. When the string modulus is varied, this does not a↵ect the mass per unit length of
the string-harnessed system and thus no additional error is introduced, causing a constant
value for the error.

For the case of the zigzag wrapping pattern in Fig. 5.6, it is observed that the error in
the fundamental frequency and mode shape increases as the modulus of the string increases.
As the modulus of the string increases, the frequencies of the string-harnessed system are
less likely to follow the pattern of a constant coe�cient EB model. This type of behaviour
was previously seen in Section 2.3.10. This directly corresponds to higher errors when
using the proposed models as they attempt to predict the frequencies using a constant
coe�cient EB model.

A clear pattern is seen in Figs. 5.5 and 5.6 with respect to the errors reported for the
frequencies by the various proposed models. It is seen for the fundamental frequency that
the POD method always produces the most accurate result to the perturbation theory,
then the MPF, and finally the metric and error minimization methods produce the largest
errors. When a system is excited by a unit impulse, the fundamental mode accounts for a
significant contribution of the total displacement response. Because of this, the MPF and
POD methods place a large weight on matching the fundamental mode in comparison to the
higher modes. For this reason, the MPF and POD are expected to provide quite accurate
estimates for the fundamental mode of the system. As the POD is seen to be more accurate
than the MPF for the numerical simulations, this indicates that the POD places more
importance on matching the fundamental mode than the MPF. With respect to the mode
shape, it is observed that for both wrapping patterns and all boundary conditions that the
levels of error are quite small and quite similar across the various proposed methods.

In addition to the accuracy of the proposed methods for the fundamental frequency
and mode shape, the error with respect to the perturbation theory over multiple modes is
considered. To this end, the sum of the absolute error of the first 10 modes of the system is
considered and the average value of this sum for variable string modulus is reported. The
results for both wrapping patterns, each of the proposed approximation methods, and the
various boundary conditions are presented in Table 5.1.
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Table 5.1: Average sum of absolute percentage of error to perturbation theory for the first
10 natural frequencies and associated mode shapes for variable string modulus

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern Diagonal Pattern
Metric Min. 0.5542 0.4579 0.5663 0.01383277 0.08690176 0.11976672
Error Min. 0.5307 0.4578 0.5311 0.01383255 0.08689404 0.11975214
MPF 0.4979 0.4808 0.5995 0.01385824 0.08692482 0.11987199
POD 0.4931 0.5012 0.6966 0.01383255 0.08697584 0.12008665

Zigzag Pattern Zigzag Pattern
Metric Min. 1.1416 0.7221 0.6788 0.28091905 0.03531647 0.06974415
Error Min. 0.6564 0.4138 0.3320 0.28079071 0.03531444 0.06973624
MPF 0.7414 0.5086 0.2661 0.28079079 0.03531448 0.06973638
POD 0.8399 0.5527 0.2725 0.28079079 0.03531448 0.06973637

It is seen in Table 5.1 that the error minimization method always produces the smallest
sum of absolute error for the mode shapes, regardless of wrapping pattern or boundary
conditions. Furthermore, it is seen that typically the error minimization method produces
the smallest error in the average sum of the absolute error for the frequencies. In the cases
where the error minimization is not the most accurate method, CC boundary conditions
with a diagonal wrapping pattern and FF boundary conditions with a zigzag wrapping
pattern, it is observed that the error in the frequencies is quite similar to that of the the
most accurate methods, the MPF and POD. Overall, the error minimization is the best
approach for approximating the string-harnessed when multiple modes are in consideration.

The error minimization does not always produce the smallest average sum of absolute
error for the frequencies due to the form of the objective function in Eq. (5.10). Using
the results of Table 5.1 for the mode shapes and the square of the frequency results, it is
seen that for the objective function the component involving the mode shapes will have
a greater influence on its value when compared to the frequencies. For this reason, the
error minimization produces the smallest average sum of absolute error for the mode shapes.
Furthermore, changing the results for cEI and c⇢A slightly to obtain more accurate frequency
results in the error minimization method would lead to an increase in the mode shape error,
the component that is seen as more important in the objective function. In contrast, the
MPF and POD methods rely solely on a weighted average of the perturbation theory
results. Therefore, the MPF and POD methods at times produce values for the unknown
coe�cients that produce more accurate frequency results than the error minimization, at
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the cost of larger errors in the mode shape results.

Finally, the average sum of absolute error, given variable string modulus, of the per-
turbation theory, the HOM method, and the four proposed approximation methods to the
exact solutions is presented in Table 5.2. The results for both wrapping patterns and the
various boundary conditions are presented.

Table 5.2: Average sum of absolute percentage of error to exact solution for the first 10
natural frequencies and associated mode shapes for variable string modulus

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern Diagonal Pattern
Perturbation 0.0000 0.0001 0.0001 0.00000017 0.00001359 0.00002160
HOM 0.4931 1.1887 1.0994 0.01383303 0.08639492 0.11854532
Metric Min. 0.5541 0.4578 0.5662 0.01379329 0.08529998 0.11742475
Error Min. 0.5307 0.4578 0.5309 0.01379307 0.08529006 0.11740543
MPF 0.4979 0.4807 0.5994 0.01381879 0.08532523 0.11753883
POD 0.4931 0.5012 0.6965 0.01382800 0.08534698 0.11768770

Zigzag Pattern Zigzag Pattern
Perturbation 0.2911 0.2745 0.2986 0.00496480 0.00121895 0.00170672
HOM 3.1079 1.0006 2.1380 0.35367788 0.04910780 0.09235113
Metric Min. 0.9572 0.5639 0.4839 0.35398185 0.04910468 0.09236657
Error Min. 0.6590 0.4419 0.3572 0.35368200 0.04909923 0.09234990
MPF 0.9455 0.7536 0.5327 0.35367789 0.04909883 0.09235114
POD 1.0936 0.8145 0.5697 0.35367788 0.04909883 0.09235113

In Table 5.2, it is seen for the diagonal wrapping pattern that the error between the per-
turbation theory and the analytical results is quite small for both the frequency and mode
shapes, given all the boundary conditions. Due to the accuracy of the perturbation theory
for the diagonal wrapping pattern, the errors between the approximation methods and the
analytical results, Table 5.2, are almost identical to the error between the approximation
methods and the perturbation theory, Table 5.1. On the other hand, it is seen for the case
of the zigzag wrapping pattern that the error between the perturbation theory and the
FEA is not negligible. Comparing the zigzag wrapping pattern errors of the approxima-
tion methods to the perturbation theory, Table 5.1, with the errors of the approximation
methods to the FEA, Table 5.2, it is observed that the values are significantly changed.
Furthermore, in certain cases the error with respect to the FEA will be larger than the
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error with respect to the perturbation theory, and other times the error with respect to the
FEA will be smaller than the error with respect to the perturbation theory. The former
case occurs, for example, when the perturbation theory overpredicts the FEA frequencies
and an approximation method overpredicts the perturbation theory frequencies. The latter
case occurs, for example, when the perturbation theory overpredicts the FEA frequencies
and an approximation method slightly underpredicts the perturbation theory frequencies.

In Table 5.2 the average sum of absolute error for the HOM method is typically larger
than any of the proposed approximation methods when considering the frequencies. The
exception occurs for CC boundary conditions and a diagonal wrapping pattern, however in
this case the results are quite similar across the 5 results. A noticeable increase in accuracy
is observed in the frequency results for the zigzag wrapping pattern when comparing the
proposed approximation methods to the HOM method. The results in Table 5.2 clearly
indicate that using either of the proposed approximation methods will yield similar or
smaller levels of error in predicting the frequencies compared to the HOM method for the
diagonal wrapping pattern, and o↵er a considerable increase in accuracy in predicting the
frequencies compared to the HOM method for the zigzag wrapping pattern. The sum of
absolute error for the mode shapes is almost identical regardless of the method used or the
boundary conditions.

With respect to the four approximation methods, it is seen in Table 5.2 that the error
minimization method typically produces the smallest sum of absolute error for the first
10 frequencies of the system. The next smallest average error is given by the metric
minimization method. This is expected since the error and metric minimization methods
place equal weight on matching the frequencies and mode shapes of all the modes of
interest. As previously mentioned the MPF and POD place a higher weight on matching
the lower modes, particularly the fundamental mode, and therefore larger errors in the
higher modes will occur. This then results in a larger sum of the absolute error for both
the MPF and POD methods. This indicates that the method that should be implemented
to approximate the string-harnessed system will depend on the importance, for the user,
of the fundamental mode with respect to the higher modes of the system.

Consider next the e↵ect of variable string density on the frequency results. Figures 5.7
and 5.8 present the fundamental and tenth mode frequency for the exact, perturbation
theory, the HOM, as well as the various proposed methods for model approximation re-
sults. Multiple boundary conditions are considered and the diagonal wrapping pattern is
considered in Fig. 5.7, and the zigzag wrapping pattern is considered in Fig. 5.8.
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Figure 5.7: Frequency results for fundamental and tenth mode given variable string density
and diagonal wrapping pattern.
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Figure 5.8: Frequency results for fundamental and tenth mode given variable string density
and zigzag wrapping pattern.
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As the density of the string is increased, there is an increase in the total mass added
to the system by the string. As a result, the frequencies for the string-harnessed system
are expected to decrease with increasing string density. This behaviour is clearly observed
in the fundamental and tenth modes of the system given various boundary conditions for
both the diagonal and zigzag wrapping patterns in Figs. 5.7 and 5.8.

For the diagonal wrapping pattern results in Fig. 5.7, it is observed that as the density
of the string increases, the di↵erences in the frequencies predicted by the approximation
methods are more noticeable. Furthermore, for the case of CF boundary conditions, it
is seen that the HOM model overpredicts the analytical results somewhat significantly
when compared to the approximation methods. For the zigzag wrapping pattern results
in Fig. 5.8, it is first observed that the HOM model overpredicts the frequencies when
compared to the FEA results, particularly for CC and FF boundary conditions. Since the
mass per unit length in the zigzag pattern with constant wrapping angle is the same at
each point in the system, the mass per unit length in the HOM model is exactly the actual
value of the string-harnessed system. Therefore it is concluded that the overprediction in
the case of variable string density is due to the overprediction of the added sti↵ness of the
string to the system, as was seen in the case of variable string modulus. This highlights
the advantages of using the model approximation methods instead of the HOM method.
Furthermore, the various approximation methods are all quite accurate when compared to
the FEA and perturbation theory results.

Next, the results for the coe�cients cEI and c⇢A from the various approximation methods
and the HOM method are presented for variable string density. The results for the diagonal
wrapping pattern are presented in Fig. 5.9 and the results for the zigzag wrapping pattern
are presented in Fig. 5.10.
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Figure 5.9: Results for cEI and c⇢A coe�cients for diagonal wrapping pattern with variable
string density.
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Figure 5.10: Results for cEI and c⇢A coe�cients for zigzag wrapping pattern with variable
string density.
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With respect to the c⇢A coe�cient, it is seen for both the diagonal and zigzag wrapping
patterns that an increase in the string density leads to a decrease in c⇢A. Since increasing
the density of the string increases the total mass of the system, this behaviour is expected.

Figure 5.9 demonstrates that for the diagonal wrapping pattern the value for cEI is
typically constant, with the exception for the metric and error minimizations. It is expected
that as the string density increases that this should not a↵ect the results for cEI. For the
metric and error minimization methods, it is seen in the expressions for the unknown
coe�cients that the integrals S

1n

and S
2n

depend both on the values of EI⇤
n

and ⇢A⇤
n

, as
well as the corrections to the mode shape cause by perturbations in the bending sti↵ness
and mass per unit length. As the string density is increased, and since the mass per unit
length is not a constant throughout the entire system due to lumped masses in a diagonal
wrapping pattern, the values for ⇢A⇤

n

and the correction in the nondimensional mode shape

are altered. For these reasons, the value of cEI is not constant for the metric and error
minimization with variable string modulus.

It is seen in Fig. ?? for the zigzag wrapping pattern that an increase in the string density
leads to no change in the cEI coe�cient. This behaviour is due to the added mass of the
string being a constant value throughout the entire system in the zigzag wrapping pattern.
Hence as the string density is increased the reference values EI⇤

n

and the nondimensional
mode shapes determined by the perturbation theory do not change. For this reason the
value for cEI is una↵ected by changes in the string density. As expected, the HOM value
for cEI is constant across the various boundary conditions since this method produces a
single value.

The first step in quantifying the accuracy of each of the proposed approximation models
given variable string density is to examine the error between these and the perturbation
theory results. Recall that the perturbation theory results were the results the approximate
models attempted to match. The results for the diagonal wrapping pattern are presented
in Fig. 5.11 and the zigzag pattern in Fig. 5.12.
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Figure 5.11: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable string density and diagonal wrapping pattern.
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Figure 5.12: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable string density and zigzag wrapping pattern.
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For the case of the diagonal wrapping pattern in Fig. 5.11, it is observed that the
error in the fundamental frequency and mode shape typically increases as the density of
the string increases. In the case of a diagonal wrapping pattern, the frequencies of the
string-harnessed system are less likely to follow the pattern of a constant coe�cient EB
model due to the increased value of the lumped masses. This type of behaviour was
previously seen in Section 2.3.10. This directly corresponds to higher errors when using
the proposed approximation models as these attempt to predict the frequencies using a
constant coe�cient EB model.

It is seen in Fig. 5.12 that the error between the proposed methods and the pertur-
bation theory results is una↵ected by changes in the string modulus. This is due to the
periodic zigzag wrapping pattern having a constant value for the mass per unit length
in the system. In this case, the approximation methods simply choose this value for the
unknown coe�cient c⇢A and the error in the models is due to variable bending sti↵ness,
which is a result of the wrapping pattern. When the string density is varied, this does not
a↵ect the bending sti↵ness of the string-harnessed system and thus no additional error is
introduces, resulting in a constant value for the error.

A clear pattern is seen in Figs. 5.11 and 5.12 with respect to the errors reported for
the frequencies by the various proposed models. It is seen for the fundamental frequency
that the POD method typically produces the most accurate result to the perturbation
theory, then the MPF, and finally the metric and error minimization methods produce
the largest errors. The exception to this occurs for the CF boundary conditions given a
diagonal wrapping pattern; in this case the metric minimization becomes more accurate as
the string density is increased. As previously discussed, the MPF and POD methods place
a large weight on matching the fundamental mode in comparison to the higher modes.
For this reason, the MPF and POD are expected to provide quite accurate estimates for
the fundamental mode of the system. As the POD is seen to be more accurate than the
MPF for the numerical simulations, this indicates that the POD places more importance on
matching the fundamental mode than the MPF. With respect to the mode shape, typically
the POD method was the most accurate, with the exception of CC boundary conditions
given a diagonal wrapping pattern.

In addition to the accuracy of the proposed methods for the fundamental frequency
and mode shape, the error with respect to the perturbation theory over multiple modes is
considered. To this end, the sum of the absolute error of the first 10 modes of the system
is considered and the average value of this sum for variable string density is reported. The
results for both wrapping patterns, each of the proposed approximation methods, and the
various boundary conditions are presented in Table 5.3.
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Table 5.3: Average sum of absolute percentage of error to perturbation theory for the first
10 natural frequencies and associated mode shapes for variable string density

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern Diagonal Pattern
Metric Min. 1.8236 1.5168 1.7626 0.17794972 1.09842261 1.51250195
Error Min. 1.7398 1.4908 1.6615 0.17788884 1.09640330 1.50871525
MPF 1.6293 1.5252 1.8443 0.17820201 1.09683959 1.51046329
POD 1.6239 1.5750 2.1288 0.17789378 1.09744048 1.51315811

Zigzag Pattern Zigzag Pattern
Metric Min. 1.1625 0.7339 0.6829 0.24112735 0.03043608 0.05995000
Error Min. 0.6696 0.4213 0.3339 0.24106923 0.03043515 0.05994641
MPF 0.7580 0.5191 0.2677 0.24106931 0.03043518 0.05994652
POD 0.8590 0.5640 0.2742 0.24106931 0.03043518 0.05994652

It is seen in Table 5.3 that the error minimization method always produces the smallest
sum of absolute error for the mode shapes, regardless of wrapping pattern or boundary
conditions. Furthermore, it is seen that typically the error minimization method produces
the smallest error in the average sum of the absolute error for the frequencies. As previously
discussed, the error minimization does not always produce the smallest average sum of
absolute error for the frequencies due to the form of the objective function in Eq. (5.10).
In the cases where the error minimization is not the most accurate method, CC boundary
conditions with a diagonal wrapping pattern and FF boundary conditions with a zigzag
wrapping pattern, it is observed that the error in the frequencies is quite similar to that of
the the most accurate methods, the MPF and POD. Overall, the error minimization is the
best approach for approximating the string-harnessed system when multiple modes are in
consideration.

Finally, the average sum of absolute error given variable string density for the pertur-
bation theory, the HOM method, and the four proposed approximation methods to the
exact solutions is presented in Table 5.4. The results for both wrapping patterns and the
various boundary conditions are presented.
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Table 5.4: Average sum of absolute percentage of error to FEA for the first 10 natural
frequencies and associated mode shapes for variable string density

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern Diagonal Pattern
Perturbation 0.0008 0.0047 0.0056 0.00004742 0.00341893 0.00544510
HOM 1.6238 3.7148 3.3897 0.17597441 1.01529834 1.39658479
Metric Min. 1.8228 1.5124 1.7576 0.17552036 1.01097539 1.38552200
Error Min. 1.7391 1.4864 1.6565 0.17546223 1.00852313 1.38076869
MPF 1.6288 1.5209 1.8400 0.17578122 1.00915826 1.38316501
POD 1.6239 1.5712 2.1256 0.17590023 1.00944547 1.38519427

Zigzag Pattern Zigzag Pattern
Perturbation 0.1779 0.1678 0.1823 0.00207755 0.00049619 0.00070953
HOM 2.8064 0.5677 1.8058 0.28537941 0.03863969 0.07357553
Metric Min. 1.0420 0.6293 0.5491 0.28551285 0.03863529 0.07358162
Error Min. 0.6564 0.4152 0.2798 0.28538189 0.03863285 0.07357486
MPF 0.8628 0.6538 0.4171 0.28537941 0.03863261 0.07357554
POD 0.9978 0.7179 0.4550 0.28537941 0.03863261 0.07357553

In Table 5.4, it is seen for the diagonal wrapping pattern that the error between the
perturbation theory and the analytical solution is quite small for both the frequency and
mode shapes, given all the boundary conditions. Due to the accuracy of the perturbation
theory for the diagonal wrapping pattern, the errors between the approximation methods
and the analytical solution, Table 5.4, are almost identical to the error between the ap-
proximation methods and the perturbation theory, Table 5.3. On the other hand, it is seen
for the case of the zigzag wrapping pattern that the error between the perturbation theory
and the FEA is not negligible. Comparing the errors of the approximation methods to the
perturbation theory, Table 5.3, with the errors of the approximation methods to the FEA,
Table 5.4, it is observed that the values are significantly changed. Furthermore, in certain
cases the error with respect to the FEA will be larger than the error with respect to the
perturbation theory, and other times the error with respect to the FEA will be smaller
than the error with respect to the perturbation theory. As previously discussed, this will
depend on whether the perturbation theory over or underpredicts the FEA results, and
whether an approximation method over or underpredicts the perturbation theory results.

It is seen in the table of average sum of absolute errors that typically the HOM method
results are larger than the proposed approximation methods. The exceptions to this are for
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the diagonal wrapping pattern with CC boundary conditions, the same case that was the
exception in Table 5.2 for variable string modulus, and zigzag wrapping pattern with CF
boundary conditions. In these cases, however, it is seen that the average sum of absolute
error is fairly similar between the five approximate methods and thus there is no significant
advantage in one approximate model over the other compared to the HOM. It is clear in
Table 5.4 that there is an advantage in using any of the proposed approximation models
over the HOM. The sum of absolute error for the mode shapes is fairly constant for the
proposed methods regardless of wrapping pattern or boundary conditions.

Comparing the four proposed approximation methods, it is evident from Table 5.4 that
the error minimization typically results in the smallest average sum of the absolute error in
the first 10 frequencies of the system. The exception occurred for CC boundary conditions
given the diagonal wrapping pattern. In the cases where the error minimization results in
the most accurate average results for the frequencies, the second most accurate method
varied between the metric minimization and the MPF method.

The final numerical results that are presented for a periodically wrapped system are
frequency response functions (FRFs). The system parameters used are those listed at the
beginning of the current section. Figure 5.13 presents driving point FRFs with an actuation
and sensing location of x = 0.025 for CC boundary conditions and the free end for CF and
FF boundary conditions. In Fig. 5.13, both wrapping patterns are considered as well as
the various boundary conditions. Note that since damping is not included in the models,
the values of the resonant peaks are not relevant but rather their location is of importance.
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Figure 5.13: FRFs of exact solution and model approximations for periodic wrapping
patterns given various boundary conditions.
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Figures 5.13a, 5.13c, and 5.13e containing the results for the diagonal wrapping pattern
demonstrate that there is very little di↵erence in the results of the four proposed methods
and the HOM method. This is somewhat expected as the level of errors reported in
Tables 5.2 and 5.4 for the four proposed methods and the HOM method are quite similar.
Additionally, the FRFs for the approximate models match quite well with the analytical
FRF with respect to the locations of resonance and antiresonance, as well as in amplitude.
There is a slight di↵erence in the location of the antiresonances for the seventh mode and
higher.

For the zigzag wrapping pattern FRFs in Figs. 5.13b, 5.13d, and 5.13f, the four proposed
method results are overall quite similar to one another with respect to the location of res-
onances and antiresonances, as well as amplitude. In addition, it is seen that the proposed
methods for model approximation provide a much more accurate estimate for the FEA
FRF than the HOM method. This highlights the advantage of using the approximation
methods to accurately predict the FRF of the string-harnessed system.

In summary, it has been shown that the model approximation methods provide similar
or improved accuracy when compared to the HOM model with respect to the prediction
of the natural frequencies, mode shapes, and as a result the FRFs. It was seen that there
is significant improvement for the case of a zigzag wrapping pattern. Further, the MPF
and POD were shown to provide more accurate results when the fundamental mode of the
system is of the utmost importance, whereas the metric and error minimization methods
provide the most accurate results when multiple modes of the system are simultaneously
considered.

5.2.2 Non-Periodic Wrapping Patterns

The first non-periodic wrapping pattern that is considered allows for a variable wrapping
angle. Beginning with a fixed initial wrapping angle, the wrapping angle is then varied
by a prescribed amount each time the string goes from one side of the host structure to
another. In particular, for the diagonal wrapping pattern the change in the wrapping angle
occurs after each lumped mass.

In the current chapter, the initial wrapping angle is taken as the wrapping angle required
for the system to be composed of two fundamental elements. From this initial wrapping
angle a minimum and maximum percentage change over each section are defined for the
numerical simulations. For the wrapping patterns considered, the largest percentage change
in the angle over each section considered is the largest possible value which does not cause
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the string to wrap over itself. Figure 5.14 contains schematics of the wrapping patterns
considered for various cases, including the maximum and minimum values.
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Figure 5.14: Schematics of variable wrapping angle systems for diagonal and zigzag wrap-
ping patterns.

Consider first the e↵ect of variable percentage of change in the wrapping angle over each
section on the frequency results. Figures 5.15 and 5.16 present the fundamental and tenth
mode frequency results for the exact, perturbation theory, as well as the various proposed
methods for model approximation results. For the non-periodic cases the homogenization
technique cannot be applied and therefore there are no HOM model results. Multiple
boundary conditions are considered and the diagonal wrapping pattern is considered in
Fig. 5.15 and the zigzag wrapping pattern is considered in Fig. 5.16.
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Figure 5.15: Frequency results for fundamental and tenth mode given variable percentage
change in wrapping angle over each section and diagonal wrapping pattern.
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Figure 5.16: Frequency results for fundamental and tenth mode given variable percentage
change in wrapping angle over each section and zigzag wrapping pattern.
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As the percentage change over each section is increased, there is a reduction in the
sti↵ening e↵ect due to the string in addition to an increase in the total mass added to
the system by the string. As a result, the overall behaviour of the frequencies for the
string-harnessed system are expected to decrease with increasing percentage change in the
wrapping angle over each section. This behaviour is quite clear for the various boundary
conditions and both wrapping patterns in Figs. 5.15 and 5.16.

For both the diagonal and zigzag wrapping patterns, it is seen that for the fundamental
mode the MPF and PODmethods results are more similar to the behaviour of the exact and
perturbation theory results than the metric and error minimization methods. In addition,
it is seen that for the tenth mode the metric and error minimization methods are more
similar to the behaviour of the exact and perturbation theory results than the MPF and
POD methods. These di↵erences in behaviour are attributed to the manner in which each
method determines the unknown coe�cients. The MPF and POD methods place a larger
emphasis on matching the fundamental mode, and for this reason their results are most
similar to the exact and perturbation theory results for the fundamental mode. For the
metric and error minimization methods, equal importance is placed on all the modes. This
creates more accurate frequency behaviour to the exact and perturbation theory results
for the tenth mode when compared to the fundamental mode.

For the metric minimization, the di↵erence between the model and perturbation theory
are of interest and therefore there will be a tendency for the frequency results of the method
to be more similar to the higher modes. For the error minimization, the error between
the model and perturbation theory frequencies are of interest. In this case, matching
the fundamental frequency more closely would result in much larger errors for the higher
modes, whereas matching the higher modes more closely will not result in significantly large
errors for the fundamental mode. Therefore, the error minimization method tries to match
the higher modes somewhat more accurately while keeping the error in the fundamental
mode relatively small, thus creating more accurate frequency behaviour to the exact and
perturbation theory results for the tenth mode when compared to the fundamental mode.

Next, the e↵ect of variable percentage change in wrapping angle over each section on
the results for the coe�cients cEI and c⇢A, as determined by the approximation methods
outlined in the current work, is presented. The results for variable string modulus given a
diagonal and zigzag wrapping pattern are presented in Figs. 5.17 and 5.18, respectively.
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Figure 5.17: Results for cEI and c⇢A coe�cients for diagonal wrapping pattern with variable
percentage change in wrapping angle over each section.
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Ê
I

Metric Min.
Error Min.
MPF
POD

(c)

c

EI, CF

-30 -20 -10 0 10

Percentage Change Over Each Section, %

0.0405

0.041

0.0415

0.042

0.0425

0.043

ρ̂
A

Metric Min.
Error Min.
MPF
POD

(d)

c

⇢A, CF

-30 -20 -10 0 10

Percentage Change Over Each Section, %

0.238

0.24

0.242

0.244

0.246

0.248

0.25

0.252

0.254

0.256

0.258

Ê
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Figure 5.18: Results for cEI and c⇢A coe�cients for zigzag wrapping pattern with variable
percentage change in wrapping angle over each section.
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For the diagonal wrapping pattern coe�cients in Fig. 5.17, it is seen for the metric and
error minimization methods that the pattern for the cEI coe�cient is similar in behaviour
to the tenth mode frequency results in Fig. 5.15. The MPF and POD methods predict a
fairly constant value for cEI, especially when compared to the variations observed in the
metric and error minimization methods. With respect to the c⇢A variable, it is observed
that all four of the proposed methods demonstrate a sudden increase in value when a
lumped mass is added to the free end of the system. Since the CC boundary conditions
has no free end, there are no sudden jumps in the equivalent value for the mass per unit
length. Opposite to the case of the equivalent bending sti↵ness, it is seen for the diagonal
pattern that the metric and error minimization methods predict a fairly constant value for
c⇢A, and the MPF and POD methods predict more significant changes. In particular, when
the wrapping pattern becomes increasingly tight, large percentage change in the wrapping
angle over each section, the value for c⇢A increases.

Consider the zigzag wrapping pattern cEI and c⇢A coe�cients in Fig. 5.18. It is observed
that, similar to the diagonal wrapping pattern case, the metric and error minimization
methods predict values for cEI that are similar in behaviour to the frequency results for
the tenth mode in Fig. 5.16. For the MPF and POD methods, the behaviour of cEI is
similar to the behaviour of the frequency results for the fundamental mode in Fig. 5.16.
The pattern for the coe�cient c⇢A is similar to the diagonal wrapping pattern case in that
the metric and error minimization methods predict fairly constant values and the MPF
and POD methods predict fairly constant values and a large increase in c⇢A occurs when
the is tightly wrapped and the total mass of the string-harnessed system increases quite
dramatically.

The first step in quantifying the accuracy of each of the proposed approximation models
is to examine the error between these and the perturbation theory results. To this end, the
percentage error in the fundamental frequency and associated mode shape are considered
for variable percentage change in the wrapping angle over each section. The results for the
diagonal wrapping pattern are presented in Fig. 5.19 and the zigzag pattern in Fig. 5.20.
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Figure 5.19: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable percentage change in wrapping angle over each section
and diagonal wrapping pattern.
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Figure 5.20: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable percentage change in wrapping angle over each section
and zigzag wrapping pattern.
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A clear pattern is seen in Figs. 5.19 and 5.20 with respect to the errors reported for the
frequencies by the various proposed models. It is seen for the fundamental frequency that
overall the POD method produces the most accurate results to the perturbation theory,
then typically the MPF method. The metric and error minimization methods produce
similar levels of error and are typically the methods producing the largest error in the
fundamental frequency. With respect to the mode shape, it is observed that for both
wrapping pattern and all boundary conditions that the errors reported are quite similar
across the four proposed approximation methods and attain their largest values as the
percentage change in wrapping angle over each section reaches the largest simulated value.
This increase in error as the system is more tightly wrapped occurs due to larger changes
in the mass per unit length across the system. Having a significant variation in the mass
per unit length over the system makes matching the mode shapes of a constant coe�cient
model to the perturbation theory results more di�cult.

Furthermore, the behaviour observed for the errors in Figs. 5.19 and 5.20 is explained by
referring back to the frequency results in Figs. 5.15 and 5.16. The erratic behaviour that is
seen for the errors in the metric and error minimization methods is caused by these methods
choosing the unknown coe�cients cEI and c⇢A in a manner that matches the higher mode
frequencies. Since the pattern of the frequencies for di↵erent modes di↵er significantly, this
results in erratic looking errors for the fundamental mode. A similar e↵ect occurs for the
MPF and POD methods, however the results for the errors are smaller and less erratic due
to these methods placing a higher importance on matching the fundamental mode.

Alternatively, the behaviour of over and underprediction by the MPF and PODmethods
can be explained by considering the perturbation theory reference value results. Consider-
ing the case of zigzag wrapping pattern, the EI⇤ and ⇢A⇤ results are presented in Fig. 5.21
for the first three modes of the system.
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Figure 5.21: EI⇤ and ⇢A⇤ perturbation theory zigzag pattern reference values for the first
three modes with variable percentage change in wrapping angle over each section.
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Figure 5.21 demonstrates that the various modes of the system produce quite di↵erent
results for EI⇤ and almost identical results for ⇢A⇤. When calculating the coe�cient cEI
and c⇢A in the approximate model, the MPF and POD methods use a weighted average of
the reference values. The fundamental mode will have the largest impact with the second
and third modes typically having the second and third highest weights, respectively. With
respect to ⇢A⇤, since the various results are almost identical the coe�cient c⇢A for the given
results will be identical to the reference value results. Indeed this is the case as can be seen
in Fig. 5.18. Due to this, the error in the fundamental frequency of the approximate system
will be mainly determined by the results for cEI. It can be said with certainty that in the
cases where EI⇤

2

and EI⇤
3

are larger than EI⇤
1

, this will cause cEI to be larger than EI⇤
1

.

Similarly, when EI⇤
2

and EI⇤
3

are smaller than EI⇤
1

, this will cause cEI to be smaller than

EI⇤
1

. When the value of cEI switches between being greater or less than EI⇤
1

, as occurs
quite frequently for the CC boundary conditions, this causes the over and underestimations
for the fundamental frequency. This in turn produces the behaviour observed in the error
results of Fig. 5.20.

In addition to the accuracy of the proposed methods for the fundamental frequency
and mode shape, the error with respect to the perturbation theory over multiple modes
is considered. The average sum of the absolute error for the first 10 modes of the system
is considered for variable percentage change in the wrapping angle over each section. The
results for both wrapping patterns, each of the proposed approximation methods, and the
various boundary conditions are presented in Table 5.5.
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Table 5.5: Average sum of absolute percentage of error to perturbation theory for the
first 10 natural frequencies and associated mode shapes for variable percentage change in
wrapping angle over each section

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern Diagonal Pattern
Metric Min. 0.5421 0.5690 0.5118 0.18949615 0.10246722 0.14062479
Error Min. 0.5160 0.5089 0.4826 0.18919540 0.10238435 0.14046582
MPF 0.6480 0.6380 0.5725 0.20016456 0.10329072 0.14101297
POD 0.7319 0.6874 0.6353 0.19656606 0.10347849 0.14081312

Zigzag Pattern Zigzag Pattern
Metric Min. 4.4114 4.9432 5.0506 1.23950332 1.13718130 1.45510951
Error Min. 4.3155 4.8462 4.8081 1.23659956 1.13479331 1.45111304
MPF 4.8227 5.4738 5.3970 1.24502002 1.13869867 1.45859132
POD 5.4387 5.7140 5.9376 1.24429157 1.13742125 1.45863841

It is seen in Table 5.5 that the error minimization method always produces the smallest
sum of absolute error for the frequencies and mode shapes, regardless of wrapping pattern or
boundary conditions. For the case of variable percentage change in the wrapping angle over
each section, this clearly demonstrates the robustness of the error minimization methods
when the error across multiple modes are considered. The metric minimization consistently
produced the second smallest average sum of error for both the frequencies and mode
shapes. Furthermore, it is seen that the POD methods consistently produced the largest
average sum of error in the frequencies. The largest error in the mode shapes was produced
by either the MPF or POD methods. This indicates that when the behaviour of the
frequencies given a variable parameter changes significantly between the various modes of
interest, then an approximation methods that equally takes into account each of the modes
is advantageous over methods that focus more strongly on approximating the fundamental
modes.

Finally, the average sum of absolute error, given variable percentage change in the
wrapping angle over each section of the perturbation theory and the four proposed approx-
imation methods to the exact solutions, is presented in Table 5.6. The results for both
wrapping patterns and the various boundary conditions are presented.
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Table 5.6: Average sum of absolute percentage of error for the first 10 natural frequencies
and associated mode shapes for variable percentage change in wrapping angle over each
section

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern Diagonal Pattern
Perturbation 0.0061 0.0010 0.0011 0.00123393 0.00021471 0.00030529
Metric Min. 0.5456 0.5689 0.5115 0.21090951 0.10767100 0.14789943
Error Min. 0.5150 0.5095 0.4830 0.21030989 0.10750870 0.14758242
MPF 0.6440 0.6389 0.5734 0.21933421 0.10821060 0.14792257
POD 0.7279 0.6882 0.6362 0.22093270 0.10826750 0.14783881

Zigzag Pattern Zigzag Pattern
Perturbation 0.2926 0.3436 0.3474 0.01917092 0.01885087 0.02380681
Metric Min. 4.4793 4.9896 5.1967 1.50064981 1.38345182 1.76573695
Error Min. 4.3716 4.8832 4.8955 1.49461768 1.37837738 1.75726479
MPF 4.9288 5.6007 5.4455 1.49946644 1.38070209 1.76172728
POD 5.5617 5.8560 5.9739 1.49956755 1.38022966 1.76181359

In Table 5.6, it is seen for the diagonal wrapping pattern that the error between the
perturbation theory and the analytical results is small for both the frequency and mode
shapes, given all the boundary conditions. Due to the accuracy of the perturbation theory
for the diagonal wrapping pattern, the errors between the approximation methods and
the analytical results, Table 5.6, are very similar to the error between the approximation
methods and the perturbation theory, Table 5.5. On the other hand, it is seen for the
case of the zigzag wrapping pattern that the error between the perturbation theory and
the FEA is not negligible. Comparing the errors of the approximation methods to the
perturbation theory, Table 5.6, with the errors of the approximation methods to the FEA,
Table 5.5, it is observed that the values are changed more drastically than for the diagonal
wrapping pattern. Unlike the cases for the periodic wrapping patterns, for this non-periodic
wrapping pattern case the order of most to least accurate method in terms of predicting
the frequencies does not change when going from the error compared with perturbation
theory to error compared to exact results.

With respect to the four approximation methods, it is seen in Table 5.6 that the error
minimization method always produces the smallest sum of absolute error for the first 10
frequencies and mode shapes of the system. The metric minimization provides the second
smallest average error for the frequencies and is typically the second smallest average error
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for the mode shapes. The POD and MPF methods produce the largest average errors.

Finally, the FRFs for the case of the smallest percentage change in wrapping angle
over each section considered are presented for the approximation methods and the exact
solutions. This case corresponds to the wrapping pattern presented in Fig. 5.14a for the
diagonal wrapping pattern and Fig. 5.14b for the zigzag wrapping pattern. Figure 5.22
presents driving point FRFs with an actuation and sensing location of x = 0.025 for CC
boundary conditions and the free end for CF and FF boundary conditions. In Fig. 5.22,
both wrapping patterns are considered as well as the various boundary conditions. Note
that since damping is not included in the models, the values of the resonant peaks are not
relevant but rather their location is of interest.
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Figure 5.22: FRFs of exact solution and model approximations for variable wrapping angle
patterns given various boundary conditions.
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Figure 5.22 shows that the four approximation method FRFs provide a good match to
the exact results in terms of location of resonances and antiresonance, as well as magnitude.
In particular, the approximate model results for the diagonal pattern are all quite similar
whereas the results for the zigzag wrapping pattern exhibit noticeable di↵erences in the
range of higher modes. Further, the location of the antiresonances become less accurate
for higher modes, typically after from the seventh mode of the system.

The second non-periodic pattern considered involves the addition of a second string
to a non-periodically wrapped string-harnessed system with a single string. The second
string that is added begins from the left end of the system and follows that same wrapping
pattern as the first string up to a specified point. This specified point, which will be called
the switching location, is varied throughout the numerical simulations. The properties of
the second string are identical to those previously listed with the exception of an increased
modulus of E

s2

= 1.875⇥ 1011 N/m2 and an increased density of ⇢
s2

= 8000 kg/m3.

The wrapping pattern the strings follow begins with the wrapping angle that would
be required to periodically wrap the system with 10 fundamental elements, and then the
wrapping angle is decrease a fixed percentage amount each time the string goes from one
side to the next until there is a total of 3 wraps of the string around the system. Schematics
for these wrapping patterns are presented in Fig. 5.23.
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Figure 5.23: Schematics of wrapping patterns for multiple strings numerical simulations.

Consider first the e↵ect of variable switching location, the location where the system
goes from two strings to one, on the frequency results. Figures 5.24 and 5.25 present
the fundamental and tenth mode frequency results for the exact, perturbation theory, as
well as the various proposed methods for model approximation results. Multiple boundary
conditions are considered and the diagonal wrapping pattern is considered in Fig. 5.24,
and the zigzag wrapping pattern is considered in Fig. 5.25.
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Figure 5.24: Frequency results for fundamental and tenth mode given variable switching
location and diagonal wrapping pattern.
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Figure 5.25: Frequency results for fundamental and tenth mode given variable switching
location and zigzag wrapping pattern.
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As discussed in Section 4.2.2, the behaviour of the frequencies in Figs. 5.24 and 5.25
is due to a small change in the switching location either adding more sti↵ness or mass.
More sti↵ness is added to the system compared to the mass e↵ect when a small increase
in the switching location occurs near high curvature areas. More mass e↵ect is added to
the system compared to the sti↵ness e↵ect when a small increase in the switching location
occurs around high displacement areas of the mode shape. The locations where high
curvature and large displacements occur will depend on the mode number in consideration,
as well as the boundary conditions. The latter reason explains the di↵erence in frequency
behaviour for variable switching location for the various boundary conditions.

As previously discussed, the di↵erence between the model and perturbation theory are
of interest for the metric minimization and therefore there will be a tendency for the fre-
quency results of the method to be more similar to the higher modes. The error between
the model and perturbation theory frequencies are of interest for the error minimization.
Therefore, the error minimization method tries to match the higher modes somewhat more
accurately while keeping the error in the fundamental mode relatively small, thus creat-
ing more accurate frequency behaviour to the exact and perturbation theory results for
the tenth mode when compared to the fundamental mode. The MPF and POD methods
place higher importance on matching the fundamental mode. Due to this, it is observed
in Figs. 5.24 and 5.25 that the MPF and POD methods more accurately match the exact
and perturbation theory results for the fundamental mode and the metric and error min-
imization methods more accurately match the exact and perturbation theory results for
the tenth mode.

Next, the results for the coe�cients cEI and c⇢A from the various approximation methods
and the HOM method are presented for variable switching location. The results for the
diagonal wrapping pattern are presented in Fig. 5.26 and the results for the zigzag wrapping
pattern are presented in Fig. 5.27.
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Figure 5.26: Results for cEI and c⇢A coe�cients for diagonal wrapping pattern with variable
switching location.
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Ê
I

Metric Min.

Error Min.

MPF

POD

(c)

c

EI, CF

0 0.05 0.1 0.15 0.2 0.25

Switching Location, m

0.04

0.041

0.042

0.043

0.044

0.045

0.046

ρ̂
A

Metric Min.

Error Min.

MPF

POD

(d)

c

⇢A, CF

0 0.05 0.1 0.15 0.2 0.25

Switching Location, m

0.24

0.25

0.26

0.27

0.28

0.29

0.3

0.31

0.32

0.33

Ê
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Figure 5.27: Results for cEI and c⇢A coe�cients for zigzag wrapping pattern with variable
switching location.
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For the diagonal wrapping pattern coe�cients in Fig. 5.26, it is seen for the metric and
error minimization methods that the pattern for the cEI coe�cient is similar in behaviour to
the tenth mode frequency results in Fig. 5.24. The MPF and POD methods predict a value
for cEI that is similar to the behaviour of the fundamental mode results in Fig. 5.24. Overall
there is an increase in the value of cEI, as expected since adding a second string increases
the bending sti↵ness of the system. With respect to the c⇢A variable, it is observed that all
four of the proposed methods demonstrate a sudden increase in value when the switching
location crosses over a lumped mass and the total mass suddenly increases. Overall it is
also seen that the value of c⇢A increases as the switching location increases.

Consider the zigzag wrapping pattern cEI and c⇢A coe�cients in Fig. 5.18. It is observed
that, similar to the diagonal wrapping pattern case, the metric and error minimization
methods predict values for cEI that are similar in behaviour to the frequency results for
the tenth mode in Fig. 5.16 and for the MPF and POD methods the behaviour of cEI is
similar to the behaviour of the frequency results for the fundamental mode in Fig. 5.16.
Overall there is an increase in the value of cEI, as expected since adding a second string
increases the bending sti↵ness of the system. Considering the coe�cient c⇢A, there is an
overall increase in the value as the second string is added to the system due to the increase
in total mass.

As a second string is added into the system, there is both an increase in the bending
sti↵ness as well as an increase in the mass per unit length. Depending on which of these
e↵ects is more dominant, the fundamental frequency may experience an increase or decrease
in value. One important consideration for the approximation models is that they accurately
capture these e↵ects and do not, for example, associate an increase in frequency due to
added sti↵ness as being caused by a reduction in mass. Considering the results in Figs. 5.26
and 5.27, it is seen that the MPF and POD methods demonstrate larger variations in
the value of c⇢A when compared to the metric and error minimization methods. This is
particularly evident for the diagonal wrapping pattern with FF boundary conditions. The
more consistent increase in the value of c⇢A obtained for the metric and error minimization
methods is a benefit to employing these models as the approximations.

The first step in quantifying the accuracy of each of the proposed approximation models
given variable switching location is to examine the error between these and the perturbation
theory results. Recall that the perturbation theory results were the results the approximate
models attempted to match. The results for the diagonal wrapping pattern are presented
in Fig. 5.28 and the zigzag pattern in Fig. 5.29.
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Figure 5.28: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable switching location and diagonal wrapping pattern.
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Figure 5.29: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable switching location and zigzag wrapping pattern.
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Figures 5.28 and 5.29 demonstrate a clear order for the errors in predicting the funda-
mental frequency. The POD is typically the most accurate approximation method, followed
by the MPF method, next is the error minimization, and finally the metric minimization.
With respect to the mode shape, the metric and error minimization methods consistently
reported the smallest errors of the four methods, and the MPF and POD methods clearly
produced the largest errors. Furthermore, it is interesting to note that the error for the
fundamental frequency reaches minimal values for the four proposed methods at very simi-
lar switching locations. In other words, the locations where the fundamental frequency for
the approximation methods are very similar to the perturbation theory results in Figs. 5.24
and 5.25 are quite similar across the various methods.

In addition to the accuracy of the proposed methods for the fundamental frequency
and mode shape, the error with respect to the perturbation theory over multiple modes is
considered. To this end, the sum of the absolute error of the first 10 modes of the system
is considered and the average value of this sum for variable switching location is reported.
The results for both wrapping patterns, each of the proposed approximation methods, and
the various boundary conditions are presented in Table 5.7.

Table 5.7: Average sum of absolute percentage of error to perturbation theory for the first
10 natural frequencies and associated mode shapes for variable switching location with
multiple strings

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern Diagonal Pattern
Metric Min. 3.5194 8.3114 5.6082 5.95483934 5.20659034 7.56847098
Error Min. 3.5910 9.7016 5.5994 5.90541132 5.17041879 7.49053912
MPF 5.8793 27.3696 10.2917 6.11450350 5.32063127 7.66941008
POD 7.3924 32.8353 13.3433 6.00933435 5.37970274 7.70637068

Zigzag Pattern Zigzag Pattern
Metric Min. 10.0852 7.0464 6.7883 4.10510995 3.71451015 4.56976302
Error Min. 9.1583 7.0315 6.5329 4.08478447 3.69486945 4.54498367
MPF 13.5540 13.5892 9.4947 4.69631091 4.34280229 5.05677107
POD 16.5124 16.4726 11.8699 4.61621719 4.36802364 5.06680108

It is seen in Table 5.7 that for the diagonal wrapping pattern the metric minimiza-
tion method typically was the most accurate in predicting the frequencies, with the error
minimization only being slightly more accurate in the case of FF boundary conditions.
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Overall, the metric and error minimization methods both provide quite accurate meth-
ods for approximating the string-harnessed system, especially when compared to the large
errors reported by the MPF and POD methods. With respect to the mode shapes, the
error minimization method was the most accurate, followed by the metric minimization
methods. The results for the zigzag wrapping pattern in Table 5.7 indicate that the error
minimization method was the most accurate of the four methods for both frequency and
mode shape results given all the boundary conditions. The metric minimization was the
second most accurate method for the frequencies and mode shapes given all the bound-
ary conditions. Overall, it is seen in Table 5.7 that the POD method was typically the
least accurate method for both the frequencies and mode shapes, given both wrapping
patterns and all the boundary conditions. The one exception was for the error in the mode
shapes given CC boundary conditions. This indicates that when the behaviour of the
frequencies given a variable parameter changes significantly between the various modes of
interest, then an approximation methods that equally takes into account each of the modes
is advantageous over methods that focus more strongly on approximating the fundamental
modes.

Finally, the average sum of absolute error, given variable switching location, of the
perturbation theory and the four proposed approximation methods to the exact solutions
is presented in Table 5.8. The results for both wrapping patterns and the various boundary
conditions are presented.
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Table 5.8: Average sum of absolute percentage of error for the first 10 natural frequencies
and associated mode shapes for variable switching location with multiple strings

Frequency Results Mode Shape Results
Result CC CF FF CC CF FF

Diagonal Pattern Diagonal Pattern
Perturbation 0.2605 0.2839 0.3188 0.10377754 0.08535005 0.13718868
Metric Min. 3.4900 8.1811 5.4228 6.16663218 5.49572167 8.01344090
Error Min. 3.4653 9.7025 5.5787 6.08734267 5.43816925 7.88174622
MPF 5.7017 27.4409 10.4197 6.24209527 5.56298963 7.97125086
POD 7.2204 32.9074 13.4921 6.28684039 5.58771879 7.99211329

Zigzag Pattern Zigzag Pattern
Perturbation 1.1247 1.2999 1.4287 0.12759072 0.13578752 0.17124855
Metric Min. 10.7419 7.0535 6.5167 4.43607644 4.22983373 5.16244093
Error Min. 9.0534 6.9389 6.6661 4.40579896 4.19903920 5.12365073
MPF 12.9530 13.6748 9.9819 4.95712613 4.79735064 5.57070390
POD 15.7737 16.5756 12.3837 4.97561921 4.80800554 5.58070854

In Table 5.8, it is seen for the diagonal wrapping pattern that the error between the
perturbation theory and the analytical results is not negligible for both the frequency and
mode shapes, and for the zigzag wrapping pattern the error between perturbation theory
and FEA is the largest of all the numerical simulations considered. Due to the size of the
errors between the perturbation theory and exact solutions, it is expected that the errors
in Table 5.8 will di↵er quite a bit from the errors in Table 5.7. For the case of variable
switching location, it is seen that the order of the most to least accurate approximation
method is changed when comparing the results in Table 5.8 to those of Table 5.7

With respect to the four approximation methods, it is seen in Table 5.8 that the most
accurate method for predicting the frequencies is split between the metric minimization
and the error minimization. The most accurate method for predicting the mode shapes
is the error minimization method, regardless of wrapping pattern or boundary conditions.
For the wrapping patterns considered and the various boundary conditions, the POD is
consistently the least accurate method for both the frequencies and the mode shapes, and
the MPF is consistently the second least accurate method for the frequencies and the mode
shapes

Finally, the FRFs for the case of a switching location at x = l/2 are presented for the
approximation methods and the exact solutions. Figure 5.30 presents driving point FRFs
with an actuation and sensing location of x = 0.025 for CC boundary conditions and the
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free end for CF and FF boundary conditions. In Fig. 5.30, both wrapping patterns are
considered as well as the various boundary conditions. Note that since damping is not
included in the models, the values of the resonant peaks are not relevant but rather their
location is of interest.
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Figure 5.30: FRFs of exact solution and model approximations for variable switching
location given various boundary conditions.
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Overall in Fig. 5.30, it is seen that the FRFs of the approximate models are quite similar
to the exact results for the lower modes with respect to location of resonances and antires-
onances, as well as magnitude. For higher modes of the system, the approximate models
become less accurate in predicting the resonant frequencies and antiresonances, however
predict the magnitude quite well. The di�culty in predicting the FRF for the higher
modes is a result of the original string-harnessed system being dissimilar to an constant
coe�cient beam due to variable wrapping angle and multiple strings. The approximate
model FRF results for the diagonal wrapping pattern are seen to be very similar to one
another. For the zigzag wrapping pattern it is seen, particularly in Figs. 5.30b and 5.30d,
that the metric and error minimization methods predict FRFs that are a closer match to
the FEA results than the MPF and POD methods. This is due to the metric and error
minimization methods placing equal importance on matching all the modes of the system
instead of a higher importance on the lower modes as in the MPF and POD methods.

In summary, non-periodic wrapping patterns with variable wrapping angle and variable
number of strings were considered. In many of the numerical simulations performed, the
di↵erence in the bending sti↵ness and mass per unit length of the original string-harnessed
system varied quite significantly across the length of the system. It has been shown that
using a constant coe�cient Euler-Bernoulli model and selecting the coe�cients using the
proposed methods provides quite accurate results for the frequencies and mode shapes,
and hence FRFs, when compared to exact solutions. Through numerical simulations,
it was seen that the MPF and POD methods excel at predicting the lower modes, in
particular the fundamental mode, of the system while the metric and error minimization
methods performed better over a larger number of modes. Of particular interest, the error
minimization method is the only method of the four that had an average sum of absolute
percentage error less than 10% for the various numerical simulations. Since the first ten
modes were considered in the sum, this means that the error minimization method was
the only method that predicted average error in each mode to be less than 1%.

5.2.3 Convergence of Approximate Models

In determining the results of the approximate models there are two key factors that can be
varied, namely the number of modes in consideration and the value for sampling interval
used in the POD method. To investigate the convergence of the results of the methods with
respect to these parameters, the case of variable wrapping angle given a zigzag pattern is
considered.

First consider the e↵ect of increasing number of modes on the value predicted for cEI
and c⇢A. Figure 5.31 presents the results for the metric minimization method, Fig. 5.32
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presents the results for the error minimization method, Fig. 5.33 presents the results for
the MPF method, and Fig. 5.34 presents the results for the POD method. In each of these
figures the results for CC, CF, and FF boundary conditions are given.
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Figure 5.31: Convergence of metric minimization method with respect to number of modes
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Figure 5.32: Convergence of error minimization method with respect to number of modes
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Ê
I

2 3 4 5 6 7 8 9 10

(e)

c

EI, FF

-30 -20 -10 0 10

Percentage Change Over Each Section, %

0.041

0.0415

0.042

0.0425

0.043

0.0435

0.044

ρ̂
A

2 3 4 5 6 7 8 9 10

(f)

c

⇢A, FF

Figure 5.33: Convergence of MPF method with respect to number of modes
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Figure 5.34: Convergence of POD method with respect to number of modes
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Overall, it is seen in Figs. 5.31 - 5.34 that for the cases of few number of modes in con-
sideration, typically 2-5 modes, the behaviours of the cEI coe�cient for variable percentage
change in wrapping angle over each section are di↵erent from one another. This is also seen
for the c⇢A coe�cient when a metric minimization approach is employed. As the number
of modes under consideration increases, the predicted values exhibit smaller variations and
the results becomes quite similar for 8-10 modes. For the c⇢A coe�cient predicted by the
error minimization, the MPF method, and the POD method are almost identical regardless
of the number of modes under consideration. Altogether, it is demonstrated that as the
number of modes under consideration increases the results converge.

To explain the convergence with respect to number of modes under consideration,
consider the following. If a large number of modes are used to determine the unknown
coe�cients cEI and c⇢A, say for example 20 modes, then it is expected that the addition
of a single mode will not have a great influence on the predicted values. For the results
presented above, it appears as though once the approximation methods considered 7-8
modes, then the addition of one or two additional modes did not significantly impact the
results.

POD Convergence with Respect to Sampling Interval

Next, consider the sampling interval, T , used in the POD method. This sampling interval
appears in the expression for the correlation function R in Eq. (5.17). It is expected that
a su�cient number of periods of the fundamental mode will be related to the convergence
of the POD method with respect to the sampling interval T . Therefore, the convergence of
the sampling interval will depend on the frequencies of the system, in particular the fun-
damental mode which has the longest period. Figure 5.35 considers the various boundary
conditions and lists results for 4 distinct systems. The percentage change in the wrapping
angle over each section for these systems are taken as equally spaced points from the range
previously considered, including the left and rightmost points.
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Figure 5.35: Convergence of POD method with respect to the sampling interval
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It is seen in Fig. 5.35 that the presented results all converge to a single value as the
sampling interval increases. It is noted that the time for the predicted values of cEI and c⇢A
is slower for CF boundary conditions when compared to CC and FF boundary conditions.
This is due to a CF system having a smaller natural frequencies than when CC or FF
boundary conditions are applied to the same system. A smaller natural frequency means
that the time for the system to go through a single period of the fundamental mode is
longer, thus increasing the time for convergence of the results.

For the results presented the smallest natural frequency occurred for System 4, cor-
responding to the right most point in the range considered for the percentage change in
wrapping angle over each section. This natural frequency is also the smallest observed value
over the entire range, as seen in Fig. 5.16. The smallest fundamental circular frequencies
are 862.4 rad/s for CC boundary conditions, 138.7 rad/s for CF boundary conditions, and
870.9 rad/s for FF boundary conditions. These values correspond to a period of 0.0073
s, 0.0453 s, and 0.0072 s, respectively. In Fig. 5.35 it is observed that after one period of
the fundamental mode the results for the coe�cients begin to converge and after two full
periods the results demonstrate very small di↵erences as the sampling interval increases.
For CC boundary conditions, after two full periods of the fundamental mode the variations
in cEI and c⇢A were no larger than 0.0175% and 3.33⇥10�4%, respectively. For CF bound-
ary conditions, after two full periods of the fundamental mode the variations in cEI and
c⇢A were no larger than 0.0073% and 0.0058%, respectively. For FF boundary conditions,
after two full periods of the fundamental mode the variations in cEI and c⇢A were no larger
than 0.0242% and 9.68⇥10�4%, respectively. It is concluded that 2 full periods of the
fundamental mode are su�cient to ensure that the coe�cients in the POD method have
converged with respect to time. The amount of time required to obtain a convergence can
be determined from the perturbation theory results for the fundamental frequency of the
system to be approximated.

5.3 Comparison of Approximate Models to Experi-
mental Results

The accuracy of the proposed approximate models is further investigated with a comparison
to experimental results. The experimental results considered for comparison are the results
in Section 2.4 for periodic wrapping patterns and in Section 4.3 for non-periodic wrapping
patterns. First, the FRFs of the system are compared in Figs. 5.36 - 5.38. In each of
the figures, the results for the experimental test and the four approximation methods
are presented. Furthermore, for the periodic wrapping pattern tests from Section 2.4 the
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HOM model results are also included in Fig. 5.36. In this case, the HOM model results
are equivalent to the STR model results presented in Chapter 2.
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Figure 5.36: FRFs for experimental tests, HOM model, and approximation models given
a periodic wrapping pattern
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Figure 5.37: FRFs for experimental tests and approximation models given a non-periodic
wrapping pattern and a single string
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Figure 5.38: FRFs for experimental tests and approximation models given a non-periodic
wrapping pattern and three strings
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It should be noted that the magnitude of the resonant peaks in the FRFs are not
expected to match between the experimental results and the HOM and approximate models
in Figs. 5.36 - 5.38. This is due to the HOM and approximate models not including the
e↵ects of damping, hence the value of the peaks are meaningless. The important factors to
consider when determining if the results are a good match are the locations of the resonant
frequencies, the antiresonances, and the magnitude of the FRFs.

For the results using the periodic wrapping patterns in Fig. 5.36, it is seen that the
results for the HOM and approximate models are very similar and only exhibit very small
di↵erences between them. For all of the presented results, the magnitude of the FRFs
and the location of the antiresonances match quite well. Recall that the bump that is
seen near 1,700 Hz is due to the section of beam that extends beyond the clamp and
is not a frequency for the string-harnessed system. In terms of predicting the natural
frequencies of the system, it is seen that there is a strong agreement from all the models.
There is a slight amount of di↵erence observed for the higher modes of the test with three
strings in Fig. 5.36e. This is due to the method for modelling the string-harnessed system
overpredicting the sti↵ness added due to one string, multiplied threefold for the three string
test.

For the single string non-periodic wrapping pattern tests in Fig. 5.37, it is seen again
that the results for the various proposed approximation models are very similar and only
exhibit very small di↵erences between them. For all of the presented results, the magnitude
of the FRFs and the location of the antiresonances match quite well. With respect to
the natural frequencies, the approximation models do a very good job of matching the
experimental frequencies. It is observed that for test 5, the case where the system is the
most loosely wrapped, there is an increase in the error when predicting the frequencies
using the proposed models.

For the three string non-periodic wrapping pattern tests in Fig. 5.38, it is observed
that as the test number increases, heading towards a more loosely wrapped system, the
di↵erences between the various proposed models become more noticeable. This is due to
the fact that for the three string tests, as the test number increases the pattern of the
experimental frequencies becomes less like an EB beam model. In these cases, the various
manners in which the approximation models determine the unknown coe�cients cEI and
c⇢A will play a more significant role in predicting the frequencies. In the cases of tests 1
and 2, the frequencies of the string-harnessed system are similar in behaviour to those of
an EB beam model. Therefore the various approximation methods tend to predict very
similar results. For all the presented results, the magnitude of the FRFs and the location of
the antiresonances match quite well. Regarding the natural frequencies, there is increasing
error in the prediction of the frequencies as the wrapping pattern becomes more loosely
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wrapped, from test 1 to test 5.

To quantify the errors in the FRF results, the values for the frequencies and the error
compared to experimental results are presented. Table 5.9 lists the results for the peri-
odic wrapping pattern tests, Table 5.10 lists the results for the single string non-periodic
wrapping pattern tests, and Table 5.11 lists the results for the three string non-periodic
wrapping pattern tests.

In Table 5.9 for the periodic wrapping patterns, it is observed that the HOM and the
four proposed models agree quite well with the experimental results. The errors reported
are typically less than 1% in each of the modes with the exceptions occurring for test 5,
the case in which three strings are wrapped around the beam. In Table 5.9, the average
sum of the absolute value of error in a given test is 2.58% for the HOM model, 2.4% for the
metric minimization, 2.56% for the error minimization, and 2.64% for the MPF and POD
methods. It is seen that on average each of the methods report similar accuracy, with the
metric minimization producing the smallest average error.

In Table 5.10 for the single string non-periodic wrapping patterns, it is seen that the
proposed approximate models all report errors of less than 1% when the system is more
tightly wrapped, tests 1 through 3. As the string is more loosely wrapped the errors
reported increase, with a maximum reported error of 1.50%. The average sum of the
absolute value of error in a given test for Table 5.10 is 2.68% for the metric minimization,
2.51% for the error minimization, 2.22% for the MPF method, and 2.19% for the POD
method. Again, it is seen that the average value for the error in a given test is fairly similar
across the various proposed methods, with the POD method producing the smallest average
error in this case.

Table 5.11 presents the results for the three string non-periodic wrapping patterns and
it is seen that the errors reported are larger than for the single string test. This is due to
the three strings producing a set of frequencies for the string-harnessed system that are
less likely to follow the behaviour of the frequencies for an EB beam model. As the test
number increases it is seen that the typical value for the error also increases, the largest
error obtained was 4.13%. In Table 5.11, the average sum of the absolute value of error
in a given test is 8.51% for the metric minimization, 8.22% for the error minimization,
7.00% or the MPF method, and 6.74% for the POD method. In the case of three strings
harnessing the system it is observed that there is a larger di↵erence between the accuracies
of each of the models, with the POD method producing the smallest average error.

It is important to reiterate that the approximation models are attempting to match the
frequencies predicted using a perturbation theory approach. Therefore any error between
the perturbation theory results and the experimental results will introduce additional errors

357



T
ab

le
5.
9:

E
xp

er
im

en
ta
l,
H
O
M

m
od

el
,
an

d
p
ro
p
os
ed

ap
p
ro
xi
m
at
io
n
m
od

el
s
n
at
u
ra
l
fr
eq
u
en
ci
es
,
in

H
z,

an
d

p
er
ce
nt
ag
e
of

er
ro
r
to

ex
p
er
im

en
ta
l
fo
r
p
er
io
d
ic
al
ly

w
ra
p
p
ed

sy
st
em

s.

M
od

e
M
od

e
R
es
u
lt

1
2

3
4

5
6

1
2

3
4

5
6

T
es
t
1
F
re
qu
en
ci
es
,
H
z

T
es
t
1
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.0
5

11
3.
48

31
9.
15

62
4.
85

10
33
.0

15
42
.5

–
–

–
–

–
–

H
O
M

18
.1
5

11
3.
72

31
8.
42

62
3.
97

10
31
.5

15
40
.8

0.
53

0.
21

-0
.2
3

-0
.1
4

-0
.1
5

-0
.1
1

M
et
ri
c
M
in
.

18
.1
4

11
3.
71

31
8.
39

62
3.
92

10
31
.4

15
40
.7

0.
5

0.
20

-0
.2
4

-0
.1
5

-0
.1
6

-0
.1
2

E
rr
or

M
in
.

18
.1
5

11
3.
72

31
8.
42

62
3.
98

10
31
.5

15
40
.8

0.
53

0.
21

-0
.2
3

-0
.1
4

-0
.1
5

-0
.1
1

M
P
F

18
.1
5

11
3.
73

31
8.
43

62
4.
00

10
31
.5

15
40
.9

0.
54

0.
22

-0
.2
2

-0
.1
4

-0
.1
4

-0
.1
0

P
O
D

18
.1
5

11
3.
73

31
8.
44

62
4.
01

10
31
.5

15
40
.9

0.
54

0.
22

-0
.2
2

-0
.1
3

-0
.1
4

-0
.1
0

T
es
t
2
F
re
qu
en
ci
es
,
H
z

T
es
t
2
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.0
5

11
3.
44

31
9.
35

62
5.
05

10
33
.5

15
42
.5

–
–

–
–

–
–

H
O
M

18
.2
1

11
4.
12

31
9.
55

62
6.
19

10
35
.1

15
46
.3

0.
89

0.
60

0.
06
3

0.
18
3

0.
16

0.
25

M
et
ri
c
M
in
.

18
.2
1

11
4.
09

31
9.
46

62
6.
01

10
34
.8

15
45
.9

0.
86

0.
57

0.
03
3

0.
15

0.
13

0.
22

E
rr
or

M
in
.

18
.2
1

11
4.
13

31
9.
56

62
6.
20

10
35
.2

15
46
.3

0.
89

0.
60

0.
06
5

0.
18
5

0.
16

0.
25

M
P
F

18
.2
1

11
4.
14

31
9.
61

62
6.
30

10
35
.3

15
46
.6

0.
91

0.
62

0.
08
0

0.
20
0

0.
18

0.
27

P
O
D

18
.2
1

11
4.
15

31
9.
61

62
6.
31

10
35
.3

15
46
.6

0.
91

0.
62

0.
08
2

0.
20
2

0.
18

0.
27

T
es
t
3
F
re
qu
en
ci
es
,
H
z

T
es
t
3
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.0
5

11
3.
70

31
9.
95

62
6.
25

10
35
.5

15
45
.0

–
–

–
–

–
–

H
O
M

18
.1
8

11
3.
94

31
9.
02

62
5.
16

10
33
.4

15
43
.8

0.
72

0.
21

-0
.2
9

-0
.1
74

-0
.2
0

-0
.0
80

M
et
ri
c
M
in
.

18
.1
8

11
3.
90

31
8.
93

62
4.
98

10
33
.1

15
43
.3

0.
69

0.
18

-0
.3
19

-0
.2
04

-0
.2
3

-0
.1
1

E
rr
or

M
in
.

18
.1
8

11
3.
94

31
9.
03

62
5.
17

10
33
.5

15
43
.8

0.
73

0.
21

-0
.2
9

-0
.1
72

-0
.2
0

-0
.0
78

M
P
F

18
.1
8

11
3.
96

31
9.
08

62
5.
27

10
33
.6

15
44
.0

0.
74

0.
23

-0
.2
7

-0
.1
6

-0
.1
8

-0
.0
62

P
O
D

18
.1
8

11
3.
96

31
9.
09

62
5.
28

10
33
.6

15
44
.1

0.
74

0.
23

-0
.2
7

-0
.1
5

-0
.1
8

-0
.0
6

T
es
t
4
F
re
qu
en
ci
es
,
H
z

T
es
t
4
E
rr
or
s,

%
E
xp

er
im

en
ta
l

17
.9
5

11
2.
79

31
7.
10

62
0.
90

10
26
.0

15
32
.0

–
–

–
–

–
–

H
O
M

18
.1
1

11
3.
46

31
7.
7

62
2.
56

10
29
.1

15
37
.4

0.
86

0.
60

0.
19

0.
26
8

0.
31

0.
35

M
et
ri
c
M
in
.

18
.1
1

11
3.
46

31
7.
70

62
2.
57

10
29
.2

15
37
.4

0.
87

0.
60

0.
19

0.
26
9

0.
31

0.
35

E
rr
or

M
in
.

18
.1
1

11
3.
46

31
7.
70

62
2.
57

10
29
.2

15
37
.4

0.
87

0.
60

0.
19

0.
26
9

0.
31

0.
35

M
P
F

18
.1
1

11
3.
46

31
7.
70

62
2.
57

10
29
.2

15
37
.4

0.
87

0.
60

0.
19

0.
26
9

0.
31

0.
35

P
O
D

18
.1
1

11
3.
46

31
7.
70

62
2.
57

10
29
.2

15
37
.4

0.
87

0.
60

0.
19

0.
26
9

0.
31

0.
35

T
es
t
5
F
re
qu
en
ci
es
,
H
z

T
es
t
5
E
rr
or
s,

%
E
xp

er
im

en
ta
l

19
.4
2

12
1.
25

34
0.
60

66
7.
80

11
01
.1

16
42
.0

–
–

–
–

–
–

H
O
M

19
.5
5

12
2.
52

34
3.
07

67
2.
27

11
11
.3

16
60
.1

0.
67

1.
05

0.
72
4

0.
67
0

0.
92
8

1.
10
3

M
et
ri
c
M
in
.

19
.5
2

12
2.
35

34
2.
60

67
1.
35

11
09
.8

16
57
.8

0.
54

0.
91
1

0.
58
6

0.
53
2

0.
79

0.
96
4

E
rr
or

M
in
.

19
.5
5

12
2.
49

34
2.
99

67
2.
11

11
11
.1

16
59
.7

0.
65

1.
03

0.
70
0

0.
64
6

0.
90
4

1.
08

M
P
F

19
.5
6

12
2.
56

34
3.
18

67
2.
50

11
11
.7

16
60
.7

0.
71

1.
08

0.
75
8

0.
70
4

0.
96
2

1.
14

P
O
D

19
.5
6

12
2.
57

34
3.
20

67
2.
54

11
11
.8

16
60
.8

0.
71

1.
09

0.
76
4

0.
71
0

0.
96
8

1.
14

358



T
ab

le
5.
10
:
E
xp

er
im

en
ta
l
an

d
p
ro
p
os
ed

ap
p
ro
xi
m
at
io
n
m
od

el
s
n
at
u
ra
l
fr
eq
u
en
ci
es
,
in

H
z,

an
d
p
er
ce
nt
ag
e

of
er
ro
r
to

ex
p
er
im

en
ta
l
fo
r
n
on

-p
er
io
d
ic
al
ly

w
ra
p
p
ed

sy
st
em

s
w
it
h
a
si
n
gl
e
st
ri
n
g.

M
od

e
M
od

e
R
es
u
lt

1
2

3
4

5
6

1
2

3
4

5
6

T
es
t
1
F
re
qu
en

ci
es
,
H
z

T
es
t
1
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.5
35

11
6.
25

32
6.
65

64
0.
30

10
59
.8

15
83
.2

–
–

–
–

–
–

M
et
ri
c
M
in
.

18
.6
54

11
6.
90

32
7.
33

64
1.
43

10
60
.3

15
84
.0

0.
64
1

0.
56

0.
21

0.
17
7

0.
05

0.
05

E
rr
or

M
in
.

18
.6
50

11
6.
88

32
7.
27

64
1.
31

10
60
.1

15
83
.7

0.
62
3

0.
54

0.
19

0.
15
8

0.
03

0.
03

M
P
F

18
.6
49

11
6.
87

32
7.
24

64
1.
26

10
60
.0

15
83
.5

0.
61
4

0.
53

0.
18

0.
15

0.
02

0.
02

P
O
D

18
.6
49

11
6.
87

32
7.
24

64
1.
26

10
60
.1

15
83
.5

0.
61
5

0.
53

0.
18

0.
15

0.
02

0.
02

T
es
t
2
F
re
qu
en

ci
es
,
H
z

T
es
t
2
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.5
70

11
6.
25

32
6.
55

64
0.
05

10
58
.9

15
81
.6

–
–

–
–

–
–

M
et
ri
c
M
in
.

18
.6
70

11
7.
00

32
7.
61

64
1.
99

10
61
.3

15
85
.3

0.
53
9

0.
65

0.
32
6

0.
30
3

0.
22

0.
24

E
rr
or

M
in
.

18
.6
72

11
7.
01

32
7.
64

64
2.
05

10
61
.3

15
85
.5

0.
54
8

0.
66

0.
33
4

0.
31
2

0.
23

0.
24

M
P
F

18
.6
81

11
7.
07

32
7.
81

64
2.
38

10
61
.9

15
86
.3

0.
60
0

0.
71

0.
38
6

0.
36
4

0.
28

0.
30

P
O
D

18
.6
84

11
7.
09

32
7.
86

64
2.
48

10
62
.1

15
86
.5

0.
61
5

0.
72

0.
40
2

0.
37
9

0.
30

0.
31

T
es
t
3
F
re
qu
en

ci
es
,
H
z

T
es
t
3
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.6
10

11
6.
70

32
7.
75

64
2.
80

10
63
.5

15
88
.8

–
–

–
–

–
–

M
et
ri
c
M
in
.

18
.7
25

11
7.
35

32
8.
58

64
3.
88

10
64
.4

15
90
.0

0.
61
8

0.
55

0.
25

0.
16
8

0.
08

0.
07
5

E
rr
or

M
in
.

18
.7
25

11
7.
35

32
8.
58

64
3.
88

10
64
.4

15
90
.0

0.
61
8

0.
56

0.
25

0.
16
8

0.
08

0.
07
6

M
P
F

18
.7
25

11
7.
35

32
8.
58

64
3.
89

10
64
.4

15
90
.0

0.
61
9

0.
56

0.
25

0.
16
9

0.
08

0.
07
6

P
O
D

18
.7
25

11
7.
35

32
8.
58

64
3.
89

10
64
.4

15
90
.0

0.
61
9

0.
56

0.
25

0.
16
9

0.
08

0.
07
7

T
es
t
4
F
re
qu
en

ci
es
,
H
z

T
es
t
4
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.6
60

11
7.
50

32
9.
95

64
7.
90

10
71
.4

16
02
.1

–
–

–
–

–
–

M
et
ri
c
M
in
.

18
.8
96

11
8.
42

33
1.
57

64
9.
75

10
74
.1

16
04
.5

1.
26

0.
78

0.
49
2

0.
28
6

0.
25

0.
15

E
rr
or

M
in
.

18
.8
77

11
8.
30

33
1.
25

64
9.
12

10
73
.0

16
02
.9

1.
17

0.
68

0.
39
4

0.
18
8

0.
15

0.
05

M
P
F

18
.8
31

11
8.
01

33
0.
44

64
7.
52

10
70
.4

15
99
.0

0.
91
6

0.
44

0.
15

-0
.0
58

-0
.0
93

-0
.1
9

P
O
D

18
.8
18

11
7.
93

33
0.
21

64
7.
07

10
69
.7

15
97
.9

0.
84
6

0.
37

0.
07
8

-0
.1
3

-0
.1
6

-0
.2
6

T
es
t
5
F
re
qu
en

ci
es
,
H
z

T
es
t
5
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.8
00

11
9.
15

33
2.
40

65
6.
45

10
76
.7

16
03
.3

–
–

–
–

–
–

M
et
ri
c
M
in
.

19
.0
82

11
9.
59

33
4.
85

65
6.
17

10
84
.7

16
20
.3

1.
50

0.
37

0.
73
6

-0
.0
43

0.
74

1.
06

E
rr
or

M
in
.

19
.0
73

11
9.
53

33
4.
68

65
5.
85

10
84
.2

16
19
.5

1.
45

0.
32

0.
68
7

-0
.0
92

0.
69

1.
01

M
P
F

19
.0
30

11
9.
26

33
3.
92

65
4.
35

10
81
.7

16
15
.9

1.
22

0.
09
0

0.
45
8

-0
.3
19

0.
46

0.
78
4

P
O
D

19
.0
18

11
9.
18

33
3.
72

65
3.
95

10
81
.0

16
14
.9

1.
16

0.
03

0.
39
7

-0
.3
80

0.
40

0.
72
2

359



T
ab

le
5.
11
:
E
xp

er
im

en
ta
l
an

d
p
ro
p
os
ed

ap
p
ro
xi
m
at
io
n
m
od

el
s
n
at
u
ra
l
fr
eq
u
en
ci
es
,
in

H
z,

an
d
p
er
ce
nt
ag
e

of
er
ro
r
to

ex
p
er
im

en
ta
l
fo
r
n
on

-p
er
io
d
ic
al
ly

w
ra
p
p
ed

sy
st
em

s
w
it
h
th
re
e
st
ri
n
gs
.

M
od

e
M
od

e
R
es
u
lt

1
2

3
4

5
6

1
2

3
4

5
6

T
es
t
1
F
re
qu
en

ci
es
,
H
z

T
es
t
1
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.2
70

11
4.
55

32
2.
20

63
2.
00

10
46
.3

15
65
.1

–
–

–
–

–
–

M
et
ri
c
M
in
.

18
.4
16

11
5.
41

32
3.
15

63
3.
24

10
46
.8

15
63
.7

0.
79
8

0.
75

0.
29

0.
19
7

0.
05

-0
.0
87

E
rr
or

M
in
.

18
.4
09

11
5.
37

32
3.
03

63
3.
02

10
46
.4

15
63
.2

0.
76
2

0.
71

0.
26

0.
16
1

0.
01

-0
.1
2

M
P
F

18
.4
07

11
5.
36

32
3.
00

63
2.
96

10
46
.3

15
63
.0

0.
75
2

0.
70

0.
25

0.
15

0.
00
2

-0
.1
3

P
O
D

18
.4
09

11
5.
37

32
3.
03

63
3.
01

10
46
.4

15
63
.2

0.
76
0

0.
71

0.
26

0.
15
9

0.
01

-0
.1
2

T
es
t
2
F
re
qu
en

ci
es
,
H
z

T
es
t
2
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.4
50

11
5.
65

32
4.
90

63
6.
65

10
53
.7

15
74
.4

–
–

–
–

–
–

M
et
ri
c
M
in
.

18
.7
02

11
7.
20

32
8.
17

64
3.
09

10
63
.1

15
88
.0

1.
37

1.
34

1.
01

1.
01

0.
89

0.
86
6

E
rr
or

M
in
.

18
.7
07

11
7.
23

32
8.
26

64
3.
25

10
63
.3

15
88
.5

1.
39

1.
37

1.
03

1.
04

0.
92

0.
89
2

M
P
F

18
.7
39

11
7.
43

32
8.
82

64
4.
35

10
65
.2

15
91
.2

1.
56

1.
54

1.
21

1.
21

1.
09

1.
06

P
O
D

18
.7
48

11
7.
49

32
8.
97

64
4.
66

10
65
.7

15
91
.9

1.
61

1.
59

1.
25

1.
26

1.
14

1.
11

T
es
t
3
F
re
qu
en

ci
es
,
H
z

T
es
t
3
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.6
20

11
6.
65

32
7.
60

64
2.
20

10
63
.6

15
88
.2

–
–

–
–

–
–

M
et
ri
c
M
in
.

18
.9
84

11
8.
97

33
3.
12

65
2.
78

10
79
.1

16
12
.0

1.
95

1.
99

1.
68

1.
64
7

1.
46

1.
50

E
rr
or

M
in
.

18
.9
78

11
8.
94

33
3.
02

65
2.
59

10
78
.8

16
11
.5

1.
92

1.
96

1.
66

1.
61
8

1.
43

1.
47

M
P
F

18
.9
78

11
8.
93

33
3.
02

65
2.
59

10
78
.8

16
11
.5

1.
92

1.
96

1.
65

1.
61
7

1.
43

1.
47

P
O
D

18
.9
78

11
8.
93

33
3.
02

65
2.
58

10
78
.8

16
11
.5

1.
92

1.
96

1.
65

1.
61
6

1.
43

1.
47

T
es
t
4
F
re
qu
en

ci
es
,
H
z

T
es
t
4
E
rr
or
s,

%
E
xp

er
im

en
ta
l

18
.7
70

12
0.
00

33
7.
55

66
3.
65

10
95
.1

16
28
.2

–
–

–
–

–
–

M
et
ri
c
M
in
.

19
.5
45

12
2.
49

34
2.
97

67
2.
08

11
11
.0

16
59
.6

4.
13

2.
07

1.
60

1.
27

1.
45

1.
93

E
rr
or

M
in
.

19
.5
32

12
2.
40

34
2.
73

67
1.
62

11
10
.2

16
58
.5

4.
06

2.
00

1.
54

1.
20

1.
38

1.
86

M
P
F

19
.4
25

12
1.
74

34
0.
86

66
7.
95

11
04
.2

16
49
.4

3.
49

1.
45

0.
98
1

0.
64
8

0.
83

1.
30

P
O
D

19
.3
91

12
1.
52

34
0.
26

66
6.
77

11
02
.2

16
46
.5

3.
31

1.
27

0.
80
3

0.
47
1

0.
65

1.
13

T
es
t
5
F
re
qu
en

ci
es
,
H
z

T
es
t
5
E
rr
or
s,

%
E
xp

er
im

en
ta
l

19
.2
70

12
3.
50

34
1.
60

67
6.
60

11
10
.7

16
35
.0

–
–

–
–

–
–

M
et
ri
c
M
in
.

19
.8
49

12
4.
39

34
8.
29

68
2.
52

11
28
.2

16
85
.4

3.
00

0.
72

1.
96

0.
87
4

1.
58

3.
08

E
rr
or

M
in
.

19
.8
20

12
4.
21

34
7.
80

68
1.
54

11
26
.6

16
83
.0

2.
86

0.
58

1.
81

0.
73
0

1.
43

2.
94

M
P
F

19
.6
94

12
3.
42

34
5.
58

67
7.
20

11
19
.5

16
72
.3

2.
20

-0
.0
6

1.
16

0.
08
8

0.
79

2.
28

P
O
D

19
.6
61

12
3.
21

34
4.
99

67
6.
05

11
17
.6

16
69
.4

2.
03

-0
.2
3

0.
99
4

-0
.0
81

0.
62

2.
11

360



for the approximate models when compared to the experimental results. For this reason it
is seen in Figs. 5.9 - 5.11 that the POD method does not always predict the smallest error
for the fundamental frequency as would be expected since it places the highest importance
on matching the fundamental mode over the other methods. If the accuracy of the pertur-
bation theory results compared to experimental was increased, then it would be expected
that the POD method would be the most accurate in predicting the fundamental frequency
and the average sum of error for a given test would be smallest for the error minimization
method. This was seen in the previous section when comparing the approximate methods
to the perturbation theory results for numerical simulations.

To summarize, in this chapter it is seen through numerical simulations that a constant
coe�cient EB model can accurately predict the frequencies of a string-harnessed system
with both periodic and non-periodic wrapping patterns. This is quite advantageous in
control applications as a simple model describing the dynamics of the system will result
in quicker computational times. The strength of the proposed approximation model was
shown by comparison to experimental results. In the case of a single string any of the
approximation methods yield accurate predictions for the natural frequencies when com-
pared to experimental results. For the three strings tests, larger errors are reported for all
four proposed methods.

5.4 Chapter Summary

In this chapter, constant coe�cient Euler-Bernoulli models were used to approximate the
dynamic behaviour of string-harnessed systems. This was done for both periodic and non-
periodic wrapping patterns, with the main motivation coming from the non-periodic case.
Various approaches were considered to determine the coe�cients in the approximate model.
For the periodic wrapping pattern cases, it was shown that the model approximations were
always more accurate the the homogenized model results. If only the fundamental or first
couple of modes are of interest, a modal participation factor or proper orthogonal decompo-
sition method are the best choices. This is due to these methods placing more emphasis on
matching the lower modes of the system. If it is desired to match multiple modes in the sys-
tem the error minimization approach should be used. The model approximation methods
were then compared to the experimental results obtained for periodic and non-periodic
wrapping patterns in Sections 2.4 and 4.3. It was seen that the model approximation
methods? FRF results matched quite well with the experimental FRFs.
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Chapter 6

Conclusion, Recommendations, and
Future Work

6.1 Conclusion and Contributions

Motivated by the problem of harnessed signal and power cables greatly a↵ecting the dy-
namics of the host structure, the presented work considers a simple initial step into this
new area of research by developing and analyzing a string-harnessed model. First, after
multiple e↵orts, an accurate method for modelling the string and beam system was devel-
oped. A homogenization technique was then applied to determine an equivalent continuum
model for two types of periodic wrapping patterns, diagonal and zigzag. Numerical simu-
lations were performed and it was shown that the homogenized model was quite accurate
in predicting the natural frequencies of the system when compared to a fully coupled finite
element analysis (FEA). Next the homogenized model was experimentally verified using
various system setups and the results agreed quite strongly. This served to demonstrate
the accuracy of the modelling technique used for the string-harnessed system.

A natural extension once an analysis is performed on periodic wrapping patterns is to
consider non-periodic wrapping patterns. As the spatially dependent partial di↵erential
equation cannot be solved directly, a perturbation theory approach is employed. To be able
to apply the perturbation theory to the wrapping patterns in consideration, the current
literature on the topic had to be updated to include lumped masses. In addition, further
corrections for the frequencies and the mode shapes of the system were determined to
improve the accuracy of the perturbation theory. Once developed, the improved perturba-
tion theory was applied to non-periodic string-harnessed systems. Numerical simulations
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indicated that the perturbation theory was quite accurate in predicting the frequencies
of the string-harnessed system when compared to a decoupled FEA. In particular, it was
determined that using a gradient norm minimization approach to determine the reference
values necessary to apply the perturbation theory was the most accurate. Another advan-
tage of the gradient norm minimization approach is that the final result for the expression
of the frequencies is simpler in form than when applying the other reference value selection
methods. The perturbation theory results were then experimentally verified using multiple
di↵erent non-periodic wrapping patterns. The results were in good agreement, particularly
for the case of a single string in the harnessed system. This served to highlight the ability
and accuracy of the perturbation theory, as well as the modelling technique developed
earlier, for the more general case of non-periodic wrapping patterns.

Similar to the idea of a homogenized model accurately predicting the frequencies and
mode shapes of a periodically wrapped system, constant coe�cient Euler-Bernoulli models
were used to predict the frequencies and mode shapes of periodically and non-periodically
wrapped systems. To investigate the e�cacy of these models to serve as an approximate
model for the string-harnessed system, multiple methods for choosing the unknown con-
stant coe�cients were considered. Numerical simulations of periodic wrapping patterns
indicated that all of the four proposed methods produced more accurate results for the fre-
quencies and mode shapes when compared to the homogenization method. This highlights
the value of using methods for determining an equivalent continuum model other than
the homogenization technique. Numerical simulations of non-periodic wrapping patterns
showed that typically the most accurate of the proposed approximation methods was the
error minimization approach. This was with respect to the perturbation theory results,
which were taking as accurate. When the approximation methods were compared to FEA
results, it was found that either a metric or error minimization approach would produce
results with similar levels of error for the frequencies and mode shapes. Finally, the model
approximation methods were compared to all of the previously obtained experimental data.
With the exception of somewhat higher errors occurring when then system is more loosely
wrapped, it was shown that the frequency response functions matched quite well.

The contributions of the presented work can be summarized as follows:

1. Modelling of string-harnessed systems

2. Applying homogenization technique for global dynamics behaviour of string-harnessed
systems

3. Improvements to Lindstedt-Poincaré perturbation theory for Euler-Bernoulli model
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4. Applying perturbation theory to string-harnessed systems

5. Experimental validation of string-harnessed system modelling

6. Transverse vibration model approximation of periodically and non-periodically wrapped
string-harnessed systems

6.2 Future Work and Recommendations

In terms of future work, the are a few ways in which the string-harnessed model could be
further improved. First, the model used to describe the vibration of the system could be
generalized. For instance, a shear or Timoshenko beam model could be employed. Another
generalization that would be of great value is coupling between the various coordinates of
vibration. It was seen in the presented work for a finite element analysis that coupling
plays an important role in the prediction of the frequencies of the system when certain
parameters, such as string radius and tension, play an important role. Following the devel-
opment of a coupled string-harnessed model, applying the techniques of homogenization
and perturbation theory would be useful for investigating the behaviour of the frequencies
under parameter variations as well as periodic and non-periodic wrapping patterns.

Another interesting step for future research would be the inclusion of damping. Damp-
ing can be included in the model in two main ways: through the interaction between the
string and the host structure, as well as damping within each of the components of the
string-harnessed system. The latter would be particularly useful since once a damped
model is developed, it could be combined with the results in the literature focused on the
characterization of cables typically used in aerospace applications. This would allow for
the development of an analytical model for a cable-harnessed structure.

Finally, the results for the model approximation using a constant coe�cient Euler-
Bernoulli beam are quite promising. To obtain further accuracy, the approach presented
in the presented work could be extended for more generalized models. For example a
generalized Euler-Bernoulli model with additional components, such as a constant com-
pressive force, could be considered. By increasing the number of unknown coe�cients in
the model, the likelihood of obtaining smaller errors when predicting the frequencies is
greater. In addition, by including additional coe�cients into the approximate model that
are physically motivated this will provide the researcher with an intuitive manner in which
string-harnessed systems, and changes to their parameters and wrapping pattern, can be
understood.
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Appendix A

Expressions for Coupled FEA

The Green-Lagrange strain tensor used for the FEA model that includes up to second-order
terms is given by:
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The di↵erential kinetic for the FEA model ignoring the rotatory inertia e↵ect can be
found as:
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The di↵erential strain energy for the FEA model will depend on the position of the
string on that section of the beam. For parts where the string is located on the top or
bottom of the beam, the di↵erential strain energy can be found as:
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For the FEA di↵erential strain energy of the parts where the string is located on the side
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of the beam, we get:
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In the above expressions ✓
0

(x) denotes the initial twist in the system and y
s

(x) and z
s

(x)
denote the y and z-coordinates of the centre of the string segment when the beam is not
rotated. Therefore, the position of the string once the system undergoes the initial twist
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Appendix B

Perturbation Theory Expressions

B.1 Euler-Bernoulli Model

The expression for the function eu
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with
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B.2 Inclusion of Lumped Masses

The expressions for eu(i)
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(X) are the same as in Appendix B.1. The presence of lumped

masses introduces an additional function m
(i)

n1

(X). For 1  i  m, the expression for

m
(i)

n1

(X) is

m
(i)

n1

(X) =m
(1)

n1

(X) +
1

2

p
!
n0

i�1

X

k=1

cM
k

�
n0

(X
k

) sin(
p
!
n0

(X
k

�X))

� 1

2

p
!
n0

i�1

X

k=1

cM
k

�
n0

(X
k

) sinh(
p
!
n0

(X
k

�X))

For a system with a clamped left end m
(1)

n1

(X) = 0, and for a system with a free left end

m
(1)

n1

(X) =
p
!
n0

cM
0

�
n0

(0) sinh(
p
!
n0

X).

391



Appendix C

Reference Value Dependence

C.1 Euler-Bernoulli Model

For the boundary conditions considered, the particular solution u
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For a clamped left end, eu(1)
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The final coe�cient determined using mass normalization for a CF system is
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The final coe�cient determined using mass normalization for a FF system is
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and the first correction to the mode shape, 1  i  m, is
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C.2 Inclusion of Lumped Masses

For the boundary conditions considered, the particular solution u
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and the first correction to the mode shape, 1  i  m, is
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The final coe�cient determined using mass normalization for a FF system is
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Appendix D

Stepped Beam Analytical Solution

Assuming a separable solution to the piecewise constant Euler-Bernoulli beam model, a
general solution can be found over each constant valued section. Assume that there is a
lumped mass at each interface between two constant valued sections. For the ith constant
valued section of the system
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Assuming m constant valued sections exist, applying the necessary boundary and con-
tinuity conditions produces the characteristic equation
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and A, 
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and 
2

depend on the boundary conditions. In the expression for B
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the argu-

ment of the trigonometric functions is �
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For a clamped right end
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In the expression for the mode shape, A
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Appendix E

Decoupled Finite Element Analysis

In the decoupled finite element analysis (FEA) a polynomial form is assumed for the
displacement between the nodes.
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This relationship can be written in vector notation as qi
e

= Ca. Using this relationship
the displacement between two nodes of the FEA can be expressed as w(x, t) = P>C�1qi

e

=
N>qi

e

where N = C�>P is a vector of the interpolating functions. This expression for the
displacement is then used in the calculation of the strain and kinetic energy of the system.

For an Euler-Bernoulli system with bending sti↵ness EI(x) and mass per unit length
⇢A(x), the mass and sti↵ness matrices for a single element of the FEA are

Ki

e

=

Z

L

0

EI(x)

✓

d2N

dx2

⌦ d2N

dx2

◆

dx

M i

e

=

Z

L

0

⇢A(x) (N ⌦N) dx

406


	List of Figures
	List of Tables
	List of Abbreviations
	List of Symbols
	Introduction
	Motivation
	Literature Review
	Cable-Harnessed Space Structures
	Homogenization of Periodic Structures
	Solution Methods for Spatially-Dependent Differential Equations
	Model Approximation for Non-Periodic Structures

	Thesis Organization

	Periodic Wrapping Patterns
	Initial Modelling Approaches and Homogenization
	Proposed String-Harnessed System Models
	Homogenization of Models
	Vibration Analysis

	Initial Experimental Results
	Analytical Frequency Response Function for Base Excitation
	Experimental Setup
	Experimental Results and Comparison of Modelling Approaches

	Mass and Stiffness Effects of String-Harnessed Systems
	Kinetic Energy
	Strain Energy
	Coefficients for the Diagonal Wrapping Pattern
	Coefficients for the Zigzag Wrapping Pattern
	Vibration Analysis
	Discussion of Boundary Conditions for Transverse w(x,t)
	Finite Element Analysis
	Model Validation
	Effects of Pre-Twist on System
	String Parameter Effects Analysis

	Experimental Results
	Analytical Model Details
	Unwrapped Beam Experimental and Analytical FRFs
	String-Harnessed System Experimental and Analytical FRFs
	Comparison Between Experimental and STR Model Results
	STR and BAR Model Comparison

	Chapter Summary

	Perturbation Theory for Euler-Bernoulli Models
	Lindstedt-Poincaré Method
	Problem Statement
	Perturbation Theory
	Mass Normalization Condition
	O(1) Problem
	O() Problem
	O(2) Problem
	Final Dimensional Solution

	Reference Values Selection
	Minimizing Lp Norm of Difference
	Minimizing Lp Norm of Perturbation
	Minimizing Gradient Norm

	Simulation Results for Simple Cases
	Stepped Beam
	Periodically Grooved Beam

	Lindstedt-Poincaré Method with Lumped Masses
	Problem Statement
	Perturbation Theory
	Mass Normalization Condition
	O(1) Problem
	O() Problem
	O(2) Problem
	Final Dimensional Solution

	Reference Values Selection with Lumped Masses
	Minimizing Lp Norm of Difference
	Minimizing Lp Norm of Perturbation
	Minimizing Gradient Norm

	Chapter Summary

	Exact Modelling and Analysis of String-Harnessed Structures
	Modelling
	Kinetic Energy
	Strain Energy
	Vibration Analysis

	Simulation Results for String-Harnessed System
	Periodic Wrapping Patterns
	Non-Periodic Wrapping Pattern: Variable Wrapping Angle
	Non-Periodic Wrapping Pattern: Variable Number of Strings

	Experimental Validation
	System Description
	Frequency Response Function
	Experimental Setup
	String-Harnessed System Experimental and Analytical FRFs

	Chapter Summary

	Model Approximation for String-Harnessed Systems
	Simple Euler-Bernoulli Approximation
	Mathematical Details
	Approximation Method 1 - Metric Minimization
	Approximation Method 2 - Error Minimization
	Approximation Method 3 - Modal Participation Factor (MPF)
	Approximation Method 4 - Proper Orthogonal Decomposition (POD)

	Numerical Results
	Periodic Wrapping Patterns
	Non-Periodic Wrapping Patterns
	Convergence of Approximate Models

	Comparison of Approximate Models to Experimental Results
	Chapter Summary

	Conclusion, Recommendations, and Future Work
	Conclusion and Contributions
	Future Work and Recommendations

	Letter of Copyright Permission
	References
	APPENDICES
	Expressions for Coupled FEA
	Perturbation Theory Expressions
	Euler-Bernoulli Model
	Inclusion of Lumped Masses

	Reference Value Dependence
	Euler-Bernoulli Model
	Inclusion of Lumped Masses

	Stepped Beam Analytical Solution
	Decoupled Finite Element Analysis

