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#### Abstract

Power and signal cables in recent years have been observed to constitute a major component in the dynamic behaviour of space structures. In a typical system, the cables-to-payload mass ratio can be as high as $20 \%$. Ignoring the effects of these space flight cables has led to model inaccuracies in the dynamic analysis of such structures. Obtaining simple analytical solutions that can predict the dynamic behaviour of these structures has numerous advantages for vibration suppression using active control system, structural design, and modelling before their launch. As a result, mission accuracy is less likely to be jittered to due disturbances in the space environment. The intention of the presented work is to develop low-order high-fidelity partial differential equation models for the transverse bending of harnessed structures. The focus is on string-harnessed beam structures as a way to study the mass and stiffness effects of the space flight cables. In this thesis, strings are assumed to not be able to have a varying stress distribution across the cross section, unlike a cable. A continuum modelling approach is developed for the string-harnessed system and a homogenization technique is applied to obtain the governing equation of motion. Two periodic wrapping patterns for the string are initially considered such that the homogenization technique may be applied. The results are compared with numerical simulations and experimental results and are shown to agree quite well.

Subsequently, non-periodic wrapping patterns are investigated and a perturbation theory approach is employed to determine the frequencies and mode shapes. The LindstedtPoincaré method is applied to an Euler-Bernoulli model for the transverse vibrations with non-constant coefficients and extended to include additional corrections to the frequencies and mode shapes than previously considered in the literature. Furthermore, various ways to choose the reference values from which the system is perturbed are considered and compared for their effect on the accuracy of the solution. Numerical and experimental results for the frequency response functions are shown to be in strong agreement for both the periodic and non-periodic wrapping pattern cases. Finally, a model approximation method is developed to determine an equivalent constant coefficient model for the transverse displacement of the string-harnessed system. The model approximation method uses the perturbation theory results to predict the frequencies and mode shapes of the system, then applies an inverse problem approach to determine the approximate model. Numerical simulations are performed and show that the approximate model is quite capable of predicting the frequencies and mode shapes of the system for both periodic and non-periodic wrapping patterns. Frequency response functions for the approximate model are also compared to previous experimental results and are shown to be in very good agreement.
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| $\delta(x)$ | Dirac delta |
| $\delta_{i j}$ | $=$ Kronecker delta |
| $\varepsilon^{(2)}$ | $=$ Green-Lagrange strain tensor |
| $\varepsilon_{s}$ | $=$ strain along length of string |
| $\epsilon \widehat{E I}$ | $=\left(E I(X)-E I^{*}\right) / E I^{*}$ |
| $\epsilon \widehat{M}_{k}$ | $=M_{k} / l \rho A^{*}$ |
| $\epsilon \widehat{\rho A}$ | $=\left(\rho A(X)-\rho A^{*}\right) / \rho A^{*}$ |
| $(\eta, y, z)$ | $=$ local Cartesian coordinates, m |
| $\theta$ | $=$ periodic wrapping pattern angle, rad |
| $\bar{\theta}(x, t)$ | $=$ torsional displacement about equilibrium position, rad |
| $\theta_{x}(x, t)$ | $=$ torsional displacement, rad |


| $\lambda, \bar{\lambda}$ | $=$ eigenvalues in POD method |
| :--- | :--- |
| $\mu_{n}$ | $=n$th mode shape parameter |
| $\rho_{b}$ | $=$ density of beam, $\mathrm{kg} / \mathrm{m}^{3}$ |
| $\rho_{s}$ | $=$ density of string, $\mathrm{kg} / \mathrm{m}^{3}$ |
| $\rho_{s, i}$ | $=$ density of $i$ th string, $\mathrm{kg} / \mathrm{m}^{3}$ |
| $\widehat{\rho A}$ | $=$ equivalent mass per unit length of approximate model, $\mathrm{kg} / \mathrm{m}^{3}$ |
| $\rho A(x)$ | $=$ mass per unit length, $\mathrm{kg} / \mathrm{m}^{3}$ |
| $\rho A^{*}$ | $=$ mass per unit length reference value, $\mathrm{kg} / \mathrm{m}^{3}$ |
| $\sigma_{x x}$ | $=$ longitudinal stress, $\mathrm{N} / \mathrm{m}^{2}$ |
| $\tau$ | $=$ bending stiffness on right side of beam, $\mathrm{Nm}^{2}$ |
| $\phi(x), \bar{\phi}(x), \widehat{\phi}(x)$ | $=$ mode shape |
| $\phi(X)$ | $=$ dimensionless mode shape |
| $\bar{\phi}_{i}$ | $=K_{1} \int_{0}^{l} \phi_{i}(x) \mathrm{d} x$ |
| $\widetilde{\phi}_{i}$ | $=\int_{0}^{l} \rho A(x) \widehat{\phi}_{i}(x) \mathrm{d} x$ |
| $\Psi_{i}(x)$ | $=$ cosine of angle formed between $i$ th string and $x$ axis |
| $\Omega_{n}\left(E I^{*}, \rho A^{*}\right)$ | $=$ total corrections to the frequency |
| $\omega, \bar{\omega}, \widehat{\omega}$ | $=$ frequency, rad $/ \mathrm{s}$ |
| $\omega$ | $=$ shaker driving frequency, rad $/ \mathrm{s}$ |

## Chapter 1

## Introduction

### 1.1 Motivation

The evolution of spacecraft and technological advances have generated exceptionally lightweight structural materials and an increase in the number of signal and power cables found aboard these structures. In modern spacecraft, the total mass of the power and signal cables typically accounts for approximately $6-7 \%$ of the total mass, and can be as high as $20 \%$. It is quite common for these cables to be harnessed on structural elements and their presence plays a significant role in changing the dynamic behaviour of these structures. Obtaining simple analytical solutions that can predict the dynamic behaviour of these structures has numerous advantages for vibration suppression using active control system, structural design, and modelling before their launch. As a result, mission accuracy is less likely to be jittered to due disturbances in the space environment. Figure 1.1 shows an example of a cable-harnessed structure.


Figure 1.1: Example of power and signal cables on spacecraft, [8].

In 2003, the United States Air Force Research Laboratory, Space Vehicle Components Branch (AFRL/VSSV) launched a research program with the aim of developing a deeper understanding of the dynamic effects of harnessed cables on their host structure. Since this time, the AFRL/VSSV has been heavily invested in obtaining simple analytical models for cable-harnessed space structures that may be used in a joint design and vibrations analysis process. Obtaining a simple analytical model is particularly important in predicting the dynamic effect of cables in large systems that cannot be fully tested before launch. Furthermore, a simple analytical model is beneficial for vibrations control methods employed during the launch of spacecraft.

The cables used on spacecraft are typically composed of multiple helically twisted cables wrapped with Kapton tape, see Fig. 1.2. The complexity of these cables poses a significant challenge for the modelling process. Currently, the effects of harnessed cables on spacecraft dynamics are either ignored or the added mass is included using ad hoc models. In the latter case, a non-structural mass is commonly added to the model to include the cable effects. In certain scenarios the stiffening effect of the cables can be negligible and in these cases simply accounting for the additional mass will provide a reasonably accurate model. However this type of modelling omits the more complex dynamic behaviour introduced by these harnessed cables and, as structures become more lightweight, this becomes less accurate as the stiffening effect of the cables becomes more apparent.


Figure 1.2: Typical cable used in spacecraft, [142].

The motivation for the focus of the present research is twofold: The need for an accurate modelling technique that incorporates the full effects of harnessed cables on structural elements, and the need for simple analytical models to predict the dynamic behaviour of the harnessed systems. To make the problem tractable, and as a means to produce initial results into this new topic of research, a string model is employed for the cables. Analyzing string-harnessed structures provides an initial investigation into the mass and stiffening effects that occur when structures are harnessed. In order to obtain simple analytical models for the string-harnessed systems, homogenization theory, perturbation theory, and methods for model approximation are considered.

### 1.2 Literature Review

### 1.2.1 Cable-Harnessed Space Structures

Initial findings for the research program launched in 2003 by the AFRL/VSSV were reported in $[8,61,50]$. These initial studies indicated a paucity in relevant published materials for the area of research concerned with cable-harnessed space structures. Preliminary tests to investigate the dynamic effect of cable-harnessed structures were performed in [8, 61] on an aluminium alloy beam and truss structure harnessed with a cable. The cables were held in place using mounting tabs, as shown in Fig. 1.3. It was shown that even a single cable could significantly affect the dynamics. In [8] the authors developed experimental procedures to determine certain physical properties of cables that could be used in future modelling endeavours. Two simple mounting configurations were considered in [50] and testing was performed to determine the importance of mounting parameters and cable harness pattern on the dynamics of the system. It was observed that at low frequencies
the mass effect of the cables would dominate, while at higher frequencies there would be increased modal damping. The authors in $[8,61,50]$ acknowledged that further research was required to fully understand space cables and the dynamics of cable-harnessed structures. In this research, it was shown once again that even a single cable could significantly affect the dynamics of a beam or truss structure. This will become a particularly important problem as structures are made increasingly more lightweight. These initial studies also addressed the modelling of cables and cable-harnessed structures for spacecraft as paramount for the aerospace industry.


Figure 1.3: Mounting tab used for cable restraint, [50].

Following these initial studies, the research on cable-harnessed space structures was focused mainly on the parameter estimation and dynamic characterization of the cables. Preliminary tests for parameter estimation and dynamic modelling of only the cables were outlined in $[51,48]$. The focus in these works was using lateral excitation methods to obtain the experimental results. In [48] the focus of the work was on the frequency progression of the cable versus mode number and [51] outlined a signal processing and analysis method to obtain the cable parameters from experimental results. The cumulation of a three-year study at the AFRL was presented in [7] and includes every valuable result, dead end, rat hole, and tangent that was discovered and explored during the study. The significant contribution of the work in [7] is the development of a full test methodology for identifying cable parameters and tie-down stiffness identification shown in Fig. 1.4. Further investigation into methodologies for identifying cable structural parameters through testing, in particular the equivalent extensional modulus, damping ratios, area moment of inertia, and shear rigidity in cables, was performed in [49].


Figure 1.4: Process for cable modelling approach validation, [7].

With the cable property identification methods fully outlined in [51, 48, 7, 49], the research on cable-harnessed structures branched out into two main categories. The first main category was research investigating more closely the effects of damping and their inclusion in predictive models. Various possible models that include damping have been considered for spacecraft wiring harnesses. An Euler-Bernoulli (EB) beam with a 'geometric' viscous damping term was considered in [76, 77], damping for shear beam models was the focus of $[68,69]$, and the inclusion of damping in Timoshenko beams was examined in [67]. The 'geometric' damping that is considered in $[76,77]$ involves an internal shear force that is proportional to the time rate of change of slope. These works were mainly focused on the development of mathematical models for the cables used in aerospace applications.

Further work on modelling the typical aerospace cables involved characterization of damping. An experimental approach was undertaken to study the damping, along with the effect of various parameters on the dynamics, of aerospace cables in [142]. Parameters including tension, zip tie attachment method, excitation method, and length of the cable were considered and their effects on the dynamics of the cable were studied. A focus on
modelling the internal damping mechanisms was done in [140] and identifies the multitude of cable models available throughout the literature. The inclusion of viscous damping and time hysteresis to accurately model cables was investigated in [141]. A general approach for modelling stranded cables as structural beams by determining effective homogeneous parameters was done in $[138,137]$.

The second main branch of cable-harnessed structures research involves the use of simple beam models for the cables and subsequently modelling the harnessed structures, including tie-downs. Research on the modelling of cable-harnessed structures was continued from earlier work in $[11,33]$. In $[11,33]$ the cable parameters were estimated using experimental techniques and then subsequently modelled using shear beams. The tie-downs holding the cable in place on the host structure were modelled as linear spring elements. Multiple cable families were considered and numerical results were computed using NASTRAN to compare and validate against experimental results. In [11] a cable running along the length of a free-free boundary condition beam is considered, Fig. 1.5, and in [33] a cable-loaded panel is considered, Fig. 1.6.


Figure 1.5: Cable-harnessed beam setup in [11].


Figure 1.6: Cable-loaded panel setup in [33].

More recently [28, 29, 30] have investigated the use of a spectral element method (SEM) for the modelling of cable-harnessed systems with tie-downs. The cable was modelled as an EB beam and connected to the host structure with spring elements to represent the mounting tabs. They reported higher accuracies compared with a finite element analysis (FEA). Finally, a distributed transfer function method was developed in [139] for a system with a longitudinal cable.

In this thesis, the focus is on developing an analytical model for string harnessedsystems as a way to make the problem more tractable. This will also allow for a focus on the mass and stiffness effects without the complexities of tie-downs. A survey of the literature revealed that combinations of string and beam have not been largely studied. A common system that appears is that of a string that shares a finite number of attachment locations with the host structure, see $[26,63]$, or the endpoints of the string and the host structure are attached using rigid connectors, see [149, 55]. In these types of systems the string-beam system is coupled, and therefore a coupled set of partial differential equations (PDEs) must be solved. Another commonly seen string-harnessed system involves strings running along a designated path inside the host structure, such as along the midline of the beam. A typical scenario is structures embedded with shape memory alloy (SMA) wires, see [35, 34, 100]. By having a string inside the host structure the displacement of the string is known since it will move with the host structure and the need for coupled PDEs is overcome.

There is a significant gap in the literature that the presented research aims to fill. There currently does not exist a method to analytically model the effect of harnessed cables on a host beam. This will be approached by considering a string, for simplicity, and making preliminary steps to effectively model the stiffening and added mass effects. This will also provided additional work on string and beam systems that is lacking in the literature.

### 1.2.2 Homogenization of Periodic Structures

Continuum modelling is a fundamental component in the description and analysis of system behaviour. As systems became increasingly complex, researchers developed novel methods for deriving equivalent continuum models for periodic, lattice-like, and truss structures. Typically the equivalent continuum models are constant coefficient PDEs, which provide a simple and efficient manner for analyzing the complex structure. Additionally, equivalent continuum models are a practical approach for analyzing these structures and avoids the problem of computationally expensive simulations, such as FEA. The fundamental idea behind equivalent continuum modelling is schematically illustrated in Fig. 1.7.


Figure 1.7: Fundamental idea of equivalent continuum modelling.

An excellent review on equivalent continuum modelling is found in [107] and three typical approaches for determining equivalent continuum models exist. They are using a discrete field to obtain difference equations, which are then either solved directly or converted to differential equations, applying a multi-scale asymptotic expansion, and an energy equivalence approach. These methods are commonly called homogenization techniques. Using a discrete field to determine the equivalent continuum model was done in [37, 118, 119, 146], with a focus on grids and trusses. The method of asymptotic expansions was applied in $[109,43,23,71,79,1]$ for periodic systems. In these cases small parameters are defined, typically the ratios of length of periodicity to total length as well as height to total length. The idea is that in the limit as these small parameters tend to zero will yield a homogenized model. The efficacy of this method is shown with regards to stiffness
parameter estimation in [23] by comparing the results of the homogenization to reference solutions for corrugated beams and a stranded rope.

The energy equivalence homogenization technique is widely used throughout the literature. This homogenization technique is found in modelling the dynamic behaviour of systems with lattice-like structure, where the system can be viewed as containing a large amount of discrete points over the domain. Notable examples stem from work in modelling a micropolar continuum, see [9], gridwork dynamics, see [144], as well as the modelling of net and cloth dynamics, see [74]. The process involves determining the strain energy and kinetic energy of an arbitrary discrete point in terms of continuous functions, typically displacement, evaluated at the spatial coordinates of the point in question. Summing the energies of all the discrete points in the domain can be approximated by an integral over the domain. To obtain the integral formulation, the integrand is determined by dividing the strain and kinetic energies by the lengths over which would constitute a single element in the continuum model to produce a strain energy density as well as a kinetic energy density. In generating the energy densities, the system is converted from containing continuous functions evaluated at discrete points to a system that only contains continuous functions. Applying Hamilton's principle then allows an equivalent homogenized continuum model for the system to be determined.

The energy equivalence homogenization technique has seen many application in the field of truss dynamics, see [107, 108, 143, 19, 127, 131, 129, 130, 125, 126, 128]. For modelling truss structures, the homogenization technique involves defining an equivalent continuum beam that, under the same deformation as the original system, exhibits the same amount of strain energy and kinetic energy. Using an exact representation for the displacement of the system, the strain and kinetic energy of each fundamental element can be determined. As with the homogenization in lattice theory, a corresponding strain and kinetic energy density is found and integrating the energy densities over the domain allows one to use Hamilton's principle. By using this approach, the truss system is modelled by an equivalent, homogenized, PDE that only depends on time and a single spatial variable. The homogenized model can readily be solved using well-known mathematical techniques. In [129], an experimental validation is provided for the homogenization method in the case of only a few truss elements and shows agreement for the first four vibratory frequencies.

The energy equivalence homogenization technique is adopted in the present work due to simplicity in the application and previous work in the literature demonstrating the accuracy of the technique, particularly when a large number of repeated elements are considered. Obtaining a homogenized model provides a simple manner in which the global behaviour of string-harnessed systems can be studied, thus providing preliminary insight into a new and novel problem.

### 1.2.3 Solution Methods for Spatially-Dependent Differential Equations

The second major component of the presented research considers a spatially dependent model for string-harnessed systems. Working with a spatially dependent model allows for an investigation into local effects, something that is not possible when applying homogenization as the local effects of bending stiffness and mass per unit length are averaged over the length of the system. Furthermore, a spatially dependent model is not only more accurate, but it is more representative of real-world applications. This makes determining the frequencies of vibration and the associated mode shapes of great interest. One of the difficulties, however, is that spatially dependent PDEs are not always readily solvable. A variety of solution methods have been explored in the literature.

One common method for obtaining frequency and mode shape results are through a FEA. The FEA is well known and is based on placing a fixed number of nodes along the system and using interpolating functions between the nodes. For an Euler-Bernoulli beam, the focus of the presented research, the interpolating functions are typically in the form of a polynomial of degree 3 and at each node the displacement and slope are recorded. An outline of the FEA approach can be found in [62], as well as in many other texts. A second common numerical method is the Rayleigh-Ritz, which provides an upper bound estimate for the frequencies. This has been done successfully in the literature for a host of different applications including graded microbeams [3], ocean towers [6], and tapered beams [10, 133]. One of the downfalls of the Rayleigh-Ritz method is the user must supply approximate mode shapes to obtain the estimates for the frequencies. In complex cases, it can be quite difficult to estimate the mode shapes of the system and this can cause large upper bound estimates for the frequencies. Hence in some cases it may not be desirable to use this approach.

It is always advantageous when it is possible to determine an analytical solution to a spatially varying PDE as the results will always output the exact frequencies and mode shapes. While this is not always possible, there are certain specific cases when this is achievable. In particular, the cases of exponential variations in the beam and polynomial expressions of varying degrees have received a lot of attention in the literature. Examples of each of these two main types of systems are presented in Figs. 1.8 and 1.9.


Figure 1.8: Exponentially tapered beam with tip mass in [147].


Figure 1.9: Multiple polynomial variations in [132].

Exponentially varying beams have been studied in such works as [147, 40, 145, 58] and the general expression for the bending stiffness and mass per unit length of the system are $E I(x)=E I_{0} e^{\alpha x}$ and $\rho A(x)=\rho A_{0} e^{\alpha x}$. When these specific forms are used in combination with separation of variables, it is found that the resulting spatially dependent ordinary differential equation (ODE) has constant coefficients due to the elimination of the exponential terms. From the constant coefficient ODE, the steps that are used for solving a homogeneous beam are then employed and analytical expressions for the frequencies and mode shapes are obtained. Polynomial variations have been studied in such works as [132, 2, 66, 47, 102, 121, 10]. A host of various solution methods are employed depending on the specific form of the polynomial variations, including applying transformation to obtain a homogeneous EB model, transformation to obtain the solution in terms of Bessel
functions, the Frobenius method, and Galerkin's method. Other types of spatial variations have also been considered such as cantilevers with parabolic thickness in [24] and wedge and cone beams in [103]. The clear limitation with the these particular cases of variations in the system is that a very specific form is required and therefore the techniques cannot be applied to the general case.

The most general approaches to solving spatially dependent systems that do not depend on a specific form come from perturbation theory and asymptotic analysis. An excellent, and often referenced, text on the subject is [104]. One such technique is the Wentzel-Kramers-Brillouin (WKB) approximation, which has been applied to a general equation of a spatially dependent system in $[120,106]$. That is to say the form of the spatial variations has not been specified in the mathematical development. The WKB method is quite useful for obtaining a global approximation in cases where the highest derivative of the system is multiplied by a small parameter. Typically, the small parameter multiplying the highest order derivative is introduced by dividing the spatial ODE by the square of the frequency. The method of matched asymptotic expansion, which similarly to the WKB has a small parameter multiplying the highest derivative, was studied in [134]. The matched asymptotic expansion is applied when the solution to the ODE behaves on different scales in overlapping regions. In [134] a gravity loaded beam was considered when there is a great influence from gravity. Additionally in [134] regular perturbation theory is applied to the case when the effect of gravity is small. In addition to these common methods, many other perturbation theory approaches have been considered in the literature such as, to name a few, the method of varying amplitudes in [136], a generalized Senator-Bapat in [73], and the method of multiple time scales in [32].

The Lindstedt-Poincaré method is a perturbation method that has received very little attention when it comes to spatially dependent EB models. The Lindstedt-Poincaré method is applied to obtain periodic solutions when regular perturbation theory fails by removing terms that grow without bound, i.e. secular terms. Applying this method to system where the bending stiffness and mass per unit length are expressed as a constant value from which spatially dependent perturbations occur was first introduced in [75]. Since this work, the method of Lindstedt-Poincaré has not undergone any further developments for spatially dependent system given a linear equation of motion. There is an untapped potential for this method that has yet to be investigated. In the presented research, consideration is given to exploring various avenues. In particular, additional corrections are determined and multiple manners in which the solution can be found are compared for accuracy. Due to the relative simplicity in terms of mathematical details to other perturbation methods, the Lindstedt-Poincaré approach is of great interest to further develop.

### 1.2.4 Model Approximation for Non-Periodic Structures

The final component of the presented research concerns determining the coefficients for a PDE using a single spectrum, which is a set of natural frequencies. Typically, the forward problem is solved and involves knowing the coefficients of a PDE and determining the frequencies and mode shapes. When the problem is approached knowing the frequencies and the coefficients of the PDE are to be determined this falls under the broad category of inverse problems, which can also be referred to as parameter estimation.

As an example, a common ODE that is studied in the literature and in general by mathematicians is the Sturm-Liouville (SL) problem. The solution to specific forms of the SL problem yields such important quantities such as the Bessel and Legendre functions. In the most general sense, the SL problem can be described as

$$
\frac{\mathrm{d}}{\mathrm{~d} x}\left(p(x) \frac{\mathrm{d} y}{\mathrm{~d} x}\right)+q(x) y+\lambda r(x) y=0
$$

The question of inverse problems associated with SL problem have been studied in [53, $59,123,56,72,4,5,122$ ], to name only a handful of the available works in the literature. Commonly, a specific form for the SL problem is given and the focus is on determining whether or not the inverse problem will yield a unique solution. This was the main focus of the work in $[53,59,56,72,4]$. Uniqueness is an important question as it is crucial to know that the result of the inverse problem will yield the correct form of the unknown coefficients and that this is the only possible result. Other times, the focus is on determining a numerical implementation for obtaining the unknown coefficients, as was the case in [123, $5,122]$. Some of the numerical implementations that were studied are a finite difference method and an iterative method.

Another problem that has received a lot of attention in the literature is with respect to EB beam models and general fourth order differential equations. A static EB problem was considered in [82, 81], a constant coefficient EB model with spatial and temporal-dependent forcing in [60], the general form for a spatially dependent EB model in [110, 95, 16, 15, 112, $45,46]$, and general fourth order ODEs in [94, 96, 13]. These works deal with the existence and uniqueness of the inverse problem. Specifically, it is determined that the spatially dependent coefficients can be uniquely determined when three spectra, each from different boundary conditions, are determined. In the more general case of higher order ODEs, it was shown in [14] that when the highest derivative is $2 n$, then $n+1$ spectra from distinct boundary conditions are required to uniquely determine the unknown coefficients. It is seen from this general result that if an EB model is considered, $n=2$, then indeed three unique spectra are required to obtain the bending stiffness and mass per unit length. An
excellent reference text for inverse problems, with a section dedicated to the EB models, is found in [46].

Inverse problems have also been used for real-world applications, in particular attention has been given to structural health monitoring and damage detection. These applications were considered for rods in [38, 99] and for beams in [22, 39]. Using the frequency results of a system before and after damage, the location of cracks were identified within the system. To date, inverse problems are mainly focused on exactly determining the spatially dependent coefficients of a system. While this is an important problem, it is not the focus of the presented research. In this work the expressions for the spatially dependent bending stiffness and mass per unit length are exactly known, and thus reconstructing these quantities from multiple spectra is not of great interest. The goal is to take the frequencies and mode shapes of the string-harnessed system and determine a constant coefficient model that can approximate these with minimal error.

After exhaustively searching through available literature, it appears as though the case of taking a spatially dependent model and using an inverse method to determine an approximate constant coefficient model has not yet been studied. The most relevant piece of research that was found involved a constant coefficient model whose frequencies were determined using ANSYS, and then the constant coefficients were obtained from a numerical optimization method that involved minimizing the sum of the square of the differences between the ANSYS and analytical results in [12]. The idea considered in the presented research is similar in concept to a homogenization procedure, in which an equivalent continuum model is determined, however differs significantly due to the intermediate steps implemented to determine the approximate model. The frequencies of the string-harnessed system will be obtained from a perturbation theory and these will be taken as the exact value for the frequencies that the constant coefficient model must approximate. The end goal is the ability to provide the information of $E I(x), \rho A(x)$, and the boundary conditions and obtain as an output a set of equivalent coefficients $\widehat{E I}$ and $\widehat{\rho A}$ that approximate the system's dynamic behaviour.

### 1.3 Thesis Organization

The following outlines a summary of the presented research and its contributions.
Chapter 2 presents a continuum modelling approach for string-harnessed structures and the use of a homogenization technique for periodic wrapping patterns. Two periodic wrapping patterns are considered and the coordinates of vibration are assumed to be
decoupled. The PDEs governing the bending, longitudinal, and torsional vibrations are obtained. Numerical simulations are performed for varying system parameters and the results are compared to a fully coupled finite element analysis. Experimental results are also included to demonstrate the accuracy of the proposed model.

Chapter 3 develops the perturbation theory applied to an EB beam model with spatially varying coefficients. In applying the perturbation theory, second-order corrections are found for the natural frequencies and first-order corrections are found for the mode shapes. The problem statement is formulated by assuming there exist reference values from which the bending stiffness and mass per unit length of the system are perturbed. A major focus is on the appropriate choice of these reference values as they directly influence the accuracy of the perturbation theory results.

Chapter 4 applies the developed perturbation theory to string-harnessed systems. In particular, the perturbation theory is applied to determine how changes in non-periodic wrapping patterns affect the frequencies of the system. Multiple non-periodic wrapping patterns are considered and are extensions of the periodic wrapping patterns studied in Chapter 2. Experimental results for both periodic and non-periodic wrapping patterns are considered for validation.

Chapter 5 investigates the applicability of model approximation as a means for nonperiodic structure homogenization. Using the perturbation theory results of Chapter 3 and 4, the goal is to produce simple analytical models that are accurate approximations to the original spatially dependent model. This constitutes an inverse problem since the natural frequencies and mode shapes of the system are assumed to be known and the coefficients of the model are to be determined. A constant coefficient EB model and multiple methods for determining the coefficients are considered.

Chapter 6 presents a summary and conclusion of the conducted research.

## Chapter 2

## Periodic Wrapping Patterns

In this chapter an energy equivalent continuum model is derived for string-harnessed systems with periodic wrapping patterns using a homogenization technique. To begin, multiple initial modelling attempts that were considered are presented and compared to a simple experimental test to verify accuracy. From the correct model, a detailed analysis of periodically wrapped string-harnessed systems is performed and validated experimentally. The contents of Section 2.3 and Appendix A consist of previous work by the author from [88]; reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc. The contents of Sections 2.2.2, 2.2.3, and 2.4 consist of previous work by the author from [87]; reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.

### 2.1 Initial Modelling Approaches and Homogenization

Figure 2.1 shows the schematic of a beam structure and a periodically wrapped string. The complete system is composed of multiple fundamental elements, which are a single instance of the periodic wrapping pattern. The fundamental elements of a hybrid structure with the diagonal and zigzag wrapping patterns considered are shown in Fig. 2.2. Local Cartesian coordinates $(\eta, y, x)$ are used for the fundamental element in the homogenization technique, whereas global Cartesian coordinates $(x, y, z)$ are used the for the hybrid structure as a whole in the vibrations analysis.


Figure 2.1: String-harnessed system composed of multiple fundamental elements.

(a) Diagonal

(b) Zigzag

Figure 2.2: Fundamental elements for the diagonal and zigzag wrapping patterns.

Consider first the transverse vibrations for the zigzag wrapping pattern. Assume that the various coordinates of vibration are decoupled. This specific case is considered as the mass per unit length is constant throughout the system and reduces the amount of error introduced through the modelling process of the stiffening effect of the string. Furthermore, it is assumed that there is no slip between the string and the beam at their point of contact. Under the assumptions of small displacements this is a reasonable assumption and makes the problem more tractable. Euler-Bernoulli (EB) assumptions are employed for the host structure. Finally, it is assumed that the geometric properties and the shear modulus of the elasticity of the beam, as well as the pretension value, are such that any initial twisting behaviour caused by imposing the wrapping pattern is negligible.

The homogenization technique determines the global system parameters by considering a single fundamental element of the system. For the zigzag wrapping pattern, the length of a fundamental element is $L=(4 \bar{b}+4 \bar{h}) / \tan (\theta)$. In the previous expression, $\theta$ is the string wrapping angle, $\bar{b}=b / 2+r_{s}$, and $\bar{h}=h / 2+r_{s}$, where $b$ and $h$ are the width and thickness of the beam, respectively, and $r_{s}$ denotes the radius of the string. Using the local Cartesian coordinate system presented in Fig. 2.2b, the centre of the string in the zigzag
pattern is given by:

$$
(\eta, y, z)= \begin{cases}(\eta, \tan (\theta) \eta-\bar{b}, \bar{h}), & 0 \leq \eta \leq \frac{2 \bar{b}}{\tan (\theta)}  \tag{2.1}\\ (\eta, \bar{b},-\tan (\theta) \eta+2 \bar{b}+\bar{h}), & \frac{2 \bar{b}}{\tan (\theta)} \leq \eta \leq \frac{2 \bar{b}+2 \bar{h}}{\tan (\theta)} \\ (\eta,-\tan (\theta) \eta+3 \bar{b}+2 \bar{h},-\bar{h}), & \frac{2 \bar{b}+2 h}{\tan ((\theta)} \leq \eta \leq \frac{4 \bar{b}+2 h}{\tan (\theta)} \\ (\eta,-\bar{b}, \tan (\theta) \eta-4 \bar{b}-3 \bar{h}), & \frac{4 \bar{b}+2 h}{\tan (\theta)} \leq \eta \leq L\end{cases}
$$

An important consideration in the modelling of the string-harnessed system is the accuracy of the displacement field, the strain calculations employed, and the manner in which the string effects are included in the model. To demonstrate this, the various methods for modelling the string-harnessed system which where considered for the presented research are presented. Clamped-free (CF) boundary conditions are considered as these can be imposed experimentally for model validation.

### 2.1.1 Proposed String-Harnessed System Models

## Mass Updated Model

The first proposed model takes into account the added mass of the string and neglects any stiffening effect. As previously mentioned, for the zigzag wrapping pattern the mass per unit length of the system is a constant. Assuming an Euler-Bernoulli beam model and taking into account the added mass of the string, the partial differential equation (PDE) for the free transverse vibrations $w(x, t)$ is

$$
\begin{equation*}
E_{b} I_{b} \frac{\partial^{4} w}{\partial x^{4}}(x, t)+\left(\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}\right) \frac{\partial^{2} w}{\partial t^{2}}(x, t)=0 \tag{2.2}
\end{equation*}
$$

and the boundary conditions are

$$
\begin{equation*}
w(0, t)=0 \quad, \quad \frac{\partial w}{\partial x}(0, t)=0 \quad, \quad E_{b} I_{b} \frac{\partial^{2} w}{\partial x^{2}}(l, t)=0 \quad, \quad E_{b} I_{b} \frac{\partial^{3} w}{\partial x^{3}}(l, t)=0 \tag{2.3}
\end{equation*}
$$

In Eq. (2.2), $E_{b}$ is the Young's modulus of the host structure, $I_{b}=b h^{3} / 12$ is the second moment of area, and $l$ is the total length. $\rho_{b}$ and $\rho_{s}$ are the densities of the beam and the string, respectively. $A_{b}=b h$ and $A_{s}=\pi r_{s}^{2}$ are the cross-sectional areas of the beam and the string, respectively. In Eq. (2.3), the boundary conditions represent zero displacement and zero slope at the clamped end $(x=0)$ and zero moment and zero shear at the free end $(x=l)$. Lastly, $t>0$ denotes time.

## First-Order Displacement Field, Arc Length Strain Calculation, No String Compressive Force

Using EB assumptions for the host structure, assuming a small transverse displacement $w(x, t)$ along the midline of the beam leads to the first-order displacement field in Eqs. (2.4):

$$
\begin{align*}
& u_{x}(x, t)=-z \frac{\partial w}{\partial x}(x, t)  \tag{2.4a}\\
& u_{y}(x, t)=0  \tag{2.4b}\\
& u_{z}(x, t)=w(x, t) \tag{2.4c}
\end{align*}
$$

Consider a differential element of the string and calculate the strain energy. Following the work of [135] the change in length of the string during vibration must first be determined. Using the formula for arc length and the displacement field in Eqs. (2.4), the change in length of the string is calculated. Let $y_{s}(x)$ and $z_{s}(x)$ denote the $y$ and $z$ coordinates of the centre of the string.

$$
\begin{aligned}
\mathrm{d} \Delta_{s}= & \mathrm{d} l_{\text {deformed }}-\mathrm{d} l_{\text {initial }} \\
= & \sqrt{\left(1-\frac{\mathrm{d} z_{s}}{\mathrm{~d} x} \frac{\partial w}{\partial x}-z_{s} \frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\left(\frac{\mathrm{d} y_{s}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}+\frac{\partial w}{\partial x}\right)^{2}} \mathrm{~d} x-\sqrt{1+\left(\frac{\mathrm{d} y_{s}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}} \mathrm{~d} x \\
= & \sqrt{1+\left(\frac{\mathrm{d} y_{s}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}+z_{s}^{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\left(1+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}\right)\left(\frac{\partial w}{\partial x}\right)^{2}+2 z_{s} \frac{\mathrm{~d} z_{s}}{\mathrm{~d} x} \frac{\partial w}{\partial x} \frac{\partial^{2} w}{\partial x^{2}}-2 z_{s} \frac{\partial^{2} w}{\partial x^{2}}} \mathrm{~d} x \\
& \quad-\sqrt{1+\left(\frac{\mathrm{d} y_{s}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}} \mathrm{~d} x
\end{aligned}
$$

To simplify the expression, use a Taylor series for $\sqrt{1+x}$ centred about $x=\left(\frac{\mathrm{d} y_{s}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}$. Using the first two terms in the the Taylor series the approximation is

$$
\sqrt{1+x}=\sqrt{1+\left(\frac{\mathrm{d} y_{s}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}}+\frac{1}{2}\left(1+\left(\frac{\mathrm{d} y_{s}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}\right)^{-1 / 2}\left(x-\left(\frac{\mathrm{d} y_{s}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}\right)
$$

For the zigzag wrapping pattern in consideration, $\left(\frac{\mathrm{d} y_{s}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}=\tan ^{2}(\theta)$ for all $x$. Therefore the differential change in length of the string can be approximated as

$$
\begin{equation*}
\mathrm{d} \Delta_{s}=\left[\left(\frac{1}{2} z_{s}^{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(1+\left(\frac{\mathrm{d} z_{s}}{\mathrm{~d} x}\right)^{2}\right)\left(\frac{\partial w}{\partial x}\right)^{2}+z_{s} \frac{\mathrm{~d} z_{s}}{\mathrm{~d} x} \frac{\partial w}{\partial x} \frac{\partial^{2} w}{\partial x^{2}}-z_{s} \frac{\partial^{2} w}{\partial x^{2}}\right) \cos ^{2}(\theta)\right] \frac{\mathrm{d} x}{\cos (\theta)} \tag{2.5}
\end{equation*}
$$

In Eq. (2.5), the non-bracketed term represents the differential length of undeformed string expressed in terms of $\mathrm{d} x$. As such, the bracketed term represents the strain along the length of the string, denoted $\varepsilon_{s}$. Letting $T_{s}$ denote the pretension in the string and $E_{s}$ the Young's modulus of the string, the differential strain energy is calculated.

$$
\begin{equation*}
\mathrm{d} U_{\text {string }}=\left(T_{s}+E_{s} A_{s} \varepsilon_{s}\right)\left(\varepsilon_{s} \mathrm{~d} l\right)=\left(T_{s} \varepsilon_{s}+E_{s} A_{s} \varepsilon_{s}^{2}\right) \frac{\mathrm{d} x}{\cos (\theta)} \tag{2.6}
\end{equation*}
$$

Next the differential strain energy in the beam is calculated. Since a first-order displacement field is considered for the EB beam, the differential strain in the beam due to bending is

$$
\begin{equation*}
\mathrm{d} U_{\text {beam }, 1}=\frac{1}{2} E_{b} I_{b}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2} \mathrm{~d} x \tag{2.7}
\end{equation*}
$$

In addition to the strain energy from bending, the strain energy due to the change in length of the beam against the force of the string must be taken into account. Assume that the force of the string can be considered as acting only along the midline of the stringharnessed system. Using the arc length formula and the displacement field in Eqs. (2.4) evaluated at $z=0$, the differential change in length of the midline of the beam can be determined.

$$
\begin{equation*}
\mathrm{d} \Delta_{m}=\sqrt{1+\left(\frac{\partial w}{\partial x}\right)^{2}} \mathrm{~d} x-\mathrm{d} x \approx \frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2} \tag{2.8}
\end{equation*}
$$

In Eq. (2.8), the approximation is due to the truncation of the Taylor series of $\sqrt{1+x}$, centred about $x=0$, after 2 terms. Using the expression for the differential stretch in the midline, the differential strain energy due to the change in length of the beam against the force of the string is

$$
\begin{equation*}
\mathrm{d} U_{\text {beam }, 2}=-T_{s} \cos (\theta)\left(\frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2}\right) \mathrm{d} x=-\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2} \mathrm{~d} x \tag{2.9}
\end{equation*}
$$

Combining Eqs. (2.6), (2.7), and (2.9) the final expression for the differential strain is found.

$$
\begin{equation*}
\mathrm{d} U_{\text {system }}=\left\{\frac{1}{2} E_{b} I_{b}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{\left(T_{s} \varepsilon_{s}+E_{s} A_{s} \varepsilon_{s}^{2}\right)}{\cos (\theta)}-\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2}\right\} \mathrm{d} x \tag{2.10}
\end{equation*}
$$

Due to the complex final form of the strain energy, it is not immediately obvious if this will always be positive quantity. The strain energy being a positive quantity is an important quantity for analyzing the stability of the system.

Finally, the differential kinetic energy is determined. For the zigzag wrapping pattern, the mass per unit length is constant throughout the system. The rotary inertia effect is ignored. Therefore, the differential kinetic energy for the string-harnessed system can be written as

$$
\begin{equation*}
\mathrm{d} T_{\text {system }}=\frac{1}{2}\left(\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}\right)\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x \tag{2.11}
\end{equation*}
$$

## Second-Order Displacement Field, Green-Lagrange Strain Tensor, No String Compressive Force

Imposing a small transverse displacement $z=w(x, t)$ to the midline of the beam and retaining up to second-order terms produces the following displacement field

$$
\begin{align*}
& u_{x}(x, t)=-z \frac{\partial w}{\partial x}  \tag{2.12a}\\
& u_{y}(x, t)=0  \tag{2.12~b}\\
& u_{z}(x, t)=w-\frac{z}{2}\left(\frac{\partial w}{\partial x}\right)^{2} \tag{2.12c}
\end{align*}
$$

The Green-Lagrange strain tensor is calculated and employed in the calculation of the differential strain energy. The Green-Lagrange strain tensor is an exact representation of strain and will provide additional terms, and hence accuracy, in contrast to using the infinitesimal strain tensor. The Green-Lagrange strain tensor is defined as

$$
\begin{equation*}
\varepsilon_{i j}^{(2)}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial j}+\frac{\partial u_{j}}{\partial i}+\sum_{k=\{x, y, z\}} \frac{\partial u_{k}}{\partial i} \frac{\partial u_{k}}{\partial j}\right), \quad i, j=\{x, y, z\} \tag{2.13}
\end{equation*}
$$

The superscript indicates the highest order of terms in the displacement field. Substituting Eq. (2.12) into Eq. (2.13) we obtain the strain tensor shown in Eq. (2.14). In calculating the strain tensor we only keep up to second-order terms.

$$
\boldsymbol{\varepsilon}^{(2)}=\left[\begin{array}{ccc}
-z \frac{\partial^{2} w}{\partial x^{2}}+\frac{z^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2} & 0 & 0  \tag{2.14}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Note that $\varepsilon_{x x}^{(2)}$ is the only non-zero term in the strain tensor. This is expected due to the assumption of using a one-dimensional element to model the hybrid structure.

The pre-strain in the string is equal to $T_{s} / E_{s} A_{s}$ and this strain pertains to the case where the beam remains straight and there is no deformation. To determine the strain along the string during vibrations a tensor transformation is used on Eq. (2.14). Since the string wrapping angle is $\theta$, the strain during vibrations is $\varepsilon_{x x}^{(2)} \cos ^{2}(\theta)$. Consider now a differential element of the string and calculate the strain energy. Assume that the string obeys Hooke's law and that the strain at the centre of the string can be taken as the strain at all the points in the cross section for a given position $x$.

$$
\begin{align*}
& \mathrm{d} U_{\text {string }}=\left\{\iint_{\text {string }} \frac{1}{2} E_{s}\left(\frac{T_{s}}{E_{s} A_{s}}+\left.\varepsilon_{x x}^{(2)}\right|_{z=z_{s}} \cos ^{2}(\theta)\right)^{2} \mathrm{~d} A\right\} \mathrm{d} l \\
&=\left\{\int \int _ { \text { string } } \frac { 1 } { 2 } E _ { s } \left(\frac{T_{s}}{E_{s} A_{s}}-z_{s} \cos ^{2}(\theta) \frac{\partial^{2} w}{\partial x^{2}}+\frac{z_{s}^{2} \cos ^{2}(\theta)}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}\right.\right. \\
&\left.\left.+\frac{\cos ^{2}(\theta)}{2}\left(\frac{\partial w}{\partial x}\right)^{2}\right)^{2} \mathrm{~d} A\right\}\left(\frac{\mathrm{d} x}{\cos (\theta)}\right) \\
& \approx\left\{\int \int _ { \text { string } } \frac { 1 } { 2 } E _ { s } \left(\frac{T_{s}^{2}}{E_{s}^{2} A_{s}^{2}}+z_{s}^{2} \cos ^{4}(\theta)\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}-\frac{2 T_{s} z_{s} \cos ^{2}(\theta)}{E_{s} A_{s}} \frac{\partial^{2} w}{\partial x^{2}}\right.\right. \\
&\left.\left.+\frac{T_{s} z_{s}^{2} \cos ^{2}(\theta)}{E_{s} A_{s}}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{T_{s} \cos ^{2}(\theta)}{E_{s} A_{s}}\left(\frac{\partial w}{\partial x}\right)^{2}\right) \mathrm{~d} A\right\}\left(\frac{\mathrm{d} x}{\cos (\theta)}\right) \\
&=\left\{\frac{1}{2}\left[E_{s} A_{s} z_{s}^{2} \cos ^{3}(\theta)+T_{s} z_{s}^{2} \cos (\theta)\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}-T_{s} z_{s} \cos (\theta) \frac{\partial^{2} w}{\partial x^{2}}\right. \\
&\left.+\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}\right\} \mathrm{d} x \tag{2.15}
\end{align*}
$$

In Eq. (2.15) the approximation symbol is used since only terms up to second-order in $w(x, t)$ and its derivatives are kept. In the expression for the strain energy in the string it is seen that there is a term with a negative coefficient. Of interest is determining whether or not the strain energy in the string is always a positive quantity. Completing the square using the $\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}, \frac{\partial^{2} w}{\partial x^{2}}$, and constant terms, the strain energy in the string can be written
as

$$
\begin{align*}
\mathrm{d} U_{\text {string }}=\{ & \frac{1}{2}\left[E_{s} A_{s} z_{s}^{2} \cos ^{3}(\theta)+T_{s} z_{s}^{2} \cos (\theta)\right]\left(\frac{\partial^{2} w}{\partial x^{2}}-\frac{T_{s}}{E_{s} A_{s} z_{s} \cos ^{2}(\theta)+T_{s} z_{s}}\right)^{2} \\
& \left.+\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2}+\frac{T_{s}^{2}}{2 E_{s}^{2} A_{s}^{2} \cos ^{3}(\theta)+2 E_{s} A_{s} T_{s} \cos (\theta)}\right\} \mathrm{d} x \tag{2.16}
\end{align*}
$$

Equation (2.16) clearly demonstrates that the strain energy in the string is always a positive quantity.

Next, the strain energy in the beam is calculated. Assume that the beam obeys Hooke's law and the strain in the beam due to vibrations is $\varepsilon_{x x}^{(2)}$. Consider now a differential element of the beam and calculate the strain energy.

$$
\begin{align*}
\mathrm{d} U_{\text {beam }} & =\left\{\iint_{\text {beam }} \frac{1}{2} E_{b}\left(\varepsilon_{x x}^{(2)}\right)^{2} \mathrm{~d} A\right\} \mathrm{d} x \\
& =\left\{\iint_{\text {beam }} \frac{1}{2} E_{b}\left(\frac{-T_{s} \cos (\theta)}{E_{b} A_{b}}-z \frac{\partial^{2} w}{\partial x^{2}}+\frac{z^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2}\right)^{2} \mathrm{~d} A\right\} \mathrm{d} x \\
& \approx\left\{\iint_{\text {beam }} \frac{1}{2} E_{b}\left(z^{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}\right) \mathrm{d} A\right\} \mathrm{d} x \\
& =\left\{\frac{1}{2} E_{b} I_{b}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}\right\} \mathrm{d} x \tag{2.17}
\end{align*}
$$

In Eq. (2.50) the approximation symbol is used since only terms up to second-order in $w(x, t)$ and its derivatives are kept. The strain energy for the beam is always a positive quantity.

Summing Eqs. (2.15) and (2.50) the strain energy for a differential element of the hybrid system is found.

$$
\begin{align*}
\mathrm{d} U_{\text {system }}=\{ & \frac{1}{2}\left[E_{b} I_{b}+E_{s} A_{s} z_{s}^{2} \cos ^{3}(\theta)+T_{s} z_{s}^{2} \cos (\theta)\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2} \\
& \left.+\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2}-T_{s} z_{s} \cos (\theta) \frac{\partial^{2} w}{\partial x^{2}}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}\right\} \mathrm{d} x \tag{2.18}
\end{align*}
$$

Since the strain energy in the string and beam were shown to be positive quantities, the total strain energy in the string-harnessed system is always positive. Since the strain
energy is always positive, the system will be positive definite and thus the frequencies will be positive. This indicates that for this modelling approach the system will be stable for all possible parameter values.

For the zigzag wrapping pattern, the mass per unit length is a constant throughout the entire system. As with the previous model, the differential kinetic energy is

$$
\begin{equation*}
\mathrm{d} T_{\text {system }}=\frac{1}{2}\left(\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}\right)\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x \tag{2.19}
\end{equation*}
$$

## Second-Order Displacement Field, Green-Lagrange Strain Tensor, With Compressive Force

For the final model, the steps for determining the strain energy in the system are the same as the previous model with the exception that a compressive force due to the string is considered in the beam differential strain energy. As such, the differential strain energy in the string is the same as Eq. (2.15).

$$
\begin{align*}
\mathrm{d} U_{\text {string }}=\{ & \frac{1}{2}\left[E_{s} A_{s} z_{s}^{2} \cos ^{3}(\theta)+T_{s} z_{s}^{2} \cos (\theta)\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}-T_{s} z_{s} \cos (\theta) \frac{\partial^{2} w}{\partial x^{2}} \\
& \left.+\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}\right\} \mathrm{d} x \tag{2.20}
\end{align*}
$$

Since the strain energy in the string is the same as in the previous model, it is known that the strain energy in the string is always a positive quantity.

Next consider the strain in the beam. Let the beam be pre-compressed with a force equal in magnitude to the pre-tension in the string and acting in the same direction as the string longitudinal axis. The initial compressive strain in the beam is therefore $-T_{s} \cos (\theta) / E_{b} A_{b}$. The strain energy in the beam due to vibrations is $\varepsilon_{x x}^{(2)}$, which is the non-zero component in Eq. (2.14) for the Green-Lagrange strain tensor assuming a second-order displacement
field. Consider now a differential element of the beam and calculate the strain energy.

$$
\begin{align*}
\mathrm{d} U_{\text {beam }}= & \left\{\iint_{\text {beam }} \frac{1}{2} E_{b}\left(-\frac{T_{s} \cos (\theta)}{E_{b} A_{b}}+\varepsilon_{x x}^{(2)}\right)^{2} \mathrm{~d} A\right\} \mathrm{d} x \\
= & \left\{\iint_{\text {beam }} \frac{1}{2} E_{b}\left(\frac{-T_{s} \cos (\theta)}{E_{b} A_{b}}-z \frac{\partial^{2} w}{\partial x^{2}}+\frac{z^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2}\right)^{2} \mathrm{~d} A\right\} \mathrm{d} x \\
\approx & \left\{\int \int _ { \text { beam } } \frac { 1 } { 2 } E _ { b } \left(\frac{T_{s}^{2} \cos ^{2}(\theta)}{E_{b}^{2} A_{b}^{2}}+z^{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{2 T_{s} z \cos (\theta)}{E_{b} A_{b}} \frac{\partial^{2} w}{\partial x^{2}}\right.\right. \\
& \left.\left.-\frac{T_{s} z^{2} \cos (\theta)}{E_{b} A_{b}}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}-\frac{T_{s} \cos (\theta)}{E_{b} A_{b}}\left(\frac{\partial w}{\partial x}\right)^{2}\right) \mathrm{~d} A\right\} \mathrm{d} x \\
= & \left\{\frac{1}{2}\left[E_{b} I_{y y}-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}-\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x \tag{2.21}
\end{align*}
$$

In Eq. (2.21) the approximation symbol is used since only terms up to second-order in $w(x, t)$ and its derivatives are kept. In the expression for the strain energy in the beam it is clearly seen that for certain choices of system parameters this quantity can be made negative. For example, the tension in the string can be made exceptionally large.

Summing Eqs. (2.20) and (2.21) the strain energy for a differential element of the hybrid system is found.

$$
\begin{align*}
\mathrm{d} U_{\text {system }}=\{ & \frac{1}{2}\left[E_{b} I_{y y}+E_{s} A_{s} z_{s}^{2} \cos ^{3}(\theta)+T_{s} z_{s}^{2} \cos (\theta)-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2} \\
& \left.-T_{s} z_{s} \cos (\theta) \frac{\partial^{2} w}{\partial x^{2}}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x \tag{2.22}
\end{align*}
$$

The major difference between the system differential strain energy of Eqs. (2.18) and (2.22) is the presence of term $\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2} \mathrm{~d} x$ in Eq. (2.18). When the compressive force of the string is considered in the beam differential strain energy, the term $\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2} \mathrm{~d} x$ from Eq. (2.18) is cancelled out. Further, since the strain energy in the beam can potentially be a negative value, the total strain of the system must be analyzed to determine under which conditions the strain energy in the system will be positive or negative.

Using the results of completing the square for the string strain energy to obtain Eq. (2.16)
from Eq. (2.15), the total strain energy of the system in Eq. (2.22) can be written as

$$
\begin{align*}
\mathrm{d} U_{\text {system }}= & \left\{\frac{1}{2}\left[E_{s} A_{s} z_{s}^{2} \cos ^{3}(\theta)+T_{s} z_{s}^{2} \cos (\theta)\right]\left(\frac{\partial^{2} w}{\partial x^{2}}-\frac{T_{s}}{E_{s} A_{s} z_{s} \cos ^{2}(\theta)+T_{s} z_{s}}\right)^{2}\right. \\
& +\frac{1}{2}\left[E_{b} I_{y y}-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{T_{s}^{2}}{2 E_{s}^{2} A_{s}^{2} \cos ^{3}(\theta)+2 E_{s} A_{s} T_{s} \cos (\theta)} \\
& \left.+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x \tag{2.23}
\end{align*}
$$

In Eq. (2.23) it can be seen that if the coefficient of the $\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}$ term is made positive, then the strain energy in the system will be positive at every point $x$. This is a stronger condition than requiring that the total strain energy be positive when integrating over the entire system. To achieve this positive strain at each point $x$, the value of the tension in the string must be $T_{s} \leq E_{b} A_{b} / \cos (\theta)$. Considering the upper limit for the value of tension, this would lead to the following strain along the longitudinal axis of the beam

$$
\epsilon=\frac{\sigma}{E_{b}}=\frac{1}{E_{b}} \frac{T_{s} \cos (\theta)}{A_{b}}=\frac{1}{E_{b}} \frac{E_{b} A_{b}}{A_{b}}=1
$$

The result of $\epsilon=1$ indicates that the beam has undergone a change in length equal to the total length of the beam. However, this is not possible physically and thus any real world test setup will always have a positive strain energy value. In the case of positive strain for all system parameter values, the frequencies of the system will be positive and thus stability is ensured.

Theoretically, the tension in the string can be made larger than $E_{b} A_{b} / \cos (\theta)$, in which case the strain energy in the system can potentially be made negative. Consider the case of a string with a constant height $z_{s}(x)=\bar{z}$. Completing the square for the total strain energy of the system in Eq. (2.22) leads to

$$
\begin{align*}
\mathrm{d} U_{\text {system }}= & \left\{\frac { 1 } { 2 } [ E _ { b } I _ { y y } + E _ { s } A _ { s } \overline { z } ^ { 2 } \operatorname { c o s } ^ { 3 } ( \theta ) + T _ { s } \overline { z } ^ { 2 } \operatorname { c o s } ( \theta ) - \frac { T _ { s } \operatorname { c o s } ( \theta ) I _ { y y } } { A _ { b } } ] \left(\frac{\partial^{2} w}{\partial x^{2}}\right.\right. \\
- & \left.\frac{T_{s} \bar{z} \cos (\theta)}{E_{b} I_{y y}+E_{s} A_{s} \bar{z}^{2} \cos ^{3}(\theta)+T_{s} \bar{z}^{2} \cos (\theta)-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}}\right)^{2}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)} \\
& \left.+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}-\frac{T_{s}^{2} \bar{z}^{2} \cos ^{2}(\theta)}{2\left[E_{b} I_{y y}+E_{s} A_{s} \bar{z}^{2} \cos ^{3}(\theta)+T_{s} \bar{z}^{2} \cos (\theta)-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}\right]}\right\} \mathrm{d} x \tag{2.24}
\end{align*}
$$

First consider the coefficient of the term containing $\frac{\partial^{2} w}{\partial x^{2}}$. If $\bar{z}^{2} \geq I_{y y} / A_{b}$, then the coefficient will always be positive for all possible system parameters. However, if $\bar{z}^{2}<$ $I_{y y} / A_{b}$, then for $T_{s}>\left(E_{b} I_{y y}+E_{s} A_{s} \bar{z}^{2} \cos ^{3}(\theta)\right) / \cos (\theta)\left(\frac{I_{y y}}{A_{b}}-\bar{z}^{2}\right)$ the coefficient will be negative. Next, consider the constant terms in Eq. (2.24). Algebraic manipulation to have a common denominator for these constant terms results in

$$
\begin{aligned}
& \left\{T_{s}^{2} E_{b} A_{b}\left[E_{b} I_{y y}+T_{s} \cos (\theta)\left(\bar{z}^{2}-\frac{I_{y y}}{A_{b}}\right)\right]\right. \\
& \left.+T_{s}^{2} E_{s} A_{s} \cos ^{3}(\theta)\left[E_{b} I_{y y}+E_{s} A_{s} \bar{z}^{2} \cos ^{3}(\theta)+T_{s} \cos (\theta)\left(\bar{z}^{2}-\frac{I_{y y}}{A_{b}}\right)\right]\right\} \\
& \left\{2\left[E_{b} I_{y y}+E_{s} A_{s} \bar{z}^{2} \cos ^{3}(\theta)+T_{s} \cos (\theta)\left(\bar{z}^{2}-\frac{I_{y y}}{A_{b}}\right)\right] E_{b} A_{b} E_{s} A_{s} \cos (\theta)\right\}^{-1}
\end{aligned}
$$

Above, it is seen that if $\bar{z}^{2} \geq I_{y y} / A_{b}$ then the constant terms will produce a positive value. However, if $\bar{z}^{2}<I_{y y} / A_{b}$, then the sum of the constant terms will be negative when

$$
\frac{E_{b} I_{y y}+\frac{\left(E_{s} A_{s} \cos ^{3}(\theta)\right)^{2} \bar{z}^{2}}{E_{b} A_{b}+E_{s} A_{s} \cos ^{3}(\theta)}}{\cos (\theta)\left(\frac{I_{y y}}{A_{b}}-\bar{z}^{2}\right)}<T_{s}<\frac{E_{b} I_{y y}+E_{s} A_{s} \cos ^{3}(\theta) \bar{z}^{2}}{\cos (\theta)\left(\frac{I_{y y}}{A_{b}}-\bar{z}^{2}\right)}
$$

and positive otherwise. Note the the lower bound above is larger than $E_{b} A_{b} / \cos (\theta)$, which was the condition for positivity in the strain energy previously determined.

To summarize the results, if $\bar{z}^{2} \geq I_{y y} / A_{b}$ then the strain energy in the system will always be positive for all values of system parameters. If $\bar{z}^{2}<I_{y y} / A_{b}$, then the value for $T_{s}$ can potentially make either the coefficient of the term containing $\frac{\partial^{2} w}{\partial x^{2}}$ or the sum of the constant terms negative. Having one of these being negative could result in the overall strain energy in the system being negative. This demonstrates that the wrapping pattern being applied to the system will influence whether the strain energy in the system will remain strictly positive for all system parameters or could become negative. However, to reiterate, this would only be possible in a theoretical situation as the values for tension required are larger than $E_{b} A_{b} / \cos (\theta)$, which is the value for which the strain in the beam is equal to its length.

For the zigzag wrapping pattern, the mass per unit length is a constant throughout the entire system. As with the previous model, the differential kinetic energy is

$$
\begin{equation*}
\mathrm{d} T_{\text {system }}=\frac{1}{2}\left(\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}\right)\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x \tag{2.25}
\end{equation*}
$$

### 2.1.2 Homogenization of Models

In working towards the equation of motion for the free transverse vibrations of the stringharnessed system, the total kinetic and strain energy are to be determined. For the zigzag wrapping pattern the mass per unit length is a constant throughout the system and thus the same differential kinetic energy is found in Eqs. (2.11), (2.19), and (2.25). Integrating these equations over the length of the system yields the kinetic energy for the entire structure

$$
\begin{equation*}
T_{\mathrm{tot}}=\int_{0}^{l} \frac{1}{2}\left[\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}\right]\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x \tag{2.26}
\end{equation*}
$$

For the strain energy in the system a homogenization technique is employed. The homogenization technique used in this work follows an energy equivalence approach to determine a constant coefficient model for the string-harnessed system. This is achieved by considering a single fundamental element of the system, determining an equivalent strain energy per unit length, and then integrating to determine the total strain energy in the system.

A second-order Taylor series of $w(\eta, t)$ about the centre of a fundamental element is substituted into the expression for the differential strain energy in Eqs. (2.10), (2.18), and (2.22). Integration is then performed over the length of the fundamental element to determine a strain energy for the fundamental element $U_{\mathrm{e}}$. The strain energy per unit length of the fundamental element is found by dividing $U_{\mathrm{e}}$ by the length of a fundamental element. Integrating the strain energy per unit length over the entire domain of the stringharnessed system gives the total strain energy. The general form for the total strain energy determined using the homogenization technique is

$$
\begin{equation*}
U_{\mathrm{tot}}=\int_{0}^{l}\left(\frac{1}{2} C_{1}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+C_{2}\left(\frac{\partial w}{\partial x}\right)^{2}+C_{3}+C_{4} \frac{\partial w}{\partial x} \frac{\partial^{2} w}{\partial x^{2}}\right) \mathrm{d} x \tag{2.27}
\end{equation*}
$$

The coefficients for the modelling approaches initially considered for the string-harnessed system are summarized.

Coefficients for First-Order Displacement Field, Arc Length Strain Calculation, No String Compressive Force

$$
\begin{align*}
& C_{1}=E_{b} I_{b}+\frac{2 E_{s} A_{s}\left(3 \bar{b} \bar{h}^{2}+\bar{h}^{3}\right) \cos ^{3}(\theta)}{3(\bar{b}+\bar{h})}+\frac{T_{s}\left(6 \bar{b}^{2} \bar{h}+6 \bar{b} \bar{h}^{2}+6 \bar{h}^{3}+\left(\bar{h}^{3}+3 \bar{b} \bar{h}^{2}\right) \sin ^{2}(\theta)\right) \cos (\theta)}{3(\bar{b}+\bar{h})} \\
& C_{2}=\frac{T_{s} \bar{h} \sin ^{2}(\theta)}{(\bar{b}+\bar{h}) \cos (\theta)} \\
& C_{3}=0 \\
& C_{4}=\frac{T_{s} \bar{b} \bar{h} \sin (\theta)}{(\bar{b}+\bar{h})} \tag{2.28}
\end{align*}
$$

Coefficients for Second-Order Displacement Field, Green-Lagrange Strain Tensor, No String Compressive Force

$$
\begin{align*}
& C_{1}=E_{b} I_{b}+\frac{E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}+T_{s} \cos (\theta) \frac{\bar{h}^{2}(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}} \\
& C_{2}=T_{s} \cos (\theta) \\
& C_{3}=\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)} \\
& C_{4}=0 \tag{2.29}
\end{align*}
$$

Coefficients for Second-Order Displacement Field, Green-Lagrange Strain Tensor, With Compressive Force

$$
\begin{align*}
& C_{1}=E_{b} I_{b}+\frac{E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}+T_{s} \cos (\theta)\left[\frac{\bar{h}^{2}(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}-\frac{I_{b}}{A_{b}}\right] \\
& C_{2}=0 \\
& C_{3}=\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}} \\
& C_{4}=0 \tag{2.30}
\end{align*}
$$

In Eq. (2.30), it can be shown that $\bar{h}^{2}(\bar{b}+\bar{h} / 3) /(\bar{b}+\bar{h})-I_{b} / A_{b}>0$ always holds, and therefore $C_{1}$ will always be a positive constant.

Note, the homogenized strain energy with coefficients given in Eq. (2.30) is always a positive quantity. This indicates that likely the spatially dependent strain energy in Eq. (2.22) is also always a positive quantity, at least when integrated over the length of a fundamental element. For this reason, changing the system parameters, in particular $T_{s}$, does not cause the strain energy to become negative. It is expected that if the spatially dependent strain energy could be made negative through changing system parameters that this would also be captured in the homogenization process. This is clearly seen for a system with a constant position $z_{s}(x)=\bar{z}$, which results in the following homogenized strain energy

$$
\begin{aligned}
\mathrm{d} U_{\text {system, hom }}=\{ & \frac{1}{2}\left[E_{b} I_{y y}+E_{s} A_{s} \bar{z}^{2} \cos ^{3}(\theta)+T_{s} \bar{z}^{2} \cos (\theta)-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2} \\
& \left.-T_{s} \bar{z} \cos (\theta) \frac{\partial^{2} w}{\partial x^{2}}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x
\end{aligned}
$$

It is seen that the homogenized differential strain energy and the exact strain energy from Eq. (2.24) are identical. This means that the possibility of obtaining a negative strain energy when $\bar{z}^{2}<I_{y y} / A_{b}$ in the spatially dependent model is also captured in the homogenized model. Thus for a simple case it is seen that the homogenized model predicts the mathematical possibility of instability in the system. However, it is possible that the process of homogenization would not predict the instabilities in the system as predicted in the exact spatially dependent strain due to the average of local effects.

### 2.1.3 Vibration Analysis

Denote the total kinetic energy of the system in Eq. (2.26) as $T_{\text {tot }}=\int_{0}^{l} \frac{1}{2} K_{1}\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x$. Using this and the general form for the strain energy in Eq. (2.27), the Lagrangian for the string-harnessed system can be found. Hamilton's principle is then applied, and the partial differential equation for the free vibration of the transverse displacement $w(x, t)$ for the string-harnessed system is

$$
\begin{equation*}
C_{1} \frac{\partial^{4} w}{\partial x^{4}}-C_{2} \frac{\partial^{2} w}{\partial x^{2}}+K_{1} \frac{\partial^{2} w}{\partial t^{2}}=0 \tag{2.31}
\end{equation*}
$$

and the clamped-free boundary conditions are

$$
\begin{equation*}
w(0, t)=0 \quad, \quad \frac{\partial w}{\partial x}(0, t)=0 \quad, \quad C_{1} \frac{\partial^{3} w}{\partial x^{3}}(l, t)-C_{2} \frac{\partial w}{\partial x}(l, t)=0 \quad, \quad C_{1} \frac{\partial^{2} w}{\partial x^{2}}(l, t)+C_{4} \frac{\partial w}{\partial x}(l, t)=0 \tag{2.32}
\end{equation*}
$$

In Eq. (2.31), the first and third terms in the PDE are those relating to the bending stiffness and mass per unit length of the system, respectively, as is typically seen in an EB beam model. The second term in the PDE is due to compressive forces along the longitudinal axis. $C_{2}$ is a positive quantity and is the magnitude of the compressive force obtained after homogenization. If the beam was under a tensile force, the $C_{2}$ would remain a positive quantity, since it is the magnitude, and the sign in the PDE would switch from a subtraction to an addition. A compressive force in the system has the effect of lowering the natural frequencies.

The free-end boundary conditions in Eq. (2.32) can be interpreted as zero shear and zero moment, respectively. With respect to the moment, the additional term in the boundary condition with coefficient $C_{4}$ is only present for the system model using the arc length calculation for the stretch in the string. This term is not given a physical interpretation since the arc length model is incorrect. With respect to the shear, the additional term in the boundary condition with coefficient $C_{2}$ is due to the axial compressive force. During vibrations, changes in the location of the midline and the compressive force always being in the $x$ direction will introduce a shear force. Therefore the shear force at the free end of the system is a balance between the beam shear and the shear from the compressive force.

Using separation of variables, assume the solution to Eqs. (2.31) and (2.32) is $w(x, t)=$ $f(x) e^{i \omega t}$. This lead to an ordinary differential equation (ODE) in terms of $f(x)$ and the general solution is given in Eqs. (2.33).

$$
\begin{align*}
& f(x)=A \cos (\bar{\alpha} x)+B \sin (\bar{\alpha} x)+C  \tag{2.33a}\\
& \cosh (\bar{\beta} x)+D \sinh (\bar{\beta} x)  \tag{2.33b}\\
& \bar{\alpha}=\sqrt{\frac{-C_{2}+\sqrt{C_{2}^{2}+4 C_{1} K_{1} \omega^{2}}}{2 C_{1}}}  \tag{2.33c}\\
& \bar{\beta}=\sqrt{\frac{C_{2}+\sqrt{C_{2}^{2}+4 C_{1} K_{1} \omega^{2}}}{2 C_{1}}}
\end{align*}
$$

Applying the boundary conditions to the solution in Eqs. (2.33), the characteristic equation
of the string-harnessed system is

$$
\begin{align*}
0=C_{1} & \left(\bar{\alpha}^{4}+\bar{\beta}^{4}\right)+C_{2}\left(\bar{\alpha}^{2}-\bar{\beta}^{2}\right)+\left[2 C_{1} \bar{\alpha}^{2} \bar{\beta}^{2}-C_{2}\left(\bar{\alpha}^{2}-\bar{\beta}^{2}\right)\right] \cos (\bar{\alpha} l) \cosh (\bar{\beta} l) \\
& +\bar{\alpha} \bar{\beta}\left[2 C_{2}+C_{1}\left(\bar{\alpha}^{2}-\bar{\beta}^{2}\right)\right] \sin (\bar{\alpha} l) \sinh (\bar{\beta} l)+C_{4} \bar{\beta}\left(\bar{\alpha}^{2}+\bar{\beta}^{2}\right) \cos (\bar{\alpha} l) \sinh (\bar{\beta} l) \\
& +C_{4} \bar{\alpha}\left(\bar{\alpha}^{2}+\bar{\beta}^{2}\right) \sin (\bar{\alpha} l) \cosh (\bar{\beta} l) \tag{2.34}
\end{align*}
$$

The mode shapes obtained after applying the boundary conditions are then mass normalized. For the $n^{\text {th }}$ mode of the string-harnessed system the mode shape is

$$
\begin{align*}
\phi_{n}(x) & =A_{n}\left\{\cos \left(\bar{\alpha}_{n} x\right)-\cosh \left(\bar{\beta}_{n} x\right)-k_{n}\left[\sin \left(\bar{\alpha}_{n} x\right)-\frac{\bar{\alpha}_{n}}{\bar{\beta}_{n}} \sinh \left(\bar{\beta}_{n} x\right)\right]\right\}  \tag{2.35a}\\
k_{n} & =\frac{C_{1} \bar{\alpha}_{n}^{2} \cos \left(\bar{\alpha}_{n} l\right)+C_{1} \bar{\beta}_{n}^{2} \cosh \left(\bar{\beta}_{n} l\right)+C_{4} \bar{\alpha}_{n} \sin \left(\bar{\alpha}_{n} l\right)+C_{4} \bar{\beta}_{n} \sinh \left(\bar{\beta}_{n} l\right)}{C_{1} \bar{\alpha}_{n}^{2} \sin \left(\bar{\alpha}_{n} l\right)+C_{1} \bar{\alpha}_{n} \bar{\beta}_{n} \sinh \left(\bar{\beta}_{n} l\right)-C_{4} \bar{\alpha}_{n} \cos \left(\bar{\alpha}_{n} l\right)+C_{4} \bar{\alpha}_{n} \cosh \left(\bar{\beta}_{n} l\right)}  \tag{2.35b}\\
A_{n} & =\left(K_{1} \int_{0}^{l}\left(\cos \left(\bar{\alpha}_{n} x\right)-\cosh \left(\bar{\beta}_{n} x\right)-k_{n}\left[\sin \left(\bar{\alpha}_{n} x\right)-\frac{\bar{\alpha}_{n}}{\bar{\beta}_{n}} \sinh \left(\bar{\beta}_{n} x\right)\right]\right)^{2} \mathrm{~d} x\right)^{-1 / 2} \tag{2.35c}
\end{align*}
$$

The mass normalization conditions satisfied by the mode shapes are

$$
\begin{align*}
\int_{0}^{l} K_{1} \phi_{i}(x) \phi_{j}(x) \mathrm{d} x & =\delta_{i j}  \tag{2.36}\\
\int_{0}^{l} \phi_{i}(x)\left[C_{1} \frac{\mathrm{~d}^{4} \phi_{j}}{\mathrm{~d} x^{4}}(x)-C_{2} \frac{\mathrm{~d}^{2} \phi_{j}}{\mathrm{~d} x^{2}}(x)\right] \mathrm{d} x & =\omega_{i}^{2} \delta_{i j} \tag{2.37}
\end{align*}
$$

Above, $\delta_{i j}$ is the Kronecker delta. The response of the system can then be expressed as $w(x, t)=\sum_{n=1}^{\infty} \phi_{n}(x) g_{n}(t)$, where the functions $g_{n}(t)$ are to be determined.

### 2.2 Initial Experimental Results

### 2.2.1 Analytical Frequency Response Function for Base Excitation

The clamped end of the string-harnessed system is fixed to a shaker during experimental testing. Therefore, the boundary conditions at the clamped end of the system in Eq. (2.32)
become, for $\omega_{s} \neq 0$,

$$
\begin{align*}
w(0, t) & =\frac{g g_{f}}{\omega_{s}^{2}} \sin \left(\omega_{s} t\right) & C_{1} \frac{\partial^{3} w}{\partial x^{3}}(l, t)-C_{2} \frac{\partial w}{\partial x}(l, t)=0 \\
\frac{\partial w}{\partial x}(0, t) & =0 & C_{1} \frac{\partial^{2} w}{\partial x^{2}}(l, t)+C_{4} \frac{\partial w}{\partial x}(l, t)=0
\end{align*}
$$

and the PDE for the transverse vibrations is given in Eq. (2.31). In Eq. (2.38), $g$ is the gravitational acceleration, $g_{f}$ is a dimensionless gravitational acceleration factor, and $\omega_{s}$ is the driving frequency of the shaker.

To remove the nonhomogeneous boundary condition, a function $r(x, t)$ is introduced of which the only requirement is to satisfy the same boundary conditions as $w(x, t)$. Take $r(x, t)=g g_{f} \sin \left(\omega_{s} t\right) / \omega_{s}^{2}$. Let $y(x, t)=w(x, t)-r(x, t)$, and make this substitution into the PDE of Eq. (2.31) and the boundary conditions listed in Eq. (2.38). The new PDE in terms of the function $y(x, t)$ is

$$
\begin{equation*}
C_{1} \frac{\partial^{4} y}{\partial x^{4}}-C_{2} \frac{\partial^{2} y}{\partial x^{2}}+K_{1} \frac{\partial^{2} y}{\partial t^{2}}=K_{1} g g_{f} \sin \left(\omega_{s} t\right) \tag{2.39}
\end{equation*}
$$

and the boundary conditions are

$$
\begin{array}{rlrl}
y(0, t) & =0 & C_{1} \frac{\partial^{3} y}{\partial x^{3}}(l, t)-C_{2} \frac{\partial y}{\partial x}(l, t) & =0  \tag{2.40}\\
\frac{\partial y}{\partial x}(0, t) & =0 & C_{1} \frac{\partial^{2} y}{\partial x^{2}}(l, t)+C_{4} \frac{\partial y}{\partial x}(l, t)=0
\end{array}
$$

The frequencies and mode shapes are then determined by considering the unforced system; the results are those listed in Eqs. (2.34)-(2.37). Thus, the solution for the PDE in Eq. (2.39) can be expressed as $y(x, t)=\sum_{n=1}^{\infty} \phi_{n}(x) g_{n}(t)$, there the functions $g_{n}(t)$ are to be determined.

Because of the orthogonality condition for the mode shapes, substituting the series solution for $y(x, t)$ into the PDE, multiplying by $\phi_{i}(x)$, and integrating over the domain of the system yields

$$
\begin{equation*}
\frac{\mathrm{d}^{2} g_{i}}{\mathrm{~d} t^{2}}(t)+\omega_{i}^{2} g_{i}(t)=g g_{f} K_{1} \int_{0}^{l} \phi_{i}(x) \mathrm{d} x \sin \left(\omega_{s} t\right)=g g_{f} \bar{\phi}_{i} \sin \left(\omega_{s} t\right) \tag{2.41}
\end{equation*}
$$

The steady-state solution for the $i^{\text {th }}$ modal equation is then

$$
\begin{equation*}
g_{\mathrm{ss}, i}(t)=\frac{g g_{f} \bar{\phi}_{i}}{\omega_{i}^{2}-\omega_{s}^{2}} \sin \left(\omega_{s} t\right) \tag{2.42}
\end{equation*}
$$

Therefore, the steady-state solution for the original system can be found as

$$
\begin{equation*}
w_{\mathrm{ss}}(x, t)=r(x, t)+y_{\mathrm{ss}}(x, t)=g g_{f}\left(\frac{1}{\omega_{s}^{2}}+\sum_{n=1}^{\infty} \frac{\bar{\phi}_{i} \phi_{i}(x)}{\omega_{i}^{2}-\omega_{s}^{2}}\right) \sin \left(\omega_{s} t\right) \tag{2.43}
\end{equation*}
$$

The analytical expression for the FRF is then found by dividing Eq. (2.43) by the amplitude of the acceleration and taking the magnitude.

$$
\begin{equation*}
H\left(x, \omega_{s}\right)=\left|\frac{1}{\omega_{s}^{2}}+\sum_{n=1}^{\infty} \frac{\bar{\phi}_{i} \phi_{i}(x)}{\omega_{i}^{2}-\omega_{s}^{2}}\right| \tag{2.44}
\end{equation*}
$$

Here, the variable $x$ denotes the sensing location measured from the clamped end of the system.

### 2.2.2 Experimental Setup

Figure 2.3 shows the test setup used for FRF validation of the homogenized models for the string-harnessed system. The experiments are conducted using a Modal Shop 2075E dual purpose electrodynamic shaker controlled by an LMS SCADAS mobile data acquisition system. The LMS SCADAS controls the shaker base acceleration using the Sine Control module. A feedback loop in the LMS Test Lab software uses a PCB Piezotronics 352A24 accelerometer to ensure the desired acceleration is met. A Polytec OFV-505 laser vibrometer and Polytec OFV-5000 vibrometer controller are used for the FRF measurements of the system. The LMS data acquisition system is also used for the laser measurement data processing. A Modal Shop 2050E09 power amplifier is used to provide the excitation signal produced by the LMS unit to the shaker.

The pre-tension in the string is applied using a hanging mass of known weight while wrapping the string around the beam. Caution is taken during wrapping the string to eliminate motion in the hanging mass in order to allow for a steady force application and to avoid variation of tension during the wrapping. Figure 2.4 shows the harnessed beam mounted on the shaker base for the experiments. As shown in this figure, the harnessing string is tied through a small hole located at the free end of the beam. Additionally, there


Figure 2.3: Experimental setup for FRF measurement.
is a small section of beam that extends beyond the clamp. This small section of beam is used to facilitate the clamping process of the string-harnessed system to the shaker. Lastly, a small square of reflective tape is used to improve the accuracy of the measurements from the laser vibrometer.

### 2.2.3 Experimental Results and Comparison of Modelling Approaches

An aluminum alloy 6061 beam specimen is used as the host structure. The clamped beam has dimension of 0.01306 m width, 0.00146 m thickness, and 0.251 m length. The modulus for the aluminum alloy 6061 is 68.9 GPa , and the density is $2768 \mathrm{~g} / \mathrm{m}^{3}$. A sensing location of 0.052 m from the clamped end was chosen so that it does not coincide with any nodes of the system within the frequency range of interest.

A constant base acceleration results in a smaller displacement amplitude for higher frequencies. The smaller amplitude results in a smaller accuracy in obtaining the laser


Figure 2.4: String-harnessed beam mounted on shaker.
measurements. Therefore, the FRFs are obtained individually for each mode during which both the laser sensitivity and shaker acceleration were adjusted to ensure optimal results. Table 2.1 presents the acceleration values used for the test.

Table 2.1: Acceleration profile used in initial experiments

| Mode | Acceleration $\left(g_{f}\right)$ | Resonance $\left(g_{f}\right)$ | Anti-resonance $\left(g_{f}\right)$ |
| :---: | ---: | ---: | ---: |
| 1 | 0.05 | 0.03 | 0.2 |
| 2 | 1 | 0.1 | 1.2 |
| 3 | 1 | 0.5 | 3.5 |

As an initial step, the experimental FRFs for the host structure only, i.e., an unwrapped beam, are compared to the analytical FRFs using an undamped EB beam model. The results are presented in Fig. 2.5, and the natural frequencies for the analytical and experimental results are listed in Table 2.2.


Figure 2.5: Analytical and experimental FRFs for the unwrapped beam.

Table 2.2: Experimental and analytical frequencies, in Hz , for the unwrapped beam

|  | Mode |  |  |
| :---: | ---: | ---: | ---: |
|  | 1 | 2 | 3 |
| Experiment | 18.58 | 116.50 | 326.95 |
| EB Model | 18.64 | 116.79 | 327.01 |
| \% Error | 0.3 | 0.25 | 0.02 |

As it is observed in Fig. 2.5, the analytical FRF matches that of the experiment quite well. This is expected considering the large length-to-thickness ratio for the beam. As shown in Table 2.2, there is good agreement between the analytical model and the experimental natural frequencies. As expected, the analytical model overpredicts the frequencies due to exclusion of shear or rotary inertia effects in the model. Since the results match quite well, this removes any uncertainty in the ability of the clamping mechanism to truly restrict displacement and slope to zero. The errors that are present in the results are likely due to human error in clamping the beam such that it is perpendicular to the clamp and the presence of the small through hole at the free end of the beam.

Next consider a string-harnessed system. For the string harness, 3 PowerPro Super 8 Slick 80lb break strength fishing lines are used. Multiple string are used in the test to ensure that the stiffening effect, as well as the added mass of the strings, is significant to the system. The material properties for the string are listed in Table 2.3. The string modulus
was determined experimentally by performing a tension test. Table 2.3 also presents the details of the test setup.

Table 2.3: Initial string-harnessed system test setup

| String Type | Power Pro |
| :--- | ---: |
| String Radius $(\mathrm{mm})$ | 0.20955 |
| String Modulus $(\mathrm{GPa})$ | 128.04 |
| String Density $\left(\mathrm{kg} \mathrm{m}^{-3}\right)$ | 1400 |
| Pretension per String (N) | 13.3 |
| Number of Strings Used | 3 |
| Number of Fundamental Elements | 5 |
| Sensing Location $(\mathrm{m})$ | 0.052 |

The experimental result for the FRF of the test outlined in Table 2.3 is compared to the FRFs for the various string-harnessed system modelling approaches derived in Eq. (2.44). The experimental and analytical results for the first 3 modes of the system are presented in Fig. 2.6. The experimental and analytical natural frequencies are presented in Table. 2.4.


Figure 2.6: Analytical and experimental FRFs for the string-harnessed system.

Table 2.4: Comparison of experimental string-harnessed natural frequencies, in Hz , to string-harnessed models

|  | Mode |  |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| Frequency | Experimental |  |  |
|  | 19.42 | 121.25 | 340.6 |
|  | Mass Updated |  |  |
| Frequency | 18.52 | 116.04 | 324.92 |
| \% Error | -4.65 | -4.30 | -4.60 |
|  | Arc Length Strain |  |  |
| Frequency | 21.91 | 130.42 | 361.99 |
| \% Error | 12.83 | 7.56 | 6.28 |
|  | G.-L., No Compressive Force |  |  |
| Frequency | 37.51 | 152.18 | 370.88 |
| \% Error | 93.14 | 25.51 | 8.89 |
|  | G.-L., With Compressive Force |  |  |
| Frequency | 19.55 | 122.52 | 343.07 |
| \% Error | 0.67 | 1.05 | 0.72 |

It is quite evident in Fig. 2.6 that amongst the four considered models that using the Green-Lagrange strain tensor with the string compressive force on the beam provides the most accurate result. In addition to the amplitude of the FRFs matching very well, Table 2.4 shows that the percentage of error in predicting the first three natural frequencies is no more than $1.05 \%$ for this model. This is significantly better than the other proposed models where the smallest absolute percentage error in predicting the frequencies is $4.30 \%$. Some potential sources of error in the experimental results can be the small knot used to tie the strings at the free end of the system, applying the wrapping pattern perfectly along the beam, and ensuring that the tension in the strings is exactly constant throughout the system. However, care is taken in particular with the application of the wrapping pattern and the weight used to tension the strings to reduce the effect of these uncertainties and produce repeatable test measurements.

When a compressive axial force is applied to a beam, the natural frequencies of the system decrease. As expected, including the compressive force of the string on the host structure decreases the natural frequencies when compared to the case with no compressive force. Comparing the two models that use the Green-Lagrange strain tensor, it is seen that the impact of omitting the compressive force on the beam due to the string is significant.

Furthermore, the arc length strain model predicts frequencies between the Green-Lagrange strain models with and without the string compressive force. This is due to the model taking into account the work done by the beam against the string but only assuming that this takes place along the midline of the beam.

In Table 2.4 it is seen that the mass updated model underpredicts the frequencies of the system. This is expected since this model only takes into account the added mass of the string, which lowers the frequency, and does not consider the stiffening effect, which would increases the frequency. These results clearly highlight that the stiffening effect of the string is not negligible.

From the results presented in Fig. 2.6 and Table 2.4, the modelling technique employing a second-order displacement field, the Green-Lagrange strain tensor, and the string compressive force acting everywhere on the beam should be used for further analysis. Of particular interest are the mass and stiffness effects of the string harnesses for varying system parameters. From this point forward, both the diagonal and zigzag wrapping patterns presented in Fig. 2.2 will be considered.

### 2.3 Mass and Stiffness Effects of String-Harnessed Systems

The assumptions imposed on the string-harnessed system in Section 2.1 are still assumed to hold true. The homogenization theory approach previously used for the kinetic and strain energy derivations for transverse vibrations along the $z$-axis may also be used in deriving the dynamics of other coordinates of vibrations. As such, the results for the transverse along the $y$-axis, longitudinal, and torsional vibrations using this theory are also presented.

### 2.3.1 Kinetic Energy

Transverse $w(x, t)$
As in Section 2.1.1, the assumption of small transverse displacement allows rotatory inertia effects to be neglected. The kinetic energy for an arbitrary fundamental element of the hybrid structure can be found using

$$
\begin{equation*}
T_{\mathrm{e}}=\frac{1}{2} \rho_{b} \iiint_{\text {beam }}\left(\frac{\partial u_{z}}{\partial t}\right)^{2} \mathrm{~d} V+\frac{1}{2} \rho_{s} \iiint_{\text {string }}\left(\frac{\partial u_{z}}{\partial t}\right)^{2} \mathrm{~d} V \tag{2.45}
\end{equation*}
$$

From substitution of the second-order displacement field in Eqs. (2.12):

$$
\begin{aligned}
T_{\mathrm{e}}= & \frac{1}{2} \rho_{b} \iiint_{\text {beam }}\left(\frac{\partial w}{\partial t}-z \frac{\partial w}{\partial x} \frac{\partial^{2} w}{\partial x \partial t}\right)^{2} \mathrm{~d} V+\frac{1}{2} \rho_{s} \iiint_{\text {string }}\left(\frac{\partial w}{\partial t}-z \frac{\partial w}{\partial x} \frac{\partial^{2} w}{\partial x \partial t}\right)^{2} \mathrm{~d} V \\
= & \frac{1}{2} \rho_{b} \iiint_{\text {beam }}\left\{\left(\frac{\partial w}{\partial t}\right)^{2}-2 z \frac{\partial w}{\partial t} \frac{\partial w}{\partial x} \frac{\partial^{2} w}{\partial x \partial t}+z^{2}\left(\frac{\partial w}{\partial x} \frac{\partial^{2} w}{\partial x \partial t}\right)^{2}\right\} \mathrm{d} V \\
& +\frac{1}{2} \rho_{s} \iiint_{\text {string }}\left\{\left(\frac{\partial w}{\partial t}\right)^{2}-2 z \frac{\partial w}{\partial t} \frac{\partial w}{\partial x} \frac{\partial^{2} w}{\partial x \partial t}+z^{2}\left(\frac{\partial w}{\partial x} \frac{\partial^{2} w}{\partial x \partial t}\right)^{2}\right\} \mathrm{d} V \\
\approx & \frac{1}{2} \rho_{b} \iiint_{\text {beam }}\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} V+\frac{1}{2} \rho_{s} \iiint_{\text {string }}\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} V
\end{aligned}
$$

The approximation is a result of keeping only up to second-order terms with respect to $w(x, t)$ and its derivatives. Applying the process of homogenization, the velocity at the centre of the fundamental element, $\frac{\partial w}{\partial t}(L / 2, t)$, is taken as constant for the entire fundamental element. Then for a given wrapping pattern $T_{\mathrm{e}}$ is calculated. In the case of the diagonal wrapping pattern care must be taken as there is a lumped mass at the right end of the fundamental element.

Once $T_{\mathrm{e}}$ has been calculated it is divided by the length of the fundamental element. This produces a kinetic energy per unit length that is constant and taken to be an approximation of the kinetic energy per unit length for the entire string-harnessed system. The total kinetic energy can be expressed as

$$
\begin{equation*}
T_{\text {tot }}=\int_{0}^{l} \frac{1}{2} K_{1}\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x \tag{2.46}
\end{equation*}
$$

The constant coefficient $K_{1}$ is determined by the wrapping pattern for the string that is being considered.

Transverse $v(x, t)$
For motion along the $y$-axis the coordinate of vibration of interest is $v(x, t)$. The total kinetic energy in a fundamental element is given by

$$
T_{\mathrm{e}}=\frac{1}{2} \rho_{b} \iiint_{\text {beam }}\left(\frac{\partial v}{\partial t}\right)^{2} \mathrm{~d} V+\frac{1}{2} \rho_{s} \iiint_{\text {string }}\left(\frac{\partial v}{\partial t}\right)^{2} \mathrm{~d} V
$$

Applying the same process of homogenization as presented for transverse $w$ vibrations the total kinetic energy in the string-harnessed system can be expressed as

$$
\begin{equation*}
T_{\mathrm{tot}}=\int_{0}^{l} \frac{1}{2} K_{1}\left(\frac{\partial v}{\partial t}\right)^{2} \mathrm{~d} x \tag{2.47}
\end{equation*}
$$

The coefficient $K_{1}$ is determined by the wrapping pattern in consideration.

## Longitudinal $u(x, t)$

For motion along the $x$-axis the coordinate of vibration of interest is $u(x, t)$. The total kinetic energy in a fundamental element is given by

$$
T_{\mathrm{e}}=\frac{1}{2} \rho_{b} \iiint_{\text {beam }}\left(\frac{\partial u}{\partial t}\right)^{2} \mathrm{~d} V+\frac{1}{2} \rho_{s} \iiint_{\text {string }}\left(\frac{\partial u}{\partial t}\right)^{2} \mathrm{~d} V
$$

Applying the process of homogenization presented in this work the total kinetic energy in the string-harnessed system can be expressed as

$$
\begin{equation*}
T_{\mathrm{tot}}=\int_{0}^{l} \frac{1}{2} K_{1}\left(\frac{\partial u}{\partial t}\right)^{2} \mathrm{~d} x \tag{2.48}
\end{equation*}
$$

The constant coefficient $K_{1}$ is determined by the wrapping pattern for the string that is being considered.

## Torsional $\theta_{x}(x, t)$

For twist about the $x$-axis the coordinate of vibration of interest is $\theta_{x}(x, t)$. The total kinetic energy in a fundamental element is given by

$$
T_{\mathrm{e}}=\frac{1}{2} \rho_{b} \iiint_{\text {beam }}\left(y^{2}+z^{2}\right)\left(\frac{\partial \theta_{x}}{\partial t}\right)^{2} \mathrm{~d} V+\frac{1}{2} \rho_{s} \iiint_{\text {string }}\left(y_{s}^{2}+z_{s}^{2}\right)\left(\frac{\partial \theta_{x}}{\partial t}\right)^{2} \mathrm{~d} V
$$

where $y_{s}(x)$ and $z_{s}(x)$ denote the $y$ - and $z$-coordinate of the centre of the string. Applying the process of homogenization the total kinetic energy in the hybrid system can be expressed as

$$
\begin{equation*}
T_{\mathrm{tot}}=\int_{0}^{l} \frac{1}{2} K_{1}\left(\frac{\partial \theta_{x}}{\partial t}\right)^{2} \mathrm{~d} x . \tag{2.49}
\end{equation*}
$$

The coefficient $K_{1}$ is a constant that is determined by the wrapping in consideration.

### 2.3.2 Strain Energy

Transverse $w(x, t)$
Recall the Green-Lagrange strain tensor from Eq. (2.14).

$$
\boldsymbol{\varepsilon}^{(2)}=\left[\begin{array}{ccc}
-z \frac{\partial^{2} w}{\partial x^{2}}+\frac{z^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Since $\varepsilon_{x x}^{(2)}$ is the only non-zero term in the strain tensor, this signifies that there will be no strain energy due to the vibration in the sections of string that are only in the $y z$-plane of the hybrid structure; this only occurs for the diagonal wrapping pattern.

The calculation for the differential strain energy in the string was performed in Section 2.1.1 and the final result given in Eq. (2.15) is stated below.

$$
\begin{aligned}
\mathrm{d} U_{\text {string }}= & \left\{\frac{1}{2}\left[E_{s} A_{s} z_{s}^{2} \cos ^{3}(\theta)+T_{s} z_{s}^{2} \cos (\theta)\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}-T_{s} z_{s} \cos (\theta) \frac{\partial^{2} w}{\partial x^{2}}\right. \\
& \left.+\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}\right\} \mathrm{d} x
\end{aligned}
$$

The calculation for the differential strain energy in the beam with the string compressive force was done in Section 2.1.1 and the final result given in Eq. (2.21) is stated below.

$$
\begin{equation*}
\mathrm{d} U_{\text {beam }}=\left\{\frac{1}{2}\left[E_{b} I_{y y}-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}-\frac{1}{2} T_{s} \cos (\theta)\left(\frac{\partial w}{\partial x}\right)^{2}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x \tag{2.50}
\end{equation*}
$$

In Eq. (2.50), $I_{y y}=b h^{3} / 12$ is the second moment of area about the $y$-axis.
Summing Eqs. (2.15) and (2.50) the strain energy for a differential element of the hybrid system is found.

$$
\begin{align*}
\mathrm{d} U_{\text {system }}=\{ & \frac{1}{2}\left[E_{b} I_{y y}+E_{s} A_{s} z_{s}^{2} \cos ^{3}(\theta)+T_{s} z_{s}^{2} \cos (\theta)-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}\right]\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2} \\
& \left.-T_{s} z_{s} \cos (\theta) \frac{\partial^{2} w}{\partial x^{2}}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x \tag{2.51}
\end{align*}
$$

It is noted that in the development of Eq. (2.51) it is assumed that the longitudinal direction of the string is either in the $x z$ - or $x y$-plane.

The homogenization technique outlined in Section 2.1.2 is applied to Eq. (2.51). As mentioned, Eq. (2.51) includes only the strain energy of segments of the string that lie on the $x z$ - and $x y$-plane. This means that for the case of the diagonal wrapping pattern the strain energy due to pre-tension of the string in the $y z$-plane must be added to the result of the integration of Eq. (2.51) during homogenization. The total strain energy in the string-harnessed system can be expressed as

$$
\begin{equation*}
U_{\mathrm{tot}}=\int_{0}^{l}\left(\frac{1}{2} C_{1}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+C_{2} \frac{\partial^{2} w}{\partial x^{2}}+C_{3}\right) \mathrm{d} x \tag{2.52}
\end{equation*}
$$

The constant coefficients $C_{1}, C_{2}$, and $C_{3}$ are determined by the wrapping pattern for the string that is being considered. The coefficients of the kinetic and strain energy terms for the two periodic wrapping patterns shown in Fig. 2.2 are found using the method presented in the previous and current sections. These coefficients are listed in Sections 2.3.3 and 2.3.4.

## Transverse $v(x, t)$

Keeping up to second-order terms the non-zero Green-Lagrange strain tensor element for the $v$ coordinate of vibration is

$$
\begin{equation*}
\varepsilon_{x x}^{(2)}=-y \frac{\partial^{2} v}{\partial x^{2}}+\frac{y^{2}}{2}\left(\frac{\partial^{2} v}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial v}{\partial x}\right)^{2} \tag{2.53}
\end{equation*}
$$

Using Eq. (2.53) the differential strain energy in the string-harnessed system can be found as

$$
\begin{align*}
\mathrm{d} U_{\text {system }}=\{ & \frac{1}{2}\left[E_{b} I_{z z}+E_{s} A_{s} y_{s}^{2} \cos ^{3}(\theta)+T_{s} y_{s}^{2} \cos (\theta)-\frac{T_{s} \cos (\theta) I_{z z}}{A_{b}}\right]\left(\frac{\partial^{2} v}{\partial x^{2}}\right)^{2} \\
& \left.-T_{s} y_{s} \cos (\theta) \frac{\partial^{2} v}{\partial x^{2}}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x \tag{2.54}
\end{align*}
$$

Applying the process of homogenization presented in the current work the total strain energy in the string-harnessed can be expressed as

$$
\begin{equation*}
U_{\text {tot }}=\int_{0}^{l}\left(\frac{1}{2} C_{1}\left(\frac{\partial^{2} v}{\partial x^{2}}\right)^{2}+C_{2} \frac{\partial^{2} v}{\partial x^{2}}+C_{3}\right) \mathrm{d} x \tag{2.55}
\end{equation*}
$$

The constant coefficients $C_{1}, C_{2}$, and $C_{3}$ are determined by the wrapping pattern for the string in consideration. The coefficients of the kinetic and strain energy terms for the two wrapping patterns are listed in Sections 2.3.3 and 2.3.4.

## Longitudinal $u(x, t)$

Keeping up to second-order terms the non-zero Green-Lagrange strain tensor element for the $u$ coordinate of vibration is

$$
\begin{equation*}
\varepsilon_{x x}^{(2)}=\frac{\partial u}{\partial x}+\frac{1}{2}\left(\frac{\partial u}{\partial x}\right)^{2} \tag{2.56}
\end{equation*}
$$

Using Eq. (2.56) the differential strain energy in the hybrid system can be found as

$$
\begin{equation*}
\mathrm{d} U_{\text {system }}=\left\{\frac{1}{2}\left[E_{b} A_{b}+E_{s} A_{s} \cos ^{3}(\theta)\right]\left(\frac{\partial u}{\partial x}\right)^{2}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x \tag{2.57}
\end{equation*}
$$

For the $u$ coordinate of vibration a first-order Taylor series of $u(\eta, t)$ about the centre of a fundamental element is used in the homogenization process. The total strain energy in the string-harnessed system can be expressed as

$$
\begin{equation*}
U_{\mathrm{tot}}=\int_{0}^{l}\left(\frac{1}{2} C_{1}\left(\frac{\partial u}{\partial x}\right)^{2}+C_{2}\right) \mathrm{d} x \tag{2.58}
\end{equation*}
$$

The coefficients $C_{1}$ and $C_{2}$ are constants that are determined by the wrapping pattern applied to the string. The coefficients of the kinetic and strain energy terms for the two wrapping patterns are listed in Sections 2.3.3 and 2.3.4.

Torsional $\theta_{x}(x, t)$
Keeping up to second-order terms the non-zero Green-Lagrange strain tensor elements for the $\theta_{x}$ coordinate of vibration are:

$$
\begin{align*}
& \varepsilon_{x x}^{(2)}=\frac{1}{2}\left(y^{2}+z^{2}\right)\left(\frac{\partial \theta_{x}}{\partial x}\right)^{2} \\
& \gamma_{x y}^{(2)}=-z \frac{\partial \theta_{x}}{\partial x}  \tag{2.59}\\
& \gamma_{x z}^{(2)}=y \frac{\partial \theta_{x}}{\partial x}
\end{align*}
$$

Using Eq. (2.59) the differential strain energy in the string-harnessed system when the string is on the top or bottom of the beam, $z= \pm h / 2$, can be found as

$$
\begin{align*}
\mathrm{d} U_{\text {system } \mathrm{t} / \mathrm{b}}=\{ & \frac{1}{2}\left[G_{b} J+E_{s} A_{s} z_{s}^{2} \cos (\theta) \sin ^{2}(\theta)+T_{s} \cos (\theta)\left(y_{s}^{2}+z_{s}^{2}\right)-\frac{T_{s} \cos (\theta) J}{A_{b}}\right]\left(\frac{\partial \theta_{x}}{\partial x}\right)^{2} \\
& \left.\mp T_{s} z_{s} \sin (\theta) \frac{\partial \theta_{x}}{\partial x}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x \tag{2.60}
\end{align*}
$$

In Eq. (2.60) $J=b h^{3}\left(\frac{1}{3}-\frac{64 h}{\pi^{5} b}\left(1-\frac{h^{4}}{12 b^{4}}\right)\right)$ is the torsion constant for a beam with rectangular cross section when $h<b$ and $G_{b}$ is the shear modulus of the beam. The differential strain energy in the harnessed system when the string is on the side of the beam, $y= \pm b / 2$, is given by

$$
\begin{align*}
\mathrm{d} U_{\text {system,side }}=\{ & \frac{1}{2}\left[G_{b} J+E_{s} A_{s} y_{s}^{2} \cos (\theta) \sin ^{2}(\theta)+T_{s} \cos (\theta)\left(y_{s}^{2}+z_{s}^{2}\right)-\frac{T_{s} \cos (\theta) J}{A_{b}}\right]\left(\frac{\partial \theta_{x}}{\partial x}\right)^{2} \\
& \left.\mp T_{s} y_{s} \sin (\theta) \frac{\partial \theta_{x}}{\partial x}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}\right\} \mathrm{d} x \tag{2.61}
\end{align*}
$$

For the $\theta_{x}$ coordinate of vibration a first-order Taylor series of $\theta_{x}(\eta, t)$ about the centre of a fundamental element is used in the homogenization process. The total strain energy in the hybrid system can be expressed as

$$
\begin{equation*}
U_{\mathrm{tot}}=\int_{0}^{l}\left(\frac{1}{2} C_{1}\left(\frac{\partial \theta_{x}}{\partial x}\right)^{2}+C_{2} \frac{\partial \theta_{x}}{\partial x}+C_{3}\right) \mathrm{d} x \tag{2.62}
\end{equation*}
$$

The constant coefficients $C_{1}, C_{2}$, and $C_{2}$ are determined by the wrapping pattern applied to the string. The coefficients of the kinetic and strain energy terms for the two wrapping patterns are listed in Sections 2.3.3 and 2.3.4.

### 2.3.3 Coefficients for the Diagonal Wrapping Pattern

For the diagonal wrapping pattern shown in Fig. 2.2a the length of a fundamental element is $L=2 \bar{b} / \tan (\theta)$ and the centre of the string in the local Cartesian coordinates is:

$$
(\eta, y, z)=(\eta, \tan (\theta) \eta-\bar{b}, \bar{h}), \quad 0 \leq \eta \leq L
$$

Transverse $w(x, t)$

$$
\begin{align*}
& C_{1}=E_{b} I_{y y}+E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)+T_{s} \cos (\theta)\left[\bar{h}^{2}-\frac{I_{y y}}{A_{b}}\right] \\
& C_{2}=-T_{s} \bar{h} \cos (\theta) \\
& C_{3}=\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}+\frac{T_{s}^{2} \tan (\theta)}{2 E_{s} A_{s} \bar{b}}\left[\frac{\bar{b}}{\sin (\theta)}+2 \bar{h}+\bar{b}\right]  \tag{2.63}\\
& K_{1}=\rho_{b} A_{b}+\frac{\rho_{s} A_{s} \tan (\theta)}{\bar{b}}\left[\frac{\bar{b}}{\sin (\theta)}+2 \bar{h}+\bar{b}\right]
\end{align*}
$$

It can be shown that $\bar{h}^{2}-I_{y y} / A_{b}>0$ always holds and therefore $C_{1}$ will always be a positive constant.

Transverse $v(x, t)$

$$
\begin{align*}
& C_{1}=E_{b} I_{z z}+\frac{E_{s} A_{s} \bar{b}^{2} \cos ^{3}(\theta)}{3}+T_{s} \cos (\theta)\left[\frac{\bar{b}^{2}}{3}-\frac{I_{z z}}{A_{b}}\right] \\
& C_{2}=0 \\
& C_{3}=\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}+\frac{T_{s}^{2} \tan (\theta)}{2 E_{s} A_{s} \bar{b}}\left[\frac{\bar{b}}{\sin (\theta)}+2 \bar{h}+\bar{b}\right]  \tag{2.64}\\
& K_{1}=\rho_{b} A_{b}+\frac{\rho_{s} A_{s} \tan (\theta)}{\bar{b}}\left[\frac{\bar{b}}{\sin (\theta)}+2 \bar{h}+\bar{b}\right]
\end{align*}
$$

In Eq. (2.64), $I_{z z}=b^{3} h / 12$. It can be shown that $\bar{b}^{2} / 3-I_{z z} / A_{b}>0$ always holds and therefore $C_{1}$ will always be a positive constant.

Longitudinal $u(x, t)$

$$
\begin{align*}
& C_{1}=E_{b} A_{b}+E_{s} A_{s} \cos ^{3}(\theta) \\
& C_{2}=\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{s} A_{s}}+\frac{T_{s}^{2} \tan (\theta)}{2 E_{s} A_{s} \bar{b}}\left[\frac{\bar{b}}{\sin (\theta)}+2 \bar{h}+\bar{b}\right]  \tag{2.65}\\
& K_{1}=\rho_{b} A_{b}+\frac{\rho_{s} A_{s} \tan (\theta)}{\bar{b}}\left[\frac{\bar{b}}{\sin (\theta)}+2 \bar{h}+\bar{b}\right]
\end{align*}
$$

Torsional $\theta_{x}(x, t)$

$$
\begin{align*}
& C_{1}=G_{b} J+E_{s} A_{s} \bar{h}^{2} \cos (\theta) \sin ^{2}(\theta)+T_{s} \cos (\theta)\left(\bar{h}^{2}+\frac{\bar{b}^{2}}{3}\right)-\frac{T_{s} \cos (\theta) J}{A_{b}} \\
& C_{2}=-T_{s} \bar{h} \sin (\theta) \\
& C_{3}=\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}+\frac{T_{s}^{2} \tan (\theta)}{2 E_{s} A_{s} \bar{b}}\left[\frac{\bar{b}}{\sin (\theta)}+2 \bar{h}+\bar{b}\right]  \tag{2.66}\\
& K_{1}=\rho_{b} I_{x x}+\frac{\rho_{s} A_{s}}{\cos (\theta)}\left(\bar{h}^{2}+\frac{\bar{b}^{2}}{3}\right)+\rho_{s} A_{s}\left(2 \bar{b}^{2} \bar{h}+\frac{2 \bar{h}^{3}}{3}+\frac{\bar{b}^{3}}{3}+\overline{b h}^{2}\right) \frac{\tan (\theta)}{\bar{b}}
\end{align*}
$$

In Eq. (2.66), $I_{x x}=I_{y y}+I_{z z}$ is the polar moment of inertia. It can be shown that $\bar{h}^{2}-J / A_{b}>0$ always holds and therefore $C_{1}$ will always be a positive constant.

### 2.3.4 Coefficients for the Zigzag Wrapping Pattern

The notation in the following sections is the same as for the diagonal wrapping pattern. As outlined in Section 2.1, for the zigzag wrapping pattern shown in Fig. 2.2b the length of a fundamental element is $L=(4 \bar{b}+4 \bar{h}) / \tan (\theta)$ and the centre of the string in the local Cartesian coordinates is:

$$
(\eta, y, z)= \begin{cases}(\eta, \tan (\theta) \eta-\bar{b}, \bar{h}), & 0 \leq \eta \leq \frac{2 \bar{b}}{\tan (\theta)} \\ (\eta, \bar{b},-\tan (\theta) \eta+2 \bar{b}+\bar{h}), & \frac{2 \bar{b}}{\tan (\theta)} \leq \eta \leq \frac{2 \bar{b}+2 \bar{h}}{\tan (\theta)} \\ (\eta,-\tan (\theta) \eta+3 \bar{b}+2 \bar{h},-\bar{h}), & \frac{2 \bar{b}+2 h}{\tan (\theta)} \leq \eta \leq \frac{4 \bar{b}+2 h}{\tan (\theta)} \\ (\eta,-\bar{b}, \tan (\theta) \eta-4 \bar{b}-3 \bar{h}), & \frac{4 \bar{b}+2 \bar{h}}{\tan (\theta)} \leq \eta \leq L\end{cases}
$$

Transverse $w(x, t)$

$$
\begin{align*}
& C_{1}=E_{b} I_{y y}+\frac{E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}+T_{s} \cos (\theta)\left[\frac{\bar{h}^{2}(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}-\frac{I_{y y}}{A_{b}}\right] \\
& C_{2}=0 \\
& C_{3}=\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}  \tag{2.67}\\
& K_{1}=\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}
\end{align*}
$$

Note that $\bar{h}^{2}(\bar{b}+\bar{h} / 3) /(\bar{b}+\bar{h})-I_{y y} / A_{b}>0$ always holds and therefore $C_{1}$ will always be a positive constant.

Transverse $v(x, t)$

$$
\begin{align*}
& C_{1}=E_{b} I_{z z}+\frac{E_{s} A_{s} \bar{b}^{2} \cos ^{3}(\theta)(\bar{b} / 3+\bar{h})}{\bar{b}+\bar{h}}+T_{s} \cos (\theta)\left[\frac{\bar{b}^{2}(\bar{b} / 3+\bar{h})}{\bar{b}+\bar{h}}-\frac{I_{z z}}{A_{b}}\right] \\
& C_{2}=0 \\
& C_{3}=\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}  \tag{2.68}\\
& K_{1}=\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}
\end{align*}
$$

In Eq. (2.68) it can be shown that $\bar{b}^{2}(\bar{b} / 3+\bar{h}) /(\bar{b}+\bar{h})-I_{z z} / A_{b}>0$ always holds and therefore $C_{1}$ will always be a positive constant.

Longitudinal $u(x, t)$

$$
\begin{align*}
C_{1} & =E_{b} A_{b}+E_{s} A_{s} \cos ^{3}(\theta) \\
C_{2} & =\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}+\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}  \tag{2.69}\\
K_{1} & =\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}
\end{align*}
$$

Torsional $\theta_{x}(x, t)$

$$
\begin{align*}
& C_{1}=G_{b} J+E_{s} A_{s} \overline{b h} \cos (\theta) \sin ^{2}(\theta)+\frac{T_{s}(\bar{b}+\bar{h})^{2} \cos (\theta)}{3}-\frac{T_{s} \cos (\theta) J}{A_{b}} \\
& C_{2}=-\frac{2 T_{s} \overline{b h} \sin (\theta)}{\bar{b}+\bar{h}} \\
& C_{3}=\frac{T_{s}^{2} \cos ^{2}(\theta)}{2 E_{b} A_{b}}+\frac{T_{s}^{2}}{2 E_{s} A_{s} \cos (\theta)}  \tag{2.70}\\
& K_{1}=\rho_{b} I_{x x}+\frac{\rho_{s} A_{s}(\bar{b}+\bar{h})^{2}}{3 \cos (\theta)}
\end{align*}
$$

In Eq. (2.70) it can be shown that $(\bar{b}+\bar{h})^{2} / 3-J / A_{b}>0$ always holds and therefore $C_{1}$ is always a positive constant.

### 2.3.5 Vibration Analysis

Transverse $w(x, t)$
From the total kinetic and strain energy in Eqs. (2.46) and (2.52) the Lagrangian for the string-harnessed system can be found. Hamilton's principle is then applied and the PDE for the free vibration of the transverse displacement $w$ for the string-harnessed system is

$$
\begin{equation*}
C_{1} \frac{\partial^{4} w}{\partial x^{4}}+K_{1} \frac{\partial^{2} w}{\partial t^{2}}=0 \tag{2.71}
\end{equation*}
$$

and the boundary conditions at the endpoint $x^{*}=0$ or $l$ are:

$$
\begin{array}{rlrlrl}
w\left(x^{*}, t\right) & =0 & \text { or } & \frac{\partial^{3} w}{\partial x^{3}}\left(x^{*}, t\right) & =0 \\
\frac{\partial w}{\partial x}\left(x^{*}, t\right) & =0 & & \text { or } & C_{1} \frac{\partial^{2} w}{\partial x^{2}}\left(x^{*}, t\right) & =-C_{2} \tag{2.72b}
\end{array}
$$

The boundary conditions in the left column represent geometric boundary conditions while the boundary conditions in the right column are typically referred to as the natural boundary conditions.

To proceed with the vibration analysis a time-independent solution to the problem of Eqs. (2.71) and (2.72) is introduced and denoted $w_{e}(x)$. Physically this corresponds to an equilibrium solution. Performing the substitution $w(x, t)=\bar{w}(x, t)+w_{e}(x)$ in Eqs. (2.71) and (2.72) leads to a PDE with respect to the new function $\bar{w}(x, t)$ whose boundary conditions are homogeneous. Since $w_{e}(x)$ is time independent the frequencies of vibration determined from the PDE in terms of $\bar{w}(x, t)$ will be the same as the those of the original PDE in terms of $w(x, t)$.

$$
\begin{array}{lll} 
& C_{1} \frac{\partial^{4} \bar{w}}{\partial x^{4}}+K_{1} \frac{\partial^{2} \bar{w}}{\partial t^{2}}=0 \\
\bar{w}\left(x^{*}, t\right)=0 & \text { or } & \frac{\partial^{3} \bar{w}}{\partial x^{3}}\left(x^{*}, t\right)=0 \\
\frac{\partial \bar{w}}{\partial x}\left(x^{*}, t\right)=0 & \text { or } & \frac{\partial^{2} \bar{w}}{\partial x^{2}}\left(x^{*}, t\right)=0
\end{array}
$$

In order to find the natural frequencies of the system the solution for the function $\bar{w}(x, t)$ must be found. Using separation of variables the solution to the PDE and boundary conditions of Eqs. (2.73) and (2.74) can be found. Subsequently, the natural frequencies for the system may be found as $\omega_{n}^{\mathrm{ECM}}=\mu_{n}^{2} \sqrt{C_{1} / K_{1}}$, where the superscript ECM denotes the equivalent continuum model for $w$ resulting from applying the homogenization method to the hybrid structure using a string model. The mode shape parameters $\mu_{n}$ are determined by solving the characteristic equation, [62]. In this work attention is given to clampedclamped, clamped-free, and free-free boundary conditions.

## Transverse $v(x, t)$

Hamilton's principle is applied using Eqs. (2.47) and (2.55) and leads to the PDE in the form

$$
\begin{equation*}
C_{1} \frac{\partial^{4} v}{\partial x^{4}}+K_{1} \frac{\partial^{2} v}{\partial t^{2}}=0 \tag{2.75}
\end{equation*}
$$

and the boundary conditions at the endpoint $x^{*}=0$ or $l$ are:

$$
\begin{align*}
v\left(x^{*}, t\right) & =0 & \text { or } & \frac{\partial^{3} v}{\partial x^{3}}\left(x^{*}, t\right) \tag{2.76a}
\end{align*}=0
$$

Similar to what was done for the transverse vibrations for $w$ a time-independent solution is found to eliminate the non-homogeneous boundary conditions. This leads to:

$$
\begin{array}{ccc} 
& C_{1} \frac{\partial^{4} \bar{v}}{\partial x^{4}}+K_{1} \frac{\partial^{2} \bar{v}}{\partial t^{2}}=0 & \\
\bar{v}\left(x^{*}, t\right)=0 & \text { or } & \frac{\partial^{3} \bar{v}}{\partial x^{3}}\left(x^{*}, t\right)=0 \\
\frac{\partial \bar{v}}{\partial x}\left(x^{*}, t\right)=0 & \text { or } & \frac{\partial^{2} \bar{v}}{\partial x^{2}}\left(x^{*}, t\right)=0 \tag{2.78b}
\end{array}
$$

The natural frequencies for the system may be found as $\omega_{n}^{\mathrm{ECM}}=\mu_{n}^{2} \sqrt{C_{1} / K_{1}}$, where the superscript ECM denotes the equivalent continuum model for $v$ resulting from applying the homogenization method. The mode shape parameters $\mu_{n}$ are determined by the imposed boundary conditions.

## Longitudinal $u(x, t)$

Hamilton's principle is applied using Eqs. (2.48) and (2.58) and leads to the PDE in the form

$$
\begin{equation*}
K_{1} \frac{\partial^{2} u}{\partial t^{2}}=C_{1} \frac{\partial^{2} u}{\partial x^{2}} \tag{2.79}
\end{equation*}
$$

and the boundary conditions at the endpoint $x^{*}=0$ or $l$ are:

$$
\begin{equation*}
u\left(x^{*}, t\right)=0 \quad \text { or } \quad \frac{\partial u}{\partial x}\left(x^{*}, t\right)=0 \tag{2.80a}
\end{equation*}
$$

The natural frequencies for the system may be found as $\omega_{n}^{\mathrm{ECM}}=\mu_{n}^{2} \sqrt{C_{1} / K_{1}}$, where the superscript ECM denotes the equivalent continuum model for $u$ resulting from applying the homogenization method. The mode shape parameters $\mu_{n}$ are determined by the imposed boundary conditions.

## Torsional $\theta_{x}(x, t)$

Hamilton's principle is applied using Eqs. (2.49) and (2.62) and leads to the PDE in the form

$$
\begin{equation*}
K_{1} \frac{\partial^{2} \theta_{x}}{\partial t^{2}}=C_{1} \frac{\partial^{2} \theta_{x}}{\partial x^{2}} \tag{2.81}
\end{equation*}
$$

and the boundary conditions at the endpoint $x^{*}=0$ or $l$ are:

$$
\begin{equation*}
\theta_{x}\left(x^{*}, t\right)=0 \quad \text { or } \quad C_{1} \frac{\partial \theta_{x}}{\partial x}\left(x^{*}, t\right)=-C_{2} \tag{2.82a}
\end{equation*}
$$

A time-independent solution is found to eliminate the non-homogeneous boundary conditions. This leads to the PDE in the form of

$$
\begin{array}{ll}
K_{1} \frac{\partial^{2} \overline{\theta_{x}}}{\partial t^{2}}=C_{1} \frac{\partial^{2} \overline{\theta_{x}}}{\partial x^{2}} \\
\overline{\theta_{x}}\left(x^{*}, t\right)=0 & \text { or }  \tag{2.84a}\\
\frac{\partial \overline{\theta_{x}}}{\partial x}\left(x^{*}, t\right)=0
\end{array}
$$

The natural frequencies for the system may be found as $\omega_{n}^{\mathrm{ECM}}=\mu_{n}^{2} \sqrt{C_{1} / K_{1}}$, where the superscript ECM denotes the equivalent continuum model for $\theta_{x}$ resulting from applying the homogenization method. The mode shape parameters $\mu_{n}$ are determined by the imposed boundary conditions.

### 2.3.6 Discussion of Boundary Conditions for Transverse $w(x, t)$

For a beam theory in which the strain tensor is expanded up to the first order in $z$, where $z$ is measured along the thickness of the beam, the boundary conditions can be interpreted in terms of common notions such as displacement, slope, moment, and shear force. For example, a clamped-free Euler-Bernoulli beam with the only non-zero strain tensor element $\epsilon_{x x}=-z \frac{\partial^{2} w}{\partial x^{2}}$ will have no displacement or slope at the clamped end and no moment or shear at the free end. This strain tensor is what is commonly seen in deriving the transverse motion in the Euler-Bernoulli beam.

However, in the current work, the addition of a string harness and the need for including higher order terms in the displacement field and the strain tensor mandates that extra care be taken when interpreting the boundary conditions. As an example, consider the natural boundary condition of Eq. (2.72b) for the zigzag wrapping pattern. In this case the boundary condition is

$$
\begin{equation*}
\left\{E_{b} I_{y y}+\frac{E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}+T_{s} \cos (\theta)\left[\frac{\bar{h}^{2}(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}-\frac{I_{y y}}{A_{b}}\right]\right\} \frac{\partial^{2} w}{\partial x^{2}}\left(x^{*}, t\right)=0 \tag{2.85}
\end{equation*}
$$

While it may be tempting to reduce this to $\frac{\partial^{2} w}{\partial x^{2}}\left(x^{*}, t\right)=0$ and immediately conclude that there is no moment at a free end, some care must be taken.

Following the method outlined in [117] for laminated composite plates and shells, the authors of [44] developed the general equation of motion for an Euler-Bernoulli composite beam with higher orders of $z$ in the strain tensor. The PDE for the transverse displacement is then given by

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left(P_{x} \frac{\partial^{2} w}{\partial x^{2}}\right)-\frac{\partial^{2} M_{x}}{\partial x^{2}}-\frac{\partial}{\partial x}\left(N_{x} \frac{\partial w}{\partial x}\right)+m \frac{\partial^{2} w}{\partial t^{2}}=0 \tag{2.86}
\end{equation*}
$$

where $m$ is the mass per unit length of the system. The quantities $\left(N_{x}, M_{x}, P_{x}\right)=$ $\int_{\text {Area }} \sigma_{x x}\left(1, z, z^{2}\right) \mathrm{d} A$ are the stress resultants. $N_{x}$ and $M_{x}$ correspond physically to the in-plane force and the bending moment, respectively, while $P_{x}$ is a higher-order stress resultant. The boundary conditions at $x^{*}=0$ or $l$ are:

$$
\left.\begin{array}{rlrl}
w\left(x^{*}, t\right) & =0 & \text { or } & -\frac{\partial}{\partial x}\left(P_{x} \frac{\partial^{2} w}{\partial x^{2}}\left(x^{*}, t\right)\right)+\frac{\partial M_{x}}{\partial x}\left(x^{*}, t\right)+N_{x} \frac{\partial w}{\partial x}\left(x^{*}, t\right)
\end{array}\right)=0
$$

For the hybrid systems in this thesis the stress resultants are calculated using the definition $\left(N_{x}, M_{x}, P_{x}\right)=\int_{\text {Area }} \sigma_{x x}\left(1, z, z^{2}\right) \mathrm{d} A$. The integration is performed across the entire cross-sectional area of the hybrid system and will thus have a component due to the beam and another component due to the string. In calculating the stress resultant from the string recall that the value of the stress at the centre of the string is assumed to be the value for the entire cross section of the string. The method of homogenization used in developing the continuum model is then applied. This means an arbitrary fundamental element is considered and the Taylor series for the displacement about the centre of the element is assumed. Integrating over the length of the fundamental element and then dividing by the total length of the element yields the final results for $N_{x}, M_{x}$, and $P_{x}$. Throughout these steps only constant terms in $N_{x}$ and $P_{x}$, and linear terms in $w(x, t)$ and constant terms for $M_{x}$ are kept. The stress resultants were truncated in this manner to ensure that the final PDE for the hybrid system was linear with respect to $w(x, t)$.

$$
\begin{aligned}
& \text { Diagonal: } \begin{array}{ll}
N_{x} & =0 \\
\qquad M_{x} & =T_{s} \bar{h} \cos (\theta)-\left\{E_{b} I_{y y}+E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)\right\} \frac{\partial^{2} w}{\partial x^{2}} \\
P_{x} & =T_{s} \bar{h}^{2} \cos (\theta)-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}} \\
\text { Zigzag: } & N_{x}
\end{array}=0 \\
& M_{x}
\end{aligned}=-\left\{E_{b} I_{y y}+\frac{E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}\right\} \frac{\partial^{2} w}{\partial x^{2}}
$$

Returning to the natural boundary condition for the zigzag wrapping pattern in Eq. (2.85) the correct way of looking at this boundary condition is

$$
\begin{equation*}
-\left\{E_{b} I_{y y}+\frac{E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}\right\} \frac{\partial^{2} w}{\partial x^{2}}\left(x^{*}, t\right)=\left\{T_{s} \cos (\theta)\left[\frac{\bar{h}^{2}(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}-\frac{I_{y y}}{A_{b}}\right]\right\} \frac{\partial^{2} w}{\partial x^{2}}\left(x^{*}, t\right) \tag{2.88}
\end{equation*}
$$

The form of Eq. (2.88) can be obtained by directly substituting the values for $N_{x}, M_{x}$, and $P_{x}$ for the zigzag wrapping pattern into Eq. (2.87b) and also by rearranging the boundary condition in Eq. (2.85). This shows that the bending moment at a free end does not vanish in the hybrid system due to the higher-order stress resultants. After truncation of the stress resultants, it can be seen that the moment in the system, $M_{x}$, and the term $P_{x} \frac{\partial^{2} w}{\partial x^{2}}$
are similar in form. This is why the boundary condition in Eq. (2.88) can be reduced to $\frac{\partial^{2} w}{\partial x^{2}}\left(x^{*}, t\right)=0$, which is equivalent to no moment at the free end. In the more general case this approach must be taken so that the proper interpretation of the boundary conditions can be made.

A final note will be made with regard to the natural boundary condition of the diagonal wrapping pattern given by Eq. (2.72b). In this case we have

$$
\begin{equation*}
-\left\{E_{b} I_{y y}+E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)\right\} \frac{\partial^{2} w}{\partial x^{2}}\left(x^{*}, t\right)+T_{s} \bar{h} \cos (\theta)=\left\{T_{s} \bar{h}^{2} \cos (\theta)-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}\right\} \frac{\partial^{2} w}{\partial x^{2}}\left(x^{*}, t\right) \tag{2.89}
\end{equation*}
$$

The form of Eq. (2.89) can be obtained by directly substituting the values for $N_{x}, M_{x}$, and $P_{x}$ for the diagonal wrapping pattern into Eq. (2.87b) and also by rearranging the boundary condition in Eq. (2.72b) with the coefficients $C_{1}$ and $C_{2}$ for the diagonal wrapping pattern. As it can be seen, the moment in the system is composed of two parts, one that is related to the bending stiffness of the hybrid system and another that is equal to the initial moment produced by the tensioned string when the beam is perfectly horizontal. As was the case for the zigzag wrapping pattern, the bending moment in the system with a diagonal wrapping pattern also does not vanish at a free end due to the higher-order stress resultants. In the transformation of the PDE from being in terms of $w(x, t)$ to $\bar{w}(x, t)$ via $w(x, t)=\bar{w}(x, t)+w_{\mathrm{E}}(x)$, where $w_{\mathrm{E}}(x)$ is a time-independent solution, the constant $T_{s} \bar{h} \cos (\theta)$ from the boundary condition is removed. This change of variable was made in Section 2.3.5 with the goal of eliminating this constant and obtaining homogeneous boundary conditions. In this case Eq. (2.89) becomes

$$
-\left\{E_{b} I_{y y}+E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)\right\} \frac{\partial^{2} \bar{w}}{\partial x^{2}}\left(x^{*}, t\right)=\left\{T_{s} \bar{h}^{2} \cos (\theta)-\frac{T_{s} \cos (\theta) I_{y y}}{A_{b}}\right\} \frac{\partial^{2} \bar{w}}{\partial x^{2}}\left(x^{*}, t\right)
$$

The terms are similar in form and the boundary condition can be simplified to $\frac{\partial^{2} \bar{w}}{\partial x^{2}}\left(x^{*}, t\right)=$ 0 . Again, this only tells us that for the assumptions we have made that the boundary condition is equivalent to no moment at the free end for the system in terms of $\bar{w}(x, t)$.

### 2.3.7 Finite Element Analysis

The finite elements analysis (FEA) method employed in this work allows displacement along the $x, y$, and $z$-axis as well as twist about the $x$-axis. It is assumed that cross sections of the beam remain perpendicular to the neutral axis during bending; this is a good assumption for structures with fairly large length to width ratio. Therefore, 4 independent coordinates of vibrations are considered for the FEA analysis as shown. The
following displacement field that employs up to the second-order terms in the Taylor series expansion can be presented as follows

$$
\begin{aligned}
& u_{x}(x, y, z, t)=u(x, t)-y \frac{\partial v}{\partial x}(x, t)-z \frac{\partial w}{\partial x}(x, t) \\
& u_{y}(x, y, z, t)=v(x, t)-z \theta_{x}(x, t)-\frac{y}{2}\left(\theta_{x}(x, t)\right)^{2}-\frac{y}{2}\left(\frac{\partial v}{\partial x}(x, t)\right)^{2} \\
& u_{z}(x, y, z, t)=w(x, t)+y \theta_{x}(x, t)-\frac{z}{2}\left(\theta_{x}(x, t)\right)^{2}-\frac{z}{2}\left(\frac{\partial w}{\partial x}(x, t)\right)^{2}
\end{aligned}
$$

Above, $u(x, t), v(x, t)$, and $w(x, t)$ are the displacements along the $x, y$, and $z$-axis, respectively, and $\theta_{x}(x, t)$ is the twist angle about the $x$-axis. The Green-Lagrange strain tensor is then calculated for the FEA displacement field and up to second-order terms are kept. See Appendix A for the Green-Lagrange strain tensor used in the FEA method. Although it was assumed that cross sections remain perpendicular to the neutral axis during bending, shear strains appear due to coupling between the various coordinates of vibrations and using the Green-Lagrange strain tensor. This is clearly shown in Appendix A, Eq. (A.1). The objective of the fully coupled FEA is to demonstrate that the assumption of decoupled coordinates of vibration to obtain the equivalent continuum models is valid.

Due to the presence of the pre-tensioned string in the system the beam is initially compressed and is also subject to a pre-twist. The initial compression in the beam is accounted for in the same manner as in the homogenized model. That is, the projection of the pre-tension in the string along the longitudinal direction of the beam causes compression. Similarly, the projection of the pre-tension in the string onto the $y z$-plane at every point along the beam is assumed to cause a pre-twist. The initial twist in the beam is determined using the torsion formula. The initial shear at each point along the beam is determined using the beam shear formula. Using the Green-Lagrange strain tensor, and including all of these initial effects, the differential strain and kinetic energy of the string-harnessed system can be found for the FEA model. In this calculation only up to second-order terms are kept, also the rotatory inertia effect is neglected. The FEA differential strain and kinetic energy expressions are listed in Appendix A, Eqs. (A.2) to (A.4). As it may be observed from these expressions, coordinates of vibrations $u(x, t), v(x, t), w(x, t)$, and $\theta_{x}(x, t)$ are coupled due to presence of the string in the system.

The nodal displacement parameters for an arbitrary node $i$ are denoted by $u_{i}(t), v_{i}(t)$, $w_{i}(t)$, and $\theta_{x, i}(t)$, as well as their first derivatives $\frac{\partial u_{i}}{\partial x}(t), \frac{\partial v_{i}}{\partial x}(t), \frac{\partial w_{i}}{\partial x}(t)$, and $\frac{\partial \theta_{x, i}}{\partial x}(t)$. The interpolation function relating a single coordinate of vibration between any two nodes is a third order polynomial $a_{1}(t)+a_{2}(t) x+a_{3}(t) x^{2}+a_{4}(t) x^{3}$ where the coefficients $a_{j}(t)$ are determined in terms of the nodal parameters.

Of interest from the FEA are the FRFs for the longitudinal displacement, $u$, the two transverse displacements, $v$ and $w$, and the twist, $\theta_{x}$. The following arbitrary system parameters are for numerical simulations throughout the remainder of this work

$$
\begin{aligned}
& b=0.01 \mathrm{~m} \\
& h=0.0015 \mathrm{~m} \\
& l=0.25 \mathrm{~m} \\
& E_{b}=6.89 \times 10^{10} \mathrm{~N} / \mathrm{m}^{2} \\
& \rho_{b}=2700 \mathrm{~kg} / \mathrm{m}^{3} \\
& r_{s}=0.00035 \mathrm{~m} \\
& E_{s}=1.5 \times 10^{11} \mathrm{~N} / \mathrm{m}^{2} \\
& \rho_{s}=1400 \mathrm{~kg} / \mathrm{m}^{3} \\
& T_{s}=25 \mathrm{~N} \\
& G_{b}=2.6 \times 10^{10} \mathrm{~N} / \mathrm{m}^{2}
\end{aligned}
$$

These values represent the properties of a harnessed aluminum beam made of 10 fundamental elements. In building the FEA model each fundamental element of the string-harnessed system is sub-divided into 30 sections of equal length. Thus the FEA model contains a total of 300 elements.

Consider the FRFs for a clamped-clamped string-harnessed system for both wrapping patterns, presented in Fig. 2.7. The sensing and actuation location is taken to be $x=l / 10$ in all four FRFs and the legend in Fig. 2.7 denotes to which coordinate of vibration each FRF is related.


Figure 2.7: FRFs from the FEA for clamped-clamped boundary conditions

As explained previously, from the differential strain and kinetic energy expressions of the FEA model it is known that the motions of the string-harnessed system are coupled.

As shown in Fig. 2.7, for each dominant mode the peaks pertaining to that mode is quite conspicuous and it can be seen that different coordinates of vibrations are in fact lightly coupled for the given system parameters. This type of behaviour occurs for both wrapping patterns given clamped-clamped (CC), clamped-free (CF), or free-free (FF) boundary conditions, as shown in Figs. 2.8 and 2.9. Driving point FRFs are used for this analysis with an actuation and sensing location at $x=l / 10$ for the CC boundary conditions and the free end for the CF and FF boundary conditions. Caution was taken to make sure that the sensing locations do not correspond to the node locations for any of the mode within the desired frequency range. As explained before the FEA is a full-scale model that exhibits coupling between various coordinates of vibrations.


Figure 2.8: FRFs from the FEA for the diagonal wrapping pattern.


Figure 2.9: FRFs from the FEA for the zigzag wrapping pattern.

### 2.3.8 Model Validation

In this section the FRFs for the equivalent continuum models (ECMs) previously derived for the 4 coordinates of vibrations are listed and compared to those from the full-scale FEA. The FRFs obtained from the ECM for each PDE represents the dominant dynamic behaviour for that coordinate of vibration. Some of the FRF results for these coordinates of vibrations for the two wrapping patterns are presented in Figs. 2.10 and 2.11. Tables 2.5 and 2.6 present the natural frequency comparisons between the homogenized model and the FEA for all boundary conditions and both wrapping patterns. In these tables the superscripts for the ECM frequency values denote which coordinate of vibration they correspond to. For FF boundary conditions there are two mode shapes associated to rigid body motion for each of the transverse coordinates, $v$ and $w$, as well as one mode shape for the coordinates of vibration $u$ and $\theta_{x}$. Mode shapes were examined to assure of an accurate comparison between the corresponding frequencies in each mode for the two models. Some of these mode shapes are plotted for comparison in Figs. 2.12 to 2.15.


Figure 2.10: FEA and ECM comparison for various coordinates of vibrations for diagonal wrapping pattern and clamped-free boundary conditions.


Figure 2.11: FEA and ECM comparison for various coordinates of vibrations for zigzag wrapping pattern and free-free boundary conditions.
Table 2.5: ECM and FEA natural frequency comparison for diagonal wrapping pattern

|  | Clamped-Clamped |  |  | Clamped-Free |  |  |  |  |  |  |  | Free-Free |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: |
| Mode | ECMs | FEA | \% Error | ECMs | FEA | \% Error | ECMs | FEA | \% Error |  |  |  |  |  |
| 1 | $139.440^{w}$ | 137.694 | 1.268 | $21.913^{w}$ | 21.601 | 1.447 | 0 | 0 | 0 |  |  |  |  |  |
| 2 | $384.372^{w}$ | 379.461 | 1.294 | $132.290^{v}$ | 131.303 | 0.751 | $139.440^{w}$ | 137.619 | 1.323 |  |  |  |  |  |
| 3 | $753.522^{w}$ | 743.865 | 1.298 | $137.328^{w}$ | 135.458 | 1.381 | $384.372^{w}$ | 379.344 | 1.325 |  |  |  |  |  |
| 4 | $841.792^{v}$ | 836.702 | 0.608 | $384.524^{w}$ | 379.270 | 1.385 | $753.522^{w}$ | 743.542 | 1.342 |  |  |  |  |  |
| 5 | $1245.610^{w}$ | 1229.982 | 1.271 | $753.513^{w}$ | 742.982 | 1.417 | $841.792^{v}$ | 835.903 | 0.705 |  |  |  |  |  |
| 6 | $1756.371^{\theta_{x}}$ | 1753.708 | 0.152 | $829.045^{v}$ | 823.155 | 0.716 | $1245.610^{w}$ | 1228.877 | 1.362 |  |  |  |  |  |
| 7 | $1860.727^{w}$ | 1835.913 | 1.352 | $878.185^{\theta_{x}}$ | 876.232 | 0.223 | $1756.371^{\theta_{x}}$ | 1753.463 | 0.166 |  |  |  |  |  |
| 8 | $2320.433^{v}$ | 2308.340 | 0.524 | $1245.611^{w}$ | 1228.341 | 1.406 | $1860.727^{w}$ | 1835.565 | 1.371 |  |  |  |  |  |
| 9 | $2598.866^{w}$ | 2564.734 | 1.331 | $1860.727^{w}$ | 1834.426 | 1.434 | $2320.433^{v}$ | 2303.758 | 0.724 |  |  |  |  |  |
| 10 | $3460.029^{w}$ | 3414.452 | 1.335 | $2321.351^{v}$ | 2304.459 | 0.733 | $2598.866^{w}$ | 2562.570 | 1.416 |  |  |  |  |  |
| 11 | $3512.742^{\theta_{x}}$ | 3507.539 | 0.148 | $2598.866^{w}$ | 2562.053 | 1.437 | $3460.029^{w}$ | 3410.339 | 1.457 |  |  |  |  |  |
| 12 | $4444.215^{w}$ | 4370.185 | 1.694 | $2634.556^{\theta_{x}}$ | 2628.916 | 0.215 | $3512.742^{\theta_{x}}$ | 3507.462 | 0.151 |  |  |  |  |  |
| 13 | $4548.977^{v}$ | 4538.102 | 0.240 | $3460.029^{w}$ | 3409.329 | 1.487 | $4444.215^{w}$ | 4376.937 | 1.537 |  |  |  |  |  |
| 14 | $5269.113^{\theta_{x}}$ | 5261.555 | 0.144 | $4444.215^{w}$ | 4371.849 | 1.655 | $4548.977^{v}$ | 4515.121 | 0.750 |  |  |  |  |  |
| 15 | $5551.424^{w}$ | 5457.768 | 1.716 | $4390.927^{\theta_{x}}$ | 4381.706 | 0.210 | $5269.113^{\theta_{x}}$ | 5260.356 | 0.166 |  |  |  |  |  |
| 16 | $6781.656^{w}$ | 6723.681 | 0.862 | $4548.921^{v}$ | 4520.298 | 0.633 | $5551.424^{w}$ | 5446.869 | 1.920 |  |  |  |  |  |
| 17 | $7025.484^{\theta_{x}}$ | 7013.803 | 0.167 | $5102.937^{u}$ | 5096.335 | 0.130 | $6781.656^{w}$ | 6705.625 | 1.134 |  |  |  |  |  |
| 18 | $7519.690^{v}$ | 7478.291 | 0.554 | $5551.424^{w}$ | 5445.186 | 1.951 | $7025.484^{\theta_{x}}$ | 7016.089 | 0.134 |  |  |  |  |  |
| 19 | $8134.912^{w}$ | 8051.047 | 1.042 | $6147.298^{\theta_{x}}$ | 6133.502 | 0.225 | $7519.690^{v}$ | 7459.759 | 0.803 |  |  |  |  |  |
| 20 | $8781.855^{\theta_{x}}$ | 8768.383 | 0.154 | $6781.656^{w}$ | 6705.958 | 1.129 | $8134.912^{w}$ | 8029.230 | 1.316 |  |  |  |  |  |
| 21 | $9611.191^{w}$ | 9490.357 | 1.273 | $7519.693^{v}$ | 7464.680 | 0.737 | $8781.855^{\theta_{x}}$ | 8769.517 | 0.141 |  |  |  |  |  |
| 22 | $10205.875^{u}$ | 10195.467 | 0.102 | $7903.669^{\theta_{x}}$ | 7885.556 | 0.230 | $9611.191^{w}$ | 9478.079 | 1.404 |  |  |  |  |  |
| 23 | $10538.226^{\theta_{x}}$ | 10521.267 | 0.161 | $8134.912^{w}$ | 8033.647 | 1.261 | $10205.875^{u}$ | 10196.258 | 0.094 |  |  |  |  |  |

Table 2.6: ECM and FEA natural frequency comparison for zigzag wrapping pattern

| Mode | Clamped-Clamped |  |  | Clamped-Free |  |  | Free-Free |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ECMs | FEA | \% Error | ECMs | FEA | \% Error | ECMs | FEA | \% Error |
| 1 | $129.929{ }^{\text {w }}$ | 128.917 | 0.785 | $20.419^{w}$ | 20.253 | 0.815 | 0 | 0 | 0 |
| 2 | $358.153^{\text {w }}$ | 355.295 | 0.804 | $127.961^{\text {w }}$ | 126.437 | 1.205 | $129.929^{w}$ | 128.839 | 0.846 |
| 3 | $702.123{ }^{\text {w }}$ | 695.964 | 0.885 | $131.191{ }^{v}$ | 131.055 | 0.104 | $358.153{ }^{\text {w }}$ | 355.191 | 0.834 |
| 4 | $834.802^{v}$ | 830.710 | 0.493 | $358.295^{\text {w }}$ | 355.615 | 0.754 | $702.123^{w}$ | 696.364 | 0.827 |
| 5 | $1160.645^{w}$ | 1151.042 | 0.834 | $702.115^{\text {w }}$ | 696.884 | 0.751 | $834.802^{v}$ | 830.263 | 0.547 |
| 6 | $1733.804^{w}$ | 1718.793 | 0.873 | $822.161^{v}$ | 817.727 | 0.542 | $1160.645^{w}$ | 1151.155 | 0.824 |
| 7 | $2085.798^{\theta^{x}}$ | 1907.211 | 9.364 | $1042.899^{\theta_{x}}$ | 950.673 | 9.701 | $1733.804^{w}$ | 1719.635 | 0.824 |
| 8 | $2301.164^{v}$ | 2288.836 | 0.539 | $1160.646^{w}$ | 1152.099 | 0.742 | $2085.798^{\theta_{x}}$ | 1906.598 | 9.399 |
| 9 | $2421.594^{\text {w }}$ | 2401.263 | 0.847 | $1733.804^{w}$ | 1720.919 | 0.749 | $2301.164^{v}$ | 2288.556 | 0.551 |
| 10 | $3224.016^{\text {w }}$ | 3196.981 | 0.846 | $2302.074{ }^{v}$ | 2289.497 | 0.549 | $2421.594^{w}$ | 2401.795 | 0.824 |
| 11 | $4171.597^{\theta_{x}}$ | 3811.180 | 9.457 | $2421.594^{w}$ | 2403.396 | 0.757 | $3224.016^{w}$ | 3197.594 | 0.826 |
| 12 | $4141.069^{\text {w }}$ | 4107.860 | 0.808 | $3128.698^{\theta_{x}}$ | 2851.785 | 9.710 | $4171.597^{\theta_{x}}$ | 3812.610 | 9.416 |
| 13 | $4511.201^{v}$ | 4486.945 | 0.541 | $3224.016^{w}$ | 3200.070 | 0.748 | $4141.069^{w}$ | 4106.960 | 0.831 |
| 14 | $5172.754^{w}$ | 5126.496 | 0.902 | $4141.069^{w}$ | 4109.386 | 0.771 | $4511.201^{v}$ | 4486.318 | 0.555 |
| 15 | $6257.395^{\theta_{x}}$ | 5719.805 | 9.399 | $4511.146^{v}$ | 4486.384 | 0.552 | $5172.754^{w}$ | 5129.743 | 0.838 |
| 16 | $6319.071^{w}$ | 6263.065 | 0.894 | $5214.496^{\theta_{x}}$ | 4751.967 | 9.733 | $6257.395^{\theta_{x}}$ | 5717.120 | 9.450 |
| 17 | $7457.245^{v}$ | 7414.448 | 0.577 | $5050.856^{u}$ | 5042.003 | 0.176 | $6319.071^{w}$ | 6265.590 | 0.854 |
| 18 | $7580.019^{\text {w }}$ | 7512.293 | 0.902 | $5172.754^{w}$ | 5134.339 | 0.748 | $7457.245^{v}$ | 7415.624 | 0.561 |
| 19 | $8343.194^{\theta_{x}}$ | 7621.401 | 9.471 | $6319.071^{w}$ | 6268.446 | 0.808 | $7580.019^{w}$ | 7512.508 | 0.899 |
| 20 | $8955.599^{\text {w }}$ | 8871.984 | 0.942 | $7300.295^{\theta_{x}}$ | 6651.339 | 9.757 | $8343.194^{\theta_{x}}$ | 7618.926 | 9.506 |
| 21 | $10428.992^{\theta_{x}}$ | 9504.009 | 9.733 | $7457.248^{v}$ | 7415.723 | 0.560 | $8955.599^{\text {w }}$ | 8868.434 | 0.983 |
| 22 | $10101.712^{u}$ | 10080.416 | 0.211 | $7580.019^{w}$ | 7519.232 | 0.808 | $10428.712^{\theta_{x}}$ | 9502.869 | 9.746 |
| 23 | $10445.810^{w}$ | 10364.843 | 0.781 | $9386.093{ }^{\theta_{x}}$ | 8534.186 | 9.982 | $10101.712^{u}$ | 10083.209 | 0.183 |



Figure 2.12: FEA and ECM mode shape comparison for $u$ coordinate of vibration for zigzag wrapping pattern and clamped-free boundary conditions.


Figure 2.13: FEA and ECM mode shape comparison for $v$ coordinate of vibration for zigzag wrapping pattern and clamped-free boundary conditions.


Figure 2.14: FEA and ECM mode shape comparison for $w$ coordinate of vibration for zigzag wrapping pattern and clamped-free boundary conditions.


Figure 2.15: FEA and ECM mode shape comparison for $\theta_{x}$ coordinate of vibration for zigzag wrapping pattern and clamped-free boundary conditions.

It can be seen in Figs. 2.10 and 2.11 that the ECM results matches very well with the FEA in its predictions for all the coordinates of vibrations. For the torsional motion, $\theta_{x}$, in the zigzag wrapping pattern the results exhibit a larger error. This is due to the strain energy derivations for the ECM that will be further discussed. The sharp peaks shown in the FEA pertain to the coupling of the coordinate shown to other coordinates of
vibrations. It should be noted that these frequencies are captured by the ECM for other coordinates as it is also shown in these figures. Additionally, in Tables 2.5 and 2.6 it is noted that the collection of the predicted natural frequencies for all the 4 coordinates of vibrations by ECM match very well with those from the FEA. This further indicates that the decoupled dynamics presented by this ECM for the 4 coordinates of vibrations give an accurate prediction for the dynamics of this system. Further discussions on the limitations of this assumption and how the frequency errors change for various system parameters will follow.

The errors in predicting the natural frequencies for the two transverse vibrations are typically smaller for the zigzag pattern. The higher error in the diagonal wrapping pattern can be attributed to the sections of string that are in the $y z$-plane, i.e., that do not project longitudinally along the beam. Therefore, as the string mass for those sections are distributed along the fundamental element in the ECM instead of being modelled as lumped masses, this results in slightly higher errors for the diagonal pattern. This is in contrast to the zigzag pattern in which the mass per unit length for the entire system is constant as represented by the coefficient $K_{1}$. For the longitudinal motion, $u$, the error between the ECM and the FEA was similar for both wrapping patterns.

The ECM model also predicts the dynamics of the torsional mode very accurately for the diagonal model however this error appears to increase to around $9 \%$ for the zigzag wrapping pattern. The string's stiffening effect varies significantly from the top/bottom to the sides of the beam for the zigzag pattern due to the larger distance from the centre of the beam cross section for the string sections on the sides. As a result, averaging the strain energy of the string within the fundamental elements induces a source of error for the frequency predictions for the torsional mode. Additionally, for the given system parameters the differential torsional strain energy for the string on the side is quite large compared to that of the beam. This can be seen when comparing Eqs. (2.60) and (2.61). In the case of the diagonal wrapping pattern only the section of the string on the top contributes to the torsional strain energy. This means that the differential strain energy due to twist is the same at every point along the system and thus the averaging performed in the homogenization process will yield a more accurate ECM for this wrapping pattern. Figure 2.16 presents the results for the torsional modes for the zigzag pattern for the same beam with a larger thickness to demonstrate how the accuracy of the ECM can be affected once a different set of system parameters is chosen. As it is shown in this figure, for the case of the thicker beam the ECM presents a much better accuracy for the torsional mode.


Figure 2.16: FEA and ECM comparison for $\theta_{x}$ coordinate for the zigzag pattern ( $b=h=$ 0.01 m ).

A major emphasis is placed on the transverse bending $w$ in this work as presented in this section. The FRFs for the ECM model containing the first ten natural frequencies corresponding to non rigid-body motion are presented in Figs. 2.17 and 2.18. Also plotted are the FEA FRF results for the actuation and sensing along the $z$-axis at the same location as the ECM for both the harnessed beam and an unwrapped beam that is presented by an Euler-Bernoulli (EB) model.


Figure 2.17: FRF comparisons between the harnessed and unwrapped beam for diagonal wrapping pattern.


Figure 2.18: FRF comparisons between the harnessed and unwrapped beam for zigzag wrapping pattern.

It is observed that the FRFs from the ECM model agree very well with the FEA model. As previously noted, the ECM model over-predicts the natural frequencies of the harnessed system compared to the FEA. The largest absolute percentage of error in predicting the first 10 natural frequencies for the $w$-coordinate is $1.951 \%$ for the diagonal wrapping pattern and $1.205 \%$ for the zigzag. Figures 2.17 and 2.18 clearly show the significance of including the string effects in the model.

Homogenization techniques attempt to model the dynamic behaviour of a structure generally of a repeated pattern through some form of approximation for the repeated fundamental element. This method has several advantages compared to FEA and numerical solutions for its simplicity and closed-form solutions that are obtained for the governing

PDEs, as well as significantly smaller computational time. However, dependent upon the geometry of the system the method can become erroneous particularly for the higher modes. One important aspect is to examine the number of fundamental elements per wavelength of the mode of interest. For modes in which the number of fundamental elements per unit wavelength is less than 1 , the model essentially becomes inaccurate.

### 2.3.9 Effects of Pre-Twist on System

In developing the equivalent continuum model for the transverse vibrations it is assumed that the initial twist of the beam due to the wrapped string is negligible. Failure to assume so will result in the violation of the periodicity condition for the structure's geometry that is mandated for obtaining a continuum model. Table 2.7 presents the initial twist experienced by the structure for both wrapping patterns and all the boundary conditions.

Table 2.7: Maximum twist due to pre-tensioned string

| Boundary Condition | Diagonal | Zigzag |
| :---: | ---: | ---: |
| Clamped-Clamped | $0.293^{\circ}$ | $0.886^{\circ}$ |
| Clamped-Free | $0.585^{\circ}$ | $1.772^{\circ}$ |
| Free-Free | $0.585^{\circ}$ | $1.772^{\circ}$ |

As it is shown in Table 2.7, the maximum twist value for the zigzag wrapping pattern is always larger than the diagonal wrapping pattern for a given set of boundary conditions. This occurs mainly because for a given number of fundamental elements the wrapping angle in the zigzag pattern is always larger than the diagonal. This results in an overall larger torque for the system with the zigzag pattern. To quantify the impact of the initial twist on the prediction of the natural frequencies and the FRFs for transverse vibrations, two FRFs from FEA simulations are compared in Figs. 2.19 and 2.20. The first is the FRF from the FEA of an initially twisted beam, as presented in section 2.3.7, and the second is the FRF ignoring the initial twist while accounting for the pre-tension in the string. The numeric values for the frequencies for each case are also listed and compared in Tables 2.8 and 2.9.


Figure 2.19: Comparisons between FRFs for transverse vibrations, $w$, including and excluding the initial twist for diagonal wrapping pattern.


Figure 2.20: Comparisons between FRFs for transverse vibrations, $w$, including and excluding the initial twist for zigzag wrapping pattern.

Table 2.8: FEA natural frequencies including and excluding initial twist for transverse vibrations, $w$ (diagonal wrapping pattern)

| Mode | Clamped-Clamped |  |  | Clamped-Free |  |  | Free-Free |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No Twist | Twist | \% Incr. | No Twist | Twist | \% Incr. | No Twist | Twist | \% Incr. |
| 1 | 137.689 | 137.694 | 0.004 | 21.601 | 21.601 | 0.000 | 137.620 | 137.619 | 0.000 |
| 2 | 379.454 | 379.461 | 0.002 | 135.593 | 135.458 | -0.100 | 379.345 | 379.344 | 0.000 |
| 3 | 743.926 | 743.865 | -0.008 | 379.268 | 379.270 | 0.001 | 743.540 | 743.542 | 0.000 |
| 4 | 1229.986 | 1229.982 | 0.000 | 742.940 | 742.982 | 0.006 | 1228.866 | 1228.877 | 0.001 |
| 5 | 1835.912 | 1835.913 | 0.000 | 1228.351 | 1228.341 | -0.001 | 1835.534 | 1835.565 | 0.002 |
| 6 | 2564.731 | 2564.734 | 0.000 | 1834.378 | 1834.426 | 0.003 | 2562.507 | 2562.570 | 0.002 |
| 7 | 3414.446 | 3414.452 | 0.000 | 2562.052 | 2562.053 | 0.000 | 3410.267 | 3410.339 | 0.002 |
| 8 | 4370.191 | 4370.185 | 0.000 | 3409.308 | 3409.329 | 0.001 | 4377.147 | 4376.937 | -0.005 |
| 9 | 5457.767 | 5457.768 | 0.000 | 4371.985 | 4371.849 | -0.003 | 5452.844 | 5446.869 | -0.110 |
| 10 | 6723.603 | 6723.681 | 0.001 | 5451.563 | 5445.186 | -0.117 | 6712.729 | 6705.625 | -0.106 |

Table 2.9: FEA natural frequencies including and excluding initial twist for transverse vibrations, $w$ (zigzag wrapping pattern)

| Mode | Clamped-Clamped |  |  | Clamped-Free |  |  | Free-Free |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No Twist | Twist | \% Incr. | No Twist | Twist | \% Incr. | No Twist | Twist | \% Incr. |
| 1 | 128.859 | 128.917 | 0.045 | 20.254 | 20.253 | -0.001 | 128.852 | 128.839 | -0.010 |
| 2 | 355.205 | 355.295 | 0.025 | 126.972 | 126.437 | -0.421 | 355.224 | 355.191 | -0.009 |
| 3 | 696.284 | 695.964 | -0.046 | 355.577 | 355.615 | 0.011 | 696.397 | 696.364 | -0.005 |
| 4 | 1151.002 | 1151.042 | 0.003 | 696.766 | 696.884 | 0.017 | 1151.186 | 1151.155 | -0.003 |
| 5 | 1718.696 | 1718.793 | 0.006 | 1151.876 | 1152.099 | 0.019 | 1719.668 | 1719.635 | -0.002 |
| 6 | 2401.084 | 2401.263 | 0.007 | 1720.565 | 1720.919 | 0.021 | 2401.822 | 2401.795 | -0.001 |
| 7 | 3196.748 | 3196.981 | 0.007 | 2402.929 | 2403.396 | 0.019 | 3197.613 | 3197.594 | -0.001 |
| 8 | 4107.487 | 4107.860 | 0.009 | 3199.396 | 3200.070 | 0.021 | 4106.971 | 4106.960 | 0.000 |
| 9 | 5126.102 | 5126.496 | 0.008 | 4108.463 | 4109.386 | 0.022 | 5129.738 | 5129.743 | 0.000 |
| 10 | 6262.545 | 6263.065 | 0.008 | 5133.215 | 5134.339 | 0.022 | 6265.583 | 6265.590 | 0.000 |

From Figs. 2.19 and 2.20 it can be seen that the FRFs for both FEA simulations are very similar. The largest difference between the frequencies for the FRFs shown is about $0.421 \%$ for the system parameters shown. Therefore the assumption of no initial twist in the system when developing the ECM under the given system parameters is appropriate. However, as the initial twist in the system becomes larger it is expected that the ability of the ECM model to accurately predict the natural frequencies of the system will be reduced. In the following section the effects of various string parameters on the errors for frequency estimations for the ECM for $w$ are analyzed. This error is partially attributed to ignoring the initial twist in the homogenized model.

### 2.3.10 String Parameter Effects Analysis

The natural frequencies related to the $w$-coordinate of the hybrid system and the string effects on the system's dynamics are considered in this section. Due to the form of the frequencies for the ECM the ratio $\omega_{n}^{\mathrm{ECM}} / \mu_{n}^{2}=\sqrt{C_{1} / K_{1}}$ will be considered in the discussion. This quantity is independent of boundary conditions and mode number, and therefore the conclusions drawn will also be independent of boundary conditions and mode number. The results for a harnessed system assuming a bar element model, as is done in [83, 84], an EB beam model without string harness, and FEA results are also presented for comparison to the presented ECM for $w$. The results pertaining to the model with bar element assumptions as in $[83,84]$ are denoted using the abbreviation BAR.

Applying the assumptions and homogenization technique in [83, 84] for the BAR model with the current wrapping patterns yields a PDE for the transverse vibrations, $w$, and associated boundary conditions similar in form to Eqs. (2.71) and (2.72). The PDE coefficients of the BAR model for the diagonal wrapping pattern can be found as,

$$
C_{1}=E_{b} I_{y y}+\frac{E_{s} A_{s} h^{2} \cos ^{3}(\theta)}{4} \quad, \quad K_{1}=\rho_{b} A_{b}+\frac{\rho_{s} A_{s} \tan (\theta)}{b}\left[\frac{b}{\sin (\theta)}+2 h+b\right]
$$

where $L=b / \tan (\theta)$ is the length of a fundamental element. For the zigzag wrapping pattern we get,

$$
C_{1}=E_{b} I_{y y}+\frac{E_{s} A_{s} h^{2} \cos ^{3}(\theta)(b+h / 3)}{4(b+h)} \quad, \quad K_{1}=\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}
$$

where $L=(2 b+2 h) / \tan (\theta)$ is the length of a fundamental element. It should be highlighted that the main differences in the current ECM from the BAR model in [83, 84] are the manner in which the strain in the string is defined, the calculation of the wrapping angle, and inclusion of higher-order terms in the displacement field and strain tensor. Furthermore, if the strain and wrapping angle calculation in the BAR model was defined in the same manner as the ECM, then setting the string tension to zero $\left(T_{s}=0\right)$ in the ECM would produce the same PDE as the BAR model. Consequently, a major contribution of this work is that it allows for studying the effects of the tension in the dynamics of the hybrid system.

The first 10 non rigid-body modes for the $w$-coordinate for all boundary conditions are calculated using the FEA for comparison to the analytical results for the ECM, BAR, and EB models. The maximum and minimum values of the ratio $\omega_{n} / \mu_{n}^{2}$ across all the FEA modes will be connected with vertical lines. In the following sections, the values for
$\omega_{n} / \mu_{n}^{2}$ for the FEA, ECM, BAR, and EB models are plotted for comparison for various string parameters to evaluate their effects on the overall system dynamics. The system parameters used in the analysis are the same as those presented in Section 2.3.7.

To begin, the effects of varying the number of fundamental elements across the length of the structure are presented in Fig. 2.21. Since the overall length is assumed to be constant, as the number of fundamental elements increases the wrapping angle increases.


Figure 2.21: Frequency effects for variable number of fundamental elements.

To interpret the results from a physical point of view consider the following two extreme cases shown in Fig. 2.22. It is fairly obvious that for the case shown in Fig. 2.43a there will be no changes in the string strain energy as the beam goes through transverse vibrations. Conversely, these changes are at a maximum for the string running along the length of the beam as shown in Fig. 2.43b. Similarly, an increase in the wrapping angle will make the system dynamics similar to the case shown in Fig. 2.43a, which ultimately results in a smaller stiffening effect for the string.


Figure 2.22: Extreme cases for a string-harnessed fundamental element.

As such, for a system with a given length the wrapping angle in both diagonal and zigzag wrapping patterns increases as the number of fundamental elements increases, which reduces the string stiffening effect. This results in smaller natural frequencies for the system with a larger number of elements which may not be intuitively obvious at a first glance. Additionally, an increase in the number of fundamental elements results in a larger mass for the string which further reduces the natural frequencies. As the total length of the string increases there is an increase in the total mass added to the hybrid structure. These arguments are supported by the results shown in Fig. 2.21.

The above physical interpretations can also be observed mathematically from the PDE for the ECM and BAR models. As the number of elements increases the wrapping angle $\theta$ increases, which results in reducing $\cos (\theta)$ and increasing $\tan (\theta)$. For both the ECM and BAR models this results in a decrease in the $C_{1}$ coefficient, which reduces the string stiffening effect. Likewise, for both models, the $K_{1}$ coefficient depends inversely on $\cos (\theta)$ and for the diagonal wrapping patterns also on $\tan (\theta)$. This means that $K_{1}$ increases as the number of elements increases; this corresponds to additional mass for the system due to an increase in the string length. Consequently, the quantity $\sqrt{C_{1} / K_{1}}$ decreases, which results in smaller frequencies as the number of fundamental elements increases, as is observed in Fig. 2.21.

The frequency changes are more obvious for a smaller number of elements and become less significant for a larger number of fundamental elements. The frequencies of the diagonal wrapping pattern are larger than those of the zigzag wrapping pattern for a given number of fundamental elements as the wrapping angle is smaller in the diagonal wrapping pattern. This results in a larger stiffening effect for the diagonal system and subsequently higher frequencies. As it can be seen the ECM and the FEA results are in very good agreement. The accuracy of the model prediction increases as the number of fundamental elements increases. Furthermore, as the number of fundamental elements increases the difference between the maximum and minimum frequency parameters for the FEA shown in Fig. 2.21 decreases and becomes closer to the single predicted values by the analytical model. This is
expected due to the increase in the number of elements per wavelength for each frequency producing ECM results with better accuracy. For the simulations presented the largest absolute percentage of error between the FEA and ECM are $3.503 \%$ and $2.407 \%$ for the diagonal and zigzag wrapping patterns, respectively. Also, the largest absolute percentage of error between the FEA and the BAR are $5.813 \%$ and $2.827 \%$ for the diagonal and zigzag wrapping pattern, respectively. For the simulations presented the maximum twist angle for the diagonal wrapping pattern varies between $0.185^{\circ}$ and $0.674^{\circ}$ for CC boundary conditions for the range of number of fundamental elements between 6 and 50 . These values are about $0.370^{\circ}$ and $1.347^{\circ}$ for CF and FF boundary conditions. For the zigzag wrapping pattern these maximum twist angle values become $0.649^{\circ}$ and $1.211^{\circ}$ for CC boundary conditions and $1.299^{\circ}$ and $2.422^{\circ}$ for CF and FF boundary conditions.

Next the effect of string modulus is investigated and the results are presented in Fig. 2.23. As expected, and also supported by the results shown in Fig. 2.23, increasing the string modulus results in a stiffer system and subsequently higher natural frequencies for all models. The results presented in Fig. 2.23 can also be interpreted from the mathematical expressions derived for $\sqrt{C_{1} / K_{1}}$ for the ECM and BAR models. Since the string modulus, $E_{s}$, only appears linearly in the $C_{1}$ terms and not in the $K_{1}$ term, this supports that the quantity $\sqrt{C_{1} / K_{1}}$ is increasing as the modulus of the string increases, thus giving higher natural frequencies for the harnessed system.


Figure 2.23: Frequency effects for variable string modulus.

It is shown in Fig. 2.23 that for very small values of string modulus, the harnessed system has smaller natural frequencies than the beam with no harness. This is because
for sufficiently small values of modulus the mass effect of the string becomes dominant, which results in smaller frequencies than the EB model. It is observed in Fig. 2.23 that the plot for the diagonal wrapping pattern has a larger slope than the zigzag wrapping pattern. This is due to the wrapping angle being smaller for the diagonal wrapping pattern as discussed previously. This smaller angle results in both larger frequencies and a larger rate of increase for the frequencies as the string modulus increases for this pattern.

It is shown that the diagonal and zigzag wrapping patterns for the ECM agree very well with the FEA for smaller string moduli and begin to diverge as the string modulus increases. As the string modulus increases there is an increased coupling effect between the coordinates of vibrations that results in a higher error for the ECM. The coupling terms can be seen in the expression for the differential strain energy for the FEA shown in Appendix A. The largest error in the natural frequency estimations for the transverse vibrations, $w$, is about $5.052 \%$ for the diagonal and $3.417 \%$ for the zigzag. These error values for the BAR model are about $6.825 \%$ and $1.622 \%$, respectively.

In Fig. 2.24 the natural frequencies versus string density are presented. As expected, increasing the string density lowers the natural frequencies for both wrapping patterns and models. Also, in the analytical expressions the density of the string only plays a role in the $K_{1}$ coefficients. Since $K_{1}$ depends linearly on $\rho_{s}$ an increase in the string density increases $K_{1}$. This causes $\sqrt{C_{1} / K_{1}}$ to decrease as observed in Fig. 2.24.


Figure 2.24: Frequency effects for variable string density.

It should be noted that the diagonal wrapping pattern has a slightly larger string
length compared to the zigzag wrapping pattern for a given number of elements. This additional string mass will result in a slightly higher decay rate in the frequencies for the diagonal wrapping pattern as the string density increases. This is clearly shown in Fig. 2.24. However, the stiffening effect of the string is more dominant for both patterns, which is the reason for having overall higher frequencies compared to the EB model (beam with no string). Therefore, the smaller angle for the diagonal wrapping pattern results in a larger stiffening effect that ultimately results in higher frequencies for this pattern compared to the zigzag wrapping pattern despite the slightly higher total string mass for this pattern.

In Fig. 2.24 we see that the ECM over-predicts the FEA results in both wrapping patterns. For the diagonal wrapping pattern there is an increasing difference between the maximum and minimum values for the frequency parameter $\omega_{n} / \mu_{n}^{2}$ for the FEA. This is due to the mass for the string segment on the $y z$-plane being averaged over the fundamental element for this pattern instead of being modelled as a lumped mass. For the zigzag wrapping pattern the mass per unit length in the homogenized ECM and FEA models is equal thus the results are in better agreement. The range between the minimum and maximum FEA values is a result of the ratio $\omega_{n} / \mu_{n}^{2}$ varying across the modes for a given set of boundary conditions. The maximum absolute percentage of error between the FEA and ECM model is $3.609 \%$ and $1.205 \%$ for the diagonal and zigzag wrapping patterns, respectively. Also, the maximum absolute percentage of error between the FEA and BAR model is $6.050 \%$ and $1.389 \%$ for the diagonal and zigzag wrapping patterns, respectively.

The increasing error for the ECM with respect to the FEA for the diagonal wrapping pattern as the string density increases clearly indicates a need for a more accurate model due to the additional lumped mass for the string sections on the $y z$-plane shown in Fig. 2.2a. This states that the assumptions that result in constant coefficients for the beam-like ECM need to be further improved for much higher string density values.

Next, the effects of string radius are considered and the results presented in Figs. 2.25 and 2.26 . The string radius plays a role in both the stiffness and mass of the hybrid system. As the string radius increases, the total strain energy in the system increases and will consequently increase the natural frequencies. However, an increase in the string radius will result in a larger mass for the system that will lower the frequencies. Figure 2.25 shows that the stiffening effect is more dominant.


Figure 2.25: Frequency effects for variable string radius, $\rho_{s}=1400 \mathrm{~kg} / \mathrm{m}^{3}$.


Figure 2.26: Frequency effects for variable string radius, $\rho_{s}=9000 \mathrm{~kg} / \mathrm{m}^{3}$.

As shown in Fig. 2.25 the diagonal wrapping pattern has a more drastic change in frequencies as the radius increases when compared to the zigzag wrapping pattern. This is again due to the wrapping angle for the diagonal wrapping pattern being smaller than the zigzag wrapping pattern that results in stronger stiffening effects for the string. Figure 2.25 also shows that the frequencies obtained from the ECM are always greater than the BAR
model. Also, the ECM frequencies increase at a faster rate than the BAR model as the string radius increases. The maximum errors between the FEA and ECM in Fig. 2.25 for the diagonal and zigzag wrapping patterns are $7.006 \%$ and $3.685 \%$, respectively. The maximum errors between the FEA and BAR for the diagonal and zigzag wrapping patterns are $10.360 \%$ and $3.338 \%$, respectively.

For comparison consider a system in which the density of the string is increased from $\rho_{s}=1400 \mathrm{~kg} / \mathrm{m}^{3}$ to $\rho_{s}=9000 \mathrm{~kg} / \mathrm{m}^{3}$. It can be seen from Fig. 2.26 that the zigzag and diagonal wrapping patterns exhibit different behaviours as the string radius increases. This difference stems from the zigzag wrapping pattern being more affected by added mass than the diagonal system. As discussed previously, the larger angle for the zigzag wrapping pattern will reduce the string stiffening effects for this pattern. Therefore, the two wrapping patterns experience a different rate of change of frequencies as seen in Figs. 2.26a and 2.26b. The maximum errors between the FEA and ECM in Fig. 2.26 for the diagonal and zigzag wrapping patterns are $9.950 \%$ and $3.835 \%$, respectively. The maximum errors between the FEA and BAR for the diagonal and zigzag wrapping patterns are $11.996 \%$ and $2.808 \%$, respectively.

In Figs. 2.25 and 2.26 it is observed that the difference between the maximum and minimum values for the frequency parameters $\omega_{n} / \mu_{n}^{2}$ is larger for the diagonal pattern compared to the zigzag for the FEA. As was the case with varying string density, this larger difference is due to the fact that the diagonal wrapping pattern has sections of string that are only in the $y z$-plane. The increasing error for the ECM with respect to the FEA as the string radius increases indicates a need for a more accurate model for larger values of string radius. It should be noted for the BAR model that as the radius increases the model tends toward a constant value. This makes the ECM model a more accurate model when compared to the BAR. Also, the coupling terms presented in the strain energy expression for the FEA in Appendix A depend on $E_{s} A_{s}$ and $T_{s}$. Therefore, increasing any of these parameters will result in a larger coupling between different coordinates of vibrations that result in a larger error for the ECM model. This is clearly shown in Figs. 2.25 and 2.26.

Looking into the analytical model for the ECM wrapping patterns, we can see how the string radius plays a role in the stiffness and mass coefficients $C_{1}$ and $K_{1}$, respectively. In the $C_{1}$ coefficient $r_{s}$ affects the cross-sectional area $A_{s}$, the constants $\bar{h}$ and $\bar{b}$, as well as the wrapping angle $\theta$. For an increasing $r_{s}$ there will be an increase in $A_{s}, \bar{h}$, and $\bar{b}$ and a decrease in $\cos (\theta)$. It cannot be concluded if $C_{1}$ will be increasing or decreasing for changing radius as it will depend on the system parameter values. However, in the $K_{1}$ coefficients, an increase in the radius always causes an increase in $K_{1}$. Therefore, the changes of $\sqrt{C_{1} / K_{1}}$ could not be directly determined as also supported by the differences in Figs. 2.25 and 2.26.

Lastly, the effects of tension in the harnessing string on the natural frequencies are presented in Figs. 2.27 and 2.28. From a physical point of view it is expected that an increase in tension should increase the frequencies of the system. This behaviour is observed in Fig. 2.27, and is more dominant in Fig. 2.28.


Figure 2.27: Frequency effects for variable string tension, $E_{b}=6.89 \times 10^{10} \mathrm{~N} / \mathrm{m}^{2}, E_{s}=$ $1.5 \times 10^{11} \mathrm{~N} / \mathrm{m}^{2}, r_{s}=0.00035 \mathrm{~m}, G_{b}=2.6 \times 10^{10} \mathrm{~N} / \mathrm{m}^{2}$.


Figure 2.28: Frequency effects for variable string tension, $E_{b}=5 \times 10^{9} \mathrm{~N} / \mathrm{m}^{2}, E_{s}=$ $1 \times 10^{10} \mathrm{~N} / \mathrm{m}^{2}, r_{s}=0.0001 \mathrm{~m}, G_{b}=1 \times 10^{12} \mathrm{~N} / \mathrm{m}^{2}$.

As shown in Figs. 2.27 and 2.28, the degree to which the string tension impacts the hybrid system's natural frequencies depends on the system parameters, most importantly the bending stiffness of the beam, string modulus, shear modulus, and string radius. As shown in these figures, tension plays an important role in the dynamics of the harnessed system particularly for the higher modes. Inclusion of this effect is an advantage of the modelling technique presented in this paper compared to the previously established BAR model. In Fig. 2.27 the largest absolute error between the FEA and the ECM was $2.763 \%$ and $3.400 \%$ for the diagonal and zigzag wrapping patterns, respectively. Also, the largest absolute error between the FEA and the BAR model was $5.011 \%$ and $1.948 \%$ for the diagonal and zigzag wrapping patterns, respectively. In Fig. 2.28 the largest absolute error between the FEA and the ECM was $0.665 \%$ and $2.877 \%$ for the diagonal and zigzag wrapping patterns, respectively. The largest absolute error between the FEA and the BAR model was $0.408 \%$ and $2.706 \%$ for the diagonal and zigzag wrapping patterns, respectively.

Comparing Figs. 2.27 and 2.28, the difference between the maximum and minimum values for the FEA is smaller in Fig. 2.28 than in Fig. 2.27. In Fig. 2.28 the modulus of the string and the radius of the string were both decreased. This means that the effect of the string on the hybrid system will be dominated by the dynamics of the beam. Therefore we expect the hybrid system to behave similarly to an EB beam and thus the ratio $\omega_{n} / \mu_{n}^{2}$ will not vary much across the modes.

Although in the BAR model the assumption of a pre-tensioned string was employed,
due to the exclusion of the higher-order terms in the displacement field and the strain tensor the natural frequencies do not depend on tension. The pre-tension in the BAR model only appears in the non-homogeneous boundary conditions in a similar manner to the ECM where the coefficient $C_{2}$ depends on tension. As a result, the frequencies of the BAR model are not affected by pre-tension. The larger frequencies and their higher rate of increase due to an increase of tension for the diagonal wrapping pattern compared to the zigzag wrapping pattern are due to the wrapping angle being smaller for the diagonal wrapping pattern, as discussed previously in this paper. For both Figs. 2.27 and 2.28 it can be observed that the results from the ECM and FEA models are in good agreement. Also, from the expression for $C_{1}$ for the wrapping patterns of the ECM, we see that it depends linearly on $T_{s}$. Therefore, an increase in the tension increases the value for $C_{1}$ and subsequently $\sqrt{C_{1} / K_{1}}$, thus increasing the system's natural frequencies.

In Figs. 2.27 and 2.28 it can be seen that for smaller values of tension the ECM predicts the FEA results very well. As the string tension increases the errors between the FEA and ECM increase dramatically. This is due to a larger initial twist in the beam when the string tension is increased. This effect is more highlighted in the zigzag pattern due to the larger string angle. For system parameters shown in Fig. 2.27 the maximum initial twist angle for the diagonal wrapping pattern is $1.170^{\circ}$ for CC boundary conditions and $2.341^{\circ}$ for CF and FF boundary conditions. These values become $3.544^{\circ}$ and $7.087^{\circ}$ respectively for the zigzag pattern. For the system parameters shown in Fig. 2.28 these twist angles are $0.023^{\circ}$ and $0.045^{\circ}$ for the diagonal pattern and $0.071^{\circ}$ and $0.141^{\circ}$ for the zigzag pattern.

In summary, for a beam structure of a given length an increase in the number of fundamental elements or the string density results in smaller frequencies. Also, an increase in the string modulus or the tension causes an increase in the frequencies. Finally, the effect of string radius on a system's natural frequencies is undetermined as other system parameters will define the dominance of either the stiffening or density effect of the string. Furthermore, the frequencies of the ECM are typically larger than the BAR model developed in [83, 84]. Exceptions occurred for large numbers of fundamental elements. Among major contributions of the current modelling technique compared to the previously developed BAR model by the authors are utilization of the higher-order Green-Lagrange instead of the infinitesimal strain tensor to obtain a higher accuracy, the dependence of the system's dynamics on the string tension, as well as the inclusion of the compression in the beam due to the string tension.

### 2.4 Experimental Results

The final section concerning periodic wrapping patterns is the experimental validation of the homogenized model developed for string-harnessed beam structures. The FRFs and natural frequencies obtained from the model are compared to those from experiments. Various system configurations with clamped-free boundary conditions and a constant wrapping angle, the zigzag wrapping pattern, are considered for comparison.

### 2.4.1 Analytical Model Details

The analytical model for the zigzag wrapping pattern was determined in Section 2.3.5 and given in Eqs. (2.71) and (2.72) using the coefficients listed in Eqs. (2.67). The PDE for the free transverse vibrations with clamped-free boundary conditions is presented below.

$$
\begin{gather*}
C_{1} \frac{\partial^{4} w}{\partial x^{4}}+K_{1} \frac{\partial^{2} w}{\partial t^{2}}=0  \tag{2.90}\\
w(0, t)=0 \quad, \quad \frac{\partial w}{\partial x}(0, t)=0 \quad, \quad \frac{\partial^{2} w}{\partial x^{2}}(l, t)=0 \quad, \quad \frac{\partial^{3} w}{\partial x^{3}}(l, t)=0 \tag{2.91}
\end{gather*}
$$

The natural frequencies of the system were found as

$$
\begin{equation*}
\omega_{n}=\beta_{n}^{2} \sqrt{\frac{C_{1}}{K_{1}}} \tag{2.92}
\end{equation*}
$$

where $\beta_{n}=(\beta l)_{n} / l$ and $(\beta l)_{n}$ represents the $n^{\text {th }}$ solution to the characteristic equation $0=1+\cos (\beta l) \cosh (\beta l)$. For each frequency $\omega_{n}$, the corresponding mass normalized mode shape is

$$
\begin{align*}
\phi_{n}(x) & =A_{n}\left\{\cos \left(\beta_{n} x\right)-\cosh \left(\beta_{n} x\right)-k_{n}\left[\sin \left(\beta_{n} x\right)-\sinh \left(\beta_{n} x\right)\right]\right\}  \tag{2.93a}\\
k_{n} & =\frac{\cos \left(\beta_{n} l\right)+\cosh \left(\beta_{n} l\right)}{\sin \left(\beta_{n} l\right)+\sinh \left(\beta_{n} l\right)}  \tag{2.93b}\\
\beta_{n}^{4} & =\frac{K_{1} \omega^{2}}{C_{1}}  \tag{2.93c}\\
A_{n} & =\left(K_{1} \int_{0}^{l}\left(\cos \left(\beta_{n} x\right)-\cosh \left(\beta_{n} x\right)-k_{n}\left[\sin \left(\beta_{n} x\right)-\sinh \left(\beta_{n} x\right)\right]\right)^{2} \mathrm{~d} x\right)^{-1 / 2} \tag{2.93d}
\end{align*}
$$

The mass-normalization conditions are given by

$$
\begin{align*}
\int_{0}^{l} K_{1} \phi_{i}(x) \phi_{j}(x) \mathrm{d} x & =\delta_{i j}  \tag{2.94}\\
\int_{0}^{l} C_{1} \phi_{i}(x) \frac{\mathrm{d}^{4} \phi_{j}}{\mathrm{~d} x^{4}}(x) \mathrm{d} x & =\omega_{i}^{2} \delta_{i j} \tag{2.95}
\end{align*}
$$

The above results are obtained by setting $C_{2}=C_{4}=0$ in Eqs. (2.33)-(2.37).
During experiments, the clamped end of the string-harnessed system is fixed to the shaker. The FRF of the system was determined in Section 2.2.1 and is listed below. $\omega_{s}$ denotes the driving frequency of the shaker and $x$ is the sensing location measured from the clamped end.

$$
\begin{align*}
H\left(x, \omega_{s}\right) & =\left|\frac{1}{\omega_{s}^{2}}+\sum_{i=1}^{\infty} \frac{\bar{\phi}_{i} \phi_{i}(x)}{\omega_{i}^{2}-\omega_{s}^{2}}\right|  \tag{2.96a}\\
\bar{\phi}_{i} & =K_{1} \int_{0}^{l} \phi_{i}(x) \mathrm{d} x \tag{2.96b}
\end{align*}
$$

### 2.4.2 Unwrapped Beam Experimental and Analytical FRFs

The experimental setup outlined in Section 2.2.2 is also used for the experimental results presented in the current section. An aluminium alloy 6061 beam specimen is used as the host structure. Two beams with different dimensions are used and referred to as beam 1 and beam 2. Beam 1 has 0.01306 m width, 0.00216 m thickness, and 0.3099 m length while beam 2 has 0.01306 m width, 0.00146 m thickness, and 0.2510 m length. The modulus for the aluminium alloy 6061 is 68.9 GPa and the density is $2768 \mathrm{~kg} / \mathrm{m}^{3}$. These values are listed in Table 2.10.

Table 2.10: Beam material and geometric properties

| Beam property | Beam 1 | Beam 2 |
| :--- | ---: | ---: |
| Beam width, m | 0.01306 | 0.01306 |
| Beam thickness, m | 0.00216 | 0.00146 |
| Beam modulus, GPa | 68.9 | 68.9 |
| Beam density, $\mathrm{kg} / \mathrm{m}^{3}$ | 2768 | 2768 |
| Beam length, m | 0.310 | 0.251 |

As an initial step, the experimental FRFs for the host structures only, i.e., an unwrapped beam, are compared to the analytical FRFs using an undamped Euler-Bernoulli (EB) beam model. The results are presented in Fig. 2.29 and the natural frequencies for the analytical and experimental results are listed in Table 2.11. The sensing location for the FRF measurements is at 0.021 m from the clamp end for beam 1 and 0.052 m for beam 2. The measurement locations are chosen so that they do not coincide with any node of the first six modes within the frequency range of interest. The distances between the closest node of a mode to the sensing locations are about 0.049 m and 0.005 m for beams 1 and 2 , respectively.


Figure 2.29: Analytical and experimental FRFs for the unwrapped beams.

Table 2.11: Experimental and analytical frequencies, in Hz , for the unwrapped beams

|  | Mode |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Result | 1 | 2 | 3 |  |  |  |  |  |  | Beam 1 |  |  |  |  |  |  | 5 | 6 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment | 18.00 | 112.97 | 317.50 | 621.55 | 1027.5 | 1534.5 |  |  |  |  |  |  |  |  |  |  |  |  |
| EB Model | 18.09 | 113.39 | 317.50 | 622.17 | 1028.5 | 1536.4 |  |  |  |  |  |  |  |  |  |  |  |  |
| Error, \% | 0.5 | 0.37 | 0 | 0.10 | 0.097 | 0.12 |  |  |  |  |  |  |  |  |  |  |  |  |
|  | Beam 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment | 18.58 | 116.50 | 326.95 | 640.45 | 1059.3 | 1582.1 |  |  |  |  |  |  |  |  |  |  |  |  |
| EB Model | 18.64 | 116.79 | 327.01 | 640.81 | 1059.3 | 1582.4 |  |  |  |  |  |  |  |  |  |  |  |  |
| Error, \% | 0.3 | 0.25 | 0.02 | 0.056 | 0 | 0.02 |  |  |  |  |  |  |  |  |  |  |  |  |

As it is observed in Fig. 2.29, the analytical FRFs match with those of the experiments quite well. This is expected considering the large length-to-thickness ratio for both of these beams. As shown in Table 2.11, there is good agreement between the analytical model and the experimental natural frequencies. As expected, the analytical model over-predicts the frequencies due to exclusion of shear or rotary inertia effects in the model.

It should be noted that the peaks at approximately $1,700 \mathrm{~Hz}$ in Fig. 2.29 do not represent a resonant mode in the beam of interest. In the experimental setup there is approximately a 0.01 m length of beam extending beyond the clamp as seen in Fig. 2.4. The $1,700 \mathrm{~Hz}$ frequency shown pertains to the fundamental mode of the extended section and is the cause for this additional peak shown in the FRFs for both beams. For this reason the additional peak is not predicted by the analytical model. This point is further discussed in the following section.

## High Frequency Peak

To investigate the high frequency peak that appears after the sixth mode in the experimental results, FRF measurements were made at the 2 sensing locations shown in Fig. 2.30. The FRF results are shown in Fig. 2.31.


Figure 2.30: Additional sensing locations.


Figure 2.31: Zoom in plot of the high frequency peak at 2 sensing locations.

As the shaker provides excitation to the beam, both sections of the beam extending beyond the clamp are excited. As shown in the FRF plot for point 2, located on the short extended section on the opposite side of the beam in this study, the peak around the 1,700 Hz is the most conspicuous in this plot. This indicates that the frequency of $1,700 \mathrm{~Hz}$ is the fundamental frequency for the short extended section. As such it is not captured by the model presented for the long section that is of interest for this paper; even though, this peak also appears in all the FRF plots for the longer section of the beam. Also, the peak just below $1,600 \mathrm{~Hz}$ in this plot pertains to the $6^{\text {th }}$ bending mode for the long section as also shown in the FRF plot for point 1.

### 2.4.3 String-Harnessed System Experimental and Analytical FRFs

For the string-harnessed system experimental tests, two different types of fishing line are used for the strings. The first string is a SpiderWire Stealth Braid 50 pound break strength fishing line and the second is a PowerPro Super 8 Slick 80 pound break strength fishing line; the material properties are listed in Table 2.12. The modulus of each fishing line was determined experimentally by performing a tension test. Table 2.12 also presents the details of the test setups used for each harnessed beam. The sensing locations shown are measured from the clamped end.

Table 2.12: String-harnessed system test setups

|  | Test |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Setup property | 1 | 2 | 3 | 4 | 5 |
| Beam | Beam 1 | Beam 1 | Beam 1 | Beam 1 | Beam 2 |
| String type | Spider Wire | Power Pro | Power Pro | Power Pro | Power Pro |
| String radius, mm | 0.17018 | 0.20955 | 0.20955 | 0.20955 | 0.20955 |
| String modulus, GPa | 62.43 | 128.04 | 128.04 | 128.04 | 128.04 |
| String density, $\mathrm{kg} / \mathrm{m}^{3}$ | 1271 | 1400 | 1400 | 1400 | 1400 |
| Pretension per string, N | 8.3 | 8.3 | 40.0 | 8.3 | 13.3 |
| Number of strings Used | 1 | 1 | 1 | 1 | 3 |
| Number of Fundamental Elements | 5 | 5 | 5 | 15 | 5 |
| Sensing location, m | 0.021 | 0.021 | 0.021 | 0.021 | 0.052 |

In tests 1-4 beam 1 is used as the host structure while other system parameters change during these tests. This allows for a fair comparison between these tests to validate the ability of the proposed model. Test 5 is performed on a different host structure (beam 2) along with multiple strings harnessing the system and a higher total value of pretension. The purpose of this test is to demonstrate the significance of this model due to the larger differences observed between the natural frequencies of the harnessed and unwrapped beam.

A constant base acceleration results in a smaller displacement amplitude for higher frequencies. The smaller amplitude results in a smaller accuracy in obtaining the laser measurements. Therefore, the FRFs are obtained individually for each mode during which both the laser sensitivity and shaker acceleration were adjusted to ensure optimal results. For test 5, a variable acceleration profile produced the best results. Smaller base acceleration near the resonant peaks ensures the minimization of nonlinear effects, while a larger base acceleration value around anti-resonances allows for more accurate measurements. Table 2.13 presents the acceleration values used for each of these tests. The acceleration profile for tests 1-4 is used to obtain the FRF shown in Fig. 2.29a for the unwrapped beam 1 , and the acceleration profile for test 5 is used to obtain the FRF in Fig. 2.29b for the unwrapped beam 2 .

Table 2.13: Acceleration profile used for experiments

|  |  | Acceleration <br> $\left(g_{f}\right)$ | Resonance <br> $\left(g_{f}\right)$ | Anti-resonance <br> $\left(g_{f}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| Test no. | Mode | 0.05 | - | - |
| Tests 1-4 | 1 | 0.4 | - | - |
|  | 2 | 0.5 | - | - |
|  | 3 | 0.9 | - | - |
|  | 4 | 1.2 | - | - |
|  | 5 | 1.2 | - | - |
|  | 6 | 0.05 | 0.03 | 0.2 |
|  | 1 | 1 | 0.1 | 1.2 |
|  | 2 | 1 | 0.5 | 3.5 |
|  | 3 | 3 | 0.5 | 10 |
|  | 4 | 10 | 1 | 15 |
|  | 5 | 15 | 1.5 | 15 |

The experimental results for the FRFs of the tests outlined in Table 2.12 are compared to the FRFs for the string-harnessed model developed in the current work and given by Eq. (2.96). For brevity, the string-harnessed system model is referred to as the STR model. Additionally, the FRF for a model that employs a bar member assumption for the string, a first-order displacement field, and a first-order strain tensor will also be included. The aforementioned modelling approach represents initial co-authored work for periodically wrapped harnessed systems developed in [83, 84]. This is the same modelling technique referenced in the numerical simulations and is once again referred to as the BAR model.

The experimental and analytical FRFs for the string-harnessed system are presented in Figs. 2.32 to 2.36. The experimental natural frequencies for the unwrapped and stringharnessed systems are presented in Table 2.14. Also, the experimental natural frequencies for the string-harnessed system are compared to those from the BAR and STR models in Table 2.15. Finally, zoom-in FRF plots for the individual modes are presented in Figs. 2.37 to 2.41 . In these figures, the experimental results for both the unwrapped beam and the string-harnessed system, as well as analytical results for the STR and BAR models are presented for a closer comparison.


Figure 2.32: FRF comparison between experimental and STR model results for test 1.


Figure 2.33: FRF comparison between experimental and STR model results for test 2.


Figure 2.34: FRF comparison between experimental and STR model results for test 3.


Figure 2.35: FRF comparison between experimental and STR model results for test 4 .


Figure 2.36: FRF comparison between experimental and STR model results for test 5 .


Figure 2.37: Zoom in of the natural frequencies for test 1.


Figure 2.38: Zoom in of the natural frequencies for test 2.


Figure 2.39: Zoom in of the natural frequencies for test 3.


Figure 2.40: Zoom in of the natural frequencies for test 4.


Figure 2.41: Zoom in of the natural frequencies for test 5 .

Table 2.14: Experimental natural frequencies, in Hz, for unwrapped beam and stringharnessed system

|  | Mode |  |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Result | 1 | 2 | 3 |  |  |  |  |  | 4 | 5 | 6 |
|  | Test 1 |  |  |  |  |  |  |  |  |  |  |
| Unwrapped | 18.00 | 112.97 | 317.50 | 621.55 | 1027.5 | 1534.5 |  |  |  |  |  |
| String-harnessed | 18.05 | 113.48 | 319.15 | 624.85 | 1033.0 | 1542.5 |  |  |  |  |  |
| Frequency increase, \% | 0.3 | 0.45 | 0.520 | 0.531 | 0.54 | 0.52 |  |  |  |  |  |
|  | Test 2 |  |  |  |  |  |  |  |  |  |  |
| Unwrapped | 17.90 | 112.55 | 316.15 | 619.00 | 1023.0 | 1528.0 |  |  |  |  |  |
| String-harnessed | 18.05 | 113.44 | 319.35 | 625.05 | 1033.5 | 1542.5 |  |  |  |  |  |
| Frequency increase, \% | 0.84 | 0.79 | 1.01 | 0.977 | 1.03 | 0.949 |  |  |  |  |  |
|  | Test 3 |  |  |  |  |  |  |  |  |  |  |
| Unwrapped | 17.85 | 112.22 | 315.35 | 617.45 | 1020.5 | 1524.0 |  |  |  |  |  |
| String-harnessed | 18.05 | 113.7 | 319.95 | 626.25 | 1035.5 | 1545.0 |  |  |  |  |  |
| Frequency increase, \% | 1.1 | 1.32 | 1.46 | 1.43 | 1.47 | 1.38 |  |  |  |  |  |
|  | Test 4 |  |  |  |  |  |  |  |  |  |  |
| Unwrapped | 18.00 | 112.98 | 317.55 | 621.65 | 1027.5 | 1534.0 |  |  |  |  |  |
| String-harnessed | 17.95 | 112.79 | 317.10 | 620.90 | 1026.0 | 1532.0 |  |  |  |  |  |
| Frequency increase, \% | -0.3 | -0.17 | -0.14 | -0.12 | -0.15 | -0.13 |  |  |  |  |  |
|  | Test 5 |  |  |  |  |  |  |  |  |  |  |
| Unwrapped | 18.58 | 116.50 | 326.95 | 640.45 | 1059.3 | 1582.1 |  |  |  |  |  |
| String-harnessed | 19.42 | 121.25 | 340.60 | 667.80 | 1101.1 | 1642.0 |  |  |  |  |  |
| Frequency increase, \% | 4.5 | 4.08 | 4.17 | 4.270 | 3.95 | 3.79 |  |  |  |  |  |

Table 2.15: Comparison of experimental string-harnessed natural frequencies, in Hz , to STR and BAR models

| Result | Mode |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 |
|  | Test 1 |  |  |  |  |  |
| String-harnessed | 18.05 | 113.48 | 319.15 | 624.85 | 1033.0 | 1542.5 |
| STR model | 18.15 | 113.72 | 318.42 | 623.97 | 1031.5 | 1540.8 |
| Error STR, \% | 0.5 | 0.21 | -0.23 | -0.14 | -0.15 | -0.11 |
| BAR model | 18.13 | 113.62 | 318.15 | 623.45 | 1030.6 | 1539.5 |
| Error BAR, \% | 0.4 | 0.13 | -0.31 | -0.224 | -0.23 | -0.19 |
| Test 2 |  |  |  |  |  |  |
| String-harnessed | 18.05 | 113.44 | 319.35 | 625.05 | 1033.5 | 1542.5 |
| STR model | 18.21 | 114.12 | 319.55 | 626.19 | 1035.1 | 1546.3 |
| Error STR, \% | 0.89 | 0.60 | 0.063 | 0.183 | 0.16 | 0.25 |
| BAR model | 18.15 | 113.76 | 318.54 | 624.20 | 1031.9 | 1541.4 |
| Error BAR, \% | 0.57 | 0.28 | -0.26 | -0.14 | -0.16 | -0.071 |
| Test 3 |  |  |  |  |  |  |
| String-harnessed | 18.05 | 113.70 | 319.95 | 626.25 | 1035.5 | 1545.0 |
| STR model | 18.18 | 113.94 | 319.02 | 625.16 | 1033.4 | 1543.8 |
| Error STR, \% | 0.72 | 0.21 | -0.29 | -0.174 | -0.20 | -0.080 |
| BAR model | 18.12 | 113.57 | 318.00 | 623.16 | 1030.1 | 1538.8 |
| Error BAR, \% | 0.4 | -0.11 | -0.608 | -0.493 | -0.52 | -0.40 |
| Test 4 |  |  |  |  |  |  |
| String-harnessed | 17.95 | 112.79 | 317.10 | 620.90 | 1026.0 | 1532.0 |
| STR model | 18.11 | 113.46 | 317.70 | 622.56 | 1029.1 | 1537.4 |
| Error STR, \% | 0.86 | 0.60 | 0.19 | 0.268 | 0.31 | 0.35 |
| BAR model | 18.10 | 113.41 | 317.54 | 622.26 | 1028.6 | 1536.6 |
| Error BAR, \% | 0.82 | 0.55 | 0.14 | 0.219 | 0.26 | 0.30 |
| Test 5 |  |  |  |  |  |  |
| String-harnessed | 19.42 | 121.25 | 340.60 | 667.80 | 1101.1 | 1642.0 |
| STR model | 19.55 | 122.52 | 343.07 | 672.27 | 1111.3 | 1660.1 |
| Error STR, \% | 0.70 | 1.05 | 0.724 | 0.670 | 0.928 | 1.10 |
| BAR model | 19.19 | 120.24 | 336.67 | 659.74 | 1090.6 | 1629.2 |
| Error BAR, \% | -1.2 | -0.834 | -1.15 | -1.21 | -0.954 | -0.782 |

### 2.4.4 Comparison Between Experimental and STR Model Results

The FRF plots in Figs. 2.37-2.41 clearly indicate that the results from the STR model are in better agreement with the experimental FRFs compared to the BAR model. The largest absolute percentage of error between the frequencies from the STR model and the experiments is $1.10 \%$. As shown in Table 2.15 the errors in using the STR model to predict the experimental results for the 6 modes of a given test are not strictly all positive or negative values. This can be attributed to the fact that the STR model is similar in form to an Euler-Bernoulli beam model, whereas, the physical system is not expected to behave exactly as an Euler-Bernoulli beam model. To elaborate, consider the analytical expression for the frequencies of the STR model reformulated as $\omega_{n} / \beta_{n}^{2}=\sqrt{C_{1} / K_{1}}$. For a given set of system parameters, the values of $C_{1}$ and $K_{1}$ are constant, and it follows that $\omega_{n} / \beta_{n}^{2}$ is constant for all the modes in the model. The analytical value for $\omega_{n} / \beta_{n}^{2}$ and the experimental values are presented in Fig. 2.42.


Figure 2.42: Experimental and analytical values of $\omega_{n} / \beta_{n}^{2}$.

For tests 2,4 , and 5 the analytical value for $\omega_{n} / \beta_{n}^{2}=\sqrt{C_{1} / K_{1}}$ is greater than all of the experimental results for a given test. Therefore, in these cases, the STR model overestimates the modes obtained. In tests 1 and 3 the analytical value is greater than the experimental results for the first two modes and smaller than the experimental results for the higher modes. In these cases the first two modes are overestimated and the higher modes are underestimated. Finally, the values for $\omega_{n} / \beta_{n}^{2}$ are smaller for test 5 compared to tests 1-4 as a beam of smaller thickness and length is used. The percentage of difference between the maximum and minimum experimental values for $\omega_{n} / \beta_{n}^{2}$ is $0.76 \%, 0.83 \%, 1.0 \%$, $0.67 \%$, and $0.430 \%$ for tests 1 through 5 , respectively.

It can also be examined how changes in the system parameters affect the natural frequencies of the string-harnessed system. First consider the change in string between tests 1 and 2. By changing the SpiderWire string for test 1 to the PowerPro string for test 2, the modulus, density, and radius of the string are increased. In particular, the modulus is increased by $105.1 \%$, the density is increased by $10.2 \%$, and the radius is increased by $23.1 \%$. As it is expected, increasing the modulus of the string results in a higher overall stiffness for the string-harnessed system. Intuitively, this should result in a larger frequency difference between the string-harnessed and the unwrapped systems. On the other hand, increasing the string density should result in smaller natural frequencies for the harnessed system. Finally, an increase of string radius affects both mass and overall stiffness for the harnessed system. The overall impact of the changes in string radii on the system's frequencies depends on which one of the stiffness or density effects are more dominant; this will be determined by the other system parameters.

As expected, the small additional system's mass from test 1 to 2 due to the increased density is outweighed by the additional stiffness due to the much larger modulus of elasticity. Hence, the difference between the string-harnessed and unwrapped frequencies in going from test 1 to test 2 is expected to be larger. This behaviour is also observed experimentally and can be seen by comparing Figs. 2.37 and 2.38 and the results shown in Table 2.14.

Also, the developed model includes the effects for density, modulus, and radius of the string and, as it is shown in the results from this model, the overall effect of these parameters on the system's frequencies is an increase. Recall that the frequencies for the STR model are predicted by $\omega_{n}=\beta_{n}^{2} \sqrt{C_{1} / K_{1}}$, in Eq. (2.92), where, $C_{1}$ is the stiffness coefficient and $K_{1}$ is the mass per unit length coefficient. An increase in the string modulus will result in an increase in the $C_{1}$ coefficient while the $K_{1}$ coefficient remains unchanged. Therefore, as seems intuitively obvious, an increase in the string modulus will increase the overall stiffness of the system and also the natural frequencies. Similarly, if the density of the string is increased, the $C_{1}$ coefficient remains unchanged while the $K_{1}$ coefficient increases due to its dependence on $\rho_{s}$. Hence, increasing the string density increases the mass per unit length of the system and correspondingly the frequencies decrease. Finally, variations to the string radius, $r_{s}$, play a role in the values of $A_{s}, \bar{b}, \bar{h}$, and $\cos (\theta)$. An increase in $r_{s}$ causes an increase in $A_{s}, \bar{b}$, and $\bar{h}$, and a decrease in $\cos (\theta)$. Since the coefficient $K_{1}$ depends on $A_{s}$ and $\cos ^{-1}(\theta)$, an increase in the string radius always causes an increase in $K_{1}$. On the contrary, the effect of varying string radius on the $C_{1}$ coefficient may be an increase or a decrease and will depend on the other system parameters. The overall changes shown in the frequencies in the STR model are compatible with those observed from the test results.

Another important factor that plays a substantial role in the dynamics of a stringharnessed system is the tension in the cables. To examine this effect the tension is varied from 8.3 N to 40 N , a $382 \%$ increase, between tests 2 and 3 . Intuitively, it is expected that an increase in the string tension will also increase the stiffness, thus increasing the natural frequencies. The experimental results presented in Table 2.14 demonstrate this change. As it is observed from these results, the frequency shifts between the tests are more noticeable for the higher modes. This effect can also be seen in Figs. 2.38 and 2.39 where both the model and test results are presented. As shown in Eq. (2.67), for the STR model the tension, $T_{s}$, only plays a role in the $C_{1}$ coefficient. Thus an increase in $T_{s}$ will result in a larger value for $C_{1}$, which is representative of the overall system's stiffness resulting in higher natural frequency predictions by the STR model. Therefore, the proposed analytical model accurately captures the changes in the dynamic behaviour for this system as tension varies. This is a major improvement for this model compared to the BAR model presented in [83, 84].

Recall the results for $\omega_{n} / \beta_{n}^{2}$ in Fig. 2.42. When the string radius and modulus increases from test 1 to 2 and the string tension increases from test 2 to 3 , the percentage of difference between the maximum and minimum values of $\omega_{n} / \beta_{n}^{2}$ for the experiments increases from test 1 to test 2 and this difference increases further from test 2 to 3 . This indicates that as the stiffening effects of the string increase for a given host structure, the distribution of the experimental frequencies becomes less likely to look like those for an EB model. Since the STR model predicts only a single value for $\omega_{n} / \beta_{n}^{2}$, this demonstrates the need for further improvement in the model. Furthermore, an increase in the string stiffening effect will cause the coupling between various coordinates of vibrations to become more prominent and is an additional element that must be further incorporated in the model, [86].

Another factor to analyze for a string-harnessed system is the cable pattern. For this reason, the number of fundamental elements is tripled from test 2 to 4 . To determine the expected change in the frequencies of the system when the number of fundamental elements is increased, consider the two cases presented in Fig. 2.43. When the string is running along the width of the beam as shown in Fig. 2.43a, there will be no additional strain energy in the string as the system undergoes transverse vibrations. Alternatively, for the case of the string running along the length of the beam shown in Fig. 2.43b, the strain energy in the string during vibrations will be maximized. Accordingly, as the number of elements increases, the wrapping angle, $\theta$, increases and the wrapping pattern becomes more similar to the extreme case shown in Fig. 2.43a. This leads to an overall smaller strain energy stored in the string and, therefore, smaller stiffening effect as the number of fundamental elements increases. Also, as the number of fundamental elements increases, the total string length increases and results in a larger mass for the system.

Combined, these effects indicate smaller natural frequencies for a system of larger number of fundamental elements.


Figure 2.43: Extreme geometries for the string-harnessed beam.

Also, comparing the experimental results in Figs. 2.38 and 2.40 clearly show that the difference between the frequencies of the string-harnessed system and unwrapped beam decreases as the number of fundamental elements is increased. As shown in Table 2.14, increasing the fundamental elements from 5 to 15 causes the experimental string-harnessed frequencies to become even smaller than those for the unwrapped beam. For test 2 the average percentage increase of the frequencies for the string-harnessed system compared to the unwrapped beam is $0.933 \%$, while for test 4 the average percentage increase is $0.17 \%$. This indicates that in test 4 , the additional mass of the string is more dominant than the stiffening effect for the string. In the STR model, as the number of fundamental elements increases for a given beam length, the wrapping angle, $\theta$, also increases. Since the coefficient $C_{1}$ depends on $\cos (\theta)$ and $\cos ^{3}(\theta)$, this change results in a smaller $C_{1}$ value. On the other hand, the coefficient $K_{1}$ will be larger as it depends on $\cos ^{-1}(\theta)$. Subsequently, the frequencies of the STR model will decrease as the number of fundamental elements increases. For all the given system parameters with an exception of those for test 4, the STR model accurately predicts the trend for the frequency shifts between the unwrapped and harnessed beams. As it is shown in test 4, the experimental frequencies for the harnessed beam are smaller than those for the unwrapped beam in contrast to the model predictions. This is because of the additional mass of the string due to a larger number of fundamental elements used for this test that is likely underestimated for in the model.

When the number of fundamental elements is increased from 5 , in test 2 , to 15 , in test 4 , the stiffening effect of the string decreases. Additionally, when the number of fundamental elements increases it is expected that STR model will produce more accurate results. This is generally true about homogenization techniques as they employ the assumption of periodicity. Generally speaking when the number of fundamental elements per wavelength for the mode of interest increases, the homogenized model gives better accuracies in its frequency estimations. As a result of both the reduction of the stiffening effects and better
accuracy for larger number of fundamental elements, the percentage difference between the maximum and minimum values for decreases from test 2 to test 4 .

From the previous discussions, multiple changes in the systems parameters may be considered to further highlight the ability of the STR model to capture the system's dynamics. Specifically, consider test 3 and test 4 for which the tension is reduced and the number of fundamental elements is increased. Each of these changes will cause the frequencies of the string-harnessed system to decrease as can be seen in both Table 2.14 and Figs. 2.39 and 2.39. Furthermore, it is seen in Table 2.14 that the percentage frequency shifts between the harnessed and the unwrapped beam are larger between tests 3 and 4 compared to those between tests 2 and 4 . This is expected since both number of elements and the tension are different between tests 3 and 4 . This clearly demonstrates the ability of the STR model to predict the behaviour of the frequencies of the system when multiple system parameters are changed simultaneously. Also, it is observed through the experiments that changing the string from SpiderWire to PowerPro and using higher tension values results in a larger frequency difference between the unwrapped and the string-harnessed beams. Finally, using a different type of string and a larger number of fundamental elements from test 1 to test 4 results in smaller frequencies due to both the additional string mass and the reduction of the string stiffening effects when the wrapping angle changes.

Tests 1 to 4 are primarily conducted for comparison to show the effectiveness of the developed model in predicting the system's natural frequencies when several system parameters change. System parameters in test 5 are chosen in a way to obtain much larger differences between the natural frequencies of the unwrapped and the harnessed system under consideration in this test to demonstrate the importance of modelling string effects. The average shift between the frequencies of the two systems is about $4.12 \%$ with the largest shift of $4.5 \%$ in the first mode.

A fundamental quantity for obtaining the frequencies using the STR model is $C_{1} / K_{1}$. The quantity $C_{1} / K_{1}$ for a wrapped beam is similar to $E_{b} I_{b} / \rho_{b} A_{b}$ for an unwrapped beam; $C_{1}$ is the overall bending stiffness coefficient and $K_{1}$ is the mass per unit length coefficient. For comparison, the values for $E_{b} I_{b} / \rho_{b} A_{b}$ and $C_{1} / K_{1}$ for each of the tests are presented in Table 2.16.

Table 2.16: Ratios for Euler-Bernoulli and string-harnessed analytical models

|  | $E_{b} I_{b} / \rho_{b} A_{b}$ | $C_{1} / K_{1}$ |
| :---: | :---: | :---: |
| Test 1 | 9.5961 | 9.6516 |
| Test 2 | 9.5961 | 9.8036 |
| Test 3 | 9.5961 | 9.8042 |
| Test 4 | 9.5961 | 9.6051 |
| Test 5 | 4.4019 | 4.8448 |

In Table 2.16 it can be seen that the change in $C_{1} / K_{1}$ from test 1 to test 2 is larger than the change from test 2 to test 3 . This is particularly interesting since the modulus of the string is increased $105.1 \%$ from test 1 to test 2, whereas the increase in tension is much larger at $382 \%$ from test 2 to test 3 . As such, this indicates that the effect of changing the type of string, in particular the modulus of the string, has a greater effect on the frequencies than increasing the tension in the string. It can also be seen in Table 2.16 that the value of $C_{1} / K_{1}$ decreases from test 2 to test 4 , where the number of fundamental elements is increased from 5 to 15 . This highlights the impact of the loss in stiffening effect from the string and an increased mass per unit length when the number of fundamental elements is increased. For test 5 , the $C_{1} / K_{1}$ value is smaller when compared to tests 1-4 since a thinner beam was used for the host structure.

To conclude, the absolute percentage of error in using the STR model to predict the experimental results is plotted versus mode number for comparison for each of the 5 tests in Fig. 2.44. As shown in this figure the error in the model frequency predictions are highest for test 5 where multiple strings are used on a shorter and thinner beam.


Figure 2.44: Absolute percentage of error between analytical and experimental frequencies for the string-harnessed systems.

### 2.4.5 STR and BAR Model Comparison

As shown previously, both the STR and the BAR models produce equivalent continuum models for the transverse vibrations similar to an Euler-Bernoulli model. The error in the natural frequency predictions by each of the STR and BAR models are listed in Table 2.15 and the absolute errors are presented in Fig. 2.45.


Figure 2.45: Absolute percentage of error between experimental and analytical results for the STR and BAR models.

Looking at the error values produced by each model for tests 3 and 5, which have higher tension values, the advantage of using the STR model becomes evident. This is particularly more noticeable for the higher modes. Also, as discussed previously, employing the assumption of the BAR model, [83, 84], for the string elements results in a model that lacks in dependence on the string tension, which is counterintuitive. For both models, the largest error is produced for test 5 where multiple strings are used. Finally, it is shown in [86] that increasing the ratio for the string to beam cross-sectional area results in a larger error in predicting the natural frequencies. As such, using multiple strings on a thinner beam in this test explains the higher frequency errors for test 5 compared to the previous 4 tests.

In summary, the proposed STR model for string-harnessed structures accurately predicts the experimental frequencies and FRFs for multiple test setups. Additionally, this model is able to accurately predict the changes in the system's frequencies subject to all system parameter changes such as string modulus, string radius, tension, number of fundamental elements, number of string harnesses, and dimensions of the host beam structure. The most important improvement for the STR model compared with the BAR model is the dependence of its predicted natural frequencies on the string tension.

### 2.5 Chapter Summary

In this chapter, an energy equivalent homogenization technique was used to determine a simple constant coefficient model for periodically wrapped string-harnessed systems. The model was in the form of a constant coefficient Euler-Bernoulli beam model. Increasing the modulus or tension in the string, as well as wrapping the string less frequently around the beam resulted in an increase in the frequencies of the system. Increasing the density of the string resulted in a decrease in the frequencies of the system. Changing the radius of the string affected both the added stiffness and added mass due to the string and the effect on the frequencies depends on the other system parameters.

Experimental tests were performed to assess the accuracy of the homogenized stringharnessed model. Five distinct tests were performed for clamped-free boundary conditions and considered different types of strings, number of strings, tension applied, and number of wraps around the host structure (fundamental elements). In these tests the first six modes of the system were captured and the largest absolute percentage of error in a single mode was $1.10 \%$, which demonstrates the strength of the developed model. Furthermore, it was shown that the stiffening effect of including strings is quite significant. For the 3 strings
test performed there was an average increase of $4.1 \%$ in the frequencies when compared with a beam without any strings.

## Chapter 3

## Perturbation Theory for Euler-Bernoulli Models

In this chapter a perturbation theory for a spatially dependent Euler-Bernoulli beam model is developed. Using a Lindstedt-Poincaré perturbation theory method, two corrections to the frequencies and one correction to the mode shapes are found. Furthermore, various methods for determining reference values of the spatially dependent quantities from which perturbations occur, necessary values in the perturbation theory, are considered. Previously in the literature only a single correction to the frequency and a one method for choosing the reference values were considered in [75]. Numerical simulations are performed to investigate the accuracy of the proposed perturbation theory. The work presented in this chapter is to be submitted in [93].

### 3.1 Lindstedt-Poincaré Method

### 3.1.1 Problem Statement

Consider a spatially varying Euler-Bernoulli (EB) model for free transverse vibrations with bending stiffness given by $E I(x)$ and mass per unit length given by $\rho A(x)$. Assume that $E I(x)$ and $\rho A(x)$ are $C^{\infty}$-functions on $[0, l] \backslash P_{E I}$ and $[0, l] \backslash P_{\rho A}$. That is, the functions have derivatives of all orders except at a finite set of points. The PDE in consideration is

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left[E I(x) \frac{\partial^{2} w(x, t)}{\partial x^{2}}\right]+\rho A(x) \frac{\partial^{2} w(x, t)}{\partial t^{2}}=0 \tag{3.1}
\end{equation*}
$$

for $0<x<l$ and $t>0$. The boundary conditions at $x^{*}=0$ or $l$ are:

$$
\begin{align*}
w\left(x^{*}, t\right) & =0 & \text { or } & \frac{\partial}{\partial x}\left[E I(x) \frac{\partial^{2} w(x, t)}{\partial x^{2}}\right]_{x=x^{*}} \tag{3.2}
\end{align*}=0
$$

The first boundary condition in Eqs. (3.2) and (3.3) are the geometric boundary conditions and correspond to zero displacement and zero slope, respectively. The second boundary condition in Eqs. (3.2) and (3.3) are the natural boundary conditions and correspond to zero shear and zero moment, respectively.

The problem is next nondimensionalized using a yet undetermined reference value for the bending stiffness, $E I^{*}$, and a yet undetermined reference value for the mass per unit length, $\rho A^{*}$. These reference values are the values from which the respective parameters of the system are considered perturbed and are at this point not fixed. Introduce the length scale $l$ and the time scale $l^{2} \sqrt{\rho A^{*} / E I^{*}}$. Let $W, X$, and $T$ denote the dimensionless variables associated with $w, x$, and $t$, respectively. The dimensionless PDE is

$$
\begin{equation*}
\frac{\partial^{2}}{\partial X^{2}}\left[\left\{1+\frac{E I(X)-E I^{*}}{E I^{*}}\right\} \frac{\partial^{2} W(X, T)}{\partial X^{2}}\right]+\left\{1+\frac{\rho A(X)-\rho A^{*}}{\rho A^{*}}\right\} \frac{\partial^{2} W(X, T)}{\partial T^{2}}=0 \tag{3.4}
\end{equation*}
$$

Assume a separable solution to Eq. (3.4) of the form $W(X, T)=u(X) e^{i \omega T}$. This leads to a spatial ordinary differential equation (ODE)

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\left\{1+\frac{E I(X)-E I^{*}}{E I^{*}}\right\} \frac{\mathrm{d}^{2} u(X)}{\mathrm{d} X^{2}}\right]-\omega^{2}\left\{1+\frac{\rho A(X)-\rho A^{*}}{\rho A^{*}}\right\} u(X)=0 \tag{3.5}
\end{equation*}
$$

### 3.1.2 Perturbation Theory

Since the reference values $E I^{*}$ and $\rho A^{*}$ were chosen such that perturbations occur from these values, introduce a small parameter $\epsilon$ in Eq. (3.5)

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\{1+\epsilon \widehat{E I}(X)\} \frac{\mathrm{d}^{2} u(X)}{\mathrm{d} X^{2}}\right]-\omega^{2}\{1+\epsilon \widehat{\rho A}(X)\} u(X)=0 \tag{3.6}
\end{equation*}
$$

Applying the same steps that were applied to the PDE to the boundary conditions.

The boundary conditions at $X^{*}=0$ or 1 are

$$
\begin{array}{rlrl}
u\left(X^{*}\right) & =0 & \text { or } & \frac{\mathrm{d}}{\mathrm{~d} X}\left[\{1+\epsilon \widehat{E I}(X)\} \frac{\mathrm{d}^{2} u(X)}{\mathrm{d} X^{2}}\right]_{X=X^{*}}=0 \\
\frac{\mathrm{~d} u\left(X^{*}\right)}{\mathrm{d} X}=0 & \text { or } & \{1+\epsilon \widehat{E I}(X)\} \frac{\mathrm{d}^{2} u\left(X^{*}\right)}{\mathrm{d} X^{2}}=0 \tag{3.7b}
\end{array}
$$

The perturbation theory used is the Lindstedt-Poincaré method, see [104] for one of many texts on the subject. In this technique, the natural frequencies and mode shapes are expanded in powers of the small parameter $\epsilon$

$$
\begin{align*}
u(X) & =u_{0}(X)+\epsilon u_{1}(X)+\epsilon^{2} u_{2}(X)+\ldots  \tag{3.8a}\\
\omega & =\omega_{0}+\epsilon \omega_{1}+\epsilon^{2} \omega_{2}+\ldots \tag{3.8b}
\end{align*}
$$

The expansions in Eq. (3.8) are then substituted into the PDE and boundary conditions in Eqs. (3.6) and (3.7). Terms with similar powers of $\epsilon$ are grouped together and these define a sequence of problems that must be solved to determine the frequencies and mode shapes.

### 3.1.3 Mass Normalization Condition

Once the mode shapes of the system are determined from the perturbation theory they are mass normalized. This is quite common in a vibrations analysis as the mass normalization allows for the various modes of the system to be decoupled when determining the time response of the system. The mass normalized mode shapes are denoted by $\bar{\phi}(x)$ and the nondimensional mode shapes are denoted by $\phi(X)$. The mass normalization condition in nondimensional form is given by

$$
\begin{equation*}
1=\int_{0}^{1}\{1+\epsilon \widehat{\rho A}(X)\} \phi^{2}(X) \mathrm{d} X \tag{3.9}
\end{equation*}
$$

To determine the mass normalization condition corresponding to each $\mathcal{O}\left(\epsilon^{i}\right)$ problem of the perturbation theory, substitute the expansion of the mode shape in terms of $\epsilon$ into Eq. (3.9). The mass normalization conditions for the $\mathcal{O}(1)$ and $\mathcal{O}(\epsilon)$ are

$$
\begin{array}{ll}
\mathcal{O}(1): & 1=\int_{0}^{1} \phi_{0}^{2}(X) \mathrm{d} X \\
\mathcal{O}(\epsilon): & 0=\int_{0}^{1} 2 \phi_{0}(X) \phi_{1}(X)+\widehat{\rho A}(X) \phi_{0}^{2}(X) \mathrm{d} X \tag{3.10b}
\end{array}
$$

### 3.1.4 $\mathcal{O}(1)$ Problem

The ODE for the $\mathcal{O}(1)$ problem is

$$
\begin{equation*}
\frac{\mathrm{d}^{4} u_{0}}{\mathrm{~d} X^{4}}-\omega_{0}^{2} u_{0}=0 \tag{3.11}
\end{equation*}
$$

for $0<X<1$. Clamped-clamped (CC), clamped-free (CF), and free-free (FF) boundary conditions are considered. The solution for the ODE in Eq. (3.11) is readily available and is simply presented for each of the boundary conditions considered. The presented solutions also satisfy the mass normalization condition for the $\mathcal{O}(1)$ problem.

## Clamped-Clamped Solution

The boundary conditions for a CC system are

$$
u_{0}(0)=0 \quad, \quad \frac{\mathrm{~d} u_{0}(0)}{\mathrm{d} X}=0 \quad, \quad u_{0}(1)=0 \quad, \quad \frac{\mathrm{~d} u_{0}(1)}{\mathrm{d} X}=0
$$

The characteristic equation, which determines the frequencies $\omega_{n 0}$, is

$$
0=1-\cos \left(\sqrt{\omega_{0}}\right) \cosh \left(\sqrt{\omega_{0}}\right)
$$

and the $n^{\text {th }}$ mode shape of the system is
$\phi_{n 0}(X)=\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{\cos \left(\sqrt{\omega_{n 0}}\right)-\cosh \left(\sqrt{\omega_{n 0}}\right)}{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}$

## Clamped-Free Solution

The boundary conditions for a CF system are

$$
u_{0}(0)=0 \quad, \quad \frac{\mathrm{~d} u_{0}(0)}{\mathrm{d} X}=0 \quad, \quad \frac{\mathrm{~d}^{2} u_{0}(1)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{0}(1)}{\mathrm{d} X^{3}}=0
$$

The characteristic equation, which determines the frequencies $\omega_{n 0}$, is

$$
0=1+\cos \left(\sqrt{\omega_{0}}\right) \cosh \left(\sqrt{\omega_{0}}\right)
$$

and the $n^{\text {th }}$ mode shape of the system is
$\phi_{n 0}(X)=\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{\cos \left(\sqrt{\omega_{n 0}}\right)+\cosh \left(\sqrt{\omega_{n 0}}\right)}{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}$

## Free-Free Solution

The boundary conditions for a FF system are

$$
\frac{\mathrm{d}^{2} u_{0}(0)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{0}(0)}{\mathrm{d} X^{3}}=0 \quad, \quad \frac{\mathrm{~d}^{2} u_{0}(1)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{0}(1)}{\mathrm{d} X^{3}}=0
$$

The characteristic equation, which determines the frequencies $\omega_{n 0}$, is

$$
0=1-\cos \left(\sqrt{\omega_{0}}\right) \cosh \left(\sqrt{\omega_{0}}\right)
$$

and the $n^{\text {th }}$ mode shape of the system is
$\phi_{n 0}(X)=\cos \left(\sqrt{\omega_{n 0}} X\right)+\cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{\cos \left(\sqrt{\omega_{n 0}}\right)-\cosh \left(\sqrt{\omega_{n 0}}\right)}{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}$

### 3.1.5 $\mathcal{O}(\epsilon)$ Problem

The ODE for the $\mathcal{O}(\epsilon)$ problem is

$$
\begin{equation*}
\frac{\mathrm{d}^{4} u_{n 1}}{\mathrm{~d} X^{4}}-\omega_{n 0}^{2} u_{n 1}=2 \omega_{n 0} \omega_{n 1} \phi_{n 0}+\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 0}-\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \tag{3.15}
\end{equation*}
$$

for $0<X<1$. As is typically done in the perturbation theory, a solution to the ODE exists when the solvability condition is satisfied. The solvability condition is a corollary to the Fredholm Alternative and states that a solution to the ODE exists if and only if the inner product of the non-homogeneous term in Eq. (3.15) and the $\mathcal{O}(1)$ solution is 0 .

$$
\begin{equation*}
0=\int_{0}^{1}\left\{2 \omega_{n 0} \omega_{n 1} \phi_{n 0}+\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 0}-\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]\right\} \phi_{n 0} \mathrm{~d} X \tag{3.16}
\end{equation*}
$$

From the solvability condition in Eq. (3.16) the value for $\omega_{n 1}$ is found. Using integration by parts and that CC, CF, and FF boundary conditions are under consideration, the
solvability condition yields

$$
\begin{align*}
0 & =\int_{0}^{1} 2 \omega_{n 0} \omega_{n 1} \phi_{n 0}^{2}+\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 0}^{2}-\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \phi_{n 0} \mathrm{~d} X \\
0 & =2 \omega_{n 0} \omega_{n 1} \int_{0}^{1} \phi_{n 0}^{2} \mathrm{~d} X+\omega_{n 0}^{2} \int_{0}^{1} \widehat{\rho A} \phi_{n 0}^{2} \mathrm{~d} X-\int_{0}^{1} \frac{\mathrm{~d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \phi_{n 0} \mathrm{~d} X \\
2 \omega_{n 0} \omega_{n 1} & =-\int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} X}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \frac{\mathrm{d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\omega_{n 0}^{2} \int_{0}^{1} \widehat{\rho A} \phi_{n 0}^{2} \mathrm{~d} X \\
\omega_{n 1} & =\frac{1}{2 \omega_{n 0}} \int_{0}^{1} \widehat{E I}\left(\frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right)^{2} \mathrm{~d} X-\frac{\omega_{n 0}}{2} \int_{0}^{1} \widehat{\rho A} \phi_{n 0}^{2} \mathrm{~d} X \tag{3.17}
\end{align*}
$$

Recall the assumption that $E I(x)$ and $\rho A(x)$ are $C^{\infty}$-functions everywhere except on a set of points $P=P_{E I} \cup P_{\rho A}$ of size $m-1$. It follows that $\widehat{E I}(X)$ and $\widehat{\rho A}(X)$ are $C^{\infty}$ _ functions on the set $\widehat{P}=P / l$. Suppose that the points in $\widehat{P}$ are ordered as $0<X_{P_{1}}<$ $X_{P_{2}}<\ldots<X_{P_{m-1}}<1$ and denote $X_{0}=0$ and $X_{m}=1$. The ODE in Eq. (3.15) is solved over each of the $m$ intervals $\left[X_{i-1}, X_{i}\right]$ with the general solution on the $i^{\text {th }}$ interval given by

$$
\begin{align*}
u_{n 1}^{(i)}(X)= & A_{n 1}^{(i)} \cos \left(\sqrt{\omega_{n 0}} X\right)+B_{n 1}^{(i)} \sin \left(\sqrt{\omega_{n 0}} X\right)+C_{n 1}^{(i)} \cosh \left(\sqrt{\omega_{n 0}} X\right)+D_{n 1}^{(i)} \sinh \left(\sqrt{\omega_{n 0}} X\right) \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+u_{n 1, p}^{(i)}(X) \tag{3.18}
\end{align*}
$$

The coefficients $A_{n 1}^{(i)}, B_{n 1}^{(i)}, C_{n 1}^{(i)}$ and $D_{n 1}^{(i)}$ in Eq. (3.18) are determined by applying the
boundary conditions. The particular solution to the ODE, denoted by $u_{n 1, p}^{(i)}(X)$, is

$$
\left.\begin{array}{rl}
u_{n 1, p}^{(i)}(x)=\frac{\sqrt{\omega_{n 0}}}{2}[ & \cos \left(\sqrt{\omega_{n 0}} X\right) \int \sin \left(\sqrt{\omega_{n 0}} X\right) \widehat{\rho A} \\
\\
& -\sin \left(\sqrt{\omega_{n 0}} X\right) \int \cos \left(\sqrt{\omega_{n 0}} X\right) \widehat{\rho A}^{(i)} \phi_{n 0} \mathrm{~d} X \\
& -\cosh \left(\sqrt{\omega_{n 0}} X\right) \int \sinh \left(\sqrt{\omega_{n 0}} X\right) \widehat{\rho A} \\
\\
(i)
\end{array} \phi_{n 0} \mathrm{~d} X\right)
$$

Since the ODE is solved over each section, a set of continuity conditions must be applied. The continuity conditions are continuity of displacement, slope, moment, and shear. These are obtained mathematically from Eq. (3.15). For an arbitrary point $X_{j} \in \widehat{P}$.

$$
\begin{align*}
u_{n 1}^{(j)}\left(X_{P_{j}}\right) & =u_{n 1}^{(j+1)}\left(X_{P_{j}}\right)  \tag{3.20a}\\
\frac{\mathrm{d} u_{n 1}^{(j)}\left(X_{P_{j}}\right)}{\mathrm{d} X} & =\frac{\mathrm{d} u_{n 1}^{(j+1)}\left(X_{P_{j}}\right)}{\mathrm{d} X}  \tag{3.20b}\\
\frac{\mathrm{~d}^{2} u_{n 1}^{(j)}\left(X_{P_{j}}\right)}{\mathrm{d} X^{2}} & =\frac{\mathrm{d}^{2} u_{n 1}^{(j+1)}\left(X_{P_{j}}\right)}{\mathrm{d} X^{2}}+\left(\widehat{E I}^{(j+1)}\left(X_{P_{j}}\right)-\widehat{E I}\left(\widehat{S I}^{(j)}\left(X_{P_{j}}\right)\right) \frac{\mathrm{d}^{2} \phi_{n 0}\left(X_{P_{j}}\right)}{\mathrm{d} X^{2}}\right.  \tag{3.20c}\\
\frac{\mathrm{d}^{3} u_{n 1}^{(j)}\left(X_{P_{j}}\right)}{\mathrm{d} X^{3}} & =\frac{\mathrm{d}^{3} u_{n 1}^{(j+1)}\left(X_{P_{j}}\right)}{\mathrm{d} X^{3}}+\frac{\mathrm{d}}{\mathrm{~d} X}\left[\left(\widehat{E I}^{(j+1)}(X)-\widehat{E I}^{(j)}(X)\right) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]_{X=X_{P_{j}}} \tag{3.20d}
\end{align*}
$$

The boundary conditions for the $\mathcal{O}(\epsilon)$ problem are simplified using the $\mathcal{O}(1)$ problem boundary conditions. The boundary conditions for a CC system are

$$
\begin{equation*}
u_{n 1}^{(1)}(0)=0 \quad, \quad \frac{\mathrm{~d} u_{n 1}^{(1)}(0)}{\mathrm{d} X}=0 \quad, \quad u_{n 1}^{(m)}(1)=0 \quad, \quad \frac{\mathrm{~d} u_{n 1}^{(m)}(1)}{\mathrm{d} X}=0 \tag{3.21}
\end{equation*}
$$

The boundary conditions for a CF system are

$$
\begin{equation*}
u_{n 1}^{(1)}(0)=0 \quad, \quad \frac{\mathrm{~d} u_{n 1}^{(1)}(0)}{\mathrm{d} X}=0 \quad, \quad \frac{\mathrm{~d}^{2} u_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{n 1}^{(m)}(1)}{\mathrm{d} X^{3}}=0 \tag{3.22}
\end{equation*}
$$

The boundary conditions for a FF system are

$$
\begin{equation*}
\frac{\mathrm{d}^{2} u_{n 1}^{(1)}(0)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{n 1}^{(1)}(0)}{\mathrm{d} X^{3}}=0 \quad, \quad \frac{\mathrm{~d}^{2} u_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{n 1}^{(m)}(1)}{\mathrm{d} X^{3}}=0 \tag{3.23}
\end{equation*}
$$

Applying the boundary conditions at $X=0$, the first section of the mode shape for a CC and CF system is

$$
\begin{align*}
u_{n 1}^{(1)}(X)= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+u_{n 1, p}^{(1)}(X)-u_{n 1, p}^{(1)}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} u_{n 1, p}^{(1)}(0)}{\mathrm{d} X} \sinh \left(\sqrt{\omega_{n 0}} X\right) \\
= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(1)}(X) \tag{3.24}
\end{align*}
$$

The first section of the mode shape for a FF system is:

$$
\begin{align*}
u_{n 1}^{(1)}(X)= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)+\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+u_{n 1, p}^{(1)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} u_{n 1, p}^{(1)}(0)}{\mathrm{d} X^{2}} \cosh \left(\sqrt{\omega_{n 0}} X\right) \\
& -\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} u_{n 1, p}^{(1)}(0)}{\mathrm{d} X^{3}} \sinh \left(\sqrt{\omega_{n 0}} X\right) \\
= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)+\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(1)}(X) \tag{3.25}
\end{align*}
$$

Next the continuity conditions are applied in order, from the continuity conditions at $X_{1}$ to the continuity conditions at $X_{m-1}$. Once this has been performed, the general form of the mode shape over each section for a CC and CF system is:

$$
\begin{align*}
u_{n 1}^{(i)}(X)= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X) \tag{3.26}
\end{align*}
$$

and the general form of the mode shape over each section for a FF system is:

$$
\begin{align*}
u_{n 1}^{(i)}(X)= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)+\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X) \tag{3.27}
\end{align*}
$$

It is seen in Eqs. (3.26) and (3.27) that there are only two unknown coefficients that remain to be determined. The expressions of $\widetilde{u}_{n 1}^{(i)}(X)$ for the various boundary conditions can be found in Appendix B.1.

Next, the boundary conditions at $X=1$ are applied. Only the first boundary condition needs to be applied as the second boundary condition is automatically satisfied due to the choice of $\omega_{n 1}$ from the solvability condition. Apply the third boundary condition listed in Eqs. (3.21)-(3.23). The expression for the mode shape over the $i^{\text {th }}$ section for a CC system is:

$$
\begin{equation*}
u_{n 1}^{(i)}(X)=A_{n 1}^{(1)} \phi_{n 0}(X)+\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X)-\frac{\widetilde{u}_{n 1}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \tag{3.28}
\end{equation*}
$$

The expression for the mode shape over the $i^{\text {th }}$ section for a CF system is:

$$
\begin{equation*}
u_{n 1}^{(i)}(X)=A_{n 1}^{(1)} \phi_{n 0}(X)+\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \widetilde{u}_{n 1}^{(m)}(1)}{\mathrm{dX} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \tag{3.29}
\end{equation*}
$$

The expression for the mode shape over the $i^{\text {th }}$ section for a FF system is:

$$
\begin{equation*}
u_{n 1}^{(i)}(X)=A_{n 1}^{(1)} \phi_{n 0}(X)+\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \tilde{u}_{n 1}^{(m)}(1)}{\mathrm{dX}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \tag{3.30}
\end{equation*}
$$

The final step is to determine the coefficient $A_{n 1}^{(1)}$ by applying the mass normalization condition of Eq. (3.10b). The coefficient $A_{n 1}^{(1)}$ for a CC system is

$$
\begin{align*}
A_{n 1}^{(1)}=- & \int_{0}^{1} \frac{\omega_{n 1}}{2 \omega_{n 0}} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\phi_{n 0} \widetilde{u}_{n 1}(X)-\frac{\widetilde{u}_{n 1}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \phi_{n 0} \\
& +\frac{1}{2} \widehat{\rho A}(X) \phi_{n 0}^{2} \mathrm{~d} X \tag{3.31}
\end{align*}
$$

The coefficient $A_{n 1}^{(1)}$ for a CF system is

$$
\begin{align*}
A_{n 1}^{(1)}=- & \int_{0}^{1} \frac{\omega_{n 1}}{2 \omega_{n 0}} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\phi_{n 0} \widetilde{u}_{n 1}+\frac{\frac{\mathrm{d}^{2} \widetilde{u}_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \phi_{n 0} \\
& +\frac{1}{2} \widehat{\rho A}(X) \phi_{n 0}^{2} \mathrm{~d} X \tag{3.32}
\end{align*}
$$

The coefficient $A_{n 1}^{(1)}$ for a FF system is

$$
\begin{align*}
A_{n 1}^{(1)}= & -\int_{0}^{1} \frac{\omega_{n 1}}{2 \omega_{n 0}} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\phi_{n 0} \widetilde{u}_{n 1}+\frac{\frac{\mathrm{d}^{2} \widetilde{u}_{n 1}^{(m)}(1)}{\mathrm{dX} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \phi_{n 0} \\
& +\frac{1}{2} \widehat{\rho A}(X) \phi_{n 0}^{2} \mathrm{~d} X \tag{3.33}
\end{align*}
$$

### 3.1.6 $\mathcal{O}\left(\epsilon^{2}\right)$ Problem

The ODE for the $\mathcal{O}\left(\epsilon^{2}\right)$ problem is

$$
\begin{align*}
\frac{\mathrm{d}^{4} u_{n 2}}{\mathrm{~d} X^{4}}-\omega_{n 0}^{2} u_{n 2}= & 2 \omega_{n 0} \omega_{n 2} \phi_{n 0}+2 \omega_{n 0} \omega_{n 1} \phi_{n 1}+\omega_{n 1}^{2} \phi_{n 0}+\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 1} \\
& +2 \omega_{n 0} \omega_{n 1} \widehat{\rho A} \phi_{n 0}-\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 1}}{\mathrm{~d} X^{2}}\right] \tag{3.34}
\end{align*}
$$

for $0<X<1$. A solution to the ODE exists when the following solvability condition is satisfied.

$$
\begin{align*}
0= & \int_{0}^{1}\left\{2 \omega_{n 0} \omega_{n 2} \phi_{n 0}+2 \omega_{n 0} \omega_{n 1} \phi_{n 1}+\omega_{n 1}^{2} \phi_{n 0}+\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 1}+2 \omega_{n 0} \omega_{n 1} \widehat{\rho A} \phi_{n 0}\right. \\
& \left.-\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 1}}{\mathrm{~d} X^{2}}\right]\right\} \phi_{n 0} \mathrm{~d} X \tag{3.35}
\end{align*}
$$

From the solvability condition in Eq. (3.35) the value for $\omega_{n 2}$ is found. Using integration by parts and that CC, CF, and FF boundary conditions are under consideration, the solvability condition yields:

$$
\begin{equation*}
\omega_{n 2}=-\frac{\omega_{n 1}^{2}}{2 \omega_{n 0}}+\frac{1}{2 \omega_{n 0}} \int_{0}^{1} \widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 1}}{\mathrm{~d} X^{2}} \frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}-\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 0} \phi_{n 1}-\omega_{n 0} \omega_{n 1} \widehat{\rho A}(X) \phi_{n 0}^{2} \mathrm{~d} X \tag{3.36}
\end{equation*}
$$

### 3.1.7 Final Dimensional Solution

## Dependence on Reference Values

To determine the final expressions for the natural frequencies and mode shapes in terms of the reference values $E I^{*}$ and $\rho A^{*}$ the parameter $\epsilon$ is removed. This is done by using the relationships $\epsilon \widehat{E I}(X)=\left(E I(X)-E I^{*}\right) / E I^{*}$ and $\epsilon \widehat{\rho A}(X)=\left(\rho A(X)-\rho A^{*}\right) / \rho A^{*}$. First, determine the dependence of the first correction to the frequencies in terms of the reference values.

$$
\begin{align*}
\epsilon \omega_{n 1} & =\frac{1}{2 \omega_{n 0}} \int_{0}^{1} \epsilon \widehat{E I}\left(\frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right)^{2} \mathrm{~d} X-\frac{\omega_{n 0}}{2} \int_{0}^{1} \epsilon \widehat{\rho A} \phi_{n 0}^{2} \mathrm{~d} X \\
& =\frac{1}{E I^{*}}\left\{\frac{\int_{0}^{1} E I(X)\left(\frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right)^{2} \mathrm{~d} X}{2 \omega_{n 0}}\right\}-\frac{1}{\rho A^{*}}\left\{\frac{\omega_{n 0}}{2} \int_{0}^{1} \rho A(X) \phi_{n 0}^{2} \mathrm{~d} X\right\} \\
& =\frac{\alpha_{n 1}}{E I^{*}}-\frac{\alpha_{n 2}}{\rho A^{*}} \tag{3.37}
\end{align*}
$$

Above, it is seen that the expression for the first correction to the natural frequency is calculated solely in terms of the nondimensional bending stiffness and mass per unit length, the reference values, and the $\mathcal{O}(1)$ solution. The same procedure is applied to the first mode shape correction and the second frequency correction. The first correction to the mode shape is expressed as

$$
\begin{equation*}
\epsilon \phi_{n 1}(X)=\frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}}+\frac{\phi_{n 0}(X)}{2} \tag{3.38}
\end{equation*}
$$

and the second frequency correction is expressed as

$$
\begin{equation*}
\epsilon^{2} \omega_{n 2}=\frac{\alpha_{n 1}}{E I^{*}}-\frac{\alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}} \tag{3.39}
\end{equation*}
$$

where

$$
\begin{align*}
& \beta_{n 1}=-\frac{\alpha_{n 1}^{2}}{2 \omega_{n 0}}-\frac{1}{2 \omega_{n 0}} \int_{0}^{1} E I(X) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}} \frac{\mathrm{~d}^{2} f_{n 2}}{\mathrm{~d} X^{2}} \mathrm{~d} X  \tag{3.40a}\\
& \beta_{n 2}=\frac{1}{2 \omega_{n 0}} \int_{0}^{1} E I(X) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}} \frac{\mathrm{~d}^{2} f_{n 1}}{\mathrm{~d} X^{2}} \mathrm{~d} X+\frac{\omega_{n 0}}{2} \int_{0}^{1} \rho A(X) \phi_{n 0} f_{n 2} \mathrm{~d} X  \tag{3.40b}\\
& \beta_{n 3}=\frac{\alpha_{n 2}^{2}}{2 \omega_{n 0}}-\frac{\omega_{n 0}}{2} \int_{0}^{1} \rho A(X) \phi_{n 0} f_{n 1} \mathrm{~d} X \tag{3.40c}
\end{align*}
$$

The expressions of $f_{n 1}(X)$ and $f_{n 2}(X)$ for the various boundary conditions are given in Appendix C.1. The final expressions for the natural frequencies with two corrections and the mode shapes with one correction are

$$
\begin{align*}
\omega_{n} & =\omega_{n 0}+\frac{2 \alpha_{n 1}}{E I^{*}}-\frac{2 \alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}}  \tag{3.41}\\
\phi_{n}(X) & =\frac{3}{2} \phi_{n 0}(X)+\frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}} \tag{3.42}
\end{align*}
$$

## Reintroduction of Dimensions

Dimension are reintroduced for the final solution using the length scale $l$ and time scale $l^{2} \sqrt{\rho A^{*} / E I^{*}}$. For the mass normalized mode shapes, the dimensions of $1 / \sqrt{\mathrm{kg}}$ must be introduced. From the length and time scales used it follows that the mass scale is $l \rho A^{*}$. From the nondimensional results in Eqs. (3.41) and (3.42), the dimensional solution is

$$
\begin{align*}
\bar{\omega}_{n} & =\frac{1}{l^{2}} \sqrt{\frac{E I^{*}}{\rho A^{*}}}\left\{\omega_{n 0}+\frac{2 \alpha_{n 1}}{E I^{*}}-\frac{2 \alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}}\right\}  \tag{3.43}\\
\bar{\phi}_{n}(x) & =\frac{1}{\sqrt{l \rho A^{*}}}\left\{\frac{3}{2} \phi_{n 0}(x / l)+\frac{f_{n 1}(x / l)}{\rho A^{*}}-\frac{f_{n 2}(x / l)}{E I^{*}}\right\} \tag{3.44}
\end{align*}
$$

### 3.2 Reference Values Selection

The final expression for the natural frequencies and mode shapes of the system are in terms of the reference values $E I^{*}$ and $\rho A^{*}$. The value of these are yet to be determined and the method in which they are determined will influence the accuracy of the results. Multiple methods for determining the reference values are proposed.

### 3.2.1 Minimizing $L_{p}$ Norm of Difference

The first proposed method for determining the reference values is to minimize the difference between the reference value and the associated spatially varying function. This is achieved
by considering the $L_{p}$ norm for continuous functions. Mathematically,

$$
\begin{align*}
& E I^{*}=\min _{E I^{*} \in \mathbb{R}}\left\{\left(\int_{0}^{l}\left|E I(x)-E I^{*}\right|^{p} \mathrm{~d} x\right)^{1 / p}\right\}  \tag{3.45a}\\
& \rho A^{*}=\min _{\rho A^{*} \in \mathbb{R}}\left\{\left(\int_{0}^{l}\left|\rho A(x)-\rho A^{*}\right|^{p} \mathrm{~d} x\right)^{1 / p}\right\} \tag{3.45b}
\end{align*}
$$

where $p$ is a positive integer.
Performing the minimization of the $L_{p}$ norm of the difference results in a single value for $E I^{*}$ and $\rho A^{*}$, which does not depend on the mode number. Generally, the minimization procedure cannot be solved exactly to determine the optimal reference values. In the specific case that $p=2$, however, an exact expression is found for the reference values.

$$
\begin{equation*}
E I^{*}=\frac{\int_{0}^{l} E I(x) \mathrm{d} x}{l} \quad, \quad \rho A^{*}=\frac{\int_{0}^{l} \rho A(x) \mathrm{d} x}{l} \tag{3.46}
\end{equation*}
$$

In the case of $p=2$ it is seen that the optimal reference values correspond to the average value for the bending stiffness and mass per unit length over the length of the system.

### 3.2.2 Minimizing $L_{p}$ Norm of Perturbation

The next proposed method also considers an $L_{p}$ norm minimization and applies the minimization to the terms that introduce perturbations in the nondimensional ODE in Eq. (3.5). This is expressed mathematically as

$$
\begin{align*}
& E I^{*}=\min _{E I^{*} \in \mathbb{R}}\left\{\left(\int_{0}^{1}\left|\frac{E I(X)-E I^{*}}{E I^{*}}\right|^{p} \mathrm{~d} X\right)^{1 / p}\right\}  \tag{3.47a}\\
& \rho A^{*}=\min _{\rho A^{*} \in \mathbb{R}}\left\{\left(\int_{0}^{1}\left|\frac{\rho A(X)-\rho A^{*}}{\rho A^{*}}\right|^{p} \mathrm{~d} X\right)^{1 / p}\right\} \tag{3.47b}
\end{align*}
$$

where $p$ is a positive integer.
Performing the minimization of the $L_{p}$ norm of the perturbations results in a single value for $E I^{*}$ and $\rho A^{*}$, which does not depend on the mode number. Minimizing the perturbations can be interpreted as minimizing the error between the reference value and the associated function over the length of the system.

It should be noted that the minimization in this case is with respect to the nondimensional length $X$ whereas the minimization of the $L_{p}$ norm of the difference was with respect to the dimensional length $x$. The choice of the nondimensional domain for the perturbation minimization was due to this being the domain in consideration when applying the perturbation theory. Minimizing the expressions in Eq. (3.47) over either the dimensional or nondimensional domains will result in the same reference values.

### 3.2.3 Minimizing Gradient Norm

The final proposed method is the minimization of the norm of the gradient of the frequencies. In this case the $L_{2}$ (Euclidean) norm is used and the expression for the dimensional natural frequencies in Eq. (3.43) is considered. The gradient of the frequencies is taken with respect to $E I^{*}$ and $\rho A^{*}$. The motivation for the gradient minimization approach is that small variations to the reference values should produce larger changes in the frequency prediction when $E I^{*}$ and $\rho A^{*}$ does not give accurate results compared to when the values are optimally chosen. In other words, stable equilibrium points for the gradient of the frequency expression are assumed to correspond to locations of optimal reference values.

Additionally, constraints are added to the minimization procedure. The first constraint is that the sum of the corrections for the natural frequency is zero. This constraint is imposed to produce simple expressions for the frequencies and is motivated by previous work in [75]. The second set of constraints is with respect to the range of allowable values for the reference values. It is imposed that the reference values cannot be less than or greater than the minimum and maximum values of the respective spatially varying functions.

The mathematical expression for the gradient norm minimization method is

$$
\begin{align*}
\operatorname{minimize}: & \left\|\nabla \bar{\omega}_{n}\right\|_{2}  \tag{3.48a}\\
\text { subject to: } & \min _{x \in[0, l]} E I(x) \leq E I^{*} \leq \max _{x \in[0, l]} E I(x)  \tag{3.48b}\\
& \min _{x \in[0, l]} \rho A(x) \leq \rho A^{*} \leq \max _{x \in[0, l]} \rho A(x) \\
& \frac{2 \alpha_{n 1}}{E I^{*}}-\frac{2 \alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}}=0 \tag{3.48c}
\end{align*}
$$

The Euclidean norm of the gradient for the dimensional frequencies is given by

$$
\begin{align*}
\left\|\nabla \bar{\omega}_{n}\right\|_{2}= & \frac{1}{2 l^{2}}\left\{\frac{1}{E I^{*} \rho A^{*}}\left(\omega_{n 0}-\frac{2 \alpha_{n 1}}{E I^{*}}-\frac{2 \alpha_{n 2}}{\rho A^{*}}-\frac{3 \beta_{n 1}}{\left(E I^{*}\right)^{2}}-\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}}\right)^{2}\right. \\
& \left.+\frac{E I^{*}}{\left(\rho A^{*}\right)^{3}}\left(\omega_{n 0}+\frac{2 \alpha_{n 1}}{E I^{*}}-\frac{6 \alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{3 \beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{5 \beta_{n 3}}{\left(\rho A^{*}\right)^{2}}\right)^{2}\right\}^{1 / 2} \tag{3.49}
\end{align*}
$$

Performing the gradient norm minimization, a value for $E I_{n}^{*}$ and $\rho A_{n}^{*}$ are determined for each mode of the system. In this procedure, it is possible for various modes to have the same value for $E I_{n}^{*}$ or $\rho A_{n}^{*}$. This would be the case if the bending stiffness or mass per unit length were constant throughout the system. The gradient norm minimization producing different reference values for each mode of the system is in contrast to the two previous methods where a single value was produced for all the modes of the system.

## Single Frequency Correction

In the case of a single correction to the frequency, the gradient norm minimization procedure becomes

$$
\left.\left.\begin{array}{rl}
\text { minimize: } & \frac{1}{2 l^{2}}\left\{\frac{1}{E I^{*} \rho A^{*}}\left(\omega_{n 0}-\frac{\alpha_{n 1}}{E I^{*}}-\frac{\alpha_{n 2}}{\rho A^{*}}\right)^{2}\right.
\end{array}+\frac{E I^{*}}{\left(\rho A^{*}\right)^{3}}\left(\omega_{n 0}+\frac{\alpha_{n 1}}{E I^{*}}-\frac{3 \alpha_{n 2}}{\rho A^{*}}\right)^{2}\right\}^{1 / 2}\right\}
$$

In this case, the reference values can be found explicitly and are given by $E I_{n}^{*}=$ $2 \alpha_{n 1} / \omega_{n 0}$ and $\rho A_{n}^{*}=2 \alpha_{n 2} / \omega_{n 0}$, where $\alpha_{n 1}$ and $\alpha_{n 2}$ are given in Eq. (3.37). The norm of the gradient is 0 for this choice of reference values. Furthermore, these reference values correspond exactly to the results of [75]. Thus, the proposed method in Eq. (3.48) is a generalization of the method for determining reference values that was described in [75]

## Existence of Solution

Due to the presence in Eq. (3.48) of the constraint that the sum of the corrections is zero, it is not immediately obvious if a solution always exists for the minimization procedure. The existence of a solution can be determined by proving that there is at least one point that satisfies the constraints of the system.

First consider the case of a constant bending stiffness and mass per unit length over the entire length of the system. Straightforward substitution into the minimization procedure shows that the reference values should be taken as the constant and the constraints of the system will be satisfied. Without loss of generality, assume that both $E I(x)$ and $\rho A(x)$ are spatially dependent. For convenience, write the expression for the dimensional frequencies as

$$
\begin{equation*}
\bar{\omega}_{n}\left(E I^{*}, \rho A^{*}\right)=\frac{1}{l^{2}} \sqrt{\frac{E I^{*}}{\rho A^{*}}}\left[\omega_{n 0}+\Omega_{n}\left(E I^{*}, \rho A^{*}\right)\right] \tag{3.51}
\end{equation*}
$$

In Eq. (3.51), $\Omega_{n}\left(E I^{*}, \rho A^{*}\right)$ is the sum of the corrections to the natural frequencies.
To show that there is at least one point that satisfies the final constraint of the minimization procedure, consider the following two extreme cases. First, consider the reference values $E I_{1}^{*}=\max _{x \in[0, l]} E I(x)$ and $\rho A_{1}^{*}=\min _{x \in[0, l]} \rho A(x)$. For this choice of reference values, the expression $\omega_{n 0} \sqrt{E I_{1}^{*} / \rho A_{1}^{*}} / l^{2}$ will overestimate the natural frequency for the $n^{\text {th }}$ mode. The perturbation theory will compensate for this overestimation by producing a negative sum of corrections, $\Omega_{n}\left(E I_{1}^{*}, \rho A_{1}^{*}\right)<0$. Next, consider the reference values $E I_{2}^{*}=\min _{x \in[0, l]} E I(x)$ and $\rho A_{2}^{*}=\max _{x \in[0, l]} \rho A(x)$. For this choice of reference values, the expression $\omega_{n 0} \sqrt{E I_{2}^{*} / \rho A_{2}^{*}} / l^{2}$ will underestimate the natural frequency for the $n^{\text {th }}$ mode. The perturbation theory will compensate for this underestimation by producing a positive sum of corrections, $\Omega_{n}\left(E I_{2}^{*}, \rho A_{2}^{*}\right)>0$.

The first set of constraints in the minimization procedure create upper and lower bounds for the reference values. Considering a two-dimensional Euclidean space, the bounds on the reference values form a convex set. Since the set is convex, a path exists from $\left(E I_{1}^{*}, \rho A_{1}^{*}\right)$ to $\left(E I_{2}^{*}, \rho A_{2}^{*}\right)$. Since $\Omega_{n}\left(E I_{1}^{*}, \rho A_{1}^{*}\right)<0<\Omega_{n}\left(E I_{2}^{*}, \rho A_{2}^{*}\right)$, it follow from a corollary to the intermediate value theorem [36] that there exists a point $\left(E I_{3}^{*}, \rho A_{3}^{*}\right)$ such that $\Omega_{n}\left(E I_{3}^{*}, \rho A_{3}^{*}\right)=0$. Therefore there exists at least one set of reference values that satisfies all the constraints of the minimization problem.

### 3.3 Simulation Results for Simple Cases

### 3.3.1 Stepped Beam

The first simple test case that is considered is a stepped beam with two homogeneous sections described by

$$
E I(x)=\left\{\begin{array}{ll}
1, & 0 \leq x \leq l_{0} \\
\tau, & l_{0} \leq x \leq l
\end{array} \quad \text { and } \quad \rho A(x)= \begin{cases}1, & 0 \leq x \leq l_{0} \\
\gamma, & l_{0} \leq x \leq l\end{cases}\right.
$$

It is assumed that $\tau, \gamma>0$. Using the notation from the perturbation theory, the point where $E I(x)$ and $\rho A(x)$ are not $C^{\infty}$-functions is $P_{E I}=P_{\rho A}=\left\{l_{0}\right\}$.

For the case of a stepped beam, an expression for the reference values determined using the norm minimization methods of Sections 3.2.1 and 3.2.2 can be found. As the bending stiffness and mass per unit length of the stepped system are similar in form, the expression found for the bending stiffness reference value is similar to the expression for the mass per unit length reference value. The expressions for the bending stiffness reference value using the $L_{p}$ norm of the difference and the $L_{p}$ norm of the perturbation are given by, respectively:

$$
\begin{align*}
E I_{\mathrm{diff}}^{*} & =\frac{l_{0}^{1 /(p-1)}+\tau\left(l-l_{0}\right)^{1 /(p-1)}}{l_{0}^{1 /(p-1)}+\left(l-l_{0}\right)^{1 /(p-1)}}  \tag{3.52}\\
E I_{\mathrm{pert}}^{*} & =\frac{l_{0}^{1 /(p-1)}+\tau^{p /(p-1)}\left(l-l_{0}\right)^{1 /(p-1)}}{l_{0}^{1 /(p-1)}+\tau^{1 /(p-1)}\left(l-l_{0}\right)^{1 /(p-1)}} \tag{3.53}
\end{align*}
$$

In Eqs. (3.52) and (3.53), $p \geq 2$. It can be shown that if the minimization procedure is attempted with $p=1$, then the reference values are not unique. Therefore this case is not considered.

The effect of the $p$-value and ratio $l_{0} / l$ on $E I^{*}$ is presented in Fig. 3.1. In Fig. 3.1 the case of $\tau>1$ is considered. The figure for the case of $0<\tau<1$ is obtained by reflecting the results in Fig. 3.1 about the line $E I^{*}=1$.


Figure 3.1: $E I^{*}$ for various $p$ and $l_{0} / l$ values.

As the value of $p$ increases, it is seen in Fig. 3.1 that the value of $E I^{*}$ approaches $(1+\tau) / 2$. That is to say $E I^{*}$ approaches the average bending stiffness value of the two sections $(1+\tau) / 2$, regardless of the length of each of the two sections. This holds true for both norm minimization methods and is found by taking the limit as $p$ approaches infinity in Eqs. (3.52) and (3.53). For smaller $p$-values, the length of each of the homogeneous sections will play a role in the reference value. Physical interpretation can be given to the case of $p=2$ for the norm minimization of the difference. In this case $E I_{\text {diff }}^{*}=$ $l_{0} / l+\tau\left(l-l_{0}\right) / l$ and this is the average of the bending stiffness in the system using the length of each section as a weight.

It is observed in Fig. 3.1 that certain choices for $l_{0} / l$ will produce a result for $E I^{*}$ that is independent of $p$. When $l_{0} / l=1$ there is only one homogeneous section in the beam with bending stiffness 1 . Therefore in this case the reference value is taken as $E I^{*}=1$ for both norm minimization methods. Similarly, when $l_{0} / l=0$ there is only one homogeneous section in the beam with bending stiffness $\tau$. Therefore in this case the reference value is taken as $E I^{*}=\tau$ for both norm minimization methods. Lastly, it is seen that there is a $p$ independent line at $E I^{*}=(1+\tau) / 2$. From Eqs. (3.52) and (3.53), assuming $E I^{*}=(1+\tau) / 2$ allows the corresponding value for $l_{0} / l$ to be determined. For the norm of the difference the value is $l_{0} / l=1 / 2$ and for the norm of the perturbation the value is $l_{0} / l=\tau /(1+\tau)$.

To investigate the ability of the perturbation theory to predict the natural frequencies and mode shapes of the system, the error between the perturbation theory and an analytical model is calculated for multiple cases. The first 10 transverse bending modes are
considered. Denoting the perturbation and analytical results by a subscript 'p' and 'a', respectively, the sum of the absolute percentage of error of the frequencies is calculated as:

$$
\begin{equation*}
\sum_{n=1}^{10} 100\left|\frac{\omega_{n, \mathrm{p}}-\omega_{n, \mathrm{a}}}{\omega_{n, \mathrm{a}}}\right| \tag{3.54}
\end{equation*}
$$

and the sum of the absolute percentage of error of the mode shapes is given by:

$$
\begin{equation*}
\sum_{n=1}^{10} 100 \frac{\int_{0}^{l}\left(\phi_{n, \mathrm{p}}(x)-\phi_{n, \mathrm{a}}(x)\right)^{2} \mathrm{~d} x}{\int_{0}^{l} \phi_{n, \mathrm{a}}^{2}(x) \mathrm{d} x} \tag{3.55}
\end{equation*}
$$

Clamped-clamped (CC), clamped-free (CF), and free-free (FF) boundary conditions are considered and the error results for variable $\tau$ are presented in Figs. 3.2 and 3.3, and the error results for variable $\gamma$ are presented in Figs. 3.4 and 3.5. In each of the presented figures the results for the various proposed methods of determining the reference values are given. A first and second-order correction for the gradient minimization are considered; a first-order correction corresponds to the results that would be obtained using the method presented in [75]. The $p$-value listed for the norm minimization methods is the value that minimizes the total error in the frequencies and mode shapes across the variable parameter and was determined separately for each boundary conditions and $l_{0} / l$ value.


Figure 3.2: Sum of absolute error in frequencies for variable $\tau$.


Figure 3.3: Sum of absolute error in mode shapes for variable $\tau$.


Figure 3.4: Sum of absolute error in frequencies for variable $\gamma$.


Figure 3.5: Sum of absolute error in mode shapes for variable $\gamma$.

In Figs. 3.2-3.5 it is seen that when both $\tau$ and $\gamma$ are 1 that the sum of the error for the frequencies and mode shapes is 0 . This makes sense as when both $\tau$ and $\gamma$ are 1 the system becomes a homogeneous beam, and in this case the perturbation theory results exactly match those of the analytical model. Furthermore, throughout all the figures it is observed that the first-order gradient minimization always produces that largest sum of error, while the norm minimization methods always produces the smallest sum of error. Typically, the second-order gradient minimization method produces a sum of error that is only slightly larger than the norm minimization methods. It is expected that the norm minimization methods produce the smallest errors as the $p$-value was optimally chosen. Overall, the CF boundary conditions typically produced the smallest sum of errors for both the frequencies and mode shapes when compared to the CC and FF boundary conditions.

Next consider the shape of the curves in Figs. 3.2-3.5. As the value of $\tau$ or $\gamma$ moves away from 1, there is an increase in the sum of the errors for both the natural frequencies and the mode shapes. This is expected since the further the values of $\tau$ and $\gamma$ are from 1 the larger the perturbation is in the system. The larger perturbation inherently leads to larger errors from the perturbation theory in the prediction of the frequencies and mode shapes. It is seen that for both the frequencies and mode shapes, the largest sum of error for a given set of system parameters always occurs when either $\tau$ or $\gamma$ is 0.5 . In addition, it is seen that the curves for the reference value selection methods utilizing two corrections are less affected by variations in $\tau$ and $\gamma$ near unity when compared to the first-order gradient minimization where only one correction to the frequency is considered. This is expected as a higher number of corrections in the perturbation theory leads to more accurate results over a larger range of values for the variables.

Furthermore, it is observed that the results for the error in the frequencies and mode shapes are not symmetric about the vertical line given by $\tau=1$ in Figs. 3.2 and 3.3 and are not symmetric about the vertical line $\gamma=1$ in Figs. 3.4 and 3.5. This is due to an increase in the bending stiffness affecting the system and the resulting perturbation theory solution differently than a decrease in the bending stiffness. A similar argument holds when considering the mass per unit length of the system. Although the results obtained are not symmetric about either $\tau=1$ or $\gamma=1$, the results obtained for the cases of $l_{0} / l=1 / 4$ and $l_{0} / l=3 / 4$ can be related to each other. The error obtained in the $l_{0} / l=1 / 4$ case for a given $\tau$ is equal to the error obtained in the $l_{0} / l=3 / 4$ case for $1 / \tau$, and vice versa. A similar result holds true when considering the case of variable $\gamma$.

Lastly, the $p$-value that minimizes the sum of the error is investigated. For variable $\tau$ in Figs. 3.2 and 3.3, typically the optimal reference value was obtained when the value of $p$ becomes infinitely large. This indicates that for variable bending stiffness the optimal reference value is typically the average bending stiffness of the two sections. For variable
$\gamma$ in Figs. 3.4 and 3.5, the optimal reference values were found when the value of $p$ was between 3 and 9 , inclusively. In contrast to the variable $\tau$ results, this seems to indicate that the length of each of the sections plays a role in determining the optimal reference values. Therefore for variable mass per unit length the optimal reference value should be determined using a $p$-value of less than 10 .

Consider next the fundamental mode shapes for two systems, each with $l_{0} / l=1 / 4$, where one system has $\tau=1.5$ and $\gamma=1$ and the other has $\tau=1$ and $\gamma=1.5$. For CC, CF, and FF boundary conditions, Figs. 3.6-3.8 present the results for displacement, moment, and shear associated with the fundamental mode. The values for $p$ in the two systems are taken from the previous results for variable $\tau$ and variable $\gamma$.


Figure 3.6: Fundamental mode shape displacement, moment, and shear for a CC system.


Figure 3.7: Fundamental mode shape displacement, moment, and shear for a CF system.


Figure 3.8: Fundamental mode shape displacement, moment, and shear for a FF system.

In Figs. 3.6-3.8 it is seen for the system with $\tau=1.5$ and $\gamma=1$ that there is a discontinuity in the moment and shear associated with the fundamental mode at $l_{0} / l=$ $1 / 4$. This discontinuity does not appear in the moment and shear associated with the fundamental mode for the system with $\tau=1$ and $\gamma=1.5$. The discontinuity in the moment can be investigated by analyzing the expression for the moment in the system. Consider the moment of the nondimensional system, obtained from Eq. (3.6):

$$
\begin{equation*}
M(X)=\{1+\epsilon \widehat{E I}(X)\} \frac{\mathrm{d}^{2} \phi(X)}{\mathrm{d} X^{2}} \tag{3.56}
\end{equation*}
$$

The perturbation theory of the current work considers a single correction to the mode shapes, that is $\phi(X)=\phi_{0}(X)+\epsilon \phi_{1}(X)$. Let $X_{P}$ denote a location where the bending stiffness and mass per unit length of the system are not $C^{\infty}$-functions. Consider the following:

$$
\begin{align*}
& M\left(X_{P}^{-}\right)-M\left(X_{P}^{+}\right) \\
= & \left\{1+\epsilon \widehat{E I}\left(X_{P}^{-}\right)\right\}\left\{\frac{\mathrm{d}^{2} \phi_{0}\left(X_{P}^{-}\right)}{\mathrm{d} X^{2}}+\frac{\mathrm{d}^{2} \epsilon \phi_{1}\left(X_{P}^{-}\right)}{\mathrm{d} X^{2}}\right\}-\left\{1+\epsilon \widehat{E I}\left(X_{P}^{+}\right)\right\}\left\{\frac{\mathrm{d}^{2} \phi_{0}\left(X_{P}^{+}\right)}{\mathrm{d} X^{2}}+\frac{\mathrm{d}^{2} \epsilon \phi_{1}\left(X_{P}^{+}\right)}{\mathrm{d} X^{2}}\right\} \\
= & \left(E I\left(X_{P}^{+}\right)-E I\left(X_{P}^{-}\right)\right)\left\{\frac{E I\left(X_{P}^{-}\right)-E I^{*}}{\left(E I^{*}\right)^{2}} \frac{\mathrm{~d}^{2} \phi_{0}\left(X_{P}\right)}{\mathrm{d} X^{2}}+\frac{1}{E I^{*}} \frac{\mathrm{~d}^{2} \epsilon \phi_{1}\left(X_{P}^{+}\right)}{\mathrm{d} X^{2}}\right\} \tag{3.57}
\end{align*}
$$

It is seen in Eq. (3.57) that if the bending stiffness of the system is continuous, then the moment in the system from the perturbation theory results will be continuous. If the bending stiffness of the system is discontinuous, then the moment in the system from the perturbation theory results may or may not be discontinuous. Furthermore, the continuity of the moment is not influenced by the mass per unit length of the system. For the stepped beam, the bending stiffness in the system is continuous when $\tau=1$ and discontinuous otherwise. For a system with $\tau=1.5$, this discontinuity causes the jumps seen in Figs. 3.6c, 3.7 c , and 3.8 c for the moment, whereas for the system with $\tau=1$ in Figs. 3.6d, 3.7d, and 3.8 d the bending stiffness is continuous and thus so is the moment.

The shear in the system, $S(X)=\frac{\mathrm{d}}{\mathrm{d} X} M(X)$ is analyze in a similar manner as the moment in the system. Let $X_{P}$ denote a location where the bending stiffness and mass per unit length of the system are not $C^{\infty}$-functions. Consider the following

$$
\begin{align*}
& S\left(X_{P}^{-}\right)-S\left(X_{P}^{+}\right) \\
= & \left(E I\left(X_{P}^{+}\right)-E I\left(X_{P}^{-}\right)\right)\left\{\frac{E I\left(X_{P}^{-}\right)-E I^{*}}{\left(E I^{*}\right)^{2}} \frac{\mathrm{~d}^{3} \phi_{0}\left(X_{P}\right)}{\mathrm{d} X^{3}}+\frac{\frac{\mathrm{d} E I\left(X_{P}^{-}\right)}{\mathrm{d} X}}{\left(E I^{*}\right)^{2}} \frac{\mathrm{~d}^{2} \phi_{0}\left(X_{P}\right)}{\mathrm{d} X^{2}}-\frac{1}{E I^{*}} \frac{\mathrm{~d}^{3} \epsilon \phi_{1}\left(X_{P}^{+}\right)}{\mathrm{d} X^{3}}\right\} \\
& +\left(\frac{\mathrm{d} E I\left(X_{P}^{+}\right)}{\mathrm{d} X}-\frac{\mathrm{d} E I\left(X_{P}^{-}\right)}{\mathrm{d} X}\right)\left\{\frac{E I\left(X_{P}^{-}\right)-E I^{*}}{\left(E I^{*}\right)^{2}} \frac{\mathrm{~d}^{2} \phi_{0}\left(X_{P}\right)}{\mathrm{d} X^{2}}-\frac{1}{E I^{*}} \frac{\mathrm{~d}^{2} \epsilon \phi_{1}\left(X_{P}^{+}\right)}{\mathrm{d} X^{2}}\right\} \tag{3.58}
\end{align*}
$$

It is seen Eq. (3.58) that if bending stiffness of the system and its first derivative are continuous, then the shear in the system from the perturbation theory results will be continuous. If the bending stiffness of the system or the first derivative is discontinuous, then the shear in the system from the perturbation theory results may or may not be discontinuous. Furthermore, the continuity of the shear is not influenced by the mass per unit length of the system. For the stepped beam, the bending stiffness in the system and its first derivative are continuous when $\tau=1$ and discontinuous otherwise. For a system with $\tau=1.5$, this discontinuity causes the jumps seen in Figs. 3.6e, 3.7e, and 3.8e for the shear, whereas for the system with $\tau=1$ in Figs. 3.6f, 3.7f, and 3.8 f the bending stiffness and its first derivative are continuous and thus so is the shear.

Overall, the perturbation theory results presented in Figs. 3.6-3.8 show a better overall match to the analytical results for the system with $\tau=1$ and $\gamma=1.5$ when compared to the system with $\tau=1.5$ and $\gamma=1$. This is mainly due to the absence of discontinuities when the mass per unit length is continuous. With regard to the reference value selection methods, the method with fewer corrections to the frequencies and mode shapes produced the least accurate results, as expected. The norm minimization methods typically provided the most accurate results, in particular with respect to the magnitude of the jump in the moment and shear when there is a discontinuity. This increase in accuracy at the discontinuous point is quantified by calculating the absolute percentage of error of the various proposed methods in predicting the value of the moment and shear when compared to the analytical model. The results are presented in Table 3.1

Table 3.1: Absolute error in perturbation theory compared to analytical model in moment and shear at discontinuity

|  | Moment | Moment | Shear | Shear |
| :--- | ---: | :---: | ---: | ---: |
| Value Selection Method | $l_{0} / l=1 / 4^{-}$ | $l_{0} / l=1 / 4^{+}$ | $l_{0} / l=1 / 4^{-}$ | $l_{0} / l=1 / 4^{+}$ |
|  | Clamped-Clamped |  |  |  |
| 1st-Order Grad, \% | 62.94 | 44.40 | 21.44 | 17.84 |
| 2nd-Order Grad, \% | 15.99 | 5.32 | 4.55 | 0.67 |
| $L_{\infty}$-Difference, \% | 12.48 | 9.04 | 3.28 | 2.06 |
| $L_{\infty}$-Perturbation, \% | 12.48 | 9.04 | 3.28 | 2.06 |
|  | Clamped-Free |  |  |  |
| 1st-Order Grad, \% | 9.90 | 35.02 | 11.05 | 33.43 |
| 2nd-Order Grad, \% | 2.33 | 7.73 | 2.42 | 6.87 |
| $L_{6}$-Difference, \% | 0.64 | 1.89 | 0.58 | 1.36 |
| $L_{6}$-Perturbation, \% | 0.56 | 1.60 | 0.49 | 1.09 |
|  |  | Free-Free |  |  |
| 1st-Order Grad, \% | 32.74 | 0.89 | 31.64 | 2.54 |
| 2nd-Order Grad, \% | 10.24 | 0.32 | 9.53 | 0.82 |
| $L_{\infty}$-Difference, \% | 6.28 | 0.22 | 5.64 | 0.52 |
| $L_{\infty}$-Perturbation, \% | 6.28 | 0.22 | 5.64 | 0.52 |

Table 3.1 confirms that the norm minimization methods typically produce the most accurate results at the discontinuity, with the second-order gradient method results with only slightly higher errors. The most noticeable difference is in the errors between the first-order gradient method and the norm minimization methods. By comparison, the error using the first-order gradient minimization is typically 5 times larger, and up to 30 times larger in the case of CF boundary conditions. This highlights a significant advantage of using additional corrections to the mode shapes, particularly if the moment and shear of the system are of interest.

The final numerical simulations for the stepped beam consider a variable location for the discontinuity $l_{0} / l$. Various systems are considered with CC, CF, and FF boundary conditions and the results are presented in Figs. 3.9-3.12. The p-value listed for the norm minimization methods is the value that minimizes the total error for variable $l_{0} / l$ and was determined separately for each system. Note that the optimizing procedure was performed anew since a different variable parameter is under consideration and thus the optimal values are not necessarily the same as in the case of variable $\tau$ and $\gamma$.


Figure 3.9: Sum of absolute error in frequencies for variable $l_{0} / l$ and decrease in system parameter.


Figure 3.10: Sum of absolute error in mode shapes for variable $l_{0} / l$ and decrease in system parameter.


Figure 3.11: Sum of absolute error in frequencies for variable $l_{0} / l$ and increase in system parameter.


Figure 3.12: Sum of absolute error in mode shapes for variable $l_{0} / l$ and increase in system parameter.

In Figs. 3.9-3.12 where a $10 \%$ increase or decrease in the system bending stiffness or mass per unit length is considered it is seen that the errors reported by the various methods are quite small. As expected, the first-order gradient method produces the largest sum of errors for both the frequencies and mode shapes due to fewer corrections considered in the perturbation theory. Across all the simulations, the largest error in the frequencies was $0.921 \%$ for the first-order gradient method, $0.050 \%$ for the second-order gradient method, $0.046 \%$ for the norm minimization of the difference, and $0.046 \%$ for the norm minimization of the perturbation. The largest error in the mode shapes was $7.1912 \%$ for the first-order gradient method, $0.0374 \%$ for the second-order gradient method, $0.0368 \%$ for the norm minimization of the difference, and $0.0368 \%$ for the norm minimization of the perturbation. This demonstrates the ability of the perturbation theory and the proposed methods for selecting the reference values in accurately predicting the frequencies and mode shapes even in the case of a fairly significant change in the system parameters.

The cases of variable bending stiffness typically produce larger errors in the natural frequencies and mode shapes when compared to the cases of variable mass per unit length in Figs. 3.9-3.12. This behaviour was also observed previously when variable $\tau$ and $\gamma$ were considered, and also when comparing the displacement, moment, and shear associated with the fundamental mode of the system. Also similar to previous numerical simulation results, the errors for variable $l_{0} / l$ given CF boundary conditions were typically smaller than those reported for a system with CC or FF boundary conditions.

Lastly, in Figs. 3.9-3.12 the largest errors occurred when $l_{0} / l$ was near $1 / 2$, with the error at $l_{0} / l=1 / 2$ sometimes being smaller than neighbouring points. When the step in the system is near $l_{0} / l=1 / 2$, both sections of the beam will play an equally important role in the system behaviour. Therefore it is increasingly difficult to choose a reference value from which the system properties are perturbed and the sum of the errors increases. Also in the figures it is seen that the sum of the errors is 0 when $l_{0} / l$ is 0 or 1 as in these cases the system is a homogeneous beam with no step.

### 3.3.2 Periodically Grooved Beam

The second test case that is considered is a grooved beam for which schematics are presented in Fig. 3.13. The beam is assumed to have a thickness of $h$ and the grooves are such that at their peak the system has a thickness of $c h$. This means that for $c>1$ the beam increases in thickness due to the groove, as in Fig. 3.13a, and for $0<c<1$ the beam decreases in thickness due to the groove, as in Fig. 3.13b. If $c=1$ then the grooves do not change the thickness of the beam and the system is homogeneous. Any number of the single grooved elements are combined side-by-side to form a multiple grooved system, as in Fig. 3.13c.

(a) Single grooved element with $c>1$

(c) Multiple grooves with $0<c<1$

Figure 3.13: Schematics of grooved beams.

Denoting the length of a single grooved element by $L$, the bending stiffness of a single grooved element can be expressed as:

$$
E I(x)= \begin{cases}1, & 0 \leq x \leq \frac{L}{4} \\ {\left[1+(c-1) \frac{x-L / 4}{L / 4}\right]^{3},} & \frac{L}{4} \leq x \leq \frac{L}{2} \\ {\left[c+(1-c) \frac{x-L / 2}{L / 4}\right]^{3},} & \frac{L}{2} \leq x \leq \frac{3 L}{4} \\ 1, & \frac{3 L}{4} \leq x \leq L\end{cases}
$$

And the mass per unit length of a single grooved element can be expressed as:

$$
\rho A(x)= \begin{cases}1, & 0 \leq x \leq \frac{L}{4} \\ {\left[1+(c-1) \frac{x-L / 4}{L / 4}\right],} & \frac{L}{4} \leq x \leq \frac{L}{2} \\ {\left[c+(1-c) \frac{x-L / 2}{L / 4}\right],} & \frac{L}{2} \leq x \leq \frac{3 L}{4} \\ 1, & \frac{3 L}{4} \leq x \leq L\end{cases}
$$

The total length of the system is taken to be 1. For the grooved beam, the bending stiffness and mass per unit length are both continuous functions with discontinuous derivatives at the start, middle, and end of each groove.

To investigate the ability of the perturbation theory to predict the natural frequencies and mode shapes of the system, the sum of the absolute error in the frequencies and mode shapes are found using Eqs. (3.54) and (3.55), respectively. For the case of a grooved beam, the analytical solution is presented by a finite element analysis (FEA), the details of which can be found in Appendix E.

Clamped-clamped (CC), clamped-free (CF), and free-free (FF) boundary conditions are considered and the errors for variable $c^{3}$ values of a system with 5 grooves and unit length are presented in Fig. 3.14. In each of the presented figures, the results for the various proposed methods of determining the reference values are given. A first and second-order correction for the gradient minimization are considered and the $p$-values for the norm minimization methods are chosen such that they minimize the total error in the frequencies and mode shapes for variable $c^{3}$.

The range of values for $c^{3}$ were chosen such that a $50 \%$ decrease in the bending stiffness is considered, up to an increase of $50 \%$ in the bending stiffness. Correspondingly, this results in a $20.6 \%$ decrease and an increase of $14.5 \%$ in the mass per unit length. For this particular case the value $c^{3}$ represents the ratio of the bending stiffness of the centre of the groove to the bending stiffness of a non-grooved section and is further from 1 than the value $c$ which is the ratio of the mass per unit length of the centre of the groove to the mass per unit length of a non-grooved section. Due to this, $c^{3}$ is chosen for the independent variable in the presentation of the results.

As expected in Figs. 3.14, when $c=1$ the value of the sum of error for the frequencies and mode shapes is 0 . This is due to the case of $c=1$ corresponding to a homogeneous beam, and thus the perturbation theory results exactly match the FEA results. Overall, it is observed that the gradient minimization method with one correction produces the largest errors. This is to be expected since there are fewer corrections in this method when compared to the other three methods.

In Figs. 3.15-3.18, the sum of the absolute error in the frequencies and mode shapes for variable $c^{3}$ value is presented for each of the various reference selection methods. Additionally, various total number of grooves in the system are considered for a fixed length system.


Figure 3.14: Sum of absolute error in frequencies and mode shapes for variable $c$ and 5 grooves.


Figure 3.15: Sum of absolute error in frequencies and mode shapes for first-order gradient minimization with variable $c$.


Figure 3.16: Sum of absolute error in frequencies and mode shapes for second-order gradient minimization with variable $c$.


Figure 3.17: Sum of absolute error in frequencies and mode shapes for norm minimization of difference with variable $c$.


Figure 3.18: Sum of absolute error in frequencies and mode shapes for norm minimization of perturbation with variable $c$.

First, consider the errors reported going from the first-order gradient minimization method in Fig. 3.15, to the second-order gradient minimization method in Fig. 3.16, to the minimization of the norm of the difference and perturbation in Figs. 3.17 and 3.18. For both the sum of the error in the frequencies and mode shapes, the errors decrease dramatically from the first-order to the second-order gradient minimization methods. Then, going from the second-order gradient minimization to the norm minimization methods the errors are again reduced. The largest sum of error for the natural frequencies for the first and second-order gradient minimization, the norm minimization of the difference, and the norm minimization of the perturbation is $19.835 \%, 4.501 \%, 0.921 \%$, and $0.953 \%$, respectively. The largest sum of error for the mode shapes for the first and second-order gradient minimization, the norm minimization of the difference, and the norm minimization of the perturbation is $12.524 \%, 0.476 \%, 0.184 \%$, and $0.183 \%$, respectively.

Secondly, from the presented figures it is seen that the errors in the frequencies and mode shapes follow a similar behaviour, regardless of the number of grooves in the system. This behaviour is not symmetric about $c^{3}=1$. In addition, the difference between the error results for variable number of grooves is relatively small. Another common feature for the four reference value selection methods is the sum of errors reported when $c^{3}<1$ are higher than when $c^{3}>1$ when considering is a similar distance from the point $c^{3}=1$. To explain this, as well as the lack of symmetry, consider the values for $c^{3}$ that are a distance $\Delta$ from $c^{3}=1$. In this case the percentage change in the bending stiffness is the same we have $c=\sqrt[3]{1 \pm \Delta}$ for a given $\Delta$. With respect to the mass per unit length, the percentage change will be larger when considering the case of $c^{3}<1$, i.e. $\Delta$ being subtracted, than for $c^{3}>1$. Therefore for points $c^{3}$ that are equidistant from $c^{3}=1$ the values with $c^{3}<1$ will have a larger change in the mass per unit length and hence will exhibit higher errors than for the $c^{3}>1$ case. This is the reason for the highest error observed for $c^{3}=0.5$ and the lack of symmetry in the results.

Most importantly, the results of Figs. 3.15-3.18 highlight the advantage of using an additional number of corrections to the frequencies and mode shape in the perturbation theory. The results of the second-order gradient and norm minimization methods are significantly less sensitive to changes in the value of $c$ near $c=1$ when compared to the first-order method. This highlights the significant advantage of including additional corrections in the perturbation theory as the ensuing model is more robust in terms of changes to the system parameters.

With respect to the sum of the absolute error in the frequencies in the gradient minimization methods in Figs. 3.15 and 3.16 it is seen that quite frequently the system with a single groove results in the smallest values. The error then increases as the number of grooves increases, with the exception for the FF boundary conditions using the second-
order gradient method. In this case for $c^{3}>1$ the results for a system with 3 grooves is larger than for a system with 5 grooves. This behaviour seen for the gradient minimization methods demonstrates that a system with more rapidly varying parameters, that is for larger number of grooves, results in higher errors in the frequencies.

Next consider the sum of the absolute error in Figs. 3.17 and 3.18 for the norm minimization of the difference and perturbation. In the results it is seen that there is no consistent pattern as the number of grooves changes across the boundary conditions and whether $c^{3}<1$ or $c^{3}>1$. Likely the main factor that contributes to this lack of consistency compared to the gradient minimization methods is that the norm minimization methods determine a single value for $E I^{*}$ and $\rho A^{*}$ rather than a distinct value for each mode in the gradient minimization methods. However, it can be seen that the pattern for the results obtained using the norm minimization of the difference are quite similar to the pattern for the results obtained using the norm minimization of the perturbation.

Consider next the fundamental mode shapes for a system with a single groove in the system and $c^{3}=1.1$; the value for $c$ was arbitrarily chosen. For CC, CF, and FF boundary conditions, Figs. 3.19-3.21 present the results for the displacement, moment, and shear associated with the fundamental mode. The values for $p$ used are 7 and 9 for the norm minimization of the difference and perturbation, respectively, as these are the optimal values for all the boundary conditions.


Figure 3.19: Fundamental mode shape displacement, moment, and shear for a CC system.


Figure 3.20: Fundamental mode shape displacement, moment, and shear for a CF system.


Figure 3.21: Fundamental mode shape displacement, moment, and shear for a FF system.

For a system with a single groove the bending stiffness is continuous at all points in the system, however the first derivative is discontinuous at the points where the groove begins, peaks, and ends. Since the bending stiffness is continuous, it is expected from Eq. (3.57) that the moment in the system predicted by the perturbation theory will also be continuous. Indeed, this is the case in Figs. 3.19b, 3.20b, and 3.21b. As the first derivative of the bending stiffness is not continuous, from Eq. (3.58) the shear in the system predicted by the perturbation theory may or may not be continuous. In Figs. 3.19c, 3.20c, and 3.21 c , it is seen that for the system under consideration that the shear in the system will be discontinuous at each of the points where the bending stiffness is discontinuous.

For the system parameters considered, it is seen in Figs. 3.19a, 3.20a, and 3.21a that the mode shape displacement predicted by the perturbation theory strongly agrees with the FEA results for all the boundary conditions considered and all methods for choosing the reference values. The advantage of including additional corrections to the mode shapes in the perturbation theory is clearly highlighted in the results for the moment, and in particular the shear. Specifically, the correction to the shear results for a CF system in Fig. 3.20c are quite impressive. This demonstrates that if the moment and shear in a system are to be predicted using a perturbation theory approach, it is quite imperative to include at least one correction to the mode shapes to obtain reasonably accurate results.

The final numerical simulations for the grooved beam consider a variable number of grooves in a system with fixed length. The case of $c^{3}=1.1$ is first considered to compare the various methods for obtaining the reference values in the perturbation theory in Fig. 3.22. The value for $c^{3}$ was chosen arbitrarily and corresponds to a $10 \%$ increase in the bending stiffness and a $0.032 \%$ increase in the mass per unit length at the peak of the grooves. As a new system parameter is being varied, variable number of grooves, the optimal $p$-values are recalculated and are not necessarily the same as those found for variable $c^{3}$.


Figure 3.22: Sum of absolute error in frequencies and mode shapes for variable number of grooves and $c^{3}=1.1$.

Overall, it is clear for the first-order gradient minimization method that there is a larger sum of error in the frequencies as the number of grooves increases. This behaviour is consistent with previous results for variable $c^{3}$ value. Additionally, there are no cases where the sum of the error is 0 since for a variable number of grooves there is no case that corresponds to a homogeneous beam as was the case with previous simulations. As expected, the first-order gradient minimization method produces the largest error of the presented methods since there are fewer corrections to the frequencies and mode shapes.

In Figs. 3.23-3.26, the sum of the absolute error in the frequencies and mode shapes for variable number of grooves is presented for each of the various reference selection methods. Additionally, various values for $c^{3}$ are considered with CC, CF, and FF boundary conditions.


Figure 3.23: Sum of absolute error in frequencies and mode shapes for first-order gradient minimization with variable number of grooves.


Figure 3.24: Sum of absolute error in frequencies and mode shapes for second-order gradient minimization with variable number of grooves.


Figure 3.25: Sum of absolute error in frequencies and mode shapes for norm minimization of difference with variable number of grooves.


Figure 3.26: Sum of absolute error in frequencies and mode shapes for norm minimization of perturbation with variable number of grooves.

First, consider the errors reported going from the first-order gradient minimization method in Fig. 3.23, to the second-order gradient minimization method in Fig. 3.24, to the minimization of the norm of the difference and perturbation in Figs. 3.25 and 3.26. As was previously observed for variable $c^{3}$ values, the sum of the error in the frequencies and mode shapes exhibit a significant decrease for variable number of grooves from the first to second-order gradient minimization methods. Then, going from the second-order gradient minimization method to the norm minimization methods the errors are further reduced for both the frequencies and mode shapes. The largest sum of error for the natural frequencies for the first and second-order gradient minimization, the norm minimization of the difference, and the norm minimization of the perturbation is $23.436 \%, 5.709 \%, 0.884 \%$, and $0.888 \%$. The largest sum of error for the mode shapes for the first and second-order gradient minimization, the norm minimization of the difference, and the norm minimization of the perturbation is $12.524 \%, 0.622 \%, 0.301 \%$, and $0.300 \%$. All of the maximum sum of errors occurred for the case when $c^{3}=0.5$.

Secondly, from the presented figures, it is observed that the highest errors are reported for the cases with larger variations in the system properties, $c^{3}=0.5$ with the largest errors and $c^{3}=1.5$ with the second largest. The smallest errors occurred for the case of $c^{3}=1.1$ and the second smallest occurred for the case of $c^{3}=0.9$. This is expected since for equidistance $c^{3}$ values from $c^{3}=1$ the errors are larger when $c^{3}<1$ than when $c^{3}>1$, as previously discussed.

With respect to the sum of the absolute error in the frequencies in the gradient minimization methods in Figs. 3.23 and 3.24 it is seen that the error increases as the number of grooves increases and ultimately reaches an upper bound. This increase is larger for the first-order gradient minimization method and the results approach the upper bound much sooner, that is a fewer number of grooves, for the second-order gradient minimization compared to the first-order gradient minimization. This is an advantage for the second-order gradient minimization. Additionally, the pattern of the errors observed for the results with variable number of grooves in Figs. 3.23 and 3.24 is consistent with the pattern of the errors observed for the results with variable $c^{3}$ in Figs. 3.15 and 3.16.

Next consider the sum of the absolute error in Figs. 3.25 and 3.26 for the norm minimization of the difference and perturbation. The behaviour of the results are observed to be different than for the gradient norm minimization and is likely due to the norm minimization methods producing a single value for $E I^{*}$ and $\rho A^{*}$. However, it can be seen that the pattern for the results obtained using the norm minimization of the difference are quite similar to the pattern for the results obtained using the norm minimization of the perturbation. With respect to the boundary conditions, it is seen for the CC boundary conditions that the errors are quite consistent as the number of grooves is varied with a
slight overall increase in the errors for the case of $c^{3}=0.5$. For the CF and FF boundary conditions there is a noticeable decrease in the sum of the absolute error in the frequencies as the number of grooves increases, especially for the cases when $c^{3}=0.5$ and $c^{3}=1.5$.

Finally, it is seen for the norm minimization methods that the pattern of the errors observed for the results with variable number of grooves in Figs. 3.25 and 3.26 is not consistent with the pattern of the errors observed for the results with variable $c^{3}$ in Figs. 3.17 and 3.18. This is due to the pattern for the errors being related to the choice of $p$-value. For each of the cases of variable $c^{3}$ and variable number of grooves the process to determine the optimal $p$-value was performed and produced different results for the two cases. The process was performed in each case to obtain the optimal results for the given variable system parameter to highlight the potential accuracy of the norm minimization methods. Furthermore, the pattern of the errors would be different if the optimal $p$-value was determine for each individual data point, and would ultimately results in lower levels of error for the frequencies and mode shapes.

Overall, it has been seen through numerical simulation of two distinct systems that there is a significant improvement in the results for the frequencies and mode shapes when additional corrections are considered. Furthermore, the various proposed manners in which to determine the reference values in the perturbation theory each produce quite accurate results. The optimally chosen results for $L_{p}$ norm minimization produced the smallest errors, with only slightly larger errors from the second-order gradient minimization. However, the $L_{p}$ norm minimization methods rely on knowledge of the frequencies and mode shapes a priori, this is in contrast to the gradient minimization method.

### 3.4 Lindstedt-Poincaré Method with Lumped Masses

### 3.4.1 Problem Statement

To apply the perturbation theory to both wrapping patterns that are considered for stringharnessed system, the details in Section 3.1 are updated to include lumped masses. Let $\delta$ denote the Dirac delta function. The PDE and boundary conditions that consider lumped masses are given by

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left[E I(x) \frac{\partial^{2} w}{\partial x^{2}}\right]+\left\{\rho A(x)+\sum_{k=0}^{m} M_{k} \delta\left(x-x_{k}\right)\right\} \frac{\partial^{2} w}{\partial t^{2}}=0 \tag{3.59}
\end{equation*}
$$

$$
\begin{align*}
w\left(x^{*}, t\right) & =0 & \text { or } & \frac{\partial}{\partial x}\left[E I(x) \frac{\partial^{2} w}{\partial x^{2}}\right]_{x=x^{*}} \tag{3.60}
\end{align*}=0
$$

The functions $E I(x)$ and $\rho A(x)$ are $C^{\infty}$-functions on $[0, l] \backslash P$. For the case of stringharnessed systems, the finite set $P$ contains all the points where a string goes from one face of the host structure to another. Assume that $P$ contains $m-1$ points. A similar sequence of steps are applied as in the case without lumped masses.

The problem is nondimensionalized using a reference value $E I^{*}$ for the bending stiffness and $\rho A^{*}$ for the mass per unit length. These references values are the values from which the respective functions of the system are considered perturbed. Introduce the length scale $l$ the time scale $l^{2} \sqrt{\rho A^{*} / E I^{*}}$, and let $X, T, W$ denote the dimensionless quantities associated with $x, t$, and $w$, respectively.

$$
\begin{align*}
0=\frac{\partial^{2}}{\partial X^{2}} & {\left[\left\{1+\frac{E I(X)-E I^{*}}{E I^{*}}\right\} \frac{\partial^{2} W(X, T)}{\partial X^{2}}\right] } \\
+ & \left(\left\{1+\frac{\rho A(X)-\rho A^{*}}{\rho A^{*}}\right\}+\sum_{k=0}^{m} \frac{M_{k}}{l \rho A^{*}} \delta\left(X-X_{k}\right)\right) \frac{\partial^{2} W(X, T)}{\partial T^{2}} \tag{3.62}
\end{align*}
$$

Assume a separable solution to Eq. (3.62) of the form $W(X, T)=u(X) e^{i \omega T}$. This leads to a spatial ordinary differential equation (ODE)

$$
\begin{align*}
0=\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}} & {\left[\left\{1+\frac{E I(X)-E I^{*}}{E I^{*}}\right\} \frac{\mathrm{d}^{2} u(X)}{\mathrm{d} X^{2}}\right] } \\
& -\omega^{2}\left(\left\{1+\frac{\rho A(X)-\rho A^{*}}{\rho A^{*}}\right\}+\sum_{k=0}^{m} \frac{M_{k}}{l \rho A^{*}} \delta\left(X-X_{k}\right)\right) u(X) \tag{3.63}
\end{align*}
$$

### 3.4.2 Perturbation Theory

Since the reference values $E I^{*}$ and $\rho A^{*}$ were chosen such that perturbations occur from these values, introduce a small parameter $\epsilon$ in Eq. (3.63)

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\{1+\epsilon \widehat{E I}(X)\} \frac{\mathrm{d}^{2} u(X)}{\mathrm{d} X^{2}}\right]-\omega^{2}\left(\{1+\epsilon \widehat{\rho A}(X)\}+\sum_{k=0}^{m} \epsilon \widehat{M}_{k} \delta\left(X-X_{k}\right)\right) u(X)=0 \tag{3.64}
\end{equation*}
$$

Applying the same steps that were applied to the PDE to the boundary conditions. The boundary conditions at $X^{*}=0$ or 1 are:

$$
\begin{align*}
u\left(X^{*}\right) & =0 & \text { or } & \frac{\mathrm{d}}{\mathrm{~d} X}\left[\{1+\epsilon \widehat{E I}(X)\} \frac{\mathrm{d}^{2} u(X)}{\mathrm{d} X^{2}}\right]_{X=X^{*}} \tag{3.65a}
\end{align*}=0
$$

As was done for the previous model without lumped masses, the Lindstedt-Poincaré method is applied and the natural frequencies and mode shapes are expanded in terms of the small parameter $\epsilon$.

$$
\begin{align*}
u(X) & =u_{0}(X)+\epsilon u_{1}(X)+\epsilon^{2} u_{2}(X)+\ldots  \tag{3.66a}\\
\omega & =\omega_{0}+\epsilon \omega_{1}+\epsilon^{2} \omega_{2}+\ldots \tag{3.66b}
\end{align*}
$$

The expansions in Eq. (3.66) are then substituted into the PDE and boundary conditions in Eqs. (3.64) and (3.65). Terms with similar powers of $\epsilon$ are grouped together and these define a sequence of problems that must be solved to determine the frequencies and mode shapes.

### 3.4.3 Mass Normalization Condition

Once the mode shapes of the system are determined from the perturbation theory they are mass normalized; this is quite common in a vibrations analysis. The mass normalized mode shapes are denoted by $\bar{\phi}(x)$ and the nondimensional mode shapes are denoted by $\phi(X)$. The mass normalization condition in nondimensional form is given by

$$
\begin{equation*}
1=\int_{0}^{1}\left\{\{1+\epsilon \widehat{\rho A}(X)\}+\sum_{k=0}^{m} \epsilon \widehat{M}_{k} \delta\left(X-X_{k}\right)\right\} \phi^{2}(X) \mathrm{d} X \tag{3.67}
\end{equation*}
$$

To determine the mass normalization condition corresponding to each $\mathcal{O}\left(\epsilon^{i}\right)$ problem of the perturbation theory, substitute the expansion of the mode shape in terms of $\epsilon$ into Eq. (3.67). The mass normalization conditions for the $\mathcal{O}(1)$ and $\mathcal{O}(\epsilon)$ are

$$
\begin{align*}
\mathcal{O}(1): & 1=\int_{0}^{1} \phi_{0}^{2}(X) \mathrm{d} X  \tag{3.68a}\\
\mathcal{O}(\epsilon): & 0=\int_{0}^{1} 2 \phi_{0}(X) \phi_{1}(X)+\widehat{\rho A}(X) \phi_{0}^{2}(X) \mathrm{d} X+\sum_{k=0}^{m} \widehat{M_{k}} \phi_{0}^{2}\left(X_{k}\right) \tag{3.68b}
\end{align*}
$$

### 3.4.4 $\mathcal{O}(1)$ Problem

The $\mathcal{O}(1)$ problem for the system with lumped masses is the same as for the previous EB model in Section 3.1.4. The solutions for the various boundary conditions are presented for completeness.

## Clamped-Clamped Solution

The boundary conditions for a CC system are

$$
u_{0}(0)=0 \quad, \quad \frac{\mathrm{~d} u_{0}(0)}{\mathrm{d} X}=0 \quad, \quad u_{0}(1)=0 \quad, \quad \frac{\mathrm{~d} u_{0}(1)}{\mathrm{d} X}=0
$$

The characteristic equation, which determines the frequencies $\omega_{n 0}$, is

$$
0=1-\cos \left(\sqrt{\omega_{0}}\right) \cosh \left(\sqrt{\omega_{0}}\right)
$$

and the $n^{\text {th }}$ mode shape of the system is
$\phi_{n 0}(X)=\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{\cos \left(\sqrt{\omega_{n 0}}\right)-\cosh \left(\sqrt{\omega_{n 0}}\right)}{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}$

## Clamped-Free Solution

The boundary conditions for a CF system are

$$
u_{0}(0)=0 \quad, \quad \frac{\mathrm{~d} u_{0}(0)}{\mathrm{d} X}=0 \quad, \quad \frac{\mathrm{~d}^{2} u_{0}(1)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{0}(1)}{\mathrm{d} X^{3}}=0
$$

The characteristic equation, which determines the frequencies $\omega_{n 0}$, is

$$
0=1+\cos \left(\sqrt{\omega_{0}}\right) \cosh \left(\sqrt{\omega_{0}}\right)
$$

and the $n^{\text {th }}$ mode shape of the system is
$\phi_{n 0}(X)=\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{\cos \left(\sqrt{\omega_{n 0}}\right)+\cosh \left(\sqrt{\omega_{n 0}}\right)}{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}$

## Free-Free Solution

The boundary conditions for a FF system are

$$
\frac{\mathrm{d}^{2} u_{0}(0)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{0}(0)}{\mathrm{d} X^{3}}=0 \quad, \quad \frac{\mathrm{~d}^{2} u_{0}(1)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{0}(1)}{\mathrm{d} X^{3}}=0
$$

The characteristic equation, which determines the frequencies $\omega_{n 0}$, is

$$
0=1-\cos \left(\sqrt{\omega_{0}}\right) \cosh \left(\sqrt{\omega_{0}}\right)
$$

and the $n^{\text {th }}$ mode shape of the system is
$\phi_{n 0}(X)=\cos \left(\sqrt{\omega_{n 0}} X\right)+\cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{\cos \left(\sqrt{\omega_{n 0}}\right)-\cosh \left(\sqrt{\omega_{n 0}}\right)}{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}$

### 3.4.5 $\mathcal{O}(\epsilon)$ Problem

The ODE for the $\mathcal{O}(\epsilon)$ problem is

$$
\begin{equation*}
\frac{\mathrm{d}^{4} u_{n 1}}{\mathrm{~d} X^{4}}-\omega_{n 0}^{2} u_{n 1}=2 \omega_{n 0} \omega_{n 1} \phi_{n 0}+\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 0}+\sum_{k=0}^{m} \omega_{n 0}^{2} \widehat{M}_{k} \delta\left(X-X_{k}\right) \phi_{n 0}-\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \tag{3.72}
\end{equation*}
$$

for $0<X<1$. A solution to the ODE exists when the following solvability condition is satisfied.
$0=\int_{0}^{1}\left\{2 \omega_{n 0} \omega_{n 1} \phi_{n 0}+\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 0}+\sum_{k=0}^{m} \omega_{n 0}^{2} \widehat{M}_{k} \delta\left(X-X_{k}\right) \phi_{n 0}-\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]\right\} \phi_{n 0} \mathrm{~d} X$

From the solvability condition in Eq. (3.73) the value for $\omega_{n 1}$ is found. Using integration by parts and that CC, CF, and FF boundary conditions are under consideration, the solvability condition yields:

$$
\begin{equation*}
\omega_{n 1}=\frac{1}{2 \omega_{n 0}} \int_{0}^{1} \widehat{E I}\left(\frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right)^{2} \mathrm{~d} X-\frac{\omega_{n 0}}{2} \int_{0}^{1} \widehat{\rho A} \phi_{n 0}^{2} \mathrm{~d} X-\frac{\omega_{n 0}}{2} \sum_{k=1}^{m} \widehat{M}_{k} \phi_{n 0}\left(X_{k}\right)^{2} \tag{3.74}
\end{equation*}
$$

Recall the assumption that $E I(x)$ and $\rho A(x)$ are $C^{\infty}$-functions everywhere except on a set of points $P$ of size $m-1$. It follows that $\widehat{E I}(X)$ and $\widehat{\rho A}(X)$ are $C^{\infty}$-functions on the set $\widehat{P}=P / l$. Suppose that the points in $\widehat{P}$ are ordered as $0<X_{P_{1}}<X_{P_{2}}<\ldots<X_{P_{m-1}}<1$ and denote $X_{0}=0$ and $X_{m}=1$. The ODE in Eq. (3.72) is solved over each of the $m$ intervals $\left[X_{i-1}, X_{i}\right]$. The general solution on the $i^{\text {th }}$ interval is the same as in Section 3.1.5 since the lumped masses are not present inside the intervals over which a solution is found, but rather at the interface of each of the intervals. The general solution over the $i^{\text {th }}$ interval is

$$
\begin{align*}
u_{n 1}^{(i)}(X)= & A_{n 1}^{(i)} \cos \left(\sqrt{\omega_{n 0}} X\right)+B_{n 1}^{(i)} \sin \left(\sqrt{\omega_{n 0}} X\right)+C_{n 1}^{(i)} \cosh \left(\sqrt{\omega_{n 0}} X\right)+D_{n 1}^{(i)} \sinh \left(\sqrt{\omega_{n 0}} X\right) \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+u_{n 1, p}^{(i)}(X) \tag{3.75}
\end{align*}
$$

with

$$
\begin{align*}
& u_{n 1, p}^{(i)}(x)=\frac{\sqrt{\omega_{n 0}}}{2}\left[\cos \left(\sqrt{\omega_{n 0}} X\right) \int \sin \left(\sqrt{\omega_{n 0}} X\right) \widehat{\rho A}^{(i)} \phi_{n 0} \mathrm{~d} X\right. \\
& -\sin \left(\sqrt{\omega_{n 0}} X\right) \int \cos \left(\sqrt{\omega_{n 0}} X\right) \widehat{\rho A}^{(i)} \phi_{n 0} \mathrm{~d} X \\
& -\cosh \left(\sqrt{\omega_{n 0}} X\right) \int \sinh \left(\sqrt{\omega_{n 0}} X\right) \widehat{\rho A}^{(i)} \phi_{n 0} \mathrm{~d} X \\
& \left.+\sinh \left(\sqrt{\omega_{n 0}} X\right) \int \cosh \left(\sqrt{\omega_{n 0}} X\right) \widehat{\rho A}^{(i)} \phi_{n 0} \mathrm{~d} X\right] \\
& -\frac{1}{2 \sqrt{\omega_{n 0}^{3}}}\left[\cos \left(\sqrt{\omega_{n 0}} X\right) \int \sin \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I}^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X\right. \\
& -\sin \left(\sqrt{\omega_{n 0}} X\right) \int \cos \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I}{ }^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X \\
& -\cosh \left(\sqrt{\omega_{n 0}} X\right) \int \sinh \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I}(i) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X \\
& \left.+\sinh \left(\sqrt{\omega_{n 0}} X\right) \int \cosh \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I}^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X\right] \tag{3.76}
\end{align*}
$$

Since the ODE is solved over each section, a set of continuity conditions must be applied. The continuity conditions are continuity of displacement, slope, moment, and shear and can be obtained mathematically from Eq. (3.72). When lumped masses are present in the
system, they affect the continuity of the shear. For an arbitrary point $X_{j} \in \widehat{P}$.

$$
\begin{align*}
u_{n 1}^{(j)}\left(X_{P_{j}}\right)= & u_{n 1}^{(j+1)}\left(X_{P_{j}}\right)  \tag{3.77a}\\
\frac{\mathrm{d} u_{n 1}^{(j)}\left(X_{P_{j}}\right)}{\mathrm{d} X}= & \frac{\mathrm{d} u_{n 1}^{(j+1)}\left(X_{P_{j}}\right)}{\mathrm{d} X}  \tag{3.77b}\\
\frac{\mathrm{~d}^{2} u_{n 1}^{(j)}\left(X_{P_{j}}\right)}{\mathrm{d} X^{2}}= & \frac{\mathrm{d}^{2} u_{n 1}^{(j+1)}\left(X_{P_{j}}\right)}{\mathrm{d} X^{2}}+\left(\widehat{E I}^{(j+1)}\left(X_{P_{j}}\right)-\widehat{E I}^{(j)}\left(X_{P_{j}}\right)\right) \frac{\mathrm{d}^{2} \phi_{n 0}\left(X_{P_{j}}\right)}{\mathrm{d} X^{2}}  \tag{3.77c}\\
\frac{\mathrm{~d}^{3} u_{n 1}^{(j)}\left(X_{P_{j}}\right)}{\mathrm{d} X^{3}}= & \frac{\mathrm{d}^{3} u_{n 1}^{(j+1)}\left(X_{P_{j}}\right)}{\mathrm{d} X^{3}}+\frac{\mathrm{d}}{\mathrm{~d} X}\left[\left(\widehat{E I}^{(j+1)}(X)-\widehat{E I}^{(j)}(X)\right) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]_{X=X_{P_{j}}} \\
& -\omega_{n 0}^{2} \widehat{M}_{j} \phi_{n 0}\left(X_{P_{j}}\right) \tag{3.77d}
\end{align*}
$$

The boundary conditions for the $\mathcal{O}(\epsilon)$ problem are simplified using the $\mathcal{O}(1)$ problem boundary conditions. For the case of lumped masses, the boundary conditions are updated to include the possibility of a lumped mass at free ends of the system. The boundary conditions for a CC system are:

$$
\begin{equation*}
u_{n 1}^{(1)}(0)=0 \quad, \quad \frac{\mathrm{~d} u_{n 1}^{(1)}(0)}{\mathrm{d} X}=0 \quad, \quad u_{n 1}^{(m)}(1)=0 \quad, \quad \frac{\mathrm{~d} u_{n 1}^{(m)}(1)}{\mathrm{d} X}=0 \tag{3.78}
\end{equation*}
$$

The boundary conditions for a CF system are:

$$
\begin{equation*}
u_{n 1}^{(1)}(0)=0 \quad, \quad \frac{\mathrm{~d} u_{n 1}^{(1)}(0)}{\mathrm{d} X}=0 \quad, \quad \frac{\mathrm{~d}^{2} u_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{n 1}^{(m)}(1)}{\mathrm{d} X^{3}}=-\omega_{n 0}^{2} \widehat{M}_{m} \phi_{n 0}(1) \tag{3.79}
\end{equation*}
$$

The boundary conditions for a FF system are:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} u_{n 1}^{(1)}(0)}{\mathrm{d} X^{2}}=0, \frac{\mathrm{~d}^{3} u_{n 1}^{(1)}(0)}{\mathrm{d} X^{3}}=\omega_{n 0}^{2} \widehat{M}_{0} \phi_{n 0}(0), \quad \frac{\mathrm{d}^{2} u_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}=0 \quad, \quad \frac{\mathrm{~d}^{3} u_{n 1}^{(m)}(1)}{\mathrm{d} X^{3}}=-\omega_{n 0}^{2} \widehat{M}_{m} \phi_{n 0}(1) \tag{3.80}
\end{equation*}
$$

Applying the boundary conditions at $X=0$, the first section of the mode shape for a CC and CF system is:

$$
\begin{align*}
u_{n 1}^{(1)}(X)= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\left\{u_{n 1, p}^{(1)}(X)-u_{n 1, p}^{(1)}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} u_{n 1, p}^{(1)}(0)}{\mathrm{d} X} \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(1)}(X)+m_{n 1}^{(1)}(X) \tag{3.81}
\end{align*}
$$

The first section of the mode shape for a FF system is:

$$
\begin{align*}
u_{n 1}^{(1)}(X)= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)+\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\left\{u_{n 1, p}^{(1)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} u_{n 1, p}^{(1)}(0)}{\mathrm{d} X^{2}} \cosh \left(\sqrt{\omega_{n 0}} X\right)\right. \\
& \left.-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} u_{n 1, p}^{(1)}(0)}{\mathrm{d} X^{3}} \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}+\sqrt{\omega_{n 0}} \widehat{M}_{0} \phi_{n 0}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right) \\
= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)+\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(1)}(X)+m_{n 1}^{(1)}(X) \tag{3.82}
\end{align*}
$$

In Eqs. (3.81) and (3.82), $\widetilde{u}_{n 1}^{(1)}(X)$ is equal to the terms within the brackets and $m_{n 1}^{(1)}(X)$ is equal to the final term. In Eq. $(3.81), m_{n 1}^{(1)}(X)=0$.

Next the continuity conditions are applied in order, from the continuity conditions at $X_{1}$ to the continuity conditions at $X_{m-1}$. Once this has been performed, the general form of the mode shape over each section for a CC and CF system is:

$$
\begin{align*}
u_{n 1}^{(i)}(X)= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)-\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X)+m_{n 1}^{(i)}(X) \tag{3.83}
\end{align*}
$$

and the general form of the mode shape over each section for a FF system is:

$$
\begin{align*}
u_{n 1}^{(i)}(X)= & A_{n 1}^{(1)}\left\{\cos \left(\sqrt{\omega_{n 0}} X\right)+\cosh \left(\sqrt{\omega_{n 0}} X\right)\right\}+B_{n 1}^{(1)}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& +\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X)+m_{n 1}^{(i)}(X) \tag{3.84}
\end{align*}
$$

It is seen in Eqs. (3.83) and (3.84) that there are only two unknown coefficients that remain to be determined. The expressions of $\widetilde{u}_{n 1}^{(i)}(X)$ and $m_{n 1}^{(i)}$ for the various boundary conditions can be found in Appendix B.2.

Next, the boundary conditions at $X=1$ are applied. Only the first boundary condition needs to be applied as the second boundary condition is automatically satisfied due to the choice of $\omega_{n 1}$ from the solvability condition. Apply the third boundary condition listed in Eqs. (3.78)-(3.80). The expression for the mode shape over the $i^{\text {th }}$ section for a CC system
is:

$$
\begin{align*}
u_{n 1}^{(i)}(X) & =A_{n 1}^{(1)} \phi_{n 0}(X)+\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X)-\frac{\widetilde{u}_{n 1}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \\
& +m_{n 1}^{(i)}(X)-\frac{m_{n 1}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \tag{3.85}
\end{align*}
$$

The expression for the mode shape over the $i^{\text {th }}$ section for a CF system is:

$$
\begin{align*}
u_{n 1}^{(i)}(X)= & A_{n 1}^{(1)} \phi_{n 0}(X)+\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \widetilde{u}_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \\
& +m_{n 1}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} m_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \tag{3.86}
\end{align*}
$$

The expression for the mode shape over the $i^{\text {th }}$ section for a FF system is:

$$
\begin{align*}
u_{n 1}^{(i)}(X)= & A_{n 1}^{(1)} \phi_{n 0}(X)+\frac{\omega_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\widetilde{u}_{n 1}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \widetilde{u}_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \\
& +m_{n 1}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} m_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \tag{3.87}
\end{align*}
$$

The final step is to determine the coefficient $A_{n 1}^{(1)}$ by applying the mass normalization condition of Eq. (3.68b). The coefficient $A_{n 1}^{(1)}$ for a CC system is

$$
\begin{align*}
A_{n 1}^{(1)}= & -\int_{0}^{1} \frac{\omega_{n 1}}{2 \omega_{n 0}} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\phi_{n 0} \widetilde{u}_{n 1}(X)-\frac{\widetilde{u}_{n 1}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \phi_{n 0} \\
& +\phi_{n 0} m_{n 1}-\frac{m_{n 1}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \phi_{n 0}+\frac{1}{2} \widehat{\rho A}(X) \phi_{n 0}^{2} \mathrm{~d} X \\
& -\frac{1}{2} \sum_{k=1}^{m-1} \widehat{M}_{k} \phi_{n 0}\left(X_{k}\right)^{2} \tag{3.88}
\end{align*}
$$

The coefficient $A_{n 1}^{(1)}$ for a CF system is

$$
\begin{align*}
A_{n 1}^{(1)}= & -\int_{0}^{1} \frac{\omega_{n 1}}{2 \omega_{n 0}} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\phi_{n 0} \widetilde{u}_{n 1}+\frac{\frac{\mathrm{d}^{2} \widetilde{u}_{11}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \phi_{n 0} \\
& +\phi_{n 0} m_{n 1}+\frac{\frac{\mathrm{d}^{2} m_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \phi_{n 0}+\frac{1}{2} \widehat{\rho A}(X) \phi_{n 0}^{2} \mathrm{~d} X \\
& -\frac{1}{2} \sum_{k=1}^{m} \widehat{M}_{k} \phi_{n 0}\left(X_{k}\right)^{2} \tag{3.89}
\end{align*}
$$

The coefficient $A_{n 1}^{(1)}$ for a FF system is

$$
\begin{align*}
A_{n 1}^{(1)}= & -\int_{0}^{1} \frac{\omega_{n 1}}{2 \omega_{n 0}} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\phi_{n 0} \widetilde{u}_{n 1}+\frac{\frac{\mathrm{d}^{2} \widetilde{u}_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \phi_{n 0} \\
& +\phi_{n 0} m_{n 1}+\frac{\frac{\mathrm{d}^{2} m_{n 1}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \phi_{n 0}+\frac{1}{2} \widehat{\rho A}(X) \phi_{n 0}^{2} \mathrm{~d} X \\
& -\frac{1}{2} \sum_{k=0}^{m} \widehat{M}_{k} \phi_{n 0}\left(X_{k}\right)^{2} \tag{3.90}
\end{align*}
$$

### 3.4.6 $\mathcal{O}\left(\epsilon^{2}\right)$ Problem

The ODE for the $\mathcal{O}\left(\epsilon^{2}\right)$ problem is

$$
\begin{align*}
\frac{\mathrm{d}^{4} u_{n 2}}{\mathrm{~d} X^{4}}-\omega_{n 0}^{2} u_{n 2}= & 2 \omega_{n 0} \omega_{n 2} \phi_{n 0}+2 \omega_{n 0} \omega_{n 1} \phi_{n 1}+\omega_{n 1}^{2} \phi_{n 0}+\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 1}+2 \omega_{n 0} \omega_{n 1} \widehat{\rho A} \phi_{n 0} \\
& +\sum_{k=0}^{m}\left\{\omega_{n 0}^{2} \phi_{n 1}+2 \omega_{n 0} \omega_{n 1} \phi_{n 0}\right\} \widehat{M}_{k} \delta\left(X-X_{k}\right)-\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 1}}{\mathrm{~d} X^{2}}\right] \tag{3.91}
\end{align*}
$$

for $0<X<1$. A solution to the ODE exists when the following solvability condition is satisfied.

$$
\begin{align*}
0= & \int_{0}^{1}\left\{2 \omega_{n 0} \omega_{n 2} \phi_{n 0}+2 \omega_{n 0} \omega_{n 1} \phi_{n 1}+\omega_{n 1}^{2} \phi_{n 0}+\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 1}+2 \omega_{n 0} \omega_{n 1} \widehat{\rho A} \phi_{n 0}\right. \\
& \left.+\sum_{k=0}^{m}\left\{\omega_{n 0}^{2} \phi_{n 1}+2 \omega_{n 0} \omega_{n 1} \phi_{n 0}\right\} \widehat{M}_{k} \delta\left(X-X_{k}\right)-\frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[\widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 1}}{\mathrm{~d} X^{2}}\right]\right\} \phi_{n 0} \mathrm{~d} X \tag{3.92}
\end{align*}
$$

From the solvability condition in Eq. (3.92) the value for $\omega_{n 2}$ is found. Using integration by parts and that CC, CF, and FF boundary conditions are under consideration, the solvability condition yields:

$$
\begin{align*}
\omega_{n 2}= & -\frac{\omega_{n 1}^{2}}{2 \omega_{n 0}}+\frac{1}{2 \omega_{n 0}} \int_{0}^{1} \widehat{E I} \frac{\mathrm{~d}^{2} \phi_{n 1}}{\mathrm{~d} X^{2}} \frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}-\omega_{n 0}^{2} \widehat{\rho A} \phi_{n 0} \phi_{n 1}-\omega_{n 0} \omega_{n 1} \widehat{\rho A}(X) \phi_{n 0}^{2} \mathrm{~d} X \\
& -\frac{1}{2} \sum_{k=0}^{m} \widehat{M}_{k} \phi_{n 0}\left(X_{k}\right)\left\{\omega_{n 0} \phi_{n 1}\left(X_{k}\right)+\omega_{n 1} \phi_{n 0}\left(X_{k}\right)\right\} \tag{3.93}
\end{align*}
$$

### 3.4.7 Final Dimensional Solution

## Dependence on Reference Values

To determine the final expressions for the natural frequencies and mode shapes in terms of the reference values $E I^{*}$ and $\rho A^{*}$ the parameter $\epsilon$ is removed. This is done by using the relationships $\epsilon \widehat{E I}(X)=\left(E I(X)-E I^{*}\right) / E I^{*}, \widehat{\rho A}(X)=\left(\rho A(X)-\rho A^{*}\right) / \rho A^{*}$, and $\epsilon \widehat{M}_{k}=M_{k} /\left(l \rho A^{*}\right)$. This is the same approach used in Section 3.1.7. The result for the first correction to the natural frequencies is

$$
\begin{align*}
\epsilon \omega_{n 1}= & \frac{1}{2 \omega_{n 0}} \int_{0}^{1} \epsilon \widehat{E I}\left(\frac{\mathrm{~d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right)^{2} \mathrm{~d} X-\frac{\omega_{n 0}}{2} \int_{0}^{1} \epsilon \widehat{\rho A} \phi_{n 0}^{2} \mathrm{~d} X-\frac{\omega_{n 0}}{2} \sum_{k=1}^{m} \epsilon \widehat{M}_{k} \phi_{n 0}\left(X_{k}\right)^{2} \\
= & \frac{1}{E I^{*}}\left\{\frac{\int_{0}^{1} E I(X)\left(\frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right)^{2} \mathrm{~d} X}{2 \omega_{n 0}}\right\}-\frac{1}{\rho A^{*}}\left\{\frac{\omega_{n 0}}{2} \int_{0}^{1} \rho A(X) \phi_{n 0}^{2} \mathrm{~d} X\right. \\
& \left.\quad+\frac{\omega_{n 0}}{2} \sum_{k=1}^{m} \frac{M_{k}}{l} \phi_{n 0}\left(X_{k}\right)^{2}\right\} \\
= & \frac{\alpha_{n 1}}{E I^{*}}-\frac{\alpha_{n 2}}{\rho A^{*}} \tag{3.94}
\end{align*}
$$

The first correction to the mode shape is expressed as

$$
\begin{equation*}
\epsilon \phi_{n 1}(X)=\frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}}+\frac{\phi_{n 0}(X)}{2} \tag{3.95}
\end{equation*}
$$

and the second frequency correction is expressed as

$$
\begin{equation*}
\epsilon^{2} \omega_{n 2}=\frac{\alpha_{n 1}}{E I^{*}}-\frac{\alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}} \tag{3.96}
\end{equation*}
$$

where

$$
\begin{align*}
\beta_{n 1}= & -\frac{\alpha_{n 1}^{2}}{2 \omega_{n 0}}-\frac{1}{2 \omega_{n 0}} \int_{0}^{1} E I(X) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}} \frac{\mathrm{~d}^{2} f_{n 2}}{\mathrm{~d} X^{2}} \mathrm{~d} X  \tag{3.97a}\\
\beta_{n 2}= & \frac{1}{2 \omega_{n 0}} \int_{0}^{1} E I(X) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}} \frac{\mathrm{~d}^{2} f_{n 1}}{\mathrm{~d} X^{2}} \mathrm{~d} X+\frac{\omega_{n 0}}{2} \int_{0}^{1} \rho A(X) \phi_{n 0} f_{n 2} \mathrm{~d} X \\
& +\frac{\omega_{n 0}}{2 l} \sum_{k=0}^{m} M_{k} \phi_{n 0}\left(X_{k}\right) f_{n 2}\left(X_{k}\right)  \tag{3.97b}\\
\beta_{n 3}= & \frac{\alpha_{n 2}^{2}}{2 \omega_{n 0}}-\frac{\omega_{n 0}}{2} \int_{0}^{1} \rho A(X) \phi_{n 0} f_{n 1} \mathrm{~d} X-\frac{\omega_{n 0}}{2 l} \sum_{k=0}^{m} M_{k} \phi_{n 0}\left(X_{k}\right) f_{n 1}\left(X_{k}\right) \tag{3.97c}
\end{align*}
$$

The expressions of $f_{n 1}(X)$ and $f_{n 2}(X)$ for the various boundary conditions are given in Appendix C.2. The final expressions for the natural frequencies with two corrections and the mode shapes with one correction are

$$
\begin{align*}
\omega_{n} & =\omega_{n 0}+\frac{2 \alpha_{n 1}}{E I^{*}}-\frac{2 \alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}}  \tag{3.98}\\
\phi_{n}(X) & =\frac{3}{2} \phi_{n 0}(X)+\frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}} \tag{3.99}
\end{align*}
$$

The final form of the frequencies and mode shapes in Eqs. (3.98) and (3.99) is identical to those in Section 3.1.7 for the case without lumped masses. Only the values for $\alpha, \beta$, and $f(X)$ are different.

## Reintroduction of Dimensions

Dimension are reintroduced for the final solution using the length scale $l$ and time scale $l^{2} \sqrt{\rho A^{*} / E I^{*}}$. For the mass normalized mode shapes, the dimensions of $1 / \sqrt{\mathrm{kg}}$ must be introduced. From the length and time scales used it follows that the mass scale is $l \rho A^{*}$. This mass scale also arose naturally during the nondimensionalization procedure to obtain Eq. (3.62). From the nondimensional results in Eqs. (3.98) and (3.99), the dimensional solution is

$$
\begin{align*}
\bar{\omega}_{n} & =\frac{1}{l^{2}} \sqrt{\frac{E I^{*}}{\rho A^{*}}}\left\{\omega_{n 0}+\frac{2 \alpha_{n 1}}{E I^{*}}-\frac{2 \alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}}\right\}  \tag{3.100}\\
\bar{\phi}_{n}(x) & =\frac{1}{\sqrt{l \rho A^{*}}}\left\{\frac{3}{2} \phi_{n 0}(x / l)+\frac{f_{n 1}(x / l)}{\rho A^{*}}-\frac{f_{n 2}(x / l)}{E I^{*}}\right\} \tag{3.101}
\end{align*}
$$

### 3.5 Reference Values Selection with Lumped Masses

The final expression for the natural frequencies and mode shapes of the system are in terms of the reference values $E I^{*}$ and $\rho A^{*}$. The values of these are yet to be determined and the method in which they are determined will influence the accuracy of the results. The same methods for determining the reference values in Section 3.2 are updated for the case of lumped masses.

### 3.5.1 Minimizing $L_{p}$ Norm of Difference

Updating the minimization of the $L_{p}$ norm of the difference presented in Section 3.2.1 to include lumped masses yields

$$
\rho A^{*}=\min _{\rho A^{*} \in \mathbb{R}}\left\{\left(\int_{0}^{l}\left|\rho A(x)+\sum_{k=0}^{m} M_{k} \delta\left(x-x_{k}\right)-\rho A^{*}\right|^{p} \mathrm{~d} x\right)^{1 / p}\right\}
$$

Since the multiplication of distributions is not well defined, the value for $p$ must be restricted to 1 . In the case that $p=1$

$$
\int_{0}^{l}\left|\rho A(x)+\sum_{k=0}^{m} M_{k} \delta\left(x-x_{k}\right)-\rho A^{*}\right| \mathrm{d} x=\int_{0}^{l}\left|\rho A(x)-\rho A^{*}\right| \mathrm{d} x+\sum_{k=0}^{m} M_{k}
$$

It can be seen that in the case of $p=1$, the result of the minimization with lumped masses is equivalent to the minimization of $\int_{0}^{l}\left|\rho A(x)-\rho A^{*}\right| \mathrm{d} x$. This is due to the sum of the lumped masses being a constant value and thus independent of $\rho A^{*}$. Therefore the minimization of the $L_{p}$ norm of the difference is

$$
\begin{align*}
& E I^{*}=\min _{E I^{*} \in \mathbb{R}}\left\{\left(\int_{0}^{l}\left|E I(x)-E I^{*}\right|^{p} \mathrm{~d} x\right)^{1 / p}\right\}  \tag{3.102a}\\
& \rho A^{*}=\min _{\rho A^{*} \in \mathbb{R}}\left\{\left(\int_{0}^{l}\left|\rho A(x)-\rho A^{*}\right|^{p} \mathrm{~d} x\right)^{1 / p}\right\} \tag{3.102b}
\end{align*}
$$

where $p=1$ must be used if there are lumped masses in the system.

### 3.5.2 Minimizing $L_{p}$ Norm of Perturbation

Updating the minimization of the $L_{p}$ norm of the perturbation presented in Section 3.2.2 means that care must taken due to the presence of the Dirac delta distribution. As was the case in Section 3.5.1, the minimization procedure is only well defined when $p=1$. Selecting this value for the minimization procedure leads to the following case when lumped masses are present:

$$
\begin{align*}
& E I^{*}=\min _{E I^{*} \in \mathbb{R}}\left\{\int_{0}^{1}\left|\frac{E I(X)-E I^{*}}{E I^{*}}\right| \mathrm{d} X\right\}  \tag{3.103a}\\
& \rho A^{*}=\min _{\rho A^{*} \in \mathbb{R}}\left\{\int_{0}^{1}\left|\frac{\rho A(X)-\rho A^{*}}{\rho A^{*}}\right| \mathrm{d} X+\sum_{k=0}^{m} \frac{M_{k}}{l \rho A^{*}}\right\} \tag{3.103b}
\end{align*}
$$

### 3.5.3 Minimizing Gradient Norm

The minimization of the gradient norm presented in Section 3.2.3 is updated to include lumped masses by omitting the upper bound on the value for $\rho A^{*}$. The constraints on the mass per unit length reference value are removed due to the presence of the Dirac delta distributions, which do not allow for upper bounds to be properly defined. The expression for the Euclidean norm of the frequency and the constraint that the sum of the corrections equals 0 remains the same since the final forms of the expression for the natural frequencies of the system with and without lumped masses were identical. The minimization of the gradient norm when considering lumped masses can be written as:

$$
\begin{align*}
\text { minimize: } & \left\|\nabla \bar{\omega}_{n}\right\|_{2}  \tag{3.104a}\\
\text { subject to: } & \min _{x \in[0, l]} E I(x) \leq E I^{*} \leq \max _{x \in[0, l]} E I(x)  \tag{3.104b}\\
& \min _{x \in[0, l]} \rho A(x) \leq \rho A^{*}  \tag{3.104c}\\
& \frac{2 \alpha_{n 1}}{E I^{*}}-\frac{2 \alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}}=0 \tag{3.104d}
\end{align*}
$$

where:

$$
\begin{align*}
\left\|\nabla \bar{\omega}_{n}\right\|_{2}= & \frac{1}{2 l^{2}}\left\{\frac{1}{E I^{*} \rho A^{*}}\left(\omega_{n 0}-\frac{2 \alpha_{n 1}}{E I^{*}}-\frac{2 \alpha_{n 2}}{\rho A^{*}}-\frac{3 \beta_{n 1}}{\left(E I^{*}\right)^{2}}-\frac{\beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{\beta_{n 3}}{\left(\rho A^{*}\right)^{2}}\right)^{2}\right. \\
& \left.+\frac{E I^{*}}{\left(\rho A^{*}\right)^{3}}\left(\omega_{n 0}+\frac{2 \alpha_{n 1}}{E I^{*}}-\frac{6 \alpha_{n 2}}{\rho A^{*}}+\frac{\beta_{n 1}}{\left(E I^{*}\right)^{2}}+\frac{3 \beta_{n 2}}{E I^{*} \rho A^{*}}+\frac{5 \beta_{n 3}}{\left(\rho A^{*}\right)^{2}}\right)^{2}\right\}^{1 / 2} \tag{3.105}
\end{align*}
$$

To prove the existence of a solution to the minimization procedure in Eq. (3.104), the same technique involving a corollary to the intermediate value theorem as in Section 3.2.3 can be used.

In summary, a perturbation theory with two corrections to the frequencies and one correction to the mode shapes was developed for an EB beam model, in addition to various ways to determine the reference values. Numerical simulations were used to quantify the errors associated with each method to select the reference values and were shown to be in good agreement. The perturbation theory was then further developed to include lumped masses so that it may be applied to string-harnessed systems, specifically the diagonal wrapping pattern.

### 3.6 Chapter Summary

In this chapter, the Lindstedt-Poincaré perturbation method was applied to a spatially dependent Euler-Bernoulli beam model. Two cases were considered, a system with and without lumped masses. In the perturbation theory, one correction was found for the mode shapes and two corrections were found for the frequencies. Additionally in the perturbation theory, reference values for the bending stiffness and mass per unit length from which the system is considered perturbed must be determined. The best approach for choosing these reference values was a minimization of the norm of the gradient of the frequencies.

## Chapter 4

## Exact Modelling and Analysis of String-Harnessed Structures

In this chapter a spatially dependent model is derived for the transverse vibrations of stringharnessed systems. The advantages of a spatially dependent model is the ability to consider non-periodic wrapping patterns for the string, in addition to periodic wrapping patterns. The perturbation theory previously developed is used to determine the frequencies and mode shapes of the system and results are verified experimentally. The work presented in this chapter is to be submitted in $[91,92]$.

### 4.1 Modelling

Consider a string-harnessed system with $n$ strings, each of which may have a distinct wrapping pattern. Figure 4.1 presents a schematic for a system with one string and a variable wrapping pattern and indicates the Cartesian coordinates that are used to describe the system. The assumptions of Section 2.1 still hold true. That is to say there is no slip between the string and the host structure, Euler-Bernoulli (EB) assumptions are used for the host structure, and the parameters of the system are such that any initial twisting behaviour due to the presence of the strings is negligible.

Furthermore, the same assumptions are used to determine the displacement field in the system. Assuming a small transverse displacement $z=w(x, t)$ along the midline of the


Figure 4.1: String-harnessed system with a single string and variable wrapping angle.
beam, the second-order displacement field is

$$
\begin{align*}
& u_{x}(x, t)=-z \frac{\partial w}{\partial x}  \tag{4.1a}\\
& u_{y}(x, t)=0  \tag{4.1b}\\
& u_{z}(x, t)=w-\frac{z}{2}\left(\frac{\partial w}{\partial x}\right)^{2} \tag{4.1c}
\end{align*}
$$

The position of the centre of the $i^{\text {th }}$ string is given by $(x, y, z)=\left(x, y_{s, i}(x), z_{s, i}(x)\right)$. It is assumed that the centre of the string has a single position for a given $x$ value. It should be noted that the functions $y_{s, i}$ and $z_{s, i}$ are not differentiable at locations where the string goes from one face of the host structure to another. Since these points are countable, $y_{s, i}$ and $z_{s, i}$ are smooth functions almost everywhere (a.e.). The modulus, density, pre-tension, and radius of the $i^{\text {th }}$ string will be denoted by $E_{s, i}, \rho_{s, i}, T_{s, i}$, and $r_{s, i}$, respectively.

### 4.1.1 Kinetic Energy

From the assumption of small transverse displacements, the effect of rotary inertia can be ignored. The kinetic energy of the beam and the strings is given by:

$$
\begin{equation*}
T_{\text {system }}=\frac{1}{2} \rho_{b} \iiint_{\text {beam }}\left(\frac{\partial u_{z}}{\partial t}\right)^{2} \mathrm{~d} V+\sum_{i=1}^{n} \frac{1}{2} \rho_{s, i} \iiint_{i \mathrm{th} \text { string }}\left(\frac{\partial u_{z}}{\partial t}\right)^{2} \mathrm{~d} V \tag{4.2}
\end{equation*}
$$

Using the displacement field in Eq. (4.1) and keeping only higher-order terms gives

$$
\begin{align*}
T_{\text {system }} & =\frac{1}{2} \rho_{b} A_{b} \int_{0}^{l}\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x+\sum_{i=1}^{n} \frac{1}{2} \rho_{s, i} A_{s, i} \int_{0}^{l} \sqrt{1+\left(\frac{\mathrm{d} y_{s, i}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s, i}}{\mathrm{~d} x}\right)^{2}}\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x \\
& =\frac{1}{2} \int_{0}^{l}\left(\rho_{b} A_{b}+\sum_{i=1}^{n} \frac{\rho_{s, i} A_{s, i}}{\Psi_{i}(x)}\right)\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x \tag{4.3}
\end{align*}
$$

Above, $A_{s, i}=\pi r_{s, i}^{2}$ is the cross-section area of the $i^{\text {th }}$ string and

$$
\Psi_{i}(x)=\left(1+\left(\frac{\mathrm{d} y_{s, i}}{\mathrm{~d} x}\right)^{2}+\left(\frac{\mathrm{d} z_{s, i}}{\mathrm{~d} x}\right)^{2}\right)^{-1 / 2}
$$

denotes the cosine of the angle formed by the $i^{\text {th }}$ string with respect to the longitudinal axis.

It should be noted that the integral in Eq. (4.3) is well defined since the integrand is bounded and continuous a.e.. Boundedness follows since the derivatives of $y_{s, i}$ and $z_{s, i}$ are equal to or less than the magnitude of the tangent of the angle formed by the string with respect to the $x$-axis. This comes from the assumption that the string must form a straight line on a given face of the beam. Next, since it is assumed that a finite number of strings are present in the system, the number of points where the derivatives of $y_{s, i}$ and $z_{s, i}$ do not exist is countable and therefore form a null set. Consequently $y_{s, i}, z_{s, i} \in C^{\infty}[0, l]$ a.e. and it follows that $\Psi_{i} \in C^{\infty}[0, l]$ a.e.. This shows that the integrand is continuous a.e. and the integral in Eq. (4.3) is Riemann integrable.

In Chapter 2 the diagonal wrapping pattern, which includes lumped masses, was considered. As such, lumped masses are added to the exact modelling of the string harnessed system for generality. Let there be a total of $m+1$ lumped masses, each of total mass $M_{k}$ located at $x_{k}$. Assume that the locations of the lumped masses are $0=x_{0}<x_{1}<\ldots<x_{m-1}<x_{m}=l$. Lumped masses at the boundaries are included for full generality. The final expression for the kinetic energy in the system is:

$$
\begin{equation*}
T_{\text {system }}=\frac{1}{2} \int_{0}^{l}\left(\rho_{b} A_{b}+\sum_{i=1}^{n} \frac{\rho_{s, i} A_{s, i}}{\Psi_{i}(x)}+\sum_{k=0}^{m} M_{k} \delta\left(x-x_{k}\right)\right)\left(\frac{\partial w}{\partial t}\right)^{2} \mathrm{~d} x \tag{4.4}
\end{equation*}
$$

In Eq. (4.4), $\delta$ is the Dirac delta function.

### 4.1.2 Strain Energy

Following the same approach of Section 2.1.1, the Green-Lagrange strain tensor is employed. Using the displacement field from Eq. (4.1) the single non-zero term in the GreenLagrange strain tensor is strain along the longitudinal axis.

$$
\begin{equation*}
\epsilon_{x x}=-z \frac{\partial^{2} w}{\partial x^{2}}+\frac{z^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2} \tag{4.5}
\end{equation*}
$$

First consider the strain energy in the strings. Since it is assumed that each string is pre-tensioned, there is a pre-strain of $T_{s, i} / E_{s, i} A_{s, i}$ along the $i^{\text {th }}$ string. In addition to the pre-strain, there will be strain due to deformations when the system undergoes vibrations. Recall for the periodic wrapping patterns that the strain tensor transformation led to a longitudinal strain in the string of the form $\epsilon_{x x} \cos ^{2}(\theta)$. In the general case, the cosine of the angle is denoted by $\Psi(x)$ and thus the strain along the $i^{\text {th }}$ string is given by $\epsilon_{x x} \Psi^{2}$. Next, it is assumed that the strain at then centre of the string is taken as the strain amount for the entire cross section of the string. Assuming Hooke's law holds and denoting a differential element of string by $\mathrm{d} s$, the total strain energy in the strings is

$$
\begin{equation*}
U_{\text {strings }}=\sum_{i=1}^{n} \int_{\text {length } i} \iint_{\text {area } i} \frac{1}{2} E_{s, i}\left(\frac{T_{s, i}}{E_{s, i} A_{s, i}}+\left.\boldsymbol{\epsilon}_{x x}\right|_{z=z_{s, i}} \Psi_{i}^{2}\right)^{2} \mathrm{~d} A \mathrm{~d} s \tag{4.6}
\end{equation*}
$$

The length of the $i^{\text {th }}$ string is related to the Cartesian coordinates by $s=x / \Psi_{i}$. Making this change of coordinates in Eq. (4.6) leads to the Jacobian determinant $1 / \Psi_{i}+$ $x \Psi_{i}^{2}\left(\frac{\mathrm{~d} y_{s, i}}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} y_{s, i}}{\mathrm{~d} x^{2}}+\frac{\mathrm{d} z_{s, i}}{\mathrm{~d} x} \frac{\mathrm{~d}^{2} z_{s, i}}{\mathrm{~d} x^{2}}\right)$. Note that each string is assumed to form a straight line over every section of the host structure and thus $\frac{\mathrm{d}^{2} y_{s, i}}{\mathrm{~d} x^{2}}=\frac{\mathrm{d}^{2} z_{s, i}}{\mathrm{~d} x^{2}}=0$ a.e. and so the Jacobian determinant reduces to $1 / \Psi_{i}$ a.e.. Perform the integration in Eq. (4.6) and keep only up to second-order terms.

$$
\begin{align*}
U_{\text {strings }}= & \sum_{i=1}^{n} \int_{0}^{l} \iint_{\text {area } i} \frac{E_{s, i}}{2 \Psi_{i}}\left(\frac{T_{s, i}}{E_{s, i} A_{s, i}}+\left.\boldsymbol{\epsilon}_{x x}\right|_{z=z_{s, i}} \Psi_{i}^{2}\right)^{2} \mathrm{~d} A \mathrm{~d} x \\
= & \sum_{i=1}^{n} \int_{0}^{l} \frac{E_{s, i} A_{s, i}}{2 \Psi_{i}}\left(\frac{T_{s, i}}{E_{s, i} A_{s, i}}+\left.\boldsymbol{\epsilon}_{x x}\right|_{z=z_{s, i}} \Psi_{i}^{2}\right)^{2} \mathrm{~d} x \\
\approx & \sum_{i=1}^{n} \int_{0}^{l}\left\{\frac{E_{s, i} A_{s, i} \Psi_{i}^{3} z_{s, i}^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}\right. \\
& \left.+T_{s, i} \Psi_{i}\left(-z_{s, i} \frac{\partial^{2} w}{\partial x^{2}}+\frac{z_{s, i}^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2}\right)+\frac{T_{s, i}^{2}}{2 E_{s, i} A_{s, i} \Psi_{i}}\right\} \mathrm{d} x \\
= & \int_{0}^{l} \sum_{i=1}^{n}\left\{\frac{E_{s, i} A_{s, i} \Psi_{i}^{3} z_{s, i}^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}\right. \\
& \left.+T_{s, i} \Psi_{i}\left(-z_{s, i} \frac{\partial^{2} w}{\partial x^{2}}+\frac{z_{s, i}^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2}\right)+\frac{T_{s, i}^{2}}{2 E_{s, i} A_{s, i} \Psi_{i}}\right\} \mathrm{d} x \tag{4.7}
\end{align*}
$$

In Eq. (4.7) the interchange of summation and integration is justified as the summation is finite.

Next the strain energy in the beam is calculated, beginning with the pre-strain due to the presence of the strings. The $i^{\text {th }}$ string will pre-strain the beam in the longitudinal direction an amount of $-T_{s, i} \Psi_{i} / E_{b} A_{b}$. Therefore the total pre-strain in the beam is $\sum_{i=1}^{n}-T_{s, i} \Psi_{i} / E_{b} A_{b}$. Assuming the beam obeys Hooke's law, the strain energy is found as:

$$
\begin{align*}
U_{\text {Beam }}= & \int_{0}^{l} \int_{-b / 2}^{b / 2} \int_{-h / 2}^{h / 2} \frac{1}{2} E_{b}\left(\sum_{i=1}^{n} \frac{-T_{s, i} \Psi_{i}}{E_{b} A_{b}}+\boldsymbol{\epsilon}_{x x}\right)^{2} \mathrm{~d} z \mathrm{~d} y \mathrm{~d} x \\
\approx & \int_{0}^{l} \int_{-b / 2}^{b / 2} \int_{-h / 2}^{h / 2}\left\{\frac{E_{b} z^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{E_{b}}{2}\left(\sum_{i=1}^{n} \frac{-T_{s, i} \Psi_{i}}{E_{b} A_{b}}\right)^{2}\right. \\
& \left.+E_{b}\left(\sum_{i=1}^{n} \frac{-T_{s, i} \Psi_{i}}{E_{b} A_{b}}\right)\left(-z \frac{\partial^{2} w}{\partial x^{2}}+\frac{z^{2}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial w}{\partial x}\right)^{2}\right)\right\} \mathrm{d} z \mathrm{~d} y \mathrm{~d} x \\
= & \int_{0}^{l}\left\{\frac{E_{b} I_{b}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2 E_{s, i} A_{s, i}}\left(\sum_{i=1}^{n} T_{s, i} \Psi_{i}\right)^{2}\right. \\
& \left.-\left(\sum_{i=1}^{n} \frac{T_{s, i} \Psi_{i}}{A_{b}}\right)\left(\frac{I_{b}}{2}\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{A_{b}}{2}\left(\frac{\partial w}{\partial x}\right)^{2}\right)\right\} \mathrm{d} x \tag{4.8}
\end{align*}
$$

The approximation symbol in Eq. (4.8) is used as only up to second-order terms are kept.
Summing the strain in the strings from Eq. (4.7) and the strain in the beam from Eq. (4.8), the total strain energy in the system is found.

$$
\begin{align*}
U_{\text {system }}= & \int_{0}^{l}\left\{\frac{1}{2}\left(E_{b} I_{b}+\sum_{i=1}^{n}\left\{E_{s, i} A_{s, i} \Psi_{i}^{3} z_{s, i}^{2}+T_{s, i} \Psi_{i} z_{s, i}^{2}-\frac{T_{s, i} \Psi_{i} I_{b}}{A_{b}}\right\}\right)\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}\right. \\
& \left.-\sum_{i=1}^{n}\left\{T_{s, i} \Psi_{i} z_{s, i}\right\} \frac{\partial^{2} w}{\partial x^{2}}+\frac{1}{2 E_{s, i} A_{s, i}}\left(\sum_{i=1}^{n} T_{s, i} \Psi_{i}\right)^{2}+\sum_{i=1}^{n}\left[\frac{T_{s, i}^{2}}{2 E_{s, i} A_{s, i} \Psi_{i}}\right]\right\} \mathrm{d} x \tag{4.9}
\end{align*}
$$

### 4.1.3 Vibration Analysis

Applying Hamilton's principle with the total kinetic and strain energy of the system from Eqs. (4.4) and (4.9), respectively, the partial differential equation (PDE) for the free transverse vibrations of the string-harnessed system is found as

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left[E I(x) \frac{\partial^{2} w}{\partial x^{2}}\right]+\left\{\rho A(x)+\sum_{k=0}^{m} M_{k} \delta\left(x-x_{k}\right)\right\} \frac{\partial^{2} w}{\partial t^{2}}=\frac{\mathrm{d}^{2} \widehat{T}}{\mathrm{~d} x^{2}}(x) \tag{4.10}
\end{equation*}
$$

$$
\begin{align*}
E I(x) & =E_{b} I_{b}+\sum_{i=1}^{n}\left\{E_{s, i} A_{s, i} \Psi_{i}^{3} z_{s, i}^{2}+T_{s, i} \Psi_{i} z_{s, i}^{2}-\frac{T_{s, i} \Psi_{i} I_{b}}{A_{b}}\right\}  \tag{4.11a}\\
\rho A(x) & =\rho_{b} A_{b}+\sum_{i=1}^{n} \frac{\rho_{s, i} A_{s, i}}{\Psi_{i}}  \tag{4.11b}\\
\widehat{T}(x) & =\sum_{i=1}^{n}\left\{T_{s, i} \Psi_{i} z_{s, i}\right\} \tag{4.11c}
\end{align*}
$$

The first boundary condition, at either $x^{*}=0$ or $l$, is

$$
\begin{equation*}
w\left(x^{*}, t\right)=0 \quad \text { or } \quad \frac{\partial}{\partial x}\left[E I(x) \frac{\partial^{2} w}{\partial x^{2}}\right]_{x=x^{*}}=\frac{\mathrm{d} \widehat{T}}{\mathrm{~d} x}\left(x^{*}\right) \tag{4.12}
\end{equation*}
$$

and the second boundary condition is

$$
\begin{equation*}
\frac{\partial w}{\partial x}\left(x^{*}, t\right)=0 \quad \text { or }\left.\quad E I(x) \frac{\partial^{2} w}{\partial x^{2}}\right|_{x=x^{*}}=\widehat{T}\left(x^{*}\right) \tag{4.13}
\end{equation*}
$$

The imposed boundary conditions are the first ones listed in Eqs. (4.12) and (4.13) and are interpreted as zero displacement and zero slope. The natural boundary conditions are the second ones listed in Eqs. (4.12) and (4.13) and are related to shear and moment in the system, respectively. For a further analysis of the natural boundary conditions, consider the expression for the moment in the string-harnessed system.

$$
\begin{equation*}
M_{x}=-\left(E_{b} I_{b}+\sum_{i=1}^{n}\left\{E_{s, i} A_{s, i} \Psi_{i}^{3} z_{s, i}^{2}\right\}\right) \frac{\partial^{2} w}{\partial x^{2}}+\sum_{i=1}^{n}\left\{T_{s, i} \Psi_{i} z_{s, i}\right\} \tag{4.14}
\end{equation*}
$$

In Eq. (4.14) it is seen that the moment in the system is due the bending stiffness of the host structure, the initial moment produced by the pre-tension in the string, and a stiffening effect due to the presence of the string. Since second-order terms were kept in the displacement field and strain tensor, this results in higher-order stress resultants in the system. Calculating the higher-order stress resultants yields

$$
\begin{equation*}
P_{x}=\sum_{i=1}^{n}\left\{T_{s, i} \Psi_{i} z_{s, i}^{2}-\frac{T_{s, i} \Psi_{i} I_{b}}{A_{b}}\right\} \tag{4.15}
\end{equation*}
$$

It can be seen that the boundary condition in Eq. (4.13) is in fact $M_{x}=P_{x} \frac{\partial^{2} w}{\partial x^{2}}$. Therefore the natural boundary condition for the string-harnessed system indicates that the moment
in the system is equal to higher-order stress resultants. In terms of $M_{x}$ and $P_{x}$, the natural boundary condition in Eq. (4.12) can be written as $\frac{\partial M_{x}}{\partial x}=\frac{\partial}{\partial x}\left(P_{x} \frac{\partial^{2} w}{\partial x^{2}}\right)$. Hence it is seen that the shear in the string-harnessed system is equal to higher-order stress resultant terms.

The PDE and boundary conditions in Eqs. (4.10)-(4.13) are not homogeneous. Prior to determining a solution to the problem, a time-independent solution that satisfies the PDE and boundary conditions is introduced to eliminate the non-homogeneous terms. Denote this time-independent solution by $w_{\mathrm{e}}(x)$ and perform the substitution $w(x, t)=$ $\bar{w}(x, t)+w_{\mathrm{e}}(x)$. Since a time independent solution has been introduced, the frequencies of $\bar{w}(x, t)$ are the same as for $w(x, t)$. The homogeneous PDE and boundary conditions at $x^{*}=0$ or $l$ are

$$
\begin{array}{rlrl}
\frac{\partial^{2}}{\partial x^{2}}\left[E I(x) \frac{\partial^{2} \bar{w}}{\partial x^{2}}\right]+\left\{\rho A(x)+\sum_{k=0}^{m} M_{k} \delta\left(x-x_{k}\right)\right\} \frac{\partial^{2} \bar{w}}{\partial t^{2}}=0 \\
\frac{\bar{w}}{}\left(x^{*}, t\right)=0 & \text { or } & \frac{\partial}{\partial x}\left[E I(x) \frac{\partial^{2} \bar{w}}{\partial x^{2}}\right]_{x=x^{*}} & =0 \\
\frac{\partial \bar{w}}{\partial x}\left(x^{*}, t\right)=0 & \text { or } & \left.E I(x) \frac{\partial^{2} \bar{w}}{\partial x^{2}}\right|_{x=x^{*}} & =0 \tag{4.18}
\end{array}
$$

### 4.2 Simulation Results for String-Harnessed System

The final form of the equation for the transverse vibrations of the string-harnessed system is a spatially dependent EB model. Typically, spatially dependent models are not solvable except under specific circumstances and thus methods to estimate the frequencies and mode shapes are frequently employed. For the string-harnessed system model the perturbation theory developed in Chapter 3 is applied.

### 4.2.1 Periodic Wrapping Patterns

The same system parameters previously used in Section 2.3.7 for numerical simulations are considered for both diagonal and zigzag wrapping patterns. The system parameters are restated and will be used for all simulations in this section: $b=0.01 \mathrm{~m}, h=0.0015 \mathrm{~m}$,
$l=0.25 \mathrm{~m}, E_{b}=6.89 \times 10^{10} \mathrm{~N} / \mathrm{m}^{2}, \rho_{b}=2700 \mathrm{~kg} / \mathrm{m}^{3}, r_{s}=0.00035 \mathrm{~m}, E_{s}=1.5 \times 10^{11}$ $\mathrm{N} / \mathrm{m}^{2}, \rho_{s}=1400 \mathrm{~kg} / \mathrm{m}^{3}$, and $T=25 \mathrm{~N}$. It is further assumed that there are 6 fundamental elements that form the system. This is the smallest number of elements for which the homogenization procedure reports a ratio of the wavelength to the length of fundamental element greater than one for the first ten modes of the system. This also holds for all the boundary conditions considered. Due to the tenth mode having the shortest wavelength, it is this mode that provides the restriction on the number of fundamental elements under consideration.

As a periodic wrapping pattern is considered in the current simulations, the frequency results obtained using the homogenization method of Chapter 2 will be included and compared to the perturbation theory results. For notational convenience, the results of the homogenization method will be denoted by "HOM". The error of the HOM and perturbation theory results in predicting the natural frequencies and mode shapes is determined using an analytical solution for the diagonal wrapping pattern and an FEA for the zigzag wrapping pattern. Due to the manner in which the bending stiffness and mass per unit length depend on the position in the system, it is not possible to solve the PDE for a zigzag system exactly. The details of the analytical solution for the diagonal wrapping pattern are given in Appendix D and the FEA details for the zigzag wrapping pattern are given in Appendix E.

In the current simulations, the focus is on the error in predicting the natural frequencies and mode shapes of the system. The error in the frequencies is calculated as $\left(\omega_{n, \mathrm{p}}-\omega_{n, \mathrm{e}}\right) / \omega_{n, \mathrm{e}}$ and the error of the mode shapes is calculated as

$$
\frac{\int_{0}^{l}\left(\phi_{n, \mathrm{p}}(x)-\phi_{n, \mathrm{e}}(x)\right)^{2} \mathrm{~d} x}{\int_{0}^{l} \phi_{n, \mathrm{e}}^{2}(x) \mathrm{d} x}
$$

where the subscript ' $e$ ' represents the exact solution.
First the Young's modulus of the string is varied and the absolute percentage of error in the fundamental frequency and associated mode shape is presented in Fig. 4.2 for the diagonal wrapping pattern and in Fig. 4.3 for the zigzag wrapping pattern. In the figures, the gradient minimization method is denoted by "Grad. 1" when there is a single correction to the frequencies and "Grad. 2" when there are two corrections to the frequencies. Additionally, in Fig. 4.2, " $L_{1}$ " denotes the norm minimization method. Recall that for the diagonal wrapping pattern that the case of $p=1$ must be used and there is no difference between the difference and perturbation norm minimization. Finally, in Fig. 4.3, "Diff." and "Pert." along with a $p$ value is used to denote the difference and perturbation norm minimization methods, respectively. In addition to the $p$-value that minimizes the
error, the results for $p=1$ are included as well to represent a case in which knowledge of the frequencies and mode shapes is not known beforehand. This notation will be used throughout this chapter.


Figure 4.2: Absolute error in fundamental frequency and associated mode shape for variable string modulus and diagonal wrapping pattern.


Figure 4.3: Absolute error in fundamental frequency and associated mode shape for variable string modulus and zigzag wrapping pattern.

It is seen for the diagonal wrapping pattern in Fig. 4.2 that the error in the frequency and mode shape is not affected by changes in the string modulus. Since the diagonal wrapping pattern has a constant bending stiffness throughout the system, the reference value determined by the perturbation theory is exactly this value. Hence, as the string modulus is increased, there are no additional errors introduced in the results. Furthermore, for the diagonal pattern, the perturbation theory with additional corrections typically produced smaller errors. Overall, the error in predicting the frequency and mode shape is very small, less than $0.1 \%$.

It is seen for the zigzag wrapping pattern in Fig. 4.3 that the error in the frequency and mode shape increases as the modulus of the string increases. This behaviour is expected since as the modulus of the string increases so does the size of the perturbations, hence resulting in larger errors. It can also be seen in Fig. 4.3 that for CF boundary conditions the HOM model results for the fundamental frequency initially increase, then decrease to 0 , and then once again increase as the modulus of the string increases. Due to the constant mass per unit length of the string-harnessed system, the behaviour observed for the HOM model is due to an initial underprediction of the added stiffness, followed by an overprediction of the added stiffness. Overall, the smallest errors were typically reported by the norm minimization methods with optimal $p$-values and the second smallest errors were typically reported by the gradient minimization with 2 corrections. Overall, the absolute error in the fundamental frequency was less than $0.6 \%$ and the absolute error in the associated mode shape was very small, less than $0.0003 \%$.

To analyze the error across multiple modes, the average of the sum of the absolute percentage of error for the first 10 modes is presented in Table 4.1. In this table, it is clearly shown that the perturbation theory with additional corrections produces significantly smaller errors than the perturbation theory with a single correction to the frequencies. This is expected as additional corrections produce more accurate results. Furthermore, it is seen that the HOM method produces significantly larger average sum of error than the higher-order perturbation theory. This clearly highlights the advantages of using the perturbation theory over the homogenization approach.

In terms of producing the smallest average error, the gradient minimization method with additional corrections proved the best for the diagonal wrapping pattern while the perturbation norm minimization with optimal $p$ produced the smallest error for the zigzag wrapping pattern. This was observed across all the boundary conditions and for both the frequency and mode shape errors. Assuming for the zigzag wrapping pattern that the frequencies are not known ahead of time, i.e. an optimal $p$ cannot be determined, the second-order gradient minimization method resulted in the smallest average absolute error across the boundary conditions considered.

Table 4.1: Natural frequency and mode shape average absolute sum of error for the first 10 modes given variable string modulus

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern ( $\times 10^{-3}$ ) |  |  |  |  |  |
| HOM | 493.052 | 1188.713 | 1099.427 | 13.831 | 86.634 | 118.590 |
| Grad. 1 | 4.505 | 15.411 | 19.579 | 13.250 | 84.825 | 116.918 |
| Grad. 2 | 0.014 | 0.082 | 0.106 | 0.000 | 0.014 | 0.022 |
| $L_{1}$ | 0.061 | 0.423 | 0.472 | 0.001 | 0.038 | 0.059 |
| Zigzag Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |  |  |
| HOM | 3.108 | 1.001 | 2.138 | 0.354 | 0.049 | 0.092 |
| Grad. 1 | 1.979 | 1.721 | 1.917 | 0.354 | 0.049 | 0.092 |
| Grad. 2 | 0.291 | 0.275 | 0.299 | 0.005 | 0.001 | 0.002 |
| Diff., $p$ opt. | 0.011 | 0.008 | 0.017 | 0.001 | 0.000 | 0.000 |
| Pert., $p$ opt. | 0.009 | 0.007 | 0.015 | 0.001 | 0.000 | 0.000 |
| Diff., $p=1$ | 0.382 | 0.339 | 0.379 | 0.008 | 0.002 | 0.003 |
| Pert., $p=1$ | 0.382 | 0.339 | 0.379 | 0.008 | 0.002 | 0.003 |

Next, the number of fundamental elements is varied while keeping the length of the system constant and the results for the fundamental frequency and associated mode shape absolute error for the diagonal and zigzag wrapping patterns are presented in Figs. 4.4 and 4.5 , respectively. As the number of fundamental elements increases, the wrapping angle also increases. This leads to a reduction in the added stiffness due to the string and an increase in the added mass, resulting in a decrease in the frequencies. In the results for variable number of fundamental elements the cases of 5 or fewer elements HOM results are not presented. As previously explained, the number of fundamental elements was restricted such that the ratio of wavelength to fundamental element length is greater than one for the first ten modes of the system. Finally, since a different variable system parameter is being considered, the process to determine the optimal $p$-value for the norm minimization methods is performed anew.


Figure 4.4: Absolute error in fundamental frequency and associated mode shape for variable number of fundamental elements and diagonal wrapping pattern.


Figure 4.5: Absolute error in fundamental frequency and associated mode shape for variable number of fundamental elements and zigzag wrapping pattern.

Figure 4.4 demonstrates that for the diagonal pattern the absolute error typically decreases as the number of elements increases, with the notable exception of the norm minimization with CC boundary conditions. The increase observed for the $L_{1}$ results is due to this method being independent of the lumped masses in the system. Therefore, as the number of fundamental elements increases so does the number of lumped masses in the system. These additional lumped masses will cause increasing error as the number of fundamental elements increases. This highlights an advantage for using the gradient minimization method as the errors are decreasing for increasing number of fundamental elements. Overall, the HOM results were quite large compared to the perturbation theory results. In general for all the results presented, the error in predicting the frequency and associated mode shape was quite small, less than $0.1 \%$.

Figure 4.5 indicates that the overall the errors decrease as the number of fundamental elements increases. In addition, it is seen for CF and FF boundary conditions that for small numbers of fundamental elements it occurs that the perturbation theory errors will sometimes increase as the number of fundamental elements increases. Furthermore, this behaviour is seen for certain results to occur in either CC or CF boundary conditions but not the other. This indicates that this increasing error behaviour is dependent on the boundary conditions applied and the perturbation theory results under consideration, rather than a specific effect. A decrease in error as the number of fundamental elements increases is expected as in this case the mass per unit length of the system is exactly known and the perturbations in the string-harnessed system bending stiffness become smaller. These effects will result in a more accurate perturbation theory. Across the various presented methods for predicting the frequency and mode shape, the norm minimization methods with optimal $p$-value usually predicted the smallest errors. The next best method was the second-order gradient minimization. Overall, the mode shapes were very well predicted, with errors less than $0.016 \%$, and the error in the frequency was less than $0.5 \%$.

Table 4.2 presents the average of the sum of the absolute percentage of error for the first 10 modes for variable number of fundamental elements. These results, as expected, indicate that the perturbation theory with additional corrections provide more accurate results than the first-order method, regardless of how the reference values are determined. In addition, the HOM typically produces a higher average error for the frequencies and mode shapes when compared to the second-order perturbation methods, in particular for the diagonal wrapping pattern with multiple lumped masses. This underlines the advantage of using the perturbation method over the HOM method, particularly when lumped masses are present. The increase in accuracy for the diagonal wrapping pattern is due to the HOM distributing the lumped masses over the entire system during homogenization, whereas the perturbation theory considers the exact location of the lumped masses. Furthermore, an
advantage of the perturbation theory is the ability to consider systems with a very small number of fundamental elements.

The second-order gradient minimization method produced the smallest average sum of absolute error for both frequencies and mode shapes for the diagonal wrapping pattern. The norm minimization using the perturbation with optimal $p$-value produced the smallest average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping pattern. For each wrapping pattern, the most accurate method was also independent of boundary conditions. If an optimal $p$-value cannot be determined ahead of time, then for the results presented the second-order gradient minimization method produces the most accurate results for the zigzag wrapping pattern for both the frequencies and mode shapes, and given any of the boundary conditions.

Table 4.2: Natural frequency and mode shape average absolute sum of error for the first 10 modes given variable number of fundamental elements

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern $\left(\times 10^{-3}\right)$ |  |  |  |  |  |
| HOM | 239.971 | 1160.185 | 839.155 | 6.103 | 60.496 | 102.493 |
| Grad. 1 | 3.026 | 10.215 | 15.536 | 6.311 | 66.786 | 105.633 |
| Grad. 2 | 0.237 | 0.107 | 0.667 | 0.002 | 0.013 | 0.029 |
| $L_{1}$ | 0.498 | 0.823 | 1.286 | 0.005 | 0.048 | 0.081 |
| Zigzag Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |  |  |
| HOM | 0.602 | 0.096 | 0.408 | 0.035 | 0.005 | 0.004 |
| Grad. 1 | 0.902 | 0.793 | 0.856 | 0.242 | 0.117 | 0.156 |
| Grad. 2 | 0.098 | 0.098 | 0.103 | 0.003 | 0.002 | 0.003 |
| Diff., $p$ opt. | 0.018 | 0.014 | 0.018 | 0.001 | 0.000 | 0.001 |
| Pert., $p$ opt. | 0.017 | 0.014 | 0.018 | 0.001 | 0.000 | 0.001 |
| Diff., $p=1$ | 0.134 | 0.122 | 0.131 | 0.004 | 0.003 | 0.004 |
| Pert., $p=1$ | 0.134 | 0.122 | 0.131 | 0.004 | 0.003 | 0.004 |

Variations in the density of the string are considered next and the absolute percentage of error in the fundamental frequency and associated mode shape is presented in Fig. 4.6 for the diagonal wrapping pattern and in Fig. 4.7 for the zigzag wrapping pattern.


Figure 4.6: Absolute error in fundamental frequency and associated mode shape for variable string density and diagonal wrapping pattern.


Figure 4.7: Absolute error in fundamental frequency and associated mode shape for variable string density and zigzag wrapping pattern.

It is seen for the diagonal wrapping pattern in Fig. 4.6 that the error in the frequency and mode shape increases as the density of the string increases. Furthermore, for the diagonal wrapping pattern, the second-order gradient minimization perturbation method consistently resulted in the smallest errors in the frequency and mode shape. As the density of the string increases, so does the value of the lumped masses. Due to this, the $L_{1}$ results, which is not influenced by the lumped masses, demonstrate a larger rate of increase in error compared to the other perturbation results, in particular for the CC boundary conditions. Again, this clearly shows an advantage for using the gradient minimization method for the diagonal wrapping pattern. Overall, the error in predicting the frequency is less than $0.5 \%$, and the error for the mode shapes is quite small, less than $0.03 \%$.

It is seen for the zigzag wrapping pattern in Fig. 4.7 that the error in the frequency and mode shape is not affected by changes in the string density. Since the zigzag wrapping pattern has a constant mass per unit length throughout the system, the reference value determined by the perturbation theory is exactly this value. Hence, as the string density is increased, there are no additional errors introduced in the results. The smallest errors were typically reported by the norm minimization methods with optimal $p$-value and the second smallest errors were typically reported by the second-order gradient minimization. Overall, the absolute error in the fundamental frequency was small, less than $0.18 \%$, and the error in the associated mode shape was very small, less than $0.001 \%$.

To analyze the error across multiple modes, the average of the sum of the absolute percentage of error for the first 10 modes is presented in Table 4.3. In this table, it is clearly shown that the perturbation theory with additional corrections produces significantly smaller errors than the first-order perturbation theory, as expected. Furthermore, it is seen that the HOM method produces significantly larger average sum of error than the second-order perturbation theory results. Once again, this demonstrates the advantage of using the perturbation theory over the HOM.

In terms of producing the smallest average error, the gradient minimization method with two corrections to the frequencies and one correction to the mode shape proved the best for the diagonal wrapping pattern while the norm minimizations with optimal $p$ produced the smallest error for the zigzag wrapping pattern. This was observed across all the boundary conditions and for both the sum of error for frequencies and mode shapes. Assuming for the zigzag wrapping pattern that an optimal $p$ cannot be determined, the second-order gradient minimization method resulted in the smallest average absolute error across the boundary conditions considered.

Table 4.3: Natural frequency and mode shape average absolute sum of error for the first 10 modes given variable string density

|  | Frequency Results |  |  |  | Mode Shape Results |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Result | CC | CF | FF |  |  | CC | CF |
|  |  |  | Diagonal Pattern | $\left(\times 10^{-3}\right)$ |  | FF |  |
| HOM | 1623.782 | 3714.771 | 3389.699 |  | 175.974 | 1026.455 | 1397.085 |
| Grad. 1 | 57.846 | 192.183 | 245.077 |  | 168.356 | 1002.587 | 1374.167 |
| Grad. 2 | 0.819 | 4.686 | 5.590 |  | 0.047 | 3.420 | 5.448 |
| $L_{1}$ | 3.606 | 24.667 | 27.780 | 0.245 | 9.863 | 15.206 |  |
|  |  |  | Zigzag Pattern | $\left(\times 10^{0}\right)$ |  |  |  |
| HOM | 2.806 | 0.568 | 1.806 | 0.285 | 0.039 | 0.074 |  |
| Grad. 1 | 1.628 | 1.415 | 1.575 |  | 0.285 | 0.039 | 0.074 |
| Grad. 2 | 0.178 | 0.168 | 0.182 |  | 0.002 | 0.000 | 0.001 |
| Diff., $p$ opt. | 0.002 | 0.003 | 0.004 |  | 0.000 | 0.000 | 0.000 |
| Pert., $p$ opt. | 0.003 | 0.004 | 0.003 |  | 0.000 | 0.000 | 0.000 |
| Diff., $p=1$ | 0.234 | 0.208 | 0.233 |  | 0.003 | 0.001 | 0.001 |
| Pert., $p=1$ | 0.234 | 0.208 | 0.233 |  | 0.003 | 0.001 | 0.001 |

Consider next Figs. 4.8 and 4.9, which contain the absolute error in the fundamental frequency and mode shape when a variable string radius is considered. As the radius of the string is increased, there will be more added mass as well as a larger stiffening effect. The overall effect on the frequencies will depend on the additional system parameters and may cause an increase or decrease.


Figure 4.8: Absolute error in fundamental frequency and associated mode shape for variable string radius and diagonal wrapping pattern.


Figure 4.9: Absolute error in fundamental frequency and associated mode shape for variable string radius and zigzag wrapping pattern.

It is shown in Fig. 4.8 that increasing the radius of the string increases the error in the prediction of the fundamental frequency and mode shape for all the presented results. Typically, the HOM method produced the largest errors, with the exception for CC boundary conditions where the norm minimization produced the largest errors. As the radius of the string increases so does the value of the lumped masses. As the $L_{1}$ results are independent of the lumped masses, it is seen that the errors increase at a much quicker rate for the CC boundary conditions as the radius increases. Once again this demonstrates the appropriateness of using the gradient norm minimization over the norm minimization of the difference and perturbation. In general across all the boundary conditions, the error is quite small, less than $0.45 \%$ for the frequency and less than $0.02 \%$ for the mode shape.

It is shown in Fig. 4.9 that increasing the radius of the string increases the error in the prediction of the fundamental frequency and mode shape for all the presented results. Typically, the HOM and first-order perturbation theory produced the largest errors while the norm minimization methods with optimal $p$ produced the smallest errors. The secondorder gradient method produced the second smallest errors for the frequency and mode shape. It is expected that increasing the string radius would increase the error as this will result in larger perturbations in the bending stiffness, hence larger errors in the perturbation theory results. In general, the absolute percentage of error for the mode shapes was quite small, less than $0.035 \%$, and it is seen that the error in the frequency is quite sensitive to changes in the string radius, reaching a maximum of $4.17 \%$ in the HOM for CC boundary conditions.

The results for the average sum of error in the frequencies and mode shapes for the first 10 modes given variable string radius are tabulated in Table 4.4. These results show a significant improvement in the accuracy when using the second-order perturbation theory instead of the HOM results. This illustrates the noteworthy increase in accuracy over a large range of system parameters when using the second-order perturbation theory. As anticipated, the perturbation theory with additional corrections results in a smaller average error when compared to the perturbation theory with fewer corrections.

The second-order gradient minimization provided the smallest average error for the frequencies and mode shapes across all the boundary conditions for the diagonal wrapping pattern. The norm minimization using the perturbation with optimal $p$ provided the smallest average error for the frequencies and mode shapes across all the boundary conditions for the zigzag wrapping pattern. If it is not possible to determine an optimal $p$-value for the norm minimizations, for the cases considered the second-order gradient minimization would provide the best estimates for the frequencies and mode shapes for the zigzag wrapping pattern.

Table 4.4: Natural frequency and mode shape average absolute sum of error for the first 10 modes given variable string radius

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern $\left(\times 10^{-3}\right)$ |  |  |  |  |  |
| HOM | 817.325 | 1903.430 | 1745.006 | 66.775 | 396.230 | 540.126 |
| Grad. 1 | 21.872 | 73.220 | 93.292 | 63.910 | 387.254 | 531.575 |
| Grad. 2 | 0.248 | 1.409 | 1.709 | 0.012 | 0.863 | 1.375 |
| $L_{1}$ | 1.082 | 7.430 | 8.353 | 0.061 | 2.474 | 3.813 |
| Zigzag Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |  |  |
| HOM | 10.415 | 6.356 | 8.928 | 1.779 | 0.321 | 0.533 |
| Grad. 1 | 8.650 | 7.671 | 8.570 | 1.779 | 0.321 | 0.533 |
| Grad. 2 | 2.623 | 2.544 | 2.755 | 0.110 | 0.037 | 0.041 |
| Diff., $p$ opt. | 0.514 | 0.479 | 0.605 | 0.033 | 0.013 | 0.010 |
| Pert., $p$ opt. | 0.497 | 0.464 | 0.589 | 0.032 | 0.013 | 0.010 |
| Diff., $p=1$ | 3.510 | 3.180 | 3.561 | 0.189 | 0.052 | 0.066 |
| Pert., $p=1$ | 3.510 | 3.180 | 3.561 | 0.189 | 0.052 | 0.066 |

Finally, the tension in the string is varied and the results for the fundamental frequency and associated mode shape absolute error for the diagonal and zigzag wrapping patterns are presented in Figs. 4.10 and 4.11, respectively. As the tension in the string increases, there is an increase in the stiffening effect and thus an increase in the frequencies is expected.


Figure 4.10: Absolute error in fundamental frequency and associated mode shape for variable string tension and diagonal wrapping pattern.


Figure 4.11: Absolute error in fundamental frequency and associated mode shape for variable string tension and zigzag wrapping pattern.

Figure 4.10 for the diagonal wrapping pattern demonstrates that the error in the frequency and mode shape is not affected by changes in the string tension. Since the diagonal wrapping pattern has a constant bending stiffness throughout the system, the reference value determined by the perturbation theory is exactly this value. Hence, as the string tension is increases, there are no additional errors introduced in the results. Overall for the diagonal wrapping pattern, the HOM typically predicts the largest absolute error and the perturbation theory results with additional corrections predict the smallest absolute error. In general for all the results presented, the error in predicting the frequency and associated mode shape was quite good, less than $0.1 \%$.

Figure 4.11 for the zigzag wrapping pattern demonstrates that the error in the frequency and mode shape is not greatly affected by changes in the string tension. In the numerical simulations of Section 2.3.10 it was shown that the frequency of the system did not vary much for the system parameters that were considered. Therefore in the figures above the error does not change much with variable tension since the system behaviour is not greatly affected by changes in the tension. It is expected, however, that increasing the string tension yields an increase in the errors. As the string tension increases so do the size of the perturbations in the system's bending stiffness, leading to larger errors in the perturbation theory. Taking the results for the second-order gradient minimization arbitrarily, it is shown in Fig. 4.12 that increasing the tension in the string does in fact increase the error in the system. In this figure only a single set of results are presented since otherwise it becomes difficult to visualize the increase in error. Due to the smaller frequencies for the CF boundary conditions, it is seen in Fig. 4.12 that there are larger numerical errors than for the CC and FF boundary conditions. Across the various presented methods for predicting the frequency and mode shape of the zigzag wrapping pattern, the norm minimization methods with optimal $p$-value usually predicted the smallest errors. The next best method was the second-order gradient minimization. Overall, the mode shapes were very well predicted, with errors less than $0.001 \%$, and the error in the frequency was less than $0.18 \%$.


Figure 4.12: Zoom-in of absolute error in fundamental frequency and associated mode shape for variable string tension and zigzag wrapping pattern.

Table 4.5 presents the average of the sum of the absolute percentage of error for the first 10 modes for variable string tension. These results, as expected, indicate that the perturbation theory with additional corrections provide more accurate results than the first-order method, regardless of how the reference values are determined. In addition, the HOM produces a higher average error for the frequencies and mode shapes when compared to the second-order perturbation methods, in particular for the diagonal wrapping pattern with multiple lumped masses. This is an advantage of using the perturbation method over the HOM method, particularly when lumped masses are present.

The second-order gradient minimization method produced the smallest average sum of absolute error for both frequencies and mode shapes for the diagonal wrapping pattern. The norm minimizations with optimal $p$-value produced the smallest average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping pattern. For each wrapping pattern, the most accurate method was also independent of boundary conditions. If an optimal $p$-value cannot be determined ahead of time, then for the results presented the second-order gradient minimization method produces the most accurate results for the zigzag wrapping pattern for both the frequencies and mode shapes, and given any of the boundary conditions.

Table 4.5: Natural frequency and mode shape average absolute sum of error for the first 10 modes given variable string tension

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern ( $\times 10^{-3}$ ) |  |  |  |  |  |
| HOM | 493.052 | 1188.713 | 1099.427 | 13.831 | 86.634 | 118.590 |
| Grad. 1 | 4.505 | 15.411 | 19.579 | 13.250 | 84.825 | 116.918 |
| Grad. 2 | 0.014 | 0.082 | 0.106 | 0.000 | 0.014 | 0.022 |
| $L_{1}$ | 0.061 | 0.423 | 0.472 | 0.001 | 0.038 | 0.059 |
| Zigzag Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |  |  |
| HOM | 2.809 | 0.569 | 1.808 | 0.286 | 0.039 | 0.074 |
| Grad. 1 | 1.630 | 1.417 | 1.577 | 0.286 | 0.039 | 0.074 |
| Grad. 2 | 0.178 | 0.168 | 0.183 | 0.002 | 0.000 | 0.001 |
| Diff., $p$ opt. | 0.002 | 0.003 | 0.004 | 0.000 | 0.000 | 0.000 |
| Pert., $p$ opt. | 0.003 | 0.004 | 0.003 | 0.000 | 0.000 | 0.000 |
| Diff., $p=1$ | 0.235 | 0.208 | 0.233 | 0.003 | 0.001 | 0.001 |
| Pert., $p=1$ | 0.235 | 0.208 | 0.233 | 0.003 | 0.001 | 0.001 |

In summary, from the numerical simulations with periodic wrapping patterns and multiple variations to the system parameters it is clear that there is a significant advantage in using the perturbation theory with additional corrections over the HOM model. Specifically, a smaller average sum of error was observed for the second-order perturbation theory when compared to a first-order theory, regardless of how the reference were determined. In addition, the perturbation theory is capable of considering system setups for which the HOM model is considered unreliable, that is for a small number of fundamental elements.

A clear pattern was observed with regards to the perturbation theory reference value selection method that should be employed to obtain the most accurate results. For the diagonal pattern, the second-order gradient minimization always produced the smallest average sum of error for the first 10 modes of the system. This held true for both frequencies and mode shapes and all three boundary conditions considered. For the zigzag pattern, the norm minimization methods with optimally chosen $p$ values, specifically the perturbation minimization, produced the smallest average sum of error for the first 10 modes of the system. If it is assumed that the frequencies of the system are not known ahead of time and an optimal $p$-value cannot be determined, then it is seen form the presented results that the second-order gradient minimization method would provide the most accurate method for determining the frequencies and mode shapes of the zigzag system.

Finally, driving point FRFs are presented for the periodically wrapped system in Fig. 4.13. In addition, to highlight the stiffening effect of the string, the FRF for an unwrapped beam is also presented in the figure. The unwrapped beam FRF was determined using an EB model. For CF and FF boundary conditions, the actuation and sensing location is the free right end. For the CC boundary conditions, the actuation and sensing location is $x=0.025 \mathrm{~m}$ from the left clamped end. These locations for the driving point FRFs were chosen such that they do not correspond to any node of any mode of interest. The system parameters employed are the same as those listed at the beginning of Section 4.2.1. Finally, for this single system setup the optimal $p$-value was determined for the norm minimization methods by minimizing the frequency and mode shape errors for the first twn modes of the system.


Figure 4.13: FRFs for an unwrapped beam (EB), and string-harnessed beam using perturbation theory and exact solution for periodic wrapping pattern.

Figure 4.13 clearly demonstrate that the perturbation theory results agree quite strongly with the analytical and FEA results for the diagonal and zigzag wrapping patterns, respectively. The accuracy of the FRFs is measured by comparing the location of the natural frequencies, the location of antiresonances, as well as the amplitude. Additionally, the perturbation theory results compared to the HOM results are observed be a better match to the exact FRFs. This demonstrates the advantage of using the perturbation theory over the HOM model. Finally, it is seen in Fig. 4.13 that the shift in the FRFs between the unwrapped and string-harnesses systems is quite noticeable. This highlights the significant impact of a string harness, particularly with respect to the added stiffness to the system.

### 4.2.2 Non-Periodic Wrapping Pattern: Variable Wrapping Angle

## Description of System

Consider a system setup where an initial wrapping angle is given and then is either increased or decreased a predetermined amount each time the string goes from one side of the beam to the next. Specifically, for the diagonal wrapping pattern the wrapping angle will change after each lumped mass. For the numerical simulations, two initial wrapping angles are considered. The first initial wrapping angle is the constant angle across the system necessary to obtain two fundamental elements. This will be referred to as the Base 2 case. The second initial wrapping angle is the constant angle across the system necessary to obtain 10 fundamental elements. This will be referred to as the Base 10 case. Schematics of some of the wrapping patterns considered, including the maximum and minimum percentage change considered over each section, are presented in Fig. 4.14 for the diagonal pattern and in Fig. 4.15 for the zigzag pattern.


Figure 4.14: Schematics of variable wrapping angle cases for the diagonal pattern.


Figure 4.15: Schematics of variable wrapping angle cases for the zigzag pattern.

## Frequency Response Functions

A first step in determining the accuracy of the perturbation theory model is to compare the frequency response functions (FRFs) to the analytical and FEA solutions, which ever is appropriate based on the wrapping pattern. The cases of the minimum percentage change in the wrapping angle for both Base 2 and Base 10 cases are considered. The FRFs containing the first 10 bending modes for the CC, CF, and FF boundary conditions are presented in Figs. 4.16 and 4.17.

For all of the results in Figs. 4.16 and 4.17, driving point FRFs are presented. For CF and FF boundary conditions, the actuation and sensing location is the free right end. For the CC boundary conditions, the actuation and sensing location is $x=0.025 \mathrm{~m}$ from the left clamped end. These locations for the driving point FRFs were chosen such that they do not correspond to any node of any mode of interest.


Figure 4.16: FRFs for an unwrapped beam (EB), and string-harnessed beam using perturbation theory and exact solution for variable string wrapping angle with Base 2.


Figure 4.17: FRFs for an unwrapped beam (EB), and string-harnessed beam using perturbation theory and exact solution for variable string wrapping angle with Base 10.

Figures 4.16 and 4.17 clearly demonstrate that the perturbation theory results agree quite strongly with the analytical and FEA results for the diagonal and zigzag wrapping patterns, respectively. The FRFs agree in terms of natural frequencies, location of antiresonance, and amplitude. Furthermore, all the perturbation theory results, regardless of how the reference values were determined or the number of corrections used, agreed very well. For all of the FRFs presented, the largest absolute error in the first 10 natural frequencies for the diagonal wrapping pattern is $0.095 \%$ and for the zigzag wrapping pattern is $0.443 \%$. Finally, it is seen in Figs. 4.16 and 4.17 that there is a very obvious shift in the FRFs of the unwrapped system and the string-harnessed system. This highlights the significant impact of a string harness, particularly with respect to the added stiffness to the system.

## Fundamental Frequency

Using the perturbation theory, the frequencies of the non-periodic string-harnessed system are found. Of particular interest is the fundamental frequency as it is the most easily excited. The fundamental frequency for both wrapping patterns given Base 2 is presented in Fig.4.16 and given Base 10 in Fig. 4.17. In these figures, the fundamental frequency for variable percentage change in the wrapping angle is considered.


Figure 4.18: Fundamental frequency for variable percentage change in wrapping angle with Base 2.


Figure 4.19: Fundamental frequency for variable percentage change in wrapping angle with Base 10.

Figures 4.18 and 4.19 clearly demonstrate a notable impact of the percentage change in the wrapping angle on the value of the fundamental frequency. Quantitatively, the percentage difference between the smallest and largest analytical values of the fundamental frequency for the diagonal pattern with Base 2 is $2.25 \%$ for $\mathrm{CC}, 0.62 \%$ for CF , and $0.69 \%$ for FF boundary conditions. For the diagonal pattern with Base 10 this percentage difference is $7.49 \%$ for CC, $4.60 \%$ for CF, and $7.56 \%$ for FF boundary conditions. For the zigzag pattern with Base 2 this percentage difference is $4.95 \%$ for CC, $0.60 \%$ for CF, and $3.30 \%$ for FF boundary conditions. For the zigzag pattern with Base 10 this percentage difference is $9.74 \%$ for CC, $7.13 \%$ for CF, and $11.62 \%$ for FF boundary conditions.

The diagonal wrapping pattern results in the figures clearly show that the multiple perturbation theory results all agree very well with the analytical results. The zigzag wrapping pattern results in the figures show that the Grad. 1 perturbation results always overpredict the FEA and the other perturbation theory results are all quite similar to the FEA. This is expected as additional corrections in the perturbation theory leads to more accurate results. Furthermore, for the zigzag wrapping pattern, the norm minimization results with optimal $p$-value provided the most accurate frequency prediction to the FEA.

The behaviour in Figs. 4.18 and 4.19 for the Base 2 and Base 10 results shows that in both cases there is an overall decrease in the fundamental frequency as the percentage change in the wrapping angle over each section increases. This behaviour is expected since as the string is more tightly wrapped, there is a decrease in the bending stiffness and an increase in the mass per unit length. Comparing the diagonal pattern results for the Base 2 and Base 10, there is a larger overall decrease in the frequencies for the Base 10 case. This occurs since the Base 10 case allows for significantly more lumped masses to be added into the system as the string is more tightly wrapped. The CC boundary conditions results are similar in both the Base 2 and Base 10 cases and in both the CF and FF boundary conditions there are sudden decreases in the value of the frequency. As the system is more tightly wrapped, additional lumped masses are introduced at the right free end for the system causing a sudden increase in the kinetic energy of the system, resulting in a sudden decrease in the frequency.

Comparing the zigzag pattern results for the Base 2 and Base 10, there is a larger overall decrease in the frequencies for the Base 10 case. This occurs since the Base 10 case allows for significantly more total string mass to be added into the system as the string is more tightly wrapped. Furthermore, it is observed that the boundary conditions as well as the initial wrapping angle (Base 2 or Base 10) play a significant role in the behaviour of the fundamental frequency when the percentage change in the wrapping angle is varied. Many different types of behaviours are observed in the results, such as seemingly random results in Fig. 4.18b, sudden decreases in the value of the frequency in Figs. 4.18e and 4.19b, and
smooth results as in Fig. 4.19f. Such variability in the response of the system to variations in the percentage change in the wrapping angle over each section indicates the importance of developing a model for string-harnessed systems and gaining physical intuition.

Physical intuition for the effect of changes in the system parameters on the frequencies begins from the PDE for the free transverse vibrations in Eq. (3.59). Assume a separable solution of the form $w(x, t)=u(x) e^{i \omega t}$ and integrate over the domain of the system. Performing integration by parts, the square of the frequency can be expressed as

$$
\begin{equation*}
\omega^{2}=\frac{\frac{1}{2} \int_{0}^{l} E I(x)\left(\frac{\mathrm{d}^{2} u}{\mathrm{~d} x^{2}}\right)^{2} \mathrm{~d} x}{\frac{1}{2} \int_{0}^{l}\left\{\rho A(x)+\sum_{k=0}^{m} M_{k} \delta\left(x-x_{k}\right)\right\} u^{2} \mathrm{~d} x} \tag{4.19}
\end{equation*}
$$

The numerator of Eq. (4.19) is the strain energy of the system and the denominator is a quantity related to the kinetic energy of the system for a given displacement $u(x)$. Continuing with the analysis of Eq. (4.19), unit normalized mode shapes $u_{n}(x)$ are employed. Unit normalized mode shapes are used instead of mass normalized mode shapes as the latter would cause the denominator of Eq. (4.19) to be unity due to the mass normalization condition.

The strain energy due to the $n^{\text {th }}$ unit normalized mode shape is $\frac{1}{2} \int_{0}^{l} E I(x)\left(\frac{\mathrm{d}^{2} u_{n}}{\mathrm{~d} x^{2}}\right)^{2} \mathrm{~d} x$. If the value of $E I(x)$ is increased by a scalar multiple, then the strain in the system will increase while the kinetic energy related integral is unchanged. This leads to an increase in the frequencies, as expected. Next, consider how the form of $E I(x)$ affects the strain energy in the system. To begin, the second derivative for the unit normalized fundamental mode shape is presented in Fig. 4.20. In Fig. 4.20 the perturbation theory results for the gradient minimization with second-order corrections and Base 2 are used for both the diagonal and zigzag wrapping patterns. A small percentage change in the wrapping angle of $0.8248 \%$ and $0.2720 \%$ over each section was chosen arbitrarily for the diagonal and zigzag wrapping pattern, respectively.


Figure 4.20: Second derivative of unit normalized fundamental mode shape for Base 2 system with small positive percentage change in wrapping angle over each section.

For a string-harnessed system, the bending stiffness is constant when the string is on the top or bottom face of the beam and is parabolic when the string is on the side of the beam. When the string is on the side of the beam, the parabolic shape has positive curvature and minimum value of $E_{b} I_{b}-T \frac{I_{b}}{A_{b}}$. When the bending stiffness decreases, locally the string-harnessed system is more compliant and thus will exhibit a higher curvature at these locations. These sections of sudden increase in curvature can be seen as additional "peaks" in Fig. 4.20 for the zigzag wrapping pattern. As there are no sections of the string running diagonally on the side of the host structure for the diagonal wrapping pattern, there are no additional "peaks" observed in Fig. 4.20. An alternative method to describe the presence of the peaks is that the moment of the system must be continuous and differentiable, hence locations where the bending stiffness has parabolic decreases it must also be that the magnitude of the curvature has parabolic increases.

Next, consider the integrand of the numerator in Eq. (4.19), namely $E I(x)\left(\frac{\mathrm{d}^{2} u_{n}}{\mathrm{~d} x^{2}}\right)^{2}$. Using the same unit normalized mode shape as before, the integrand associated with the fundamental mode is presented in Fig. 4.21.


Figure 4.21: Second derivative of unit normalized fundamental mode shape multiplied by $E I(x)$ for Base 2 system with small positive percentage change in wrapping angle over each section.

It is seen in Fig. 4.21 that the overall shape of the integrand is similar between the diagonal and zigzag wrapping patterns. Furthermore, it is seen that the locations of increased curvature in the unit normalized mode shape cause an increase in the value of the integrand over the section of the side string. As expected, since for the diagonal wrapping pattern there are no peaks of increased curvature, there are no peaks in the integrand results. Using this insight, a small variation in the wrapping pattern that moves a section of string on the side of the beam closer to areas of higher curvature will increase the strain energy locally in the system. Additionally, the local strain energy in the system will increase if a small variation in the wrapping pattern introduces a new section of string on the side of the beam at a clamped end, a location which has a high value for the curvature.

The kinetic energy related component in the system for the $n^{\text {th }}$ unit normalized mode shape is $\frac{1}{2} \int_{0}^{l}\left\{\rho A(x)+\sum_{k=0}^{m} M_{k} \delta\left(x-x_{k}\right)\right\} u_{n}^{2} \mathrm{~d} x$. If the value of $\rho A(x)$ is increased by a scalar multiple, then the kinetic energy related component in the system will increase while the strain energy is unchanged. This leads to a decrease in the frequencies, as expected. Next, consider how the form of $\rho A(x)$ affects the kinetic energy related component of the system. The unit normalized fundamental mode shapes that were considered previously for the strain energy in the system are presented in Fig. 4.22 for both the diagonal and zigzag wrapping patterns.


Figure 4.22: Unit normalized fundamental mode shape for Base 2 system with small positive percentage change in wrapping angle over each section.

Figure 4.22 clearly shows that the unit normalized mode shapes for the diagonal and zigzag wrapping patterns are almost identical. Referring back to the expression for the kinetic energy related component, it is clear that small variations in the wrapping pattern that add mass near locations of peaks in the mode shape displacement will increase this quantity. Additionally, the kinetic energy related component of the system will increase if a small variation in the wrapping pattern introduces a lumped mass at a free end, a location which has a large displacement in the mode shape.

Given a variable percentage change in the wrapping angle over each section, Figs. 4.23 and 4.24 present the strain energy and kinetic energy related components for the unit normalized fundamental mode for the diagonal and zigzag wrapping patterns, respectively. The behaviour of each of these components can be used to determine the square of the fundamental frequency, as per Eq. (4.19). For the diagonal wrapping pattern results, a vertical line is included to denote locations at which an additional lumped mass is introduced at the right end of the system. For the zigzag wrapping pattern results, a dotted vertical line is included to denote locations at which a section of string on the side of the beam begins to be added to the system and a dashed vertical line is included to denote locations at which the same section of string on the side of the beam is done being added to the system.


Figure 4.23: Diagonal wrapping pattern strain and kinetic energy related components for unit normalized fundamental mode shape for Base 2 system.


Figure 4.24: Zigzag wrapping pattern strain and kinetic energy related components for unit normalized fundamental mode shape for Base 2 system.

For both the diagonal and zigzag wrapping patterns, the overall effect of increasing the percentage change in the wrapping angle over each section is a decrease in the bending stiffness and increase in the mass per unit length. This directly results in a decrease in the strain energy in the system and an increase in the kinetic energy component of the system. This overall behaviour is clearly observed in Figs. 4.23 and 4.24. In addition, it is seen that the perturbation theory results agree quite well with the analytical and FEA results. In particular, for the zigzag wrapping pattern the perturbation theory results with additional corrections typically provided a better match than the perturbation theory results with a single frequency correction. One exception to this was for the kinetic energy related component given CC boundary conditions, although the variations from the FEA for the higher-order perturbation theory were quite small.

For the diagonal wrapping pattern, when a lumped mass is added at the right end of a CF or FF system, it is expected that there is a sudden increase in the kinetic energy. Indeed this is the observed behaviour near the vertical lines in Figs. 4.23d and 4.23f. For CC boundary conditions, the mode shape has zero displacement at the right end and thus an additional lumped mass does not cause a sudden increase in the kinetic energy. Since there are no sections of string running diagonally on the side of the beam for the diagonal pattern, the strain energy does not experience any sudden changes. This is indeed the case in Fig. 4.23.

For the zigzag pattern, as the percentage change in the wrapping angle is increased there are multiple simultaneous effects. First, there are additional sections of string on the side of the beam being added at the right end of the system that cause an increase in the local strain energy. Second, the wrapping angle is increased and causes a smaller added stiffness from the string. This results in a decrease in the strain energy and is attributed to the local increase in the strain energy of the side section of string causing a decreasing in the overall strain energy for the remainder of the system. Finally, as the percentage change in the wrapping angle is increased there are side sections of string that move from low curvature areas, to higher curvature areas, and back to low curvature areas. This behaviour is clearly observed in Fig. 4.24a to the left of the first vertical line. Overall, these three effects will combine in different manners for the various boundary conditions and this is evidenced by the varying behaviour for the CC, CF, and FF boundary conditions. Since there are no lumped masses added to the system for the zigzag wrapping pattern, it is expected that the kinetic energy does not experience any sudden changes in the value. This is indeed the case in Fig. 4.24.

## Error in Predicting Frequencies and Mode Shapes

For the diagonal and zigzag wrapping patterns given Base 2, the error in predicting the fundamental frequency and mass normalized mode shape for variable percentage change in the wrapping angle over each section is presented in Fig. 4.25 and 4.26, respectively. For the diagonal wrapping pattern the error is calculated with respect to the analytical solution and for the zigzag wrapping pattern the error is calculated with respect to the FEA solution.


Figure 4.25: Absolute percentage of error in fundamental frequency and mass normalized mode shape given diagonal wrapping pattern with Base 2 for variable percentage change in wrapping angle.


Figure 4.26: Absolute percentage of error in fundamental frequency and mass normalized mode shape given zigzag wrapping pattern with Base 2 for variable percentage change in wrapping angle.

Considering the diagonal wrapping pattern results in Fig. 4.25, it is seen that the error in both the frequency and mode shape increases rapidly as the percentage change in the wrapping angle in the system approaches the maximum possible value. This increasing error is attributed to the additional lumped masses that are introduced into the system as the string is more tightly wrapped. In particular for some of the CF and FF boundary conditions it is seen that there are sudden increases in the errors corresponding to points where lumped masses are added into the system. Overall, the error in predicting the frequency and mode shape is small, less than $0.2 \%$.

Considering the zigzag wrapping pattern results in Fig. 4.26, it is seen that the boundary conditions significantly affected the results for the error. It is observed for the fundamental frequency that sudden increases in the error occur when the frequency suddenly decreases. The behaviour is most noticeable for the CC boundary conditions. It is therefore concluded that the error increases when sections of side string are moved towards or introduced at locations of high curvature. For the CC boundary conditions this increase in errors occurs more frequently since as the string is more tightly wrapped side sections of string are introduced at the clamped end, a location of high curvature. For the CF and FF boundary conditions the right end of the system has zero curvature, therefore side sections of string are not introduced at a location of high curvature and there are no sudden increases. It is clear that the perturbation theory with a single correction to the frequencies produces the largest errors; the norm minimization with optimally determined $p$-value resulting in the smallest errors. Overall, the absolute error in the frequencies was less than $0.5 \%$ and the absolute error in the associated mode shape was quite small, less than $0.06 \%$.

To analyze the error across multiples, the average of the sum of the absolute percentage of error for the first 10 modes is presented in Table 4.6. The results are determined by considering a variable percentage change in the wrapping angle over each section. In this table, it is clearly shown that the perturbation theory with additional corrections produces significantly smaller errors than the perturbation theory with a single correction to the frequencies, as expected.

In terms of producing the smallest average sum of error, the norm minimization of the difference $(p=1)$ proved the best for the diagonal wrapping pattern while the norm minimization of the perturbation with optimal $p$ produced the smallest average sum of error the for the zigzag wrapping pattern. This was observed across all the boundary conditions and for both the frequency and mode shape errors. Assuming for the zigzag wrapping pattern that the frequencies are not known ahead of time, the second-order gradient minimization method resulted in the smallest average sum of absolute error across the boundary conditions considered.

Table 4.6: Natural frequency and mode shape average absolute sum of error for the first 10 modes given variable percentage change in the wrapping angle over each section with Base 2

|  | Frequency Results |  |  |  | Mode Shape Results |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Result | CC | CF | FF |  | CC | CF | FF |
|  |  |  | Diagonal Pattern $\left(\times 10^{-3}\right)$ |  |  |  |  |
| Grad. 1 | 49.595 | 13.549 | 16.097 |  | 210.108 | 107.289 | 147.398 |
| Grad. 2 | 6.149 | 0.966 | 1.056 |  | 1.234 | 0.215 | 0.305 |
| Diff., $p=1$ | 5.740 | 0.923 | 1.046 |  | 0.985 | 0.158 | 0.244 |
| Pert., $p=1$ | 5.791 | 0.940 | 1.067 | 0.993 | 0.160 | 0.247 |  |
|  |  |  | Zigzag Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |
| Grad. 1 | 2.188 | 2.424 | 2.576 | 1.495 | 1.378 | 1.757 |  |
| Grad. 2 | 0.293 | 0.344 | 0.347 |  | 0.019 | 0.019 | 0.024 |
| Diff., $p$ opt. | 0.064 | 0.078 | 0.092 |  | 0.007 | 0.008 | 0.010 |
| Pert., $p$ opt. | 0.062 | 0.078 | 0.092 |  | 0.007 | 0.008 | 0.010 |
| Diff., $p=1$ | 0.391 | 0.456 | 0.479 |  | 0.028 | 0.028 | 0.036 |
| Pert., $p=1$ | 0.391 | 0.456 | 0.479 |  | 0.028 | 0.028 | 0.036 |

Consider next Figs. 4.27 and 4.28, which contain the absolute error in the fundamental frequency and mode shape for variable percentage change in the wrapping angle over each section given Base 10.


Figure 4.27: Absolute percentage of error in fundamental frequency and mass normalized mode shape given diagonal wrapping pattern with Base 10 for variable percentage change in wrapping angle.


Figure 4.28: Absolute percentage of error in fundamental frequency and mass normalized mode shape given zigzag wrapping pattern with Base 10 for variable percentage change in wrapping angle.

Figure 4.27 demonstrates that for the diagonal pattern the errors decrease as the percentage change in the wrapping angle over each section is increased, up until the system is periodically wrapped. Then, the errors increase as the system becomes more tightly wrapped. For the diagonal wrapping pattern, as the system goes from more loosely wrapped to a periodically wrapped system the bending stiffness and mass per unit length, excluding the lumped masses, become more constant throughout the system. This results in smaller errors in the perturbation theory. As the system becomes more tightly wrapped with a positive percentage change in the wrapping angle over each section the errors increase due to the large amount of lumped masses added into the system. omparing the various results, the perturbation theory with a single correction to the frequencies produced larger errors that the perturbation theory with additional corrections, as expected. In general for all the results presented, the error in predicting the frequency was less than $0.2 \%$ and the error in predicting the associated mode shape was quite small, less than $0.09 \%$.

Figure 4.28 demonstrates that the boundary conditions had a significant role in the errors for the zigzag wrapping pattern. Similar to the explanation given when analyzing the Base 2 results, the increases in errors correspond to decreases in the frequency value. In particular for the CC boundary conditions side sections of string are frequently added at a location of high curvature, resulting in multiple sudden decreases in the frequency value. Therefore, multiple instances where the error increases in the perturbation theory results are observed. Across the various presented methods for predicting the frequency and mode shape, the perturbation theory with a single correction to the frequency typically produced the largest absolute error. Overall, the absolute error in the frequency was less than $0.45 \%$ and the absolute error in the mode shape is quite small, less than $0.05 \%$.

Table 4.7 presents the average of the sum of the absolute percentage of error for the first 10 modes for variable percentage change in the wrapping angle over each section. The results are determined by considering a variable percentage change in the wrapping angle over each section. These results, as expected, indicate that the perturbation theory with additional corrections provide more accurate results than the first-order perturbation theory, regardless of how the reference values are determined.

The norm minimization of the difference $(p=1)$ produced the smallest average sum of absolute error for both the frequencies and mode shapes for the diagonal wrapping pattern. The norm minimization using the difference with optimal $p$-value produced the smallest average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping pattern. For each wrapping pattern, the most accurate method was also independent of boundary conditions. If an optimal $p$-value cannot be determined ahead of time, then for the results presented the second-order gradient minimization method produces the most
accurate results for the zigzag wrapping pattern for both the frequencies and mode shapes, and given any of the boundary conditions.

Table 4.7: Natural frequency and mode shape average absolute sum of error for the first 10 modes given variable percentage change in the wrapping angle over each section with Base 10

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern $\left(\times 10^{-3}\right)$ |  |  |  |  |  |
| Grad. 1 | 111.484 | 108.381 | 84.094 | 908.989 | 731.719 | 890.520 |
| Grad. 2 | 9.242 | 4.663 | 4.048 | 5.401 | 2.782 | 4.398 |
| Diff., $p=1$ | 8.012 | 4.383 | 3.668 | 4.136 | 2.468 | 3.991 |
| Pert., $p=1$ | 8.022 | 4.390 | 3.671 | 4.140 | 2.469 | 3.993 |
| Zigzag Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |  |  |
| Grad. 1 | 2.177 | 2.266 | 2.247 | 3.407 | 2.604 | 3.100 |
| Grad. 2 | 0.207 | 0.216 | 0.251 | 0.020 | 0.016 | 0.021 |
| Diff., $p$ opt. | 0.057 | 0.065 | 0.070 | 0.028 | 0.024 | 0.029 |
| Pert., $p$ opt. | 0.057 | 0.065 | 0.070 | 0.029 | 0.024 | 0.030 |
| Diff., $p=1$ | 0.300 | 0.330 | 0.331 | 0.023 | 0.018 | 0.023 |
| Pert., $p=1$ | 0.310 | 0.341 | 0.341 | 0.023 | 0.018 | 0.024 |

To summarize, from the numerical simulations with variable percentage change in the wrapping angle it is obvious that there is a significant advantage in using the perturbation theory with additional corrections when compared to a single correction for the frequencies. A clear pattern was observed with regards to the perturbation theory reference value selection method that should be employed to obtain the most accurate results. For the diagonal wrapping pattern, the norm minimization using the difference with $p=1$ always produced the smallest average sum of error for the first 10 modes of the system. It should also be noted that the second-order gradient minimization method for the diagonal wrapping pattern reported errors that were on average $15 \%$ larger than the optimal method. For the zigzag wrapping pattern, the norm minimization methods with optimal $p$ value produced similarly accurate results for the average sum of error for the first 10 modes of the system. If it is assumed that the frequencies of the system are not known ahead of time, then an optimal $p$-value cannot be determined. If this is the case, then it is seen from the presented results that the second-order gradient minimization method would provide the most accurate method for determining the frequencies and mode shapes of the zigzag system.

### 4.2.3 Non-Periodic Wrapping Pattern: Variable Number of Strings

## Description of System

The wrapping patterns used in these numerical simulations come from the previous nonperiodic example with variable wrapping angle. From the previous example, the smallest change in the wrapping angle for the Base 10 system is used. This means that the pattern in Fig. 4.14b is used for the diagonal wrapping pattern, and the pattern in Fig. 4.15b is used for the zigzag wrapping pattern. For each of these wrapping patterns, a single string is added to the system with the parameters listed in Section 2.3.7. Then, a second string is added from the left end of the beam up to a given point. This location will be referred to as the switching location as it is the position where the system switches from 2 strings to 1 . In the current set of simulations, the switching location is varied.

In addition to varying the switching location, two different sets of string parameters will be considered for the second string that is added to the system. In the first case, a second string with the same parameters as those listed in Section 2.3 .7 will be used. This will be referred to as the identical string case. In the second case, a string with a higher modulus, $E_{s 2}=1.875 \times 10^{11} \mathrm{~N} / \mathrm{m}^{2}$, and higher density, $\rho_{s 2}=8000 \mathrm{~kg} / \mathrm{m}^{3}$, compared to the original system parameters are used. This will be referred to as the alternative string case.

## Frequency Response Functions

A first step in determining the accuracy of the perturbation theory model is to compare the FRFs to the analytical and FEA solutions, which ever is appropriate based on the wrapping pattern. The case of the second string being present on the left half of the beam, for both an identical and an alternative string added, are considered. The FRFs containing the first 10 bending modes for the CC, CF, and FF boundary conditions are presented in Figs. 4.29 and 4.30. In addition, to highlight the stiffening effect of the string, the FRF for an unwrapped beam is also presented in the figures. The unwrapped beam FRF was determined using an EB model.

For all of the results in Figs. 4.16 and 4.17, driving point FRFs are presented. For CF and FF boundary conditions, the actuation and sensing location is the free right end. For the CC boundary conditions, the actuation and sensing location is $x=0.025 \mathrm{~m}$ from the left clamped end. These locations for the driving point FRFs were chosen such that they do not correspond to any node of any mode of interest.


Figure 4.29: FRFs for an unwrapped beam (EB), and string-harnessed beam using perturbation theory and exact solution for identical second string.


Figure 4.30: FRFs for an unwrapped beam (EB), and string-harnessed beam using perturbation theory and exact solution for alternative second string.

Figures 4.29 and 4.30 clearly demonstrate that the perturbation theory results agree quite strongly with the analytical and FEA results for the diagonal and zigzag wrapping patterns, respectively. The FRFs agree in terms of natural frequencies, location of antiresonance, and amplitude. Furthermore, all the perturbation theory results, regardless of how the reference values were determined or the number of corrections used, agreed very well. For all of the FRFs presented, the largest absolute error in the first 10 natural frequencies for the diagonal wrapping pattern is $0.892 \%$ and for the zigzag wrapping pattern is $1.245 \%$. Finally, it is seen in Figs. 4.29 and 4.30 that there is a very obvious shift in the FRFs of the unwrapped system and the string-harnessed system. This highlights the significant impact of a string harness, particularly with respect to the added stiffness to the system.

## Fundamental Frequency

The fundamental frequency for variable switching location is presented in Fig. 4.31 for an identical second string and in Fig. 4.32 for an alternative second string. In these figures both wrapping patterns are considered.


Figure 4.31: Fundamental frequency for variable switching location with identical second string.


Figure 4.32: Fundamental frequency for variable switching location with alternative second string.

Figures 4.31 and 4.32 clearly show that the switching location from 2 strings to 1 plays an important role in the value of the fundamental frequency. In addition, the parameters of the second string as well as the boundary conditions are shown to play a role in the results for the fundamental frequency. Quantitatively, the percentage difference between the smallest and largest analytical values of the fundamental frequency for the diagonal pattern with identical second string is $11.09 \%$ for CC, $11.30 \%$ for CF, and $11.94 \%$ for FF boundary conditions. For the diagonal pattern with alternative string this percentage difference is $10.16 \%$ for CC, $13.38 \%$ for CF, and $13.07 \%$ for FF boundary conditions. For the zigzag pattern with identical second string this percentage difference is $7.09 \%$ for CC, $7.73 \%$ for CF, and $9.61 \%$ for FF boundary conditions. For the zigzag pattern with alternative string this percentage difference is $5.60 \%$ for CC, $9.08 \%$ for CF, and $10.33 \%$ for FF boundary conditions. These large differences between the maximum and minimum values highlight the importance of developing a model for non-periodically wrapped stringharnessed systems.

Considering the diagonal wrapping pattern results, the various perturbation theory results all match quite well with the analytical results with the exception of the Grad. 1 results, which typically overpredicts compared to the analytical results. This is expected as including additional corrections in the frequencies and mode shapes will result in more accurate predictions. In the zigzag wrapping pattern results it is also seen that the Grad. 1 results overpredict the exact results. Additionally, it is seen that the norm minimization methods with optimally determined $p$-value provide the most accurate results. This is particularly noticeable as the switching location becomes nearer to the right end of the system.

Overall, it is seen that the effect of adding a second string for the parameters considered is an overall increase in the fundamental frequency of the system. This indicates that the added stiffening effect of the second string is greater than the added mass. Furthermore, the pattern of the fundamental frequency observed for a given set of boundary conditions are similar between the cases of identical and alternative second string being added to the system. The results in Figs. 4.31 and 4.32 demonstrate that the overall increase in the frequency is smaller for the alternative string than for the identical string. Hence, the increased density of the alternative string has a larger effect than the increased modulus. Finally, although the overall change in the frequency is larger for the identical string, it occurs for certain switching locations that the frequency value of the system with the alternative string is larger than the frequency of the system with the identical string. This indicates that the boundary conditions and the location of the switch will play an important role in determining if the added mass or added stiffness will be the dominant effect.

Using the physical intuition developed from the previous numerical results section on
variable wrapping angle, the behaviours in Figs. 4.31 and 4.32 are interpreted. First consider CC boundary conditions, which result in a fundamental mode shape with maximum displacement at the centre of the system and larger curvature at the clamped ends and at the centre of the system. In Figs. 4.31a, 4.31b, 4.32a, and 4.32 b it is seen that there is a rapid increase in the CC fundamental frequency when the switching location is near the location of increased curvature as these locations will add more stiffness in the system than mass. At locations where the curvature of the system is relatively small, the effect of added mass will be more observable and this results in very little change to the fundamental frequency.

For a system with CF boundary conditions, the fundamental mode shape has the largest displacement at the free end of the system, along with zero curvature at this location. The maximum curvature value is at the clamped end, along with zero displacement at this location. This means that it is expected that when the switching location is near the clamped end that the effect of added stiffness will be much larger than the added mass, resulting in an increase in the frequency. Additionally, it is expected that when the switching location is near the free end that the added mass mass will have a larger influence than the added stiffness on the frequency. This behaviour is clearly seen in Figs. 4.31c, $4.31 \mathrm{~d}, 4.32 \mathrm{c}$, and 4.32 d . Comparing the results of an identical and the alternative string added to the system, it is seen that the increase in the fundamental frequency from the initial value to the maximum is larger for the alternative string since this has a larger modulus. Also, the value for the frequency when both strings are present over the entire system is lower for the case of alternative string since this has a larger density than the original string.

Lastly, FF boundary conditions produce a fundamental frequency with larger displacement at the free ends and at the centre of the system, and the maximum curvature is located at the centre of the system. Further, the curvature of the system is 0 at the free ends. From a physical point of view, it is therefore expected that the added mass effect will be more dominant than the added stiffness effect at the free ends of the system while the opposite is true at the centre of the system where the largest curvature is experienced. Figures $4.31 \mathrm{c}, 4.31 \mathrm{~d}, 4.32 \mathrm{c}$, and 4.32 d demonstrate that the fundamental frequency decreases, to varying degrees, when the switching location is near the end points of the system and increases significantly when the switching location is near the centre of the system. This behaviour corresponds exactly to what is expected form the physical point of view. Finally, the larger density of the alternative second string compared to the original string results in a greater rate at which the frequency decreases when the switching location is near a free end.

## Error in Predicting Frequencies and Mode Shapes

For the diagonal and zigzag wrapping patterns given an identical second string added to the system, the error in predicting the fundamental frequency and mass normalized mode shape for variable switching location is presented in Fig. 4.33 and 4.34, respectively. For the diagonal wrapping pattern the error is calculated with respect to the analytical solution and for the zigzag wrapping pattern the error is calculated with respect to the FEA solution.


Figure 4.33: Absolute percentage of error in fundamental frequency and mass normalized mode shape given diagonal wrapping pattern with identical second string for variable switching location.


Figure 4.34: Absolute percentage of error in fundamental frequency and mass normalized mode shape given zigzag wrapping pattern with identical second string for variable switching location.

Considering the diagonal wrapping pattern results in Fig. 4.33, it is seen that the error in both the frequency and mode shape attains the maximum near a switching location of $x=l / 2$ for CC and FF boundary conditions. For CF boundary conditions the maximum errors for the frequency and mode shape was observed near a switching location of $x=l / 4$. It is therefore concluded that the diagonal wrapping pattern exhibits higher errors when the switching location is near an area of high curvature. Furthermore, it is seen in Fig. 4.33 that the norm minimization methods exhibit a sudden decrease in the error when the switching location is near areas of large displacement. This behaviour is not observed for the gradient minimization method and the smoothly varying errors of this method are seen as a benefit for using the gradient minimization. For the various perturbation theory results presented, the perturbation theory with additional corrections always produced smaller errors when compared to the perturbation theory with a single correction to the frequencies. Overall, the error in predicting the frequency was less than $0.8 \%$ and the error in predicting the associated mode shape was less than $0.16 \%$.

In Fig. 4.34 it is clearly seen that perturbation theory results with additional corrections resulted in smaller errors than for the Grad. 1 method. Additionally, for all the perturbation theory results presented, the errors in the frequencies experience an overall increase as the switching location increases. As the second string is added into the system, the perturbations in the mass per unit length and bending stiffness become increasing larger, resulting in larger errors. As with the diagonal wrapping pattern, it is seen for the zigzag wrapping pattern the norm minimization results experience sudden jumps in the errors reported for the frequencies. Such a behaviour is not present in the Grad. 2 method results and the smooth errors are considered an advantage of this method over the norm minimization methods. Additionally, when comparing the behaviour of the errors to the behaviour of the frequencies for variable switching location, it is seen that typically the errors increase at the same time that the frequency in the system increases. Since the fundamental frequency of the system increases most rapidly when the switching location is near areas of high curvature, it can be concluded that when the switching location is near an area of high curvature that the errors in predicting the frequency will increase. Finally, It is clear that the norm minimization with optimally determined $p$-value resulted in the smallest errors. Overall, the absolute error in the frequencies was less than $1.5 \%$ and the absolute error in the associated mode shape was very small, less than $0.08 \%$.

To analyze the error across multiple modes, the average of the sum of the absolute percentage of error for the first 10 modes is presented in Table 4.8. The results are determined by considering a variable switching location from 2 strings to 1 string. In this table, it is clearly shown that the perturbation theory with additional corrections produces significantly smaller errors than the perturbation theory with a single correction to the
frequencies, as expected.
In terms of producing the smallest average sum of error, the second-order gradient minimization method proved the best for the diagonal wrapping pattern while the norm minimization using the difference with optimal $p$ produced the smallest average sum of error the for the zigzag wrapping pattern. This was observed across all the boundary conditions and for both the frequency and mode shape errors. Assuming for the zigzag wrapping pattern that the frequencies are not known ahead of time, the second-order gradient minimization method typically resulted in the smallest average sum of absolute error across the boundary conditions considered. The exception was for FF boundary conditions where the norm minimization using the difference with $p=1$ provided slightly more accurate estimates for the frequencies.

Table 4.8: Natural frequency and mode shape average absolute sum of error for the first 10 modes given variable switching location with identical second string

|  | Frequency Results |  |  |  | Mode Shape Results |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
| Result | CC | CF | FF |  | CC | CF | FF |  |  |  |
|  | Diagonal Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |  |  |  |  |  |
| Grad. 1 | 2.181 | 2.164 | 2.295 |  | 8.236 | 7.084 | 10.033 |  |  |  |
| Grad. 2 | 0.222 | 0.232 | 0.263 |  | 0.146 | 0.117 | 0.184 |  |  |  |
| Diff., $p=1$ | 0.336 | 0.336 | 0.367 |  | 0.217 | 0.165 | 0.254 |  |  |  |
| Pert., $p=1$ | 0.327 | 0.322 | 0.354 |  | 0.211 | 0.160 | 0.247 |  |  |  |
|  |  |  | Zigzag Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |  |  |  |
| Grad. 1 | 6.240 | 6.056 | 6.111 |  | 4.663 | 3.627 | 5.014 |  |  |  |
| Grad. 2 | 0.643 | 0.789 | 0.925 |  | 0.098 | 0.089 | 0.125 |  |  |  |
| Diff., $p$ opt. | 0.233 | 0.188 | 0.221 |  | 0.121 | 0.103 | 0.144 |  |  |  |
| Pert., $p$ opt. | 0.237 | 0.189 | 0.222 |  | 0.120 | 0.104 | 0.145 |  |  |  |
| Diff., $p=1$ | 0.857 | 0.820 | 0.857 |  | 0.122 | 0.104 | 0.150 |  |  |  |
| Pert., $p=1$ | 1.017 | 0.979 | 1.011 |  | 0.124 | 0.108 | 0.155 |  |  |  |

Consider next Figs. 4.35 and 4.36, which contain the absolute error in the fundamental frequency and mode shape for variable switching location given the alternative second string parameters. Recall that the alternative string has a higher modulus and higher density than the original string parameters.


Figure 4.35: Absolute percentage of error in fundamental frequency and mass normalized mode shape given diagonal wrapping pattern with alternative second string for variable switching location.


Figure 4.36: Absolute percentage of error in fundamental frequency and mass normalized mode shape given zigzag wrapping pattern with alternative second string for variable switching location.

Figures 4.35 and 4.36 for the alternative string results present similar behaviours as those in Figs. 4.33 and 4.34 for the identical string. Namely, it is clearly seen that the Grad. 1 method results in the largest errors for both the frequency and mode shape. In addition, for the norm minimization methods there are sudden increases and decreases in the errors, which produce non-smooth errors. This does not occur for the gradient minimization method and highlights an advantage to using this method.

Figure 4.35 demonstrates that for the diagonal pattern with CC and FF boundary conditions the absolute error attains the maximum value in the frequency and mode shape near a switching location of $x=l / 2$. For CF boundary conditions the frequency and mode shape attains its maximum near a switching location of $x=l / 4$. Hence the error in predicting the frequencies peaks at locations where the switch is made in a high curvature area. For all the results presented, the error in predicting the frequency was less than $0.9 \%$ and the error in predicting the associated mode shape was less than $0.25 \%$. Figure 4.36 for the zigzag wrapping pattern demonstrates that, as was the case with the identical string, the errors in the frequency increases when the value of the frequency increases. Therefore when the switching location is near an area of high curvature it is expected that the error in predicting the fundamental frequency will increase. Overall, the absolute error in the frequency was less than $1.8 \%$ and the absolute error in the mode shape is less than $0.16 \%$.

Table 4.9 presents the average of the sum of the absolute percentage of error for the first 10 modes for variable switching location. The results are determined by considering a variable switching location from 2 strings to 1 string. These results, as expected, indicate that the perturbation theory with additional corrections provide more accurate results than the first-order perturbation theory, regardless of how the reference values are determined.

The second-order gradient minimization method produced the smallest average sum of absolute error for both the frequencies and mode shapes for the diagonal wrapping pattern. The norm minimization using the difference with optimal $p$-value produced the smallest average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping pattern. For each wrapping pattern, the most accurate method was also independent of boundary conditions. If an optimal $p$-value cannot be determined ahead of time, then for the results presented the norm minimization using the difference with $p=1$ produced the most accurate estimates for the frequencies and the second-order gradient minimization method produced the most accurate estimates for the mode shapes.

Table 4.9: Natural frequency and mode shape average absolute sum of error for the first 10 modes given variable switching location with alternative second string

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |  |
| Grad. 1 | 2.643 | 2.686 | 2.804 | 6.078 | 5.394 | 7.875 |
| Grad. 2 | 0.261 | 0.284 | 0.319 | 0.104 | 0.085 | 0.137 |
| Diff., $p=1$ | 0.608 | 0.611 | 0.662 | 0.299 | 0.229 | 0.349 |
| Pert., $p=1$ | 0.593 | 0.587 | 0.636 | 0.301 | 0.231 | 0.347 |
| Zigzag Pattern $\left(\times 10^{0}\right)$ |  |  |  |  |  |  |
| Grad. 1 | 7.227 | 6.983 | 7.029 | 4.405 | 4.177 | 5.125 |
| Grad. 2 | 1.125 | 1.300 | 1.429 | 0.128 | 0.136 | 0.171 |
| Diff., $p$ opt. | 0.292 | 0.248 | 0.267 | 0.152 | 0.141 | 0.189 |
| Pert., $p$ opt. | 0.297 | 0.252 | 0.268 | 0.152 | 0.141 | 0.189 |
| Diff., $p=1$ | 1.044 | 1.003 | 1.049 | 0.170 | 0.151 | 0.208 |
| Pert., $p=1$ | 1.324 | 1.264 | 1.308 | 0.172 | 0.159 | 0.213 |

To summarize, from the numerical simulations with variable switching location it is obvious that there is a significant advantage in using the perturbation theory with additional corrections when compared to a single correction for the frequencies. A clear pattern was observed with regards to the perturbation theory reference value selection method that should be employed to obtain the most accurate results. For the diagonal wrapping pattern, the second-order gradient minimization method always produced the smallest average sum of error for the first 10 modes of the system. For the zigzag wrapping pattern, the norm minimization method using the difference with optimal $p$ value produced the smallest average sum of error for the first 10 modes of the system. If it is assumed that the frequencies of the system are not known ahead of time, the second-order gradient minimization method typically provided the most accurate method for determining the frequencies and mode shapes of the zigzag system. The exception was for the alternative string where the norm minimization using the difference and $p=1$ predicted the frequencies most accurately in the absence of known values.

### 4.3 Experimental Validation

### 4.3.1 System Description

The non-periodic string-harnessed system wrapping pattern considered experimentally is presented in Fig. 4.37. Non-periodicity is introduced into the system by varying the wrapping angle by a prescribed percentage increase or decrease each time the string goes from one face of the host structure to another.


Figure 4.37: String-harnessed system with variable wrapping angle.

A clamped-free system is considered and the perturbation theory approach developed in Chapter 3 is applied to determine the natural frequencies and mode shapes. The clamped end of the beam is attached to a shaker and this provides the excitation to the system.

### 4.3.2 Frequency Response Function

To calculate the FRF using the results of the perturbation theory, first find the FRF assuming a set of mode shapes that are exact for the spatially varying problem. Denote this set of mode shapes by $\left\{\widehat{\phi}_{n}(x)\right\}_{n=1}^{\infty}$ and denote the frequency associated with the $n^{\text {th }}$ mode shape by $\widehat{\omega}_{n}$. Let the mode shapes satisfy the normalization conditions

$$
\begin{align*}
\delta_{i j} & =\int_{0}^{l} \rho A(x) \widehat{\phi}_{i}(x) \widehat{\phi}_{j}(x) \mathrm{d} x  \tag{4.20a}\\
\widehat{\omega}_{i}^{2} \delta_{i j} & =\int_{0}^{l} \widehat{\phi}_{i}(x) \frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}\left[E I(x) \frac{\mathrm{d}^{2} \widehat{\phi}_{j}(x)}{\mathrm{d} x^{2}}\right] \mathrm{d} x \tag{4.20b}
\end{align*}
$$

where $\delta_{i j}$ is the Kronecker delta. Again, the normalization conditions are chosen such that the modes of the system can be decoupled when determining the time response of the system.

As the clamped portion of the system is attached to a shaker, the boundary conditions of the system must be updated to include the motion of the base. Therefore for $\omega_{s} \neq 0$ the experimental boundary conditions are

$$
\begin{equation*}
\bar{w}(0, t)=\frac{g g_{f}}{\omega_{s}^{2}} \sin \left(\omega_{s} t\right) \quad, \quad \frac{\partial \bar{w}(0, t)}{\partial x}=0 \quad, \quad E I(l) \frac{\partial^{2} \bar{w}(l, t)}{\partial x^{2}}=0 \quad, \quad \frac{\partial}{\partial x}\left[E I(x) \frac{\partial^{2} \bar{w}(x, t)}{\partial x^{2}}\right]_{x=l}=0 \tag{4.21}
\end{equation*}
$$

In the boundary conditions, the driving frequency of the shaker is $\omega_{s}$, the gravitational acceleration is $g$, and $g_{f}$ denotes a dimensionless gravitational acceleration factor. The PDE for the transverse motion of the system is that same as that obtained in Eq. (4.16) with the lumped masses set to 0 .

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left[E I(x) \frac{\partial^{2} \bar{w}}{\partial x^{2}}\right]+\rho A(x) \frac{\partial^{2} \bar{w}}{\partial t^{2}}=0 \tag{4.22}
\end{equation*}
$$

First, the nonhomogeneous boundary conditions are removed by introducing a function that satisfies the boundary conditions in Eq. (4.21). Such a function is $r(x, t)=$ $g g_{f} \sin \left(\omega_{s} t\right) / \omega_{s}^{2}$. Make the substitution $\bar{w}(x, t)=y(x, t)+r(x, t)$ into the PDE and boundary conditions. The PDE in terms of $y(x, t)$ that is to be solved is

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{2}}\left[E I(x) \frac{\partial^{2} y}{\partial x^{2}}\right]+\rho A(x) \frac{\partial^{2} y}{\partial t^{2}}=\rho A(x) g g_{f} \sin \left(\omega_{s} t\right) \tag{4.23}
\end{equation*}
$$

and the boundary conditions are

$$
\begin{equation*}
y(0, t)=0 \quad, \quad \frac{\partial y(0, t)}{\partial x}=0 \quad, \quad E I(l) \frac{\partial^{2} y(l, t)}{\partial x^{2}}=0 \quad, \quad \frac{\partial}{\partial x}\left[E I(x) \frac{\partial^{2} y(x, t)}{\partial x^{2}}\right]_{x=l}=0 \tag{4.24}
\end{equation*}
$$

The solution to the PDE in Eq. (4.23) with the boundary conditions in Eq. (4.24) can be expressed in terms of the mode shapes as $y(x, t)=\sum_{n=1}^{\infty} g_{n}(t) \widehat{\phi}_{n}(x)$. The functions $g_{n}(t)$ are yet to be determined.

Substitute the series solution for $y(x, t)$ into the PDE in Eq. (4.23), multiply by $\widehat{\phi}_{i}(x)$, and integrate over the length of the domain. Then, applying the normalization conditions in Eq. (4.20) yields

$$
\begin{equation*}
\ddot{g}_{i}(t)+\widehat{\omega}_{i}^{2} g_{i}(t)=g g_{f} \int_{0}^{l} \rho A(x) \widehat{\phi}_{i}(x) \mathrm{d} x \sin \left(\omega_{s} t\right)=g g_{f} \widetilde{\phi}_{i} \sin \left(\omega_{s} t\right) \tag{4.25}
\end{equation*}
$$

For the FRF, the steady-state solution is of interest. For the case of the clamped end excited by a shaker the steady-state solution is

$$
\begin{equation*}
g_{s s, i}(t)=\frac{g g_{f} \widetilde{\phi}_{i}}{\widehat{\omega}_{i}^{2}-\omega_{s}^{2}} \sin \left(\omega_{s} t\right) \tag{4.26}
\end{equation*}
$$

Using the steady-state solution for the $g_{i}(t)$, the steady state for the transverse vibrations of the string-harnessed system given by Eq. (4.22) is

$$
\begin{equation*}
\bar{w}_{s s}(x, t)=r(x, t)+y_{s s}(x, t)=g g_{f}\left(\frac{1}{\omega_{s}^{2}}+\sum_{i=1}^{\infty} \frac{\widetilde{\phi}_{i} \widehat{\phi}_{i}(x)}{\widehat{\omega}_{i}^{2}-\omega_{s}^{2}}\right) \sin \left(\omega_{s} t\right) \tag{4.27}
\end{equation*}
$$

The FRF is obtained by dividing the steady-state response for the displacement by the amplitude of the input acceleration to the shaker, and then taking the magnitude.

$$
\begin{equation*}
H\left(x, \omega_{s}\right)=\left|\frac{1}{\omega_{s}^{2}}+\sum_{i=1}^{\infty} \frac{\widetilde{\phi}_{i} \widehat{\phi}_{i}(x)}{\widehat{\omega}_{i}^{2}-\omega_{s}^{2}}\right| \tag{4.28}
\end{equation*}
$$

In Eq. (4.28) the sensing location $x$ is measured from the clamped end and is the FRF of the system assuming exact mode shapes for the spatially varying system. To obtain the FRF using the perturbation theory results, the frequencies obtained from the perturbation theory are used for $\widehat{\omega_{i}}$ and the mode shapes obtained from the perturbation theory are used for $\widehat{\phi}_{i}(x)$.

### 4.3.3 Experimental Setup

The experimental setup used for the non-periodic wrapping pattern tests is the same that was previously used for the periodic wrapping pattern tests in Section 2.2.2. Furthermore, the non-periodic string wrapping pattern is applied in the same manner as the periodic wrapping pattern. A hanging mass is used to applied a pre-tension in the string and then it is wrapped around the host structure. There is a small hole at the free end of the system that is used to tie the string and reflective tape is added to ensure optimal measurements. Figure 4.38 shows one of the test setups used in the non-periodic wrapping pattern tests.


Figure 4.38: String-harnessed beam with non-periodic wrapping pattern.

The host structure is an aluminium alloy 6061 beam with 0.01306 m width, 0.00146 m thickness, and 0.251 m length. The modulus is 68.9 GPa and the density is $2768 \mathrm{~kg} / \mathrm{m}^{3}$.

This is the same beam that was used in the periodic wrapping pattern tests and was referred to as Beam 2.

### 4.3.4 String-Harnessed System Experimental and Analytical FRFs

A PowerPro Super 8 Slick 80 lb break strength fishing line is used for the experimental tests. This is the same type of string used for the periodic wrapping pattern tests in Section 2.4.3 with a radius of 0.20955 mm , a density of $1400 \mathrm{~kg} / \mathrm{m}^{3}$, and a modulus of 128.04 GPa . A first round of tests are performed with a single string pre-tensioned with 8.3 N . A second round of tests with three string harnesses, all with the same wrapping pattern, is performed with each of the three strings pre-tensioned with 13.3 N . A sensing location of $0.0513 \mathrm{~m} \pm$ 0.0013 m was used with variations as a result of the variable wrapping pattern.

Beginning from the free end of the system, the wrapping angle of the string is varied by a fixed percentage each time the string goes from one side of the host structure to another. Multiple wrapping patterns are produced by varying the percentage change in the wrapping angle over each section. Figure 4.39 presents a top-down view of the wrapping patterns that are considered for both the single and three string tests along with the percentage change over each section noted. In Fig. 4.39, the dashed lines represent a section of string on the bottom face of the beam. Each of the wrapping patterns are setup so that the string is attached to the small hole at the free end of the beam and also so that the wrapping angle at the clamped end is roughly similar across all the tests.


Figure 4.39: Wrapping patterns for non-periodic tests with percentage change in wrapping angle noted.

Using the same acceleration profile as the periodic wrapping pattern tests in Section 2.4.3, the FRFs for the non-periodic wrapping patterns are obtained. Figures 4.404.44 present the FRFs for the single string tests and Figs. $4.45-4.49$ present the FRFs
for the three strings tests. In these figures experimental results are presented for the string-harnessed system, denoted by "Exp. SH", as well as experimental results for the unwrapped system, denoted by "Exp. Un.". Also included in the results is the FRF for a mass updated system, denoted by "MU". The mass updated model neglects the stiffening effect of the string and accounts only for the added mass. Using EB beam assumption, an analytical solution for the MU model can be found and the details are presented in Appendix D.

Additionally in the figures, two FRF results for the perturbation theory are presented. The first is the perturbation theory using the gradient minimization method to determine the reference values, denoted "Pert., Grad.", and the second is the $L_{p}$ norm minimization with optimally chosen $p$ with the best result take from the difference and perturbation norm minimization approaches, denoted "Pert., Opt.". In the numerical simulations it was seen that without prior knowledge of the frequencies of the system, the gradient minimization method typically produced the most accurate results for the perturbation theory method. It is of interest to determine how these results compare to the case when the frequencies are known beforehand to optimally choose the reference values.


Figure 4.40: Single string analytical and experimental FRF comparison, test 1.


Figure 4.41: Single string analytical and experimental FRF comparison, test 2.


Figure 4.42: Single string analytical and experimental FRF comparison, test 3.


Figure 4.43: Single string analytical and experimental FRF comparison, test 4.


Figure 4.44: Single string analytical and experimental FRF comparison, test 5.


Figure 4.45: Three strings analytical and experimental FRF comparison, test 1.


Figure 4.46: Three strings analytical and experimental FRF comparison, test 2.


Figure 4.47: Three strings analytical and experimental FRF comparison, test 3.


Figure 4.48: Three strings analytical and experimental FRF comparison, test 4.


Figure 4.49: Three strings analytical and experimental FRF comparison, test 5.

Very good agreement is observed between the analytical and experimental results in Figs. 4.40-4.49 with respect to the amplitude, value of the natural frequencies, and location of antiresonances. As was observed in previous tests for periodic wrapping patterns, there is an additional peak near 1700 Hz due to the small section of beam that extends beyond the clamp. Furthermore, it should be noted that the value of the resonant peaks of the experimental and analytical models do not match due to the absence of damping in the analytical model. Additionally, there is no observable difference between the perturbation theory FRFs, indicating that without prior knowledge of the frequencies excellent results are achieved.

It is quite clear from the results in Figs. 4.40-4.49 that the perturbation theory FRFs provide a much better match for the experimental string-harnessed FRFs than the mass updated model. The results for Tests 4 and 5 in particular clearly highlight this. The perturbation theory results providing a more accurate FRF than the mass updated model indicates the importance of including the effect of stiffening in the analytical model. Furthermore, it is seen through experimentation that the frequencies of the string-harnessed system can be significantly larger than those of the unwrapped system. One of the limitations of the mass updated model is the inability to predict frequencies that are larger than those of an unwrapped system. This is due to the added mass in the model causing a decrease in the frequencies and clearly highlights the advantage of using the proposed model and perturbation theory.

Two effects are observed on the natural frequencies going from Test 1 to Test 5 as the wrapping pattern is increasingly more loosely wrapped. When the string-harnessed system
is more loosely wrapped, the total added mass by the string decreases. This has the effect of increasing the frequencies of the system. The second effect is an increase in the stiffening effect due to the string as the system is more loosely wrapped. The increase in the string stiffening effect is due to an overall decrease in the wrapping angle as the string is more loosely wrapped and will cause an increase in the frequencies of the system. Therefore, due to both of these effects, in going from Test 1 to Test 5 it is expected that the natural frequencies of the string-harnessed system will increase. The natural frequencies are listed in Table 4.10 and indeed an increase in the frequencies from Test 1 to Test 5 is observed for both the single and three string tests.

It is also shown in Table 4.10 that the perturbation theory results for the proposed model of a string-harnessed system are quite accurate in predicting the natural frequencies of the system when compared to experimental results. Also, the errors reported by the gradient and optimally chosen references values for the perturbation theory are almost identical. Plots of the absolute percentage of error for all the tests performed are presented in Fig. 4.50 for the gradient results and in Fig. 4.51 for the optimally determined results. For the gradient norm minimization perturbation theory results the largest absolute error obtained for the single string tests is $1.11 \%$, with an average absolute error of $0.48 \%$, and the largest absolute error obtained for the three strings tests is $3.28 \%$, with an average absolute error of $1.33 \%$. For the norm minimization with optimal $p$-value perturbation theory results the largest absolute error obtained for the single string tests is $1.11 \%$, with an average absolute error of $0.48 \%$, and the largest absolute error obtained for the three strings tests is $3.27 \%$, with an average absolute error of $1.32 \%$.
Table 4.10: Natural frequencies, in Hz , of the experimental and analytical string-harnessed tests.

| Result | Mode |  |  |  |  |  | Mode |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 |
|  | Test 1, Single String |  |  |  |  |  | Test 1, Multiple Strings |  |  |  |  |  |
| String-harnessed | 18.535 | 116.25 | 326.65 | 640.30 | 1059.8 | 1583.2 | 18.270 | 114.55 | 322.20 | 632.00 | 1046.3 | 1565.1 |
| Pert., Grad. | 18.650 | 116.85 | 327.17 | 641.19 | 1060.1 | 1583.6 | 18.411 | 115.29 | 322.75 | 632.64 | 1045.8 | 1564.8 |
| Error, \% | 0.618 | 0.52 | 0.16 | 0.14 | 0.03 | 0.03 | 0.774 | 0.66 | 0.17 | 0.10 | -0.05 | -0.02 |
| Pert., Opt. | 18.649 | 116.85 | 327.17 | 641.18 | 1060.1 | 1583.6 | 18.396 | 115.18 | 322.42 | 631.98 | 1044.7 | 1563.1 |
| Error, \% | 0.618 | 0.52 | 0.16 | 0.14 | 0.03 | 0.03 | 0.689 | 0.55 | 0.069 | -0.003 | -0.15 | -0.13 |
|  | Test 2, Single String |  |  |  |  |  | Test 2, Multiple Strings |  |  |  |  |  |
| String-harnessed | 18.570 | 116.25 | 326.55 | 640.05 | 1058.9 | 1581.6 | 18.450 | 115.65 | 324.90 | 636.65 | 1053.7 | 1574.4 |
| Pert., Grad. | 18.688 | 117.02 | 327.59 | 641.98 | 1061.3 | 1585.2 | 18.759 | 117.32 | 328.14 | 642.75 | 1062.6 | 1587.5 |
| Error, \% | 0.636 | 0.66 | 0.319 | 0.301 | 0.22 | 0.23 | 1.68 | 1.44 | 0.997 | 0.958 | 0.84 | 0.831 |
| Pert., Opt. | 18.688 | 117.02 | 327.59 | 641.98 | 1061.3 | 1585.2 | 18.759 | 117.32 | 328.14 | 642.74 | 1062.6 | 1587.5 |
| Error, \% | 0.636 | 0.66 | 0.319 | 0.301 | 0.22 | 0.23 | 1.68 | 1.44 | 0.996 | 0.957 | 0.84 | 0.831 |
|  | Test 3, Single String |  |  |  |  |  | Test 3, Multiple Strings |  |  |  |  |  |
| String-harnessed | 18.555 | 116.35 | 326.25 | 639.75 | 1058.4 | 1581.4 | 18.620 | 116.65 | 327.60 | 642.20 | 1063.6 | 1588.2 |
| Pert., Grad. | 18.725 | 117.35 | 328.58 | 643.88 | 1064.4 | 1590.0 | 18.977 | 118.96 | 333.04 | 652.47 | 1078.6 | 1610.2 |
| Error, \% | 0.918 | 0.859 | 0.714 | 0.646 | 0.57 | 0.54 | 1.92 | 1.98 | 1.66 | 1.600 | 1.41 | 1.39 |
| Pert., Opt. | 18.725 | 117.35 | 328.58 | 643.88 | 1064.4 | 1590.0 | 18.977 | 118.96 | 333.04 | 652.47 | 1078.6 | 1610.2 |
| Error, \% | 0.918 | 0.859 | 0.714 | 0.646 | 0.57 | 0.54 | 1.92 | 1.98 | 1.66 | 1.599 | 1.41 | 1.39 |
|  | Test 4, Single String |  |  |  |  |  | Test 4, Multiple Strings |  |  |  |  |  |
| String-harnessed | 18.660 | 117.50 | 329.95 | 647.90 | 1071.4 | 1602.1 | 18.770 | 120.00 | 337.55 | 663.65 | 1095.1 | 1628.2 |
| Pert., Grad. | 18.800 | 118.24 | 331.35 | 649.41 | 1073.5 | 1603.6 | 19.342 | 122.42 | 343.48 | 673.14 | 1111.8 | 1660.0 |
| Error, \% | 0.751 | 0.63 | 0.425 | 0.233 | 0.20 | 0.092 | 3.05 | 2.02 | 1.76 | 1.43 | 1.52 | 1.95 |
| Pert., Opt. | 18.800 | 118.24 | 331.35 | 649.41 | 1073.5 | 1603.6 | 19.342 | 122.42 | 343.47 | 673.12 | 1111.7 | 1660.0 |
| Error, \% | 0.751 | 0.63 | 0.425 | 0.233 | 0.20 | 0.092 | 3.05 | 2.02 | 1.75 | 1.43 | 1.52 | 1.95 |
|  | Test 5, Single String |  |  |  |  |  | Test 5, Multiple Strings |  |  |  |  |  |
| String-harnessed | 18.800 | 119.15 | 332.40 | 656.45 | 1076.7 | 1603.3 | 19.270 | 123.50 | 341.60 | 676.60 | 1110.7 | 1635.0 |
| Pert., Grad. | 19.003 | 119.43 | 334.43 | 656.91 | 1084.4 | 1621.2 | 19.617 | 123.90 | 347.37 | 683.45 | 1128.7 | 1688.6 |
| Error, \% | 1.08 | 0.23 | 0.610 | 0.070 | 0.71 | 1.11 | 1.80 | 0.32 | 1.69 | 1.01 | 1.62 | 3.28 |
| Pert., Opt. | 19.003 | 119.43 | 334.43 | 656.91 | 1084.4 | 1621.1 | 19.615 | 123.88 | 347.33 | 683.36 | 1128.7 | 1688.5 |
| Error, \% | 1.08 | 0.23 | 0.610 | 0.070 | 0.71 | 1.11 | 1.79 | 0.31 | 1.68 | 0.999 | 1.62 | 3.27 |



Figure 4.50: Absolute percentage of error of perturbation theory with gradient method model frequencies compared to experimental frequencies.


Figure 4.51: Absolute percentage of error of perturbation theory with optimal reference model frequencies compared to experimental frequencies.

Figures 4.50 and 4.51 further demonstrate that the results obtained by the two perturbation theory results are essentially identical to one another. In these figures, it is demonstrated that for both the single and three string tests the absolute percentage of error is relatively consistent for each of the five tests. Consistency in the error indicates that
as the wrapping pattern is varied the analytical model does not introduce additional error into the prediction of the natural frequencies and therefore accurately captures changes from one test to another. Finally, it is seen that the error is larger in the three strings test when compared to the single string test for a given wrapping pattern, in particular for the tests which are more loosely wrapped. This is attributable to the larger string-to-hoststructure cross-sectional area for the three strings test compared to the single string test; a similar result was observed experimentally for the periodic pattern tests in Section 2.4.4.

During testing the string-harnessed system FRF was first obtained, then the string(s) carefully removed, and the FRF for the unwrapped beam was obtained. Figure 4.52 presents the experimental natural frequencies for the string-harnessed and unwrapped systems, as well as the perturbation theory string-harnessed model frequencies, given both approaches, for the single string tests. Figure 4.53 presents the experimental natural frequencies for the string-harnessed and unwrapped systems, as well as the perturbation theory string-harnessed model frequencies, given both approaches, for the three strings tests. Table 4.11 presents the experimental natural frequencies and the percentage change going from unwrapped to string-harnessed.


Figure 4.52: Single string analytical string-harnessed natural frequencies and experimental natural frequencies for unwrapped and string-harnessed systems.


Figure 4.53: Three strings analytical string-harnessed natural frequencies and experimental natural frequencies for unwrapped and string-harnessed systems.

Small variations in the frequency for the unwrapped system are observed in Figs. 4.52 and 4.53 due to human error in clamping the system at the same exact length between the various tests. However since the string-harnessed results were obtained and then the string(s) removed to then obtain the unwrapped results, this provides a fair comparison between the frequencies for a given test number. In particular, this allows for a fair comparison of the percentage change in the frequency from the unwrapped to the stringharnessed system between the various tests.

For both the single and three string tests, it is seen in Table 4.11 that the stringharnessed system frequencies are typically smaller than the unwrapped system for Tests 1 and 2 . When the strings are tightly wrapped, as in Tests 1 and 2 , it is seen that the added mass effect is larger than the stiffening effect. This causes a decrease in the frequencies of the system when the string is added. For both the single and three string tests, it is seen in Table 4.11 that the string-harnessed system frequencies are larger than the unwrapped system for Tests 4 and 5 . When the strings are loosely wrapped, as in Tests 4 and 5 , it is seen that the added stiffening effect is larger than the mass effect. This causes an increase in the frequencies of the system when the string is added. It is also seen that the magnitude of the frequency increase for the three strings tests is much larger than for the single string tests. When the mass effect is dominant, the three strings added 3 times more mass than the single string, creating a larger decrease in the frequencies. When the stiffening effect is dominant, the three string add significantly more stiffness than the single string, creating a larger increase in the frequencies.

Additionally, it is seen in Table 4.11 that experimentally the overall stiffening effect of the strings was not negligible. In particular for Test 5 the percentage increase in the frequency from an unwrapped system to a string-harnessed system was as large as $2.554 \%$ for a single string system and $6.28 \%$ for a three strings system. This highlights the importance of the modelling the strings accurately in the system and that the stiffening effect cannot be ignored.

In summary, it has been shown experimentally that the stiffening effect of string harnesses is significant, in particular for more loosely wrapped patterns where the stringharnessed frequencies are significantly larger than an unwrapped system. The natural frequencies and FRFs for the perturbation theory results of the proposed string-harnessed system model were shown to match quite well with experimental results, for both single and three string tests. Two methods for determining the perturbation theory reference values were considered, one with and one without prior knowledge of the frequencies of the string-harnessed system. It was seen for the cases considered that there is very little advantage in terms of the errors obtained of using the optimally chosen reference values over the gradient method. This highlight the ability of the gradient method to predict
Table 4.11: Unwrapped and string-harnessed experimental natural frequencies, in Hz .

| Result | Mode |  |  |  |  |  | Mode |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 |
|  | Test 1, Single String |  |  |  |  |  | Test 1, Multiple Strings |  |  |  |  |  |
| Unwrapped | 18.575 | 116.55 | 327.25 | 641.30 | 1061.1 | 1585.3 | 18.360 | 115.15 | 323.10 | 633.55 | 1048.0 | 1564.4 |
| String-harnessed | 18.535 | 116.25 | 326.65 | 640.30 | 1059.8 | 1583.2 | 18.270 | 114.55 | 322.20 | 632.00 | 1046.3 | 1565.1 |
| Frequency change, \% | -0.22 | -0.26 | -0.18 | -0.156 | -0.11 | -0.13 | -0.490 | -0.52 | -0.28 | -0.245 | -0.16 | 0.04 |
|  | Test 2, Single String |  |  |  |  |  | Test 2, Multiple Strings |  |  |  |  |  |
| Unwrapped | 18.590 | 116.50 | 327.20 | 641.30 | 1060.8 | 1584.7 | 18.590 | 116.65 | 327.40 | 641.70 | 1061.4 | 1585.8 |
| String-harnessed | 18.570 | 116.25 | 326.55 | 640.05 | 1058.9 | 1581.6 | 18.450 | 115.65 | 324.90 | 636.65 | 1053.7 | 1574.4 |
| Frequency change, \% | -0.108 | -0.21 | -0.20 | -0.195 | -0.18 | -0.20 | -0.753 | -0.857 | -0.764 | -0.787 | -0.73 | -0.719 |
|  | Test 3, Single String |  |  |  |  |  | Test 3, Multiple Strings |  |  |  |  |  |
| Unwrapped | 18.570 | 116.45 | 326.90 | 640.70 | 1059.8 | 1583.2 | 18.620 | 116.75 | 327.90 | 642.80 | 1063.4 | 1588.3 |
| String-harnessed | 18.610 | 116.70 | 327.75 | 642.80 | 1063.5 | 1588.8 | 18.620 | 116.65 | 327.60 | 642.20 | 1063.6 | 1588.2 |
| Frequency change, \% | 0.215 | 0.21 | 0.26 | 0.328 | 0.35 | 0.35 | 0 | -0.086 | -0.091 | -0.093 | 0.02 | -0.006 |
|  | Test 4, Single String |  |  |  |  |  | Test 4, Multiple Strings |  |  |  |  |  |
| Unwrapped | 18.515 | 116.10 | 326.10 | 639.30 | 1057.9 | 1581.1 | 18.465 | 115.95 | 325.55 | 637.95 | 1055.5 | 1577.4 |
| String-harnessed | 18.660 | 117.50 | 329.95 | 647.90 | 1071.4 | 1602.1 | 18.770 | 120.00 | 337.55 | 663.65 | 1095.1 | 1628.2 |
| Frequency change, \% | 0.783 | 1.21 | 1.18 | 1.35 | 1.28 | 1.33 | 1.65 | 3.49 | 3.686 | 4.029 | 3.75 | 3.22 |
|  | Test 5, Single String |  |  |  |  |  | Test 5, Multiple Strings |  |  |  |  |  |
| Unwrapped | 18.545 | 116.30 | 326.65 | 640.10 | 1059.3 | 1583.2 | 18.510 | 116.20 | 326.10 | 638.75 | 1056.9 | 1578.6 |
| String-harnessed | 18.800 | 119.15 | 332.40 | 656.45 | 1076.7 | 1603.3 | 19.270 | 123.50 | 341.60 | 676.60 | 1110.7 | 1635.0 |
| Frequency change, \% | 1.38 | 2.45 | 1.76 | 2.554 | 1.64 | 1.27 | 4.11 | 6.28 | 4.753 | 5.926 | 5.09 | 3.57 |

the frequencies of the system with great accuracy. Finally, the string-harnessed perturbation theory results were compared to a mass updated model to highlight the importance of modelling the stiffening effect of the strings. These results validate the ability of the proposed model to accurately model non-periodic wrapping patterns for string-harnessed systems.

### 4.4 Chapter Summary

In this chapter, a spatially dependent model for string-harnessed system that can account for periodic and non-periodic wrapping patterns was developed. The perturbation theory previously developed in this thesis was then used to determine the frequencies and mode shapes. For periodic wrapping patterns, it was clearly shown that the perturbation theory results were more accurate than using a homogenized model as in Chapter 2. Additionally through this analytical study, it was found that adding string in locations of high displacement in a mode shape lowers the frequency of that mode. Further, adding string in locations of high curvature in a mode shape raises the frequency of that mode. Interestingly, sections of string on the side of the beam increased the strain energy locally.

Experimental tests were performed to assess the accuracy of the perturbation theory results for the string-harnessed model. Multiple wrapping patterns were considered, four non-periodic and one periodic, and tested for a system with a single string as well as with three strings. The FRFs for the perturbation theory results matched exceptionally well with the experimental FRFs. For the single string tests, the largest percentage increase in a frequency compared to an unwrapped system for a single mode was $2.554 \%$. For the three strings tests, the largest percentage increase in a frequency compared to an unwrapped system for a single mode was $6.28 \%$. Such significant increases in the frequencies due to the additional of strings clearly highlights their significance in adding stiffness to the system.

## Chapter 5

## Model Approximation for String-Harnessed Systems

In this chapter the applicability of a constant coefficient model to accurately predict the frequencies and mode shapes of a string-harnessed system is investigated. The frequencies and mode shapes of the system are predicted using perturbation theory and an inverse problem approach is employed to obtain the constant coefficients in the approximation model. Multiple numerical simulations are performed for both periodic and non-periodic wrapping patterns and results are compared to experiments. An initial version of this model approximation was presented by the author in [89] and the work presented in this chapter is to be submitted in [90].

### 5.1 Simple Euler-Bernoulli Approximation

### 5.1.1 Mathematical Details

The perturbation theory results of the previous section were shown to predict the frequencies and mode shapes quite well, particularly when using the second-order gradient minimization method. Furthermore, it was demonstrated that the frequencies and frequency response functions (FRFs) for the perturbation theory results matched quite well with experiments for various system setups.

Although the perturbation theory can be used to solve the spatially dependent problem, and hence consider non-periodic wrapping patterns, one drawback is the lack of a
concise explicit solution. The goal of the current chapter is to investigate the ability of various constant coefficient models to accurately predict the frequencies and mode shapes of the spatially dependent model. To achieve this, the perturbation theory results for the frequencies and mode shapes are used as the exact quantities that the approximate model aims to predict.

As evidenced in the previous chapter, without prior knowledge of the frequencies and mode shapes of the system, the second-order gradient minimization method to determine the reference values was the most accurate. For this reason, this method for choosing the reference values is the sole focus for the approximate model. Specifically, in the current chapter it is assumed that the frequencies and mode shapes are given by

$$
\begin{align*}
\omega_{n} & =\frac{\omega_{n 0}}{l^{2}} \sqrt{\frac{E I_{n}^{*}}{\rho A_{n}^{*}}}  \tag{5.1}\\
\phi_{n}(x) & =\frac{1}{\sqrt{l \rho A_{n}^{*}}}\left\{\frac{3}{2} \phi_{n 0}(x)+\frac{f_{n 1}(x)}{\rho A_{n}^{*}}-\frac{f_{n 2}(x)}{E I_{n}^{*}}\right\} \tag{5.2}
\end{align*}
$$

where the expressions for $\omega_{n 0}$ and $\phi_{n}(x)$ are found by solving the $\mathcal{O}(1)$ problem in Section 3.4.4, the expressions for $f_{n 1}(x)$ and $f_{n 2}(x)$ are found in Appendix C, and $E I_{n}^{*}$ and $\rho A_{n}^{*}$ are obtained via the gradient minimization method outlined in Chapter 3.

A simple Euler-Bernoulli (EB) model is considered as the approximate model for the string-harnessed system. Letting $\widehat{w}(x, t)$ denote the transverse displacement of the approximate model, the partial differential equation (PDE) for the free transverse vibrations of the model is

$$
\begin{equation*}
\widehat{E I} \frac{\partial^{4} \widehat{w}(x, t)}{\partial x^{4}}+\widehat{\rho A} \frac{\partial^{2} \widehat{w}(x, t)}{\partial t^{2}}=0 \tag{5.3}
\end{equation*}
$$

for $x \in[0, l]$ and $t>0$. The unknown coefficients $\widehat{E I}$ and $\widehat{\rho A}$ are to be determined and represent an equivalent bending stiffness and equivalent mass per unit length that approximate the string-harnessed system.

The boundary conditions for the approximate model are

$$
\begin{array}{rll}
\widehat{w}\left(x^{*}, t\right) & =0 & \text { or } \\
\frac{\partial \widehat{w}\left(x^{*}, t\right)}{\partial x} & =0 & \text { or } \tag{5.4b}
\end{array}
$$

where $x^{*}=0$ or $l$. The left hand boundary conditions listed in Eq. (5.4) represent zero displacement and zero slope. These are the geometric boundary conditions. The right hand
boundary conditions listed in Eq. (5.4) represent zero shear and zero moment. These are the natural boundary conditions. As in previous chapters, attention is given to clampedclamped (CC), clamped-free (CF), and free-free (FF) boundary conditions.

The frequencies and mode shapes of the approximation model are readily available and are given by

$$
\begin{align*}
& \widehat{\omega}_{n}=\frac{\omega_{n 0}}{l^{2}} \sqrt{\frac{\widehat{E I}}{\widehat{\rho A}}}  \tag{5.5}\\
& \widehat{\phi}_{n}=\frac{1}{\sqrt{l \widehat{\rho A}}} \phi_{n 0}(x) \tag{5.6}
\end{align*}
$$

In Eqs. (5.5) and (5.6), the quantities $\omega_{n 0}$ and $\phi_{n 0}(x)$ are exactly those that are used in the perturbation theory results in Eqs. (5.1) and (5.2).

### 5.1.2 Approximation Method 1 - Metric Minimization

The metric minimization approach considers the square of the difference between the frequencies and mode shapes and determines the values of $\widehat{E I}$ and $\widehat{\rho A}$ that provide a local minimum. Both the frequencies and mode shapes are included in the metric since if only the frequencies were considered then only a value for the ratio $\widehat{E I} / \widehat{\rho A}$ could be determined. Obtaining results for both $\widehat{E I}$ and $\widehat{\rho A}$ allows for additional insight into how the approximation method varies these quantities to account for changes in the frequencies. Since the frequencies and mode shapes differ in units, these quantities are first nondimensionalized. Use the length scale $l$, time scale $l^{2} \sqrt{\widehat{\rho A} / \widehat{E I}}$, and the mass scale $\widehat{\rho A} l$.

The metric containing the first $m$ nondimensional frequencies and mode shapes is

$$
\begin{equation*}
d_{1}=\left\{\sum_{n=1}^{m}\left(\omega_{n 0}-\omega_{n 0} \sqrt{\frac{\widehat{\rho A}}{\widehat{E I}}} \sqrt{\frac{E I_{n}^{*}}{\rho A_{n}^{*}}}\right)^{2}+\sum_{n=1}^{m} \int_{0}^{1}\left(\phi_{n 0}-\frac{\sqrt{\widehat{\rho A}}}{\sqrt{\rho A_{n}^{*}}}\left\{\frac{3}{2} \phi_{n 0}+\frac{f_{n 1}}{\rho A_{n}^{*}}-\frac{f_{n 2}}{E I_{n}^{*}}\right\}\right)^{2} \mathrm{~d} X\right\}^{1 / 2} \tag{5.7}
\end{equation*}
$$

Expanding the integrand, terms can be grouped by similar powers of $\widehat{\rho A}$. Define the integrals

$$
S_{1 n}=\int_{0}^{1} \phi_{n 0}\left\{\frac{3}{2} \phi_{n 0}+\frac{f_{n 1}}{\rho A_{n}^{*}}-\frac{f_{n 2}}{E I_{n}^{*}}\right\} \mathrm{d} X \quad \text { and } \quad S_{2 n}=\int_{0}^{1}\left\{\frac{3}{2} \phi_{n 0}+\frac{f_{n 1}}{\rho A_{n}^{*}}-\frac{f_{n 2}}{E I_{n}^{*}}\right\}^{2} \mathrm{~d} X
$$

The metric to be minimized can be written compactly as

$$
\begin{equation*}
d_{1}=\left\{\sum_{n=1}^{m} \omega_{n 0}^{2}\left(1-\sqrt{\frac{\widehat{\rho A}}{\widehat{E I}}} \sqrt{\frac{E I_{n}^{*}}{\rho A_{n}^{*}}}\right)^{2}+\sum_{n=1}^{m}\left\{1-\frac{2 \sqrt{\widehat{\rho A}}}{\sqrt{\rho A_{n}^{*}}} S_{1 n}+\frac{\widehat{\rho A}}{\rho A_{n}^{*}} S_{2 n}\right\}\right\}^{1 / 2} \tag{5.8}
\end{equation*}
$$

To determine the minimal value of Eq. (5.8), stationary points are found. That is to say the points where the equations $\frac{\partial d_{1}}{\partial \widetilde{E I}}=0$ and $\frac{\partial d_{1}}{\partial \widehat{\rho A}}=0$ are simultaneously satisfied. Solving for the unknown coefficients in the approximation model leads to a single solution, which is the global minimum.

$$
\begin{align*}
\widehat{E I} & =\frac{\left\{\sum_{n=1}^{m} \omega_{n 0}^{2} \frac{E I_{n}^{*}}{\rho A_{n}^{*}}\right\}^{2}\left\{\sum_{n=1}^{m} \frac{1}{\sqrt{\rho A_{n}^{*}}} S_{1 n}\right\}^{2}}{\left\{\sum_{n=1}^{m} \omega_{n 0}^{2} \sqrt{\left.\frac{E I_{n}^{*}}{\rho A_{n}^{*}}\right\}^{2}\left\{\sum_{n=1}^{m} \frac{1}{\rho A_{n}^{*}} S_{2 n}\right\}^{2}}\right.}  \tag{5.9a}\\
\widehat{\rho A} & =\frac{\left\{\sum_{n=1}^{m} \frac{1}{\sqrt{\rho A_{n}^{*}}} S_{1 n}\right\}^{2}}{\left\{\sum_{n=1}^{m} \frac{1}{\rho A_{n}^{*}} S_{2 n}\right\}^{2}} \tag{5.9b}
\end{align*}
$$

### 5.1.3 Approximation Method 2 - Error Minimization

The second approximation method follows a similar set of steps as the metric minimization method but instead considers the error in the frequencies and mode shapes. Specifically, the square of the frequency errors are considered as this leads a simple expression for the coefficients of the approximation model. The value of the sum of the error in the first $m$ frequencies and mode shapes is given by

Using the expressions for $S_{n 1}$ and $S_{n 2}$ defined in the first approximation method, the expression for the sum of the errors can be written as

$$
\begin{equation*}
\Delta=\sum_{n=1}^{m}\left(\sqrt{\left.\left.\left.\frac{\widehat{E I}}{\widehat{\rho A}} \sqrt{\frac{\rho A_{n}^{*}}{E I_{n}^{*}}}-1\right)^{2}+\sum_{n=1}^{m}\left(\frac{\rho A_{n}^{*}}{\widehat{\rho A}} \frac{1}{S_{2 n}}-\frac{2 \sqrt{\rho A_{n}^{*}}}{\sqrt{\widehat{\rho A}}} \frac{S_{1 n}}{S_{2 n}}+1\right), ~\right)=1\right)}\right. \tag{5.11}
\end{equation*}
$$

From the expression for $\Delta$ in Eq. (5.11), a local minimum is found by locating the stationary points. Determining the values of $\widehat{E I}$ and $\widehat{\rho A}$ that simultaneously satisfy $\frac{\partial \Delta}{\partial \widehat{E I}}=0$ and $\frac{\partial \Delta}{\partial \stackrel{\rightharpoonup}{\rho}}=0$ gives

$$
\begin{align*}
& \widehat{E I}=\frac{\left\{\sum_{n=1}^{m} \sqrt{\frac{\rho A_{n}^{*}}{E I_{n}^{*}}}\right\}^{2}\left\{\sum_{n=1}^{m} \rho A_{n}^{*} \frac{1}{S_{2 n}}\right\}^{2}}{\left\{\sum_{n=1}^{m} \frac{\rho A_{n}^{*}}{E I_{n}^{*}}\right\}^{2}\left\{\sum_{n=1}^{m} \sqrt{\rho A_{n}^{*}} \frac{S_{1 n}}{S_{n 2}}\right\}^{2}}  \tag{5.12a}\\
& \widehat{\rho A}=\frac{\left\{\sum_{n=1}^{m} \rho A_{n}^{*} \frac{1}{S_{2 n}}\right\}^{2}}{\left\{\sum_{n=1}^{m} \sqrt{\rho A_{n}^{*}} \frac{S_{1 n}}{S_{n 2}}\right\}^{2}} \tag{5.12b}
\end{align*}
$$

### 5.1.4 Approximation Method 3 - Modal Participation Factor (MPF)

The third approximation method uses the modal participation factors from the response of the system due to a unit impulse in a weighted average of the perturbation theory reference values $E I_{n}^{*}$ and $\rho A_{n}^{*}$. Using the perturbation theory mode shapes, the transverse displacement of the string-harnessed system can be expressed as $w(x, t)=\sum_{n=1}^{\infty} g_{n}(t) \phi_{n}(x)$. Assuming a unit impulse is applied to the system at a location $x=x_{i}$, the functions $g_{n}(t)$ are determined. The steady-state response of the system is given by

$$
\begin{equation*}
w(x, t)=\sum_{n=1}^{\infty} \frac{\phi_{n}\left(x_{i}\right)}{\omega_{n}} \phi_{n}(x) \sin \left(\omega_{n} t\right) \tag{5.13}
\end{equation*}
$$

In Eq. (5.13), the $\omega_{n}$ are the frequencies obtained from the perturbation theory. The quantity $\phi_{n}\left(x_{i}\right) / \omega_{n}$ is the modal participation factor of the $n^{\text {th }}$ mode given a unit impulse at $x=x_{i}$, see [62].

Using the absolute value of the modal participation factors $\gamma_{n}^{i}=\left|\phi_{n}\left(x_{i}\right) / \omega_{n}\right|$, a weighted average is used to determine the unknown coefficients in the approximate model given an impulse at $x=x_{i}$.

$$
\begin{align*}
& \widehat{E I}_{i}=\frac{\sum_{n=1}^{m} \gamma_{n}^{i} E I_{n}^{*}}{\sum_{n=1}^{m} \gamma_{n}^{i}}  \tag{5.14a}\\
& \widehat{\rho A}_{i}=\frac{\sum_{n=1}^{m} \gamma_{n}^{i} \rho A_{n}^{*}}{\sum_{n=1}^{m} \gamma_{n}^{i}} \tag{5.14b}
\end{align*}
$$

It is obvious that the location of the impulse will directly affect the modal participation factors and the resulting estimates for the approximate bending stiffness and mass per unit length. One such example would be applying the impulse at the node of any of the modes. This would result in the modal participation factor being 0 and is not representative of the overall dynamics of the structure. To overcome this, the average of $N$ evenly spaced impulse locations are used and then the limit as $N \rightarrow \infty$ is considered.

$$
\begin{align*}
\widehat{E I} & =\lim _{n \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} \widehat{E I}_{i} \\
& =\frac{1}{l} \lim _{n \rightarrow \infty} \sum_{i=1}^{N} \frac{\sum_{n=1}^{m}\left|\frac{\phi_{n}(i l / N)}{\omega_{n}}\right| E I_{n}^{*}}{\sum_{n=1}^{m}\left|\frac{\phi_{n}(i l / N)}{\omega_{n}}\right|} \frac{l}{N} \\
& =\frac{1}{l} \int_{0}^{l} \frac{\sum_{n=1}^{m}\left|\frac{\phi_{n}(x)}{\omega_{n}}\right| E I_{n}^{*}}{\sum_{n=1}^{m}\left|\frac{\phi_{n}(x)}{\omega_{n}}\right|} \mathrm{d} x \tag{5.15}
\end{align*}
$$

Applying the steps used to determine $\widehat{E I}$ in Eq. (5.15), the expression for $\widehat{\rho A}$ is found. The final expression for the unknown coefficients in the approximate model using the modal participation factor method is

$$
\begin{align*}
& \widehat{E I}=\frac{1}{l} \sum_{n=1}^{m}\left\{E I_{n}^{*} \int_{0}^{l} \frac{\left|\frac{\phi_{n}(x)}{\omega_{n}}\right|}{\sum_{n=1}^{m}\left|\frac{\phi_{n}(x)}{\omega_{n}}\right|} \mathrm{d} x\right\}  \tag{5.16a}\\
& \widehat{\rho A}=\frac{1}{l} \sum_{n=1}^{m}\left\{\rho A_{n}^{*} \int_{0}^{l} \frac{\left|\frac{\phi_{n}(x)}{\omega_{n}}\right|}{\sum_{n=1}^{m}\left|\frac{\phi_{n}(x)}{\omega_{n}}\right|} \mathrm{d} x\right\} \tag{5.16b}
\end{align*}
$$

Above, the summation and integration may be interchanged since the summation is finite.

### 5.1.5 Approximation Method 4 - Proper Orthogonal Decomposition (POD)

The final approximation method employs the results of a proper orthogonal decomposition (POD) in a weighted average of the perturbation theory reference values $E I_{n}^{*}$ and $\rho A_{n}^{*}$. The POD is commonly used in vibration applications to determine the mode shapes and the power associated with each of the modes in the displacement of an experimental
test. Typically, see for example [25, 42, 41], there is a set of $N$ discrete measurement locations where the displacement of the system is measured at $M$ times. For the model approximation, the goals are threefold. First, instead of experimental results the transverse displacement, results of a string-harnessed system given by the perturbation theory and a unit impulse are employed. Secondly, the discretization of $N$ measurement locations at $M$ times is extended from the discrete case to the continuous case. Finally, as was done with the modal participation factor approximation method, the results are averaged over multiple impulse locations.

The steps for the discretized version of the POD are as follows. A matrix $\boldsymbol{W}(i, j)$ is created from the displacement results at the $i^{\text {th }}$ sensing location at the $j^{\text {th }}$ time. From this matrix of displacement results, the correlation matrix $\boldsymbol{R}=\frac{1}{M} \boldsymbol{W}^{\top} \boldsymbol{W}$ is formed. The eigenvalues and eigenvectors of $\boldsymbol{R}$ represent the proper orthogonal values (POVs) and proper orthogonal modes (POMs), respectively. The goal is to outline a similar set of steps to determine the POVs when the measurements are no longer discretized in time and space.

Assume a unit impulse at $x=x_{i}$ and let $w(x, t)$ denote the displacement of the system calculated using the perturbation theory results. The correlation between any two points is given by $R\left(x_{i}, x_{j}\right)=\frac{1}{M} \sum_{k=1}^{M} w\left(x_{i}, t_{k}\right) w\left(x_{j}, t_{k}\right)$. Assume there is a fixed total measurement time, $\bar{T}$, and take the limit as $M$, the number of points in time when a measurement is made, approaches infinity.

$$
\begin{align*}
R\left(x_{i}, x_{j}\right) & =\lim _{M \rightarrow \infty} \frac{1}{M} \sum_{k=1}^{M} w\left(x_{i}, t_{k}\right) w\left(x_{j}, t_{k}\right) \\
& =\frac{1}{\bar{T}} \lim _{M \rightarrow \infty} \sum_{k=1}^{M} w\left(x_{i}, t_{k}\right) w\left(x_{j}, t_{k}\right) \frac{\bar{T}}{M} \\
& =\frac{1}{\bar{T}} \int_{0}^{\bar{T}} w\left(x_{i}, t\right) w\left(x_{j}, t\right) \mathrm{d} t \tag{5.17}
\end{align*}
$$

It is seen in Eq. (5.17) that the correlation is continuous in time and no longer depends on a discretization.

Once the correlation matrix is found, an eigenvalue problem is solved in the discrete case. Component wise, the problem can be formulated as $\sum_{k=1}^{N} R\left(x_{i}, x_{k}\right) f\left(x_{k}\right)=$ $\lambda(N) f\left(x_{i}\right)$. Here, the eigenvalue depends on the number of sensing locations $N$. As it can be seen, increasing $N$ will cause the left hand side of the component wise eigenvalue to increase. Since it is expected for $f\left(x_{i}\right)$ to remain the same, it must be that the eigenvalue
increases. Consider the case where the correlation matrix is replaced by the correlation function in Eq. (5.17) and the number of points which discretize the spatial domain approaches infinity.

$$
\begin{align*}
\lim _{N \rightarrow \infty} \sum_{k=1}^{N} R\left(x_{i}, x_{k}\right) f\left(x_{k}\right) & =\lim _{N \rightarrow \infty} \lambda(N) f\left(x_{i}\right) \\
\lim _{N \rightarrow \infty} \sum_{k=1}^{N} R\left(x_{i}, k l / N\right) f(k l / N) \frac{l}{N} & =\lim _{N \rightarrow \infty} \frac{l}{N} \lambda(N) f\left(x_{i}\right) \\
\int_{0}^{l} R\left(x_{i}, s\right) f(s) \mathrm{d} s & =\left[\lim _{N \rightarrow \infty} \frac{l}{N} \lambda(N)\right] f\left(x_{i}\right) \\
\int_{0}^{l} R\left(x_{i}, s\right) f(s) \mathrm{d} s & =\bar{\lambda} f\left(x_{i}\right) \tag{5.18}
\end{align*}
$$

Equation (5.18) holds for each point $x_{i}$ and thus the eigenvalue problem for the proper orthogonal decomposition which is independent of a spatial discretization is

$$
\begin{equation*}
\int_{0}^{l} R(x, s) f(s) \mathrm{d} s=\bar{\lambda} f(x) \tag{5.19}
\end{equation*}
$$

Since only a finite number of modes from the perturbation theory are used to determine the displacement of the system due to a unit impulse, the eigenfunction of the problem in Eq. (5.19) can be expressed as the finite sum $f(x)=\sum_{n=1}^{m} c_{n} \phi_{n}(x)$. In the expression for the eigenfunction the mode shapes from the perturbation theory are used. For $\bar{\lambda} \neq 0$, substitution of the eigenfunction in Eq. (5.19) leads to

$$
\begin{equation*}
\sum_{n=1}^{m} \bar{\lambda} c_{n} \phi_{n}(x)=\sum_{n=1}^{m} \sum_{j=1}^{m} c_{j} A_{n j} \phi_{n}(x) \tag{5.20}
\end{equation*}
$$

where

$$
A_{n j}=\sum_{k=1}^{m}\left(\frac{1}{\bar{T}} \int_{0}^{\bar{T}} g_{n}(t) g_{k}(t) \mathrm{d} t\right)\left(\int_{0}^{l} \phi_{k}(s) \phi_{j}(s) \mathrm{d} s\right)
$$

From Eq. (5.20), it follows that $\bar{\lambda} c_{n}=\sum_{j=1}^{m} c_{j} A_{n j}$ for each $n$. This is a component wise expression for the eigenvalue problem $A c=\bar{\lambda} c$, where $c$ is a vector of the $c_{n}$ in the expansion for the eigenfunction.

Once the eigenvalues $\bar{\lambda}_{n}$ and associated eigenfunctions $f_{n}(x)=\sum_{n=1}^{m} c_{n} \phi_{n}(x)$ are determined, each eigenfunction $f_{n}(x)$ is associated with the mode shape which is most similar
from the perturbation theory. This is achieved by looking at the values of $c$. Typically, the entries in $c$ are small with the exception of a single value whose absolute value is near 1 . Once this association is done, the eigenvalues $\bar{\lambda}_{n}$ that represent the power associated with the mode are associated with a mode from the perturbation theory. This is the manner in which the weights in the weighted average of the perturbation theory reference values are determined. For a system with a unit impulse at $x=x_{i}$, the coefficients in the approximate model are

$$
\begin{align*}
& \widehat{E I}_{i}=\frac{\sum_{n=1}^{m} \bar{\lambda}_{n}^{i} E I_{n}^{*}}{\sum_{n=1}^{m} \bar{\lambda}_{n}^{i}}  \tag{5.21a}\\
& \widehat{\rho A}_{i}=\frac{\sum_{n=1}^{m} \bar{\lambda}_{n}^{i} \rho A_{n}^{*}}{\sum_{n=1}^{m} \bar{\lambda}_{n}^{i}} \tag{5.21b}
\end{align*}
$$

As with the modal participation factor, the location of the unit impulse plays an important role in the values determined for the approximate model. Therefore, an average using multiple actuation locations is determined. Since for the proper orthogonal decomposition method it is not possible to extend the results easily to the continuous case, a quadrature method is employed to determine the average. Assuming that $P+1$ equally spaced actuation locations are considered, using the trapezoidal method for numerical integration leads to the final expression for the unknown coefficients.

$$
\begin{align*}
& \widehat{E I}=\frac{1}{2 P} \sum_{i=1}^{P}\left\{\widehat{E I}_{i}+\widehat{E I}_{i+1}\right\}  \tag{5.22a}\\
& \widehat{\rho A}=\frac{1}{2 P} \sum_{i=1}^{P}\left\{\widehat{\rho A}_{i}+\widehat{\rho A}_{i+1}\right\} \tag{5.22b}
\end{align*}
$$

### 5.2 Numerical Results

### 5.2.1 Periodic Wrapping Patterns

The same system parameters as those used in Section 4.2 are employed for the current numerical simulations. That is to say, a system with 6 fundamental elements and the following system parameters are used: $b=0.01 \mathrm{~m}, h=0.0015 \mathrm{~m}, l=0.25 \mathrm{~m}, E_{b}=$ $6.89 \times 10^{10}, \mathrm{~N} / \mathrm{m}^{2}, \rho_{b}=2700 \mathrm{~kg} / \mathrm{m}^{3}, r_{s}=0.00035 \mathrm{~m}, E_{s}=1.5 \times 10^{11} \mathrm{~N} / \mathrm{m}^{2}, \rho_{s}=1400$
$\mathrm{kg} / \mathrm{m}^{3}$, and $T_{s}=25 \mathrm{~N}$. Furthermore, a total sampling interval of 0.1 s and $P=25$ actuation locations are used in the POD method throughout all the simulations.

In addition to the results obtained from the approximation methods, the results of the previously developed homogenization method are presented. The abbreviation "HOM" will be used to denote the equivalent continuum model obtained by homogenization. For completeness, the coefficients of the HOM model are presented here using the notation of the current section. For the diagonal wrapping pattern, the coefficients of the HOM model are given by

$$
\begin{aligned}
& \widehat{E I}=E_{b} I_{b}+E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)+T_{s} \cos (\theta)\left[\bar{h}^{2}-\frac{I_{b}}{A_{b}}\right] \\
& \widehat{\rho A}=\rho_{b} A_{b}+\frac{\rho_{s} A_{s} \tan (\theta)}{\bar{b}}\left[\frac{\bar{b}}{\sin (\theta)}+2 \bar{h}+\bar{b}\right]
\end{aligned}
$$

and $L=2 \bar{b} / \tan (\theta)$ is the length of a single fundamental element. For the zigzag wrapping pattern, the coefficients of the HOM model are given by

$$
\begin{aligned}
& \widehat{E I}=E_{b} I_{b}+\frac{E_{s} A_{s} \bar{h}^{2} \cos ^{3}(\theta)(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}+T_{s} \cos (\theta)\left[\frac{\bar{h}^{2}(\bar{b}+\bar{h} / 3)}{\bar{b}+\bar{h}}-\frac{I_{b}}{A_{b}}\right] \\
& \widehat{\rho A}=\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}
\end{aligned}
$$

and $L=(4 \bar{b}+4 \bar{h}) / \tan (\theta)$ is the length of a single fundamental element.
As was done for the numerical simulations of the string-harnessed systems in Chapter 4, an analytical solution for the diagonal wrapping pattern is employed and an FEA is used for the zigzag wrapping pattern. Collectively, these results will be referred to as the 'exact results' throughout this chapter. The details of the analytical solution are given in Appendix D and the FEA details are given in Appendix E.

Consider first the effect of variable string modulus on the frequency results. Figures 5.1 and 5.2 present the fundamental and tenth mode frequency for the exact, perturbation theory, the HOM, as well as the various proposed methods for model approximation results. Multiple boundary conditions are considered with the diagonal wrapping pattern considered in Fig. 5.1 and the zigzag wrapping pattern considered in Fig. 5.2.


Figure 5.1: Frequency results for fundamental and tenth mode given variable string modulus and diagonal wrapping pattern.


Figure 5.2: Frequency results for fundamental and tenth mode given variable string modulus and zigzag wrapping pattern.

As the modulus of the string is increased, there is an increase in the stiffening effect due to the string. As a result, the frequencies for the string-harnessed system are expected to increase with increasing string modulus. This behaviour is clearly observed in the fundamental and tenth modes of the system given various boundary conditions for both the diagonal and zigzag wrapping patterns in Figs. 5.1 and 5.2.

Focusing on the diagonal wrapping pattern results in Fig. 5.1, it is seen that the various results for the frequencies match very well with the analytical results. This indicates that the perturbation theory is quite accurate in predicting the frequencies of the stringharnessed system, and also that the various proposed methods for model approximation are capable of matching the perturbation theory results with minimal error. In contrast, it is seen in Fig. 5.2 for the zigzag wrapping pattern that the HOM slightly overpredicts the values of the frequencies. Furthermore, the various proposed methods for approximation produce noticeable, yet relatively small, differences in the frequencies, particularly for higher values of the string modulus. These differences are also more noticeable for the tenth mode when compared to the fundamental mode.

Next, the effect of variable string modulus on the results for the coefficients $\widehat{E I}$ and $\widehat{\rho A}$, as determined by the approximation methods outlined in the current work, is presented in Figs. 5.3 and 5.4. In addition, the HOM coefficient values are presented for comparison. The results for variable string modulus given a diagonal and zigzag wrapping pattern are presented in Figs. 5.3 and 5.4, respectively.


Figure 5.3: Results for $\widehat{E I}$ and $\widehat{\rho A}$ coefficients for diagonal wrapping pattern with variable string modulus.


Figure 5.4: Results for $\widehat{E I}$ and $\widehat{\rho A}$ coefficients for zigzag wrapping pattern with variable string modulus.

With respect to the $\widehat{E I}$ coefficient, it is seen for both the diagonal and zigzag wrapping patterns that an increase in the string modulus leads to an increase in $\widehat{E I}$. Since increasing the modulus of the string increases the stiffness in the system, this behaviour is expected.

It is seen in Fig. 5.3 for the diagonal wrapping pattern that an increase in the string modulus leads to no change in the $\widehat{\rho A}$ coefficient. This behaviour is due to the added stiffness of the string being a constant value throughout the entire system in the diagonal wrapping pattern. Hence as the string modulus is increased the reference values $\rho A_{n}^{*}$ and the nondimensional mode shapes determined by the perturbation theory do not change. For this reason the value for $\widehat{\varrho A}$ is unaffected by changes in the string modulus. As expected, the HOM value for $\widehat{\rho A}$ is constant across the various boundary conditions since this method produces a single value.

Figure 5.4 demonstrates that for the zigzag wrapping pattern the value for $\widehat{\rho A}$ is typically constant, with the exception for the metric and error minimizations. It is expected that as the string modulus increases that this should not affect the results for $\widehat{\rho A}$. For the metric and error minimization methods, it is seen in the expressions for the unknown coefficients that the integrals $S_{1 n}$ and $S_{2 n}$ depend both on the values of $E I_{n}^{*}$ and $\rho A_{n}^{*}$, as well as the corrections to the mode shape cause by perturbations in the bending stiffness and mass per unit length. As the string modulus is increased, and since the bending stiffness is not a constant throughout the entire system with a zigzag wrapping pattern, the values for $E I_{n}^{*}$ and the correction in the nondimensional mode shape are altered. For these reasons, the value of $\widehat{\rho A}$ is not constant for the metric and error minimization with variable string modulus.

The first step in quantifying the accuracy of each of the proposed approximation models is to examine the error between these and the perturbation theory results. It is quite important to investigate this since the perturbation theory results are taken as the exact values that the models should match. To this end, the percentage error in the fundamental frequency and associated mode shape are considered for variable string modulus. The error in the mode shape is calculated by

$$
\frac{\int_{0}^{l}\left(\phi_{\text {Approx. }}(x)-\phi_{\text {Pert. }}(x)\right)^{2} \mathrm{~d} x}{\int_{0}^{l} \phi_{\text {Pert. }}^{2}(x) \mathrm{d} x}
$$

The results for the diagonal wrapping pattern are presented in Fig. 5.5 and the zigzag pattern in Fig. 5.6.


Figure 5.5: Error in fundamental frequency and mode shape of approximate models to perturbation theory given variable string modulus and diagonal wrapping pattern.


Figure 5.6: Error in fundamental frequency and mode shape of approximate models to perturbation theory given variable string modulus and zigzag wrapping pattern.

It is seen in Fig. 5.5 that the error between the proposed methods and the perturbation theory results is unaffected by changes in the string modulus. This is due to the diagonally wrapped system having a constant value for the bending stiffness in the system. In this case, the approximation methods simply choose this value for the unknown coefficient $\widehat{E I}$ and the error in the models is due to variable mass per unit length caused by lumped masses. When the string modulus is varied, this does not affect the mass per unit length of the string-harnessed system and thus no additional error is introduced, causing a constant value for the error.

For the case of the zigzag wrapping pattern in Fig. 5.6, it is observed that the error in the fundamental frequency and mode shape increases as the modulus of the string increases. As the modulus of the string increases, the frequencies of the string-harnessed system are less likely to follow the pattern of a constant coefficient EB model. This type of behaviour was previously seen in Section 2.3.10. This directly corresponds to higher errors when using the proposed models as they attempt to predict the frequencies using a constant coefficient EB model.

A clear pattern is seen in Figs. 5.5 and 5.6 with respect to the errors reported for the frequencies by the various proposed models. It is seen for the fundamental frequency that the POD method always produces the most accurate result to the perturbation theory, then the MPF, and finally the metric and error minimization methods produce the largest errors. When a system is excited by a unit impulse, the fundamental mode accounts for a significant contribution of the total displacement response. Because of this, the MPF and POD methods place a large weight on matching the fundamental mode in comparison to the higher modes. For this reason, the MPF and POD are expected to provide quite accurate estimates for the fundamental mode of the system. As the POD is seen to be more accurate than the MPF for the numerical simulations, this indicates that the POD places more importance on matching the fundamental mode than the MPF. With respect to the mode shape, it is observed that for both wrapping patterns and all boundary conditions that the levels of error are quite small and quite similar across the various proposed methods.

In addition to the accuracy of the proposed methods for the fundamental frequency and mode shape, the error with respect to the perturbation theory over multiple modes is considered. To this end, the sum of the absolute error of the first 10 modes of the system is considered and the average value of this sum for variable string modulus is reported. The results for both wrapping patterns, each of the proposed approximation methods, and the various boundary conditions are presented in Table 5.1.

Table 5.1: Average sum of absolute percentage of error to perturbation theory for the first 10 natural frequencies and associated mode shapes for variable string modulus

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern |  |  | Diagonal Pattern |  |  |
| Metric Min. | 0.5542 | 0.4579 | 0.5663 | 0.01383277 | 0.08690176 | 0.11976672 |
| Error Min. | 0.5307 | 0.4578 | 0.5311 | 0.01383255 | 0.08689404 | 0.11975214 |
| MPF | 0.4979 | 0.4808 | 0.5995 | 0.01385824 | 0.08692482 | 0.11987199 |
| POD | 0.4931 | 0.5012 | 0.6966 | 0.01383255 | 0.08697584 | 0.12008665 |
|  | Zigzag Pattern |  |  | Zigzag Pattern |  |  |
| Metric Min. | 1.1416 | 0.7221 | 0.6788 | 0.28091905 | 0.03531647 | 0.06974415 |
| Error Min. | 0.6564 | 0.4138 | 0.3320 | 0.28079071 | 0.03531444 | 0.06973624 |
| MPF | 0.7414 | 0.5086 | 0.2661 | 0.28079079 | 0.03531448 | 0.06973638 |
| POD | 0.8399 | 0.5527 | 0.2725 | 0.28079079 | 0.03531448 | 0.06973637 |

It is seen in Table 5.1 that the error minimization method always produces the smallest sum of absolute error for the mode shapes, regardless of wrapping pattern or boundary conditions. Furthermore, it is seen that typically the error minimization method produces the smallest error in the average sum of the absolute error for the frequencies. In the cases where the error minimization is not the most accurate method, CC boundary conditions with a diagonal wrapping pattern and FF boundary conditions with a zigzag wrapping pattern, it is observed that the error in the frequencies is quite similar to that of the the most accurate methods, the MPF and POD. Overall, the error minimization is the best approach for approximating the string-harnessed when multiple modes are in consideration.

The error minimization does not always produce the smallest average sum of absolute error for the frequencies due to the form of the objective function in Eq. (5.10). Using the results of Table 5.1 for the mode shapes and the square of the frequency results, it is seen that for the objective function the component involving the mode shapes will have a greater influence on its value when compared to the frequencies. For this reason, the error minimization produces the smallest average sum of absolute error for the mode shapes. Furthermore, changing the results for $\widehat{E I}$ and $\widehat{\rho A}$ slightly to obtain more accurate frequency results in the error minimization method would lead to an increase in the mode shape error, the component that is seen as more important in the objective function. In contrast, the MPF and POD methods rely solely on a weighted average of the perturbation theory results. Therefore, the MPF and POD methods at times produce values for the unknown coefficients that produce more accurate frequency results than the error minimization, at
the cost of larger errors in the mode shape results.
Finally, the average sum of absolute error, given variable string modulus, of the perturbation theory, the HOM method, and the four proposed approximation methods to the exact solutions is presented in Table 5.2. The results for both wrapping patterns and the various boundary conditions are presented.

Table 5.2: Average sum of absolute percentage of error to exact solution for the first 10 natural frequencies and associated mode shapes for variable string modulus

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern |  |  | Diagonal Pattern |  |  |
| Perturbation | 0.0000 | 0.0001 | 0.0001 | 0.00000017 | 0.00001359 | 0.00002160 |
| HOM | 0.4931 | 1.1887 | 1.0994 | 0.01383303 | 0.08639492 | 0.11854532 |
| Metric Min. | 0.5541 | 0.4578 | 0.5662 | 0.01379329 | 0.08529998 | 0.11742475 |
| Error Min. | 0.5307 | 0.4578 | 0.5309 | 0.01379307 | 0.08529006 | 0.11740543 |
| MPF | 0.4979 | 0.4807 | 0.5994 | 0.01381879 | 0.08532523 | 0.11753883 |
| POD | 0.4931 | 0.5012 | 0.6965 | 0.01382800 | 0.08534698 | 0.11768770 |
|  | Zigzag Pattern |  |  | Zigzag Pattern |  |  |
| Perturbation | 0.2911 | 0.2745 | 0.2986 | 0.00496480 | 0.00121895 | 0.00170672 |
| HOM | 3.1079 | 1.0006 | 2.1380 | 0.35367788 | 0.04910780 | 0.09235113 |
| Metric Min. | 0.9572 | 0.5639 | 0.4839 | 0.35398185 | 0.04910468 | 0.09236657 |
| Error Min. | 0.6590 | 0.4419 | 0.3572 | 0.35368200 | 0.04909923 | 0.09234990 |
| MPF | 0.9455 | 0.7536 | 0.5327 | 0.35367789 | 0.04909883 | 0.09235114 |
| POD | 1.0936 | 0.8145 | 0.5697 | 0.35367788 | 0.04909883 | 0.09235113 |

In Table 5.2, it is seen for the diagonal wrapping pattern that the error between the perturbation theory and the analytical results is quite small for both the frequency and mode shapes, given all the boundary conditions. Due to the accuracy of the perturbation theory for the diagonal wrapping pattern, the errors between the approximation methods and the analytical results, Table 5.2, are almost identical to the error between the approximation methods and the perturbation theory, Table 5.1. On the other hand, it is seen for the case of the zigzag wrapping pattern that the error between the perturbation theory and the FEA is not negligible. Comparing the zigzag wrapping pattern errors of the approximation methods to the perturbation theory, Table 5.1, with the errors of the approximation methods to the FEA, Table 5.2, it is observed that the values are significantly changed. Furthermore, in certain cases the error with respect to the FEA will be larger than the
error with respect to the perturbation theory, and other times the error with respect to the FEA will be smaller than the error with respect to the perturbation theory. The former case occurs, for example, when the perturbation theory overpredicts the FEA frequencies and an approximation method overpredicts the perturbation theory frequencies. The latter case occurs, for example, when the perturbation theory overpredicts the FEA frequencies and an approximation method slightly underpredicts the perturbation theory frequencies.

In Table 5.2 the average sum of absolute error for the HOM method is typically larger than any of the proposed approximation methods when considering the frequencies. The exception occurs for CC boundary conditions and a diagonal wrapping pattern, however in this case the results are quite similar across the 5 results. A noticeable increase in accuracy is observed in the frequency results for the zigzag wrapping pattern when comparing the proposed approximation methods to the HOM method. The results in Table 5.2 clearly indicate that using either of the proposed approximation methods will yield similar or smaller levels of error in predicting the frequencies compared to the HOM method for the diagonal wrapping pattern, and offer a considerable increase in accuracy in predicting the frequencies compared to the HOM method for the zigzag wrapping pattern. The sum of absolute error for the mode shapes is almost identical regardless of the method used or the boundary conditions.

With respect to the four approximation methods, it is seen in Table 5.2 that the error minimization method typically produces the smallest sum of absolute error for the first 10 frequencies of the system. The next smallest average error is given by the metric minimization method. This is expected since the error and metric minimization methods place equal weight on matching the frequencies and mode shapes of all the modes of interest. As previously mentioned the MPF and POD place a higher weight on matching the lower modes, particularly the fundamental mode, and therefore larger errors in the higher modes will occur. This then results in a larger sum of the absolute error for both the MPF and POD methods. This indicates that the method that should be implemented to approximate the string-harnessed system will depend on the importance, for the user, of the fundamental mode with respect to the higher modes of the system.

Consider next the effect of variable string density on the frequency results. Figures 5.7 and 5.8 present the fundamental and tenth mode frequency for the exact, perturbation theory, the HOM, as well as the various proposed methods for model approximation results. Multiple boundary conditions are considered and the diagonal wrapping pattern is considered in Fig. 5.7, and the zigzag wrapping pattern is considered in Fig. 5.8.


Figure 5.7: Frequency results for fundamental and tenth mode given variable string density and diagonal wrapping pattern.


Figure 5.8: Frequency results for fundamental and tenth mode given variable string density and zigzag wrapping pattern.

As the density of the string is increased, there is an increase in the total mass added to the system by the string. As a result, the frequencies for the string-harnessed system are expected to decrease with increasing string density. This behaviour is clearly observed in the fundamental and tenth modes of the system given various boundary conditions for both the diagonal and zigzag wrapping patterns in Figs. 5.7 and 5.8.

For the diagonal wrapping pattern results in Fig. 5.7, it is observed that as the density of the string increases, the differences in the frequencies predicted by the approximation methods are more noticeable. Furthermore, for the case of CF boundary conditions, it is seen that the HOM model overpredicts the analytical results somewhat significantly when compared to the approximation methods. For the zigzag wrapping pattern results in Fig. 5.8, it is first observed that the HOM model overpredicts the frequencies when compared to the FEA results, particularly for CC and FF boundary conditions. Since the mass per unit length in the zigzag pattern with constant wrapping angle is the same at each point in the system, the mass per unit length in the HOM model is exactly the actual value of the string-harnessed system. Therefore it is concluded that the overprediction in the case of variable string density is due to the overprediction of the added stiffness of the string to the system, as was seen in the case of variable string modulus. This highlights the advantages of using the model approximation methods instead of the HOM method. Furthermore, the various approximation methods are all quite accurate when compared to the FEA and perturbation theory results.

Next, the results for the coefficients $\widehat{E I}$ and $\widehat{\rho A}$ from the various approximation methods and the HOM method are presented for variable string density. The results for the diagonal wrapping pattern are presented in Fig. 5.9 and the results for the zigzag wrapping pattern are presented in Fig. 5.10.


Figure 5.9: Results for $\widehat{E I}$ and $\widehat{\rho A}$ coefficients for diagonal wrapping pattern with variable string density.


Figure 5.10: Results for $\widehat{E I}$ and $\widehat{\rho A}$ coefficients for zigzag wrapping pattern with variable string density.

With respect to the $\widehat{\rho A}$ coefficient, it is seen for both the diagonal and zigzag wrapping patterns that an increase in the string density leads to a decrease in $\widehat{\rho A}$. Since increasing the density of the string increases the total mass of the system, this behaviour is expected.

Figure 5.9 demonstrates that for the diagonal wrapping pattern the value for $\widehat{E I}$ is typically constant, with the exception for the metric and error minimizations. It is expected that as the string density increases that this should not affect the results for $\widehat{E I}$. For the metric and error minimization methods, it is seen in the expressions for the unknown coefficients that the integrals $S_{1 n}$ and $S_{2 n}$ depend both on the values of $E I_{n}^{*}$ and $\rho A_{n}^{*}$, as well as the corrections to the mode shape cause by perturbations in the bending stiffness and mass per unit length. As the string density is increased, and since the mass per unit length is not a constant throughout the entire system due to lumped masses in a diagonal wrapping pattern, the values for $\rho A_{n}^{*}$ and the correction in the nondimensional mode shape are altered. For these reasons, the value of $\widehat{E I}$ is not constant for the metric and error minimization with variable string modulus.

It is seen in Fig. ?? for the zigzag wrapping pattern that an increase in the string density leads to no change in the $\widehat{E I}$ coefficient. This behaviour is due to the added mass of the string being a constant value throughout the entire system in the zigzag wrapping pattern. Hence as the string density is increased the reference values $E I_{n}^{*}$ and the nondimensional mode shapes determined by the perturbation theory do not change. For this reason the value for $\widehat{E I}$ is unaffected by changes in the string density. As expected, the HOM value for $\widehat{E I}$ is constant across the various boundary conditions since this method produces a single value.

The first step in quantifying the accuracy of each of the proposed approximation models given variable string density is to examine the error between these and the perturbation theory results. Recall that the perturbation theory results were the results the approximate models attempted to match. The results for the diagonal wrapping pattern are presented in Fig. 5.11 and the zigzag pattern in Fig. 5.12.


Figure 5.11: Error in fundamental frequency and mode shape of approximate models to perturbation theory given variable string density and diagonal wrapping pattern.


Figure 5.12: Error in fundamental frequency and mode shape of approximate models to perturbation theory given variable string density and zigzag wrapping pattern.

For the case of the diagonal wrapping pattern in Fig. 5.11, it is observed that the error in the fundamental frequency and mode shape typically increases as the density of the string increases. In the case of a diagonal wrapping pattern, the frequencies of the string-harnessed system are less likely to follow the pattern of a constant coefficient EB model due to the increased value of the lumped masses. This type of behaviour was previously seen in Section 2.3.10. This directly corresponds to higher errors when using the proposed approximation models as these attempt to predict the frequencies using a constant coefficient EB model.

It is seen in Fig. 5.12 that the error between the proposed methods and the perturbation theory results is unaffected by changes in the string modulus. This is due to the periodic zigzag wrapping pattern having a constant value for the mass per unit length in the system. In this case, the approximation methods simply choose this value for the unknown coefficient $\widehat{\rho A}$ and the error in the models is due to variable bending stiffness, which is a result of the wrapping pattern. When the string density is varied, this does not affect the bending stiffness of the string-harnessed system and thus no additional error is introduces, resulting in a constant value for the error.

A clear pattern is seen in Figs. 5.11 and 5.12 with respect to the errors reported for the frequencies by the various proposed models. It is seen for the fundamental frequency that the POD method typically produces the most accurate result to the perturbation theory, then the MPF, and finally the metric and error minimization methods produce the largest errors. The exception to this occurs for the CF boundary conditions given a diagonal wrapping pattern; in this case the metric minimization becomes more accurate as the string density is increased. As previously discussed, the MPF and POD methods place a large weight on matching the fundamental mode in comparison to the higher modes. For this reason, the MPF and POD are expected to provide quite accurate estimates for the fundamental mode of the system. As the POD is seen to be more accurate than the MPF for the numerical simulations, this indicates that the POD places more importance on matching the fundamental mode than the MPF. With respect to the mode shape, typically the POD method was the most accurate, with the exception of CC boundary conditions given a diagonal wrapping pattern.

In addition to the accuracy of the proposed methods for the fundamental frequency and mode shape, the error with respect to the perturbation theory over multiple modes is considered. To this end, the sum of the absolute error of the first 10 modes of the system is considered and the average value of this sum for variable string density is reported. The results for both wrapping patterns, each of the proposed approximation methods, and the various boundary conditions are presented in Table 5.3.

Table 5.3: Average sum of absolute percentage of error to perturbation theory for the first 10 natural frequencies and associated mode shapes for variable string density

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern |  |  | Diagonal Pattern |  |  |
| Metric Min. | 1.8236 | 1.5168 | 1.7626 | 0.17794972 | 1.09842261 | 1.51250195 |
| Error Min. | 1.7398 | 1.4908 | 1.6615 | 0.17788884 | 1.09640330 | 1.50871525 |
| MPF | 1.6293 | 1.5252 | 1.8443 | 0.17820201 | 1.09683959 | 1.51046329 |
| POD | 1.6239 | 1.5750 | 2.1288 | 0.17789378 | 1.09744048 | 1.51315811 |
|  | Zigzag Pattern |  |  | Zigzag Pattern |  |  |
| Metric Min. | 1.1625 | 0.7339 | 0.6829 | 0.24112735 | 0.03043608 | 0.05995000 |
| Error Min. | 0.6696 | 0.4213 | 0.3339 | 0.24106923 | 0.03043515 | 0.05994641 |
| MPF | 0.7580 | 0.5191 | 0.2677 | 0.24106931 | 0.03043518 | 0.05994652 |
| POD | 0.8590 | 0.5640 | 0.2742 | 0.24106931 | 0.03043518 | 0.05994652 |

It is seen in Table 5.3 that the error minimization method always produces the smallest sum of absolute error for the mode shapes, regardless of wrapping pattern or boundary conditions. Furthermore, it is seen that typically the error minimization method produces the smallest error in the average sum of the absolute error for the frequencies. As previously discussed, the error minimization does not always produce the smallest average sum of absolute error for the frequencies due to the form of the objective function in Eq. (5.10). In the cases where the error minimization is not the most accurate method, CC boundary conditions with a diagonal wrapping pattern and FF boundary conditions with a zigzag wrapping pattern, it is observed that the error in the frequencies is quite similar to that of the the most accurate methods, the MPF and POD. Overall, the error minimization is the best approach for approximating the string-harnessed system when multiple modes are in consideration.

Finally, the average sum of absolute error given variable string density for the perturbation theory, the HOM method, and the four proposed approximation methods to the exact solutions is presented in Table 5.4. The results for both wrapping patterns and the various boundary conditions are presented.

Table 5.4: Average sum of absolute percentage of error to FEA for the first 10 natural frequencies and associated mode shapes for variable string density

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern |  |  | Diagonal Pattern |  |  |
| Perturbation | 0.0008 | 0.0047 | 0.0056 | 0.00004742 | 0.00341893 | 0.00544510 |
| HOM | 1.6238 | 3.7148 | 3.3897 | 0.17597441 | 1.01529834 | 1.39658479 |
| Metric Min. | 1.8228 | 1.5124 | 1.7576 | 0.17552036 | 1.01097539 | 1.38552200 |
| Error Min. | 1.7391 | 1.4864 | 1.6565 | 0.17546223 | 1.00852313 | 1.38076869 |
| MPF | 1.6288 | 1.5209 | 1.8400 | 0.17578122 | 1.00915826 | 1.38316501 |
| POD | 1.6239 | 1.5712 | 2.1256 | 0.17590023 | 1.00944547 | 1.38519427 |
|  | Zigzag Pattern |  |  | Zigzag Pattern |  |  |
| Perturbation | 0.1779 | 0.1678 | 0.1823 | 0.00207755 | 0.00049619 | 0.00070953 |
| HOM | 2.8064 | 0.5677 | 1.8058 | 0.28537941 | 0.03863969 | 0.07357553 |
| Metric Min. | 1.0420 | 0.6293 | 0.5491 | 0.28551285 | 0.03863529 | 0.07358162 |
| Error Min. | 0.6564 | 0.4152 | 0.2798 | 0.28538189 | 0.03863285 | 0.07357486 |
| MPF | 0.8628 | 0.6538 | 0.4171 | 0.28537941 | 0.03863261 | 0.07357554 |
| POD | 0.9978 | 0.7179 | 0.4550 | 0.28537941 | 0.03863261 | 0.07357553 |

In Table 5.4, it is seen for the diagonal wrapping pattern that the error between the perturbation theory and the analytical solution is quite small for both the frequency and mode shapes, given all the boundary conditions. Due to the accuracy of the perturbation theory for the diagonal wrapping pattern, the errors between the approximation methods and the analytical solution, Table 5.4, are almost identical to the error between the approximation methods and the perturbation theory, Table 5.3. On the other hand, it is seen for the case of the zigzag wrapping pattern that the error between the perturbation theory and the FEA is not negligible. Comparing the errors of the approximation methods to the perturbation theory, Table 5.3, with the errors of the approximation methods to the FEA, Table 5.4, it is observed that the values are significantly changed. Furthermore, in certain cases the error with respect to the FEA will be larger than the error with respect to the perturbation theory, and other times the error with respect to the FEA will be smaller than the error with respect to the perturbation theory. As previously discussed, this will depend on whether the perturbation theory over or underpredicts the FEA results, and whether an approximation method over or underpredicts the perturbation theory results.

It is seen in the table of average sum of absolute errors that typically the HOM method results are larger than the proposed approximation methods. The exceptions to this are for
the diagonal wrapping pattern with CC boundary conditions, the same case that was the exception in Table 5.2 for variable string modulus, and zigzag wrapping pattern with CF boundary conditions. In these cases, however, it is seen that the average sum of absolute error is fairly similar between the five approximate methods and thus there is no significant advantage in one approximate model over the other compared to the HOM. It is clear in Table 5.4 that there is an advantage in using any of the proposed approximation models over the HOM. The sum of absolute error for the mode shapes is fairly constant for the proposed methods regardless of wrapping pattern or boundary conditions.

Comparing the four proposed approximation methods, it is evident from Table 5.4 that the error minimization typically results in the smallest average sum of the absolute error in the first 10 frequencies of the system. The exception occurred for CC boundary conditions given the diagonal wrapping pattern. In the cases where the error minimization results in the most accurate average results for the frequencies, the second most accurate method varied between the metric minimization and the MPF method.

The final numerical results that are presented for a periodically wrapped system are frequency response functions (FRFs). The system parameters used are those listed at the beginning of the current section. Figure 5.13 presents driving point FRFs with an actuation and sensing location of $x=0.025$ for CC boundary conditions and the free end for CF and FF boundary conditions. In Fig. 5.13, both wrapping patterns are considered as well as the various boundary conditions. Note that since damping is not included in the models, the values of the resonant peaks are not relevant but rather their location is of importance.


Figure 5.13: FRFs of exact solution and model approximations for periodic wrapping patterns given various boundary conditions.

Figures 5.13a, 5.13c, and 5.13e containing the results for the diagonal wrapping pattern demonstrate that there is very little difference in the results of the four proposed methods and the HOM method. This is somewhat expected as the level of errors reported in Tables 5.2 and 5.4 for the four proposed methods and the HOM method are quite similar. Additionally, the FRFs for the approximate models match quite well with the analytical FRF with respect to the locations of resonance and antiresonance, as well as in amplitude. There is a slight difference in the location of the antiresonances for the seventh mode and higher.

For the zigzag wrapping pattern FRFs in Figs. 5.13b, 5.13d, and 5.13f, the four proposed method results are overall quite similar to one another with respect to the location of resonances and antiresonances, as well as amplitude. In addition, it is seen that the proposed methods for model approximation provide a much more accurate estimate for the FEA FRF than the HOM method. This highlights the advantage of using the approximation methods to accurately predict the FRF of the string-harnessed system.

In summary, it has been shown that the model approximation methods provide similar or improved accuracy when compared to the HOM model with respect to the prediction of the natural frequencies, mode shapes, and as a result the FRFs. It was seen that there is significant improvement for the case of a zigzag wrapping pattern. Further, the MPF and POD were shown to provide more accurate results when the fundamental mode of the system is of the utmost importance, whereas the metric and error minimization methods provide the most accurate results when multiple modes of the system are simultaneously considered.

### 5.2.2 Non-Periodic Wrapping Patterns

The first non-periodic wrapping pattern that is considered allows for a variable wrapping angle. Beginning with a fixed initial wrapping angle, the wrapping angle is then varied by a prescribed amount each time the string goes from one side of the host structure to another. In particular, for the diagonal wrapping pattern the change in the wrapping angle occurs after each lumped mass.

In the current chapter, the initial wrapping angle is taken as the wrapping angle required for the system to be composed of two fundamental elements. From this initial wrapping angle a minimum and maximum percentage change over each section are defined for the numerical simulations. For the wrapping patterns considered, the largest percentage change in the angle over each section considered is the largest possible value which does not cause
the string to wrap over itself. Figure 5.14 contains schematics of the wrapping patterns considered for various cases, including the maximum and minimum values.


Figure 5.14: Schematics of variable wrapping angle systems for diagonal and zigzag wrapping patterns.

Consider first the effect of variable percentage of change in the wrapping angle over each section on the frequency results. Figures 5.15 and 5.16 present the fundamental and tenth mode frequency results for the exact, perturbation theory, as well as the various proposed methods for model approximation results. For the non-periodic cases the homogenization technique cannot be applied and therefore there are no HOM model results. Multiple boundary conditions are considered and the diagonal wrapping pattern is considered in Fig. 5.15 and the zigzag wrapping pattern is considered in Fig. 5.16.

(a) CC, Mode 1

(c) CF, Mode 1

(e) FF, Mode 1

(b) CC, Mode 10

(d) CF, Mode 10

(f) FF, Mode 10

Figure 5.15: Frequency results for fundamental and tenth mode given variable percentage change in wrapping angle over each section and diagonal wrapping pattern.


Figure 5.16: Frequency results for fundamental and tenth mode given variable percentage change in wrapping angle over each section and zigzag wrapping pattern.

As the percentage change over each section is increased, there is a reduction in the stiffening effect due to the string in addition to an increase in the total mass added to the system by the string. As a result, the overall behaviour of the frequencies for the string-harnessed system are expected to decrease with increasing percentage change in the wrapping angle over each section. This behaviour is quite clear for the various boundary conditions and both wrapping patterns in Figs. 5.15 and 5.16.

For both the diagonal and zigzag wrapping patterns, it is seen that for the fundamental mode the MPF and POD methods results are more similar to the behaviour of the exact and perturbation theory results than the metric and error minimization methods. In addition, it is seen that for the tenth mode the metric and error minimization methods are more similar to the behaviour of the exact and perturbation theory results than the MPF and POD methods. These differences in behaviour are attributed to the manner in which each method determines the unknown coefficients. The MPF and POD methods place a larger emphasis on matching the fundamental mode, and for this reason their results are most similar to the exact and perturbation theory results for the fundamental mode. For the metric and error minimization methods, equal importance is placed on all the modes. This creates more accurate frequency behaviour to the exact and perturbation theory results for the tenth mode when compared to the fundamental mode.

For the metric minimization, the difference between the model and perturbation theory are of interest and therefore there will be a tendency for the frequency results of the method to be more similar to the higher modes. For the error minimization, the error between the model and perturbation theory frequencies are of interest. In this case, matching the fundamental frequency more closely would result in much larger errors for the higher modes, whereas matching the higher modes more closely will not result in significantly large errors for the fundamental mode. Therefore, the error minimization method tries to match the higher modes somewhat more accurately while keeping the error in the fundamental mode relatively small, thus creating more accurate frequency behaviour to the exact and perturbation theory results for the tenth mode when compared to the fundamental mode.

Next, the effect of variable percentage change in wrapping angle over each section on the results for the coefficients $\widehat{E I}$ and $\widehat{\rho A}$, as determined by the approximation methods outlined in the current work, is presented. The results for variable string modulus given a diagonal and zigzag wrapping pattern are presented in Figs. 5.17 and 5.18, respectively.


Figure 5.17: Results for $\widehat{E I}$ and $\widehat{\rho A}$ coefficients for diagonal wrapping pattern with variable percentage change in wrapping angle over each section.


Figure 5.18: Results for $\widehat{E I}$ and $\widehat{\rho A}$ coefficients for zigzag wrapping pattern with variable percentage change in wrapping angle over each section.

For the diagonal wrapping pattern coefficients in Fig. 5.17, it is seen for the metric and error minimization methods that the pattern for the $\widehat{E I}$ coefficient is similar in behaviour to the tenth mode frequency results in Fig. 5.15. The MPF and POD methods predict a fairly constant value for $\widehat{E I}$, especially when compared to the variations observed in the metric and error minimization methods. With respect to the $\widehat{\rho A}$ variable, it is observed that all four of the proposed methods demonstrate a sudden increase in value when a lumped mass is added to the free end of the system. Since the CC boundary conditions has no free end, there are no sudden jumps in the equivalent value for the mass per unit length. Opposite to the case of the equivalent bending stiffness, it is seen for the diagonal pattern that the metric and error minimization methods predict a fairly constant value for $\widehat{\rho A}$, and the MPF and POD methods predict more significant changes. In particular, when the wrapping pattern becomes increasingly tight, large percentage change in the wrapping angle over each section, the value for $\widehat{\rho A}$ increases.

Consider the zigzag wrapping pattern $\widehat{E I}$ and $\widehat{\rho A}$ coefficients in Fig. 5.18. It is observed that, similar to the diagonal wrapping pattern case, the metric and error minimization methods predict values for $\widehat{E I}$ that are similar in behaviour to the frequency results for the tenth mode in Fig. 5.16. For the MPF and POD methods, the behaviour of $\widehat{E I}$ is similar to the behaviour of the frequency results for the fundamental mode in Fig. 5.16. The pattern for the coefficient $\widehat{\rho A}$ is similar to the diagonal wrapping pattern case in that the metric and error minimization methods predict fairly constant values and the MPF and POD methods predict fairly constant values and a large increase in $\widehat{\rho A}$ occurs when the is tightly wrapped and the total mass of the string-harnessed system increases quite dramatically.

The first step in quantifying the accuracy of each of the proposed approximation models is to examine the error between these and the perturbation theory results. To this end, the percentage error in the fundamental frequency and associated mode shape are considered for variable percentage change in the wrapping angle over each section. The results for the diagonal wrapping pattern are presented in Fig. 5.19 and the zigzag pattern in Fig. 5.20.


Figure 5.19: Error in fundamental frequency and mode shape of approximate models to perturbation theory given variable percentage change in wrapping angle over each section and diagonal wrapping pattern.


Figure 5.20: Error in fundamental frequency and mode shape of approximate models to perturbation theory given variable percentage change in wrapping angle over each section and zigzag wrapping pattern.

A clear pattern is seen in Figs. 5.19 and 5.20 with respect to the errors reported for the frequencies by the various proposed models. It is seen for the fundamental frequency that overall the POD method produces the most accurate results to the perturbation theory, then typically the MPF method. The metric and error minimization methods produce similar levels of error and are typically the methods producing the largest error in the fundamental frequency. With respect to the mode shape, it is observed that for both wrapping pattern and all boundary conditions that the errors reported are quite similar across the four proposed approximation methods and attain their largest values as the percentage change in wrapping angle over each section reaches the largest simulated value. This increase in error as the system is more tightly wrapped occurs due to larger changes in the mass per unit length across the system. Having a significant variation in the mass per unit length over the system makes matching the mode shapes of a constant coefficient model to the perturbation theory results more difficult.

Furthermore, the behaviour observed for the errors in Figs. 5.19 and 5.20 is explained by referring back to the frequency results in Figs. 5.15 and 5.16. The erratic behaviour that is seen for the errors in the metric and error minimization methods is caused by these methods choosing the unknown coefficients $\widehat{E I}$ and $\widehat{\rho A}$ in a manner that matches the higher mode frequencies. Since the pattern of the frequencies for different modes differ significantly, this results in erratic looking errors for the fundamental mode. A similar effect occurs for the MPF and POD methods, however the results for the errors are smaller and less erratic due to these methods placing a higher importance on matching the fundamental mode.

Alternatively, the behaviour of over and underprediction by the MPF and POD methods can be explained by considering the perturbation theory reference value results. Considering the case of zigzag wrapping pattern, the $E I^{*}$ and $\rho A^{*}$ results are presented in Fig. 5.21 for the first three modes of the system.


Figure 5.21: $E I^{*}$ and $\rho A^{*}$ perturbation theory zigzag pattern reference values for the first three modes with variable percentage change in wrapping angle over each section.

Figure 5.21 demonstrates that the various modes of the system produce quite different results for $E I^{*}$ and almost identical results for $\rho A^{*}$. When calculating the coefficient $\widehat{E I}$ and $\widehat{\rho A}$ in the approximate model, the MPF and POD methods use a weighted average of the reference values. The fundamental mode will have the largest impact with the second and third modes typically having the second and third highest weights, respectively. With respect to $\rho A^{*}$, since the various results are almost identical the coefficient $\widehat{\rho A}$ for the given results will be identical to the reference value results. Indeed this is the case as can be seen in Fig. 5.18. Due to this, the error in the fundamental frequency of the approximate system will be mainly determined by the results for $\widehat{E I}$. It can be said with certainty that in the cases where $E I_{2}^{*}$ and $E I_{3}^{*}$ are larger than $E I_{1}^{*}$, this will cause $\widehat{E I}$ to be larger than $E I_{1}^{*}$. Similarly, when $E I_{2}^{*}$ and $E I_{3}^{*}$ are smaller than $E I_{1}^{*}$, this will cause $\widehat{E I}$ to be smaller than $E I_{1}^{*}$. When the value of $\widehat{E I}$ switches between being greater or less than $E I_{1}^{*}$, as occurs quite frequently for the CC boundary conditions, this causes the over and underestimations for the fundamental frequency. This in turn produces the behaviour observed in the error results of Fig. 5.20.

In addition to the accuracy of the proposed methods for the fundamental frequency and mode shape, the error with respect to the perturbation theory over multiple modes is considered. The average sum of the absolute error for the first 10 modes of the system is considered for variable percentage change in the wrapping angle over each section. The results for both wrapping patterns, each of the proposed approximation methods, and the various boundary conditions are presented in Table 5.5.

Table 5.5: Average sum of absolute percentage of error to perturbation theory for the first 10 natural frequencies and associated mode shapes for variable percentage change in wrapping angle over each section

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern |  |  | Diagonal Pattern |  |  |
| Metric Min. | 0.5421 | 0.5690 | 0.5118 | 0.18949615 | 0.10246722 | 0.14062479 |
| Error Min. | 0.5160 | 0.5089 | 0.4826 | 0.18919540 | 0.10238435 | 0.14046582 |
| MPF | 0.6480 | 0.6380 | 0.5725 | 0.20016456 | 0.10329072 | 0.14101297 |
| POD | 0.7319 | 0.6874 | 0.6353 | 0.19656606 | 0.10347849 | 0.14081312 |
|  | Zigzag Pattern |  |  | Zigzag Pattern |  |  |
| Metric Min. | 4.4114 | 4.9432 | 5.0506 | 1.23950332 | 1.13718130 | 1.45510951 |
| Error Min. | 4.3155 | 4.8462 | 4.8081 | 1.23659956 | 1.13479331 | 1.45111304 |
| MPF | 4.8227 | 5.4738 | 5.3970 | 1.24502002 | 1.13869867 | 1.45859132 |
| POD | 5.4387 | 5.7140 | 5.9376 | 1.24429157 | 1.13742125 | 1.45863841 |

It is seen in Table 5.5 that the error minimization method always produces the smallest sum of absolute error for the frequencies and mode shapes, regardless of wrapping pattern or boundary conditions. For the case of variable percentage change in the wrapping angle over each section, this clearly demonstrates the robustness of the error minimization methods when the error across multiple modes are considered. The metric minimization consistently produced the second smallest average sum of error for both the frequencies and mode shapes. Furthermore, it is seen that the POD methods consistently produced the largest average sum of error in the frequencies. The largest error in the mode shapes was produced by either the MPF or POD methods. This indicates that when the behaviour of the frequencies given a variable parameter changes significantly between the various modes of interest, then an approximation methods that equally takes into account each of the modes is advantageous over methods that focus more strongly on approximating the fundamental modes.

Finally, the average sum of absolute error, given variable percentage change in the wrapping angle over each section of the perturbation theory and the four proposed approximation methods to the exact solutions, is presented in Table 5.6. The results for both wrapping patterns and the various boundary conditions are presented.

Table 5.6: Average sum of absolute percentage of error for the first 10 natural frequencies and associated mode shapes for variable percentage change in wrapping angle over each section

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern |  |  | Diagonal Pattern |  |  |
| Perturbation | 0.0061 | 0.0010 | 0.0011 | 0.00123393 | 0.00021471 | 0.00030529 |
| Metric Min. | 0.5456 | 0.5689 | 0.5115 | 0.21090951 | 0.10767100 | 0.14789943 |
| Error Min. | 0.5150 | 0.5095 | 0.4830 | 0.21030989 | 0.10750870 | 0.14758242 |
| MPF | 0.6440 | 0.6389 | 0.5734 | 0.21933421 | 0.10821060 | 0.14792257 |
| POD | 0.7279 | 0.6882 | 0.6362 | 0.22093270 | 0.10826750 | 0.14783881 |
|  | Zigzag Pattern |  |  | Zigzag Pattern |  |  |
| Perturbation | 0.2926 | 0.3436 | 0.3474 | 0.01917092 | 0.01885087 | 0.02380681 |
| Metric Min. | 4.4793 | 4.9896 | 5.1967 | 1.50064981 | 1.38345182 | 1.76573695 |
| Error Min. | 4.3716 | 4.8832 | 4.8955 | 1.49461768 | 1.37837738 | 1.75726479 |
| MPF | 4.9288 | 5.6007 | 5.4455 | 1.49946644 | 1.38070209 | 1.76172728 |
| POD | 5.5617 | 5.8560 | 5.9739 | 1.49956755 | 1.38022966 | 1.76181359 |

In Table 5.6, it is seen for the diagonal wrapping pattern that the error between the perturbation theory and the analytical results is small for both the frequency and mode shapes, given all the boundary conditions. Due to the accuracy of the perturbation theory for the diagonal wrapping pattern, the errors between the approximation methods and the analytical results, Table 5.6, are very similar to the error between the approximation methods and the perturbation theory, Table 5.5. On the other hand, it is seen for the case of the zigzag wrapping pattern that the error between the perturbation theory and the FEA is not negligible. Comparing the errors of the approximation methods to the perturbation theory, Table 5.6, with the errors of the approximation methods to the FEA, Table 5.5, it is observed that the values are changed more drastically than for the diagonal wrapping pattern. Unlike the cases for the periodic wrapping patterns, for this non-periodic wrapping pattern case the order of most to least accurate method in terms of predicting the frequencies does not change when going from the error compared with perturbation theory to error compared to exact results.

With respect to the four approximation methods, it is seen in Table 5.6 that the error minimization method always produces the smallest sum of absolute error for the first 10 frequencies and mode shapes of the system. The metric minimization provides the second smallest average error for the frequencies and is typically the second smallest average error
for the mode shapes. The POD and MPF methods produce the largest average errors.
Finally, the FRFs for the case of the smallest percentage change in wrapping angle over each section considered are presented for the approximation methods and the exact solutions. This case corresponds to the wrapping pattern presented in Fig. 5.14a for the diagonal wrapping pattern and Fig. 5.14 b for the zigzag wrapping pattern. Figure 5.22 presents driving point FRFs with an actuation and sensing location of $x=0.025$ for CC boundary conditions and the free end for CF and FF boundary conditions. In Fig. 5.22, both wrapping patterns are considered as well as the various boundary conditions. Note that since damping is not included in the models, the values of the resonant peaks are not relevant but rather their location is of interest.


Figure 5.22: FRFs of exact solution and model approximations for variable wrapping angle patterns given various boundary conditions.

Figure 5.22 shows that the four approximation method FRFs provide a good match to the exact results in terms of location of resonances and antiresonance, as well as magnitude. In particular, the approximate model results for the diagonal pattern are all quite similar whereas the results for the zigzag wrapping pattern exhibit noticeable differences in the range of higher modes. Further, the location of the antiresonances become less accurate for higher modes, typically after from the seventh mode of the system.

The second non-periodic pattern considered involves the addition of a second string to a non-periodically wrapped string-harnessed system with a single string. The second string that is added begins from the left end of the system and follows that same wrapping pattern as the first string up to a specified point. This specified point, which will be called the switching location, is varied throughout the numerical simulations. The properties of the second string are identical to those previously listed with the exception of an increased modulus of $E_{s 2}=1.875 \times 10^{11} \mathrm{~N} / \mathrm{m}^{2}$ and an increased density of $\rho_{s 2}=8000 \mathrm{~kg} / \mathrm{m}^{3}$.

The wrapping pattern the strings follow begins with the wrapping angle that would be required to periodically wrap the system with 10 fundamental elements, and then the wrapping angle is decrease a fixed percentage amount each time the string goes from one side to the next until there is a total of 3 wraps of the string around the system. Schematics for these wrapping patterns are presented in Fig. 5.23.


Figure 5.23: Schematics of wrapping patterns for multiple strings numerical simulations.

Consider first the effect of variable switching location, the location where the system goes from two strings to one, on the frequency results. Figures 5.24 and 5.25 present the fundamental and tenth mode frequency results for the exact, perturbation theory, as well as the various proposed methods for model approximation results. Multiple boundary conditions are considered and the diagonal wrapping pattern is considered in Fig. 5.24, and the zigzag wrapping pattern is considered in Fig. 5.25.


Figure 5.24: Frequency results for fundamental and tenth mode given variable switching location and diagonal wrapping pattern.


Figure 5.25: Frequency results for fundamental and tenth mode given variable switching location and zigzag wrapping pattern.

As discussed in Section 4.2.2, the behaviour of the frequencies in Figs. 5.24 and 5.25 is due to a small change in the switching location either adding more stiffness or mass. More stiffness is added to the system compared to the mass effect when a small increase in the switching location occurs near high curvature areas. More mass effect is added to the system compared to the stiffness effect when a small increase in the switching location occurs around high displacement areas of the mode shape. The locations where high curvature and large displacements occur will depend on the mode number in consideration, as well as the boundary conditions. The latter reason explains the difference in frequency behaviour for variable switching location for the various boundary conditions.

As previously discussed, the difference between the model and perturbation theory are of interest for the metric minimization and therefore there will be a tendency for the frequency results of the method to be more similar to the higher modes. The error between the model and perturbation theory frequencies are of interest for the error minimization. Therefore, the error minimization method tries to match the higher modes somewhat more accurately while keeping the error in the fundamental mode relatively small, thus creating more accurate frequency behaviour to the exact and perturbation theory results for the tenth mode when compared to the fundamental mode. The MPF and POD methods place higher importance on matching the fundamental mode. Due to this, it is observed in Figs. 5.24 and 5.25 that the MPF and POD methods more accurately match the exact and perturbation theory results for the fundamental mode and the metric and error minimization methods more accurately match the exact and perturbation theory results for the tenth mode.

Next, the results for the coefficients $\widehat{E I}$ and $\widehat{\rho A}$ from the various approximation methods and the HOM method are presented for variable switching location. The results for the diagonal wrapping pattern are presented in Fig. 5.26 and the results for the zigzag wrapping pattern are presented in Fig. 5.27.


Figure 5.26: Results for $\widehat{E I}$ and $\widehat{\rho A}$ coefficients for diagonal wrapping pattern with variable switching location.


Figure 5.27: Results for $\widehat{E I}$ and $\widehat{\rho A}$ coefficients for zigzag wrapping pattern with variable switching location.

For the diagonal wrapping pattern coefficients in Fig. 5.26, it is seen for the metric and error minimization methods that the pattern for the $\widehat{E I}$ coefficient is similar in behaviour to the tenth mode frequency results in Fig. 5.24. The MPF and POD methods predict a value for $\widehat{E I}$ that is similar to the behaviour of the fundamental mode results in Fig. 5.24. Overall there is an increase in the value of $\widehat{E I}$, as expected since adding a second string increases the bending stiffness of the system. With respect to the $\widehat{\rho A}$ variable, it is observed that all four of the proposed methods demonstrate a sudden increase in value when the switching location crosses over a lumped mass and the total mass suddenly increases. Overall it is also seen that the value of $\widehat{\rho A}$ increases as the switching location increases.

Consider the zigzag wrapping pattern $\widehat{E I}$ and $\widehat{\rho A}$ coefficients in Fig. 5.18. It is observed that, similar to the diagonal wrapping pattern case, the metric and error minimization methods predict values for $\widehat{E I}$ that are similar in behaviour to the frequency results for the tenth mode in Fig. 5.16 and for the MPF and POD methods the behaviour of $\widehat{E I}$ is similar to the behaviour of the frequency results for the fundamental mode in Fig. 5.16. Overall there is an increase in the value of $\widehat{E I}$, as expected since adding a second string increases the bending stiffness of the system. Considering the coefficient $\widehat{\rho A}$, there is an overall increase in the value as the second string is added to the system due to the increase in total mass.

As a second string is added into the system, there is both an increase in the bending stiffness as well as an increase in the mass per unit length. Depending on which of these effects is more dominant, the fundamental frequency may experience an increase or decrease in value. One important consideration for the approximation models is that they accurately capture these effects and do not, for example, associate an increase in frequency due to added stiffness as being caused by a reduction in mass. Considering the results in Figs. 5.26 and 5.27 , it is seen that the MPF and POD methods demonstrate larger variations in the value of $\widehat{\rho A}$ when compared to the metric and error minimization methods. This is particularly evident for the diagonal wrapping pattern with FF boundary conditions. The more consistent increase in the value of $\widehat{\rho A}$ obtained for the metric and error minimization methods is a benefit to employing these models as the approximations.

The first step in quantifying the accuracy of each of the proposed approximation models given variable switching location is to examine the error between these and the perturbation theory results. Recall that the perturbation theory results were the results the approximate models attempted to match. The results for the diagonal wrapping pattern are presented in Fig. 5.28 and the zigzag pattern in Fig. 5.29.


Figure 5.28: Error in fundamental frequency and mode shape of approximate models to perturbation theory given variable switching location and diagonal wrapping pattern.


Figure 5.29: Error in fundamental frequency and mode shape of approximate models to perturbation theory given variable switching location and zigzag wrapping pattern.

Figures 5.28 and 5.29 demonstrate a clear order for the errors in predicting the fundamental frequency. The POD is typically the most accurate approximation method, followed by the MPF method, next is the error minimization, and finally the metric minimization. With respect to the mode shape, the metric and error minimization methods consistently reported the smallest errors of the four methods, and the MPF and POD methods clearly produced the largest errors. Furthermore, it is interesting to note that the error for the fundamental frequency reaches minimal values for the four proposed methods at very similar switching locations. In other words, the locations where the fundamental frequency for the approximation methods are very similar to the perturbation theory results in Figs. 5.24 and 5.25 are quite similar across the various methods.

In addition to the accuracy of the proposed methods for the fundamental frequency and mode shape, the error with respect to the perturbation theory over multiple modes is considered. To this end, the sum of the absolute error of the first 10 modes of the system is considered and the average value of this sum for variable switching location is reported. The results for both wrapping patterns, each of the proposed approximation methods, and the various boundary conditions are presented in Table 5.7.

Table 5.7: Average sum of absolute percentage of error to perturbation theory for the first 10 natural frequencies and associated mode shapes for variable switching location with multiple strings

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern |  |  | Diagonal Pattern |  |  |
| Metric Min. | 3.5194 | 8.3114 | 5.6082 | 5.95483934 | 5.20659034 | 7.56847098 |
| Error Min. | 3.5910 | 9.7016 | 5.5994 | 5.90541132 | 5.17041879 | 7.49053912 |
| MPF | 5.8793 | 27.3696 | 10.2917 | 6.11450350 | 5.32063127 | 7.66941008 |
| POD | 7.3924 | 32.8353 | 13.3433 | 6.00933435 | 5.37970274 | 7.70637068 |
|  | Zigzag Pattern |  |  | Zigzag Pattern |  |  |
| Metric Min. | 10.0852 | 7.0464 | 6.7883 | 4.10510995 | 3.71451015 | 4.56976302 |
| Error Min. | 9.1583 | 7.0315 | 6.5329 | 4.08478447 | 3.69486945 | 4.54498367 |
| MPF | 13.5540 | 13.5892 | 9.4947 | 4.69631091 | 4.34280229 | 5.05677107 |
| POD | 16.5124 | 16.4726 | 11.8699 | 4.61621719 | 4.36802364 | 5.06680108 |

It is seen in Table 5.7 that for the diagonal wrapping pattern the metric minimization method typically was the most accurate in predicting the frequencies, with the error minimization only being slightly more accurate in the case of FF boundary conditions.

Overall, the metric and error minimization methods both provide quite accurate methods for approximating the string-harnessed system, especially when compared to the large errors reported by the MPF and POD methods. With respect to the mode shapes, the error minimization method was the most accurate, followed by the metric minimization methods. The results for the zigzag wrapping pattern in Table 5.7 indicate that the error minimization method was the most accurate of the four methods for both frequency and mode shape results given all the boundary conditions. The metric minimization was the second most accurate method for the frequencies and mode shapes given all the boundary conditions. Overall, it is seen in Table 5.7 that the POD method was typically the least accurate method for both the frequencies and mode shapes, given both wrapping patterns and all the boundary conditions. The one exception was for the error in the mode shapes given CC boundary conditions. This indicates that when the behaviour of the frequencies given a variable parameter changes significantly between the various modes of interest, then an approximation methods that equally takes into account each of the modes is advantageous over methods that focus more strongly on approximating the fundamental modes.

Finally, the average sum of absolute error, given variable switching location, of the perturbation theory and the four proposed approximation methods to the exact solutions is presented in Table 5.8. The results for both wrapping patterns and the various boundary conditions are presented.

Table 5.8: Average sum of absolute percentage of error for the first 10 natural frequencies and associated mode shapes for variable switching location with multiple strings

| Result | Frequency Results |  |  | Mode Shape Results |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CC | CF | FF | CC | CF | FF |
|  | Diagonal Pattern |  |  | Diagonal Pattern |  |  |
| Perturbation | 0.2605 | 0.2839 | 0.3188 | 0.10377754 | 0.08535005 | 0.13718868 |
| Metric Min. | 3.4900 | 8.1811 | 5.4228 | 6.16663218 | 5.49572167 | 8.01344090 |
| Error Min. | 3.4653 | 9.7025 | 5.5787 | 6.08734267 | 5.43816925 | 7.88174622 |
| MPF | 5.7017 | 27.4409 | 10.4197 | 6.24209527 | 5.56298963 | 7.97125086 |
| POD | 7.2204 | 32.9074 | 13.4921 | 6.28684039 | 5.58771879 | 7.99211329 |
|  | Zigzag Pattern |  |  | Zigzag Pattern |  |  |
| Perturbation | 1.1247 | 1.2999 | 1.4287 | 0.12759072 | 0.13578752 | 0.17124855 |
| Metric Min. | 10.7419 | 7.0535 | 6.5167 | 4.43607644 | 4.22983373 | 5.16244093 |
| Error Min. | 9.0534 | 6.9389 | 6.6661 | 4.40579896 | 4.19903920 | 5.12365073 |
| MPF | 12.9530 | 13.6748 | 9.9819 | 4.95712613 | 4.79735064 | 5.57070390 |
| POD | 15.7737 | 16.5756 | 12.3837 | 4.97561921 | 4.80800554 | 5.58070854 |

In Table 5.8, it is seen for the diagonal wrapping pattern that the error between the perturbation theory and the analytical results is not negligible for both the frequency and mode shapes, and for the zigzag wrapping pattern the error between perturbation theory and FEA is the largest of all the numerical simulations considered. Due to the size of the errors between the perturbation theory and exact solutions, it is expected that the errors in Table 5.8 will differ quite a bit from the errors in Table 5.7. For the case of variable switching location, it is seen that the order of the most to least accurate approximation method is changed when comparing the results in Table 5.8 to those of Table 5.7

With respect to the four approximation methods, it is seen in Table 5.8 that the most accurate method for predicting the frequencies is split between the metric minimization and the error minimization. The most accurate method for predicting the mode shapes is the error minimization method, regardless of wrapping pattern or boundary conditions. For the wrapping patterns considered and the various boundary conditions, the POD is consistently the least accurate method for both the frequencies and the mode shapes, and the MPF is consistently the second least accurate method for the frequencies and the mode shapes

Finally, the FRFs for the case of a switching location at $x=l / 2$ are presented for the approximation methods and the exact solutions. Figure 5.30 presents driving point FRFs with an actuation and sensing location of $x=0.025$ for CC boundary conditions and the
free end for CF and FF boundary conditions. In Fig. 5.30, both wrapping patterns are considered as well as the various boundary conditions. Note that since damping is not included in the models, the values of the resonant peaks are not relevant but rather their location is of interest.


Figure 5.30: FRFs of exact solution and model approximations for variable switching location given various boundary conditions.

Overall in Fig. 5.30, it is seen that the FRFs of the approximate models are quite similar to the exact results for the lower modes with respect to location of resonances and antiresonances, as well as magnitude. For higher modes of the system, the approximate models become less accurate in predicting the resonant frequencies and antiresonances, however predict the magnitude quite well. The difficulty in predicting the FRF for the higher modes is a result of the original string-harnessed system being dissimilar to an constant coefficient beam due to variable wrapping angle and multiple strings. The approximate model FRF results for the diagonal wrapping pattern are seen to be very similar to one another. For the zigzag wrapping pattern it is seen, particularly in Figs. 5.30b and 5.30d, that the metric and error minimization methods predict FRFs that are a closer match to the FEA results than the MPF and POD methods. This is due to the metric and error minimization methods placing equal importance on matching all the modes of the system instead of a higher importance on the lower modes as in the MPF and POD methods.

In summary, non-periodic wrapping patterns with variable wrapping angle and variable number of strings were considered. In many of the numerical simulations performed, the difference in the bending stiffness and mass per unit length of the original string-harnessed system varied quite significantly across the length of the system. It has been shown that using a constant coefficient Euler-Bernoulli model and selecting the coefficients using the proposed methods provides quite accurate results for the frequencies and mode shapes, and hence FRFs, when compared to exact solutions. Through numerical simulations, it was seen that the MPF and POD methods excel at predicting the lower modes, in particular the fundamental mode, of the system while the metric and error minimization methods performed better over a larger number of modes. Of particular interest, the error minimization method is the only method of the four that had an average sum of absolute percentage error less than $10 \%$ for the various numerical simulations. Since the first ten modes were considered in the sum, this means that the error minimization method was the only method that predicted average error in each mode to be less than $1 \%$.

### 5.2.3 Convergence of Approximate Models

In determining the results of the approximate models there are two key factors that can be varied, namely the number of modes in consideration and the value for sampling interval used in the POD method. To investigate the convergence of the results of the methods with respect to these parameters, the case of variable wrapping angle given a zigzag pattern is considered.

First consider the effect of increasing number of modes on the value predicted for $\widehat{E I}$ and $\widehat{\rho A}$. Figure 5.31 presents the results for the metric minimization method, Fig. 5.32
presents the results for the error minimization method, Fig. 5.33 presents the results for the MPF method, and Fig. 5.34 presents the results for the POD method. In each of these figures the results for $\mathrm{CC}, \mathrm{CF}$, and FF boundary conditions are given.


Figure 5.31: Convergence of metric minimization method with respect to number of modes


Figure 5.32: Convergence of error minimization method with respect to number of modes


Figure 5.33: Convergence of MPF method with respect to number of modes


Figure 5.34: Convergence of POD method with respect to number of modes

Overall, it is seen in Figs. 5.31-5.34 that for the cases of few number of modes in consideration, typically 2-5 modes, the behaviours of the $\widehat{E I}$ coefficient for variable percentage change in wrapping angle over each section are different from one another. This is also seen for the $\widehat{\rho A}$ coefficient when a metric minimization approach is employed. As the number of modes under consideration increases, the predicted values exhibit smaller variations and the results becomes quite similar for $8-10$ modes. For the $\widehat{\rho A}$ coefficient predicted by the error minimization, the MPF method, and the POD method are almost identical regardless of the number of modes under consideration. Altogether, it is demonstrated that as the number of modes under consideration increases the results converge.

To explain the convergence with respect to number of modes under consideration, consider the following. If a large number of modes are used to determine the unknown coefficients $\widehat{E I}$ and $\widehat{\rho A}$, say for example 20 modes, then it is expected that the addition of a single mode will not have a great influence on the predicted values. For the results presented above, it appears as though once the approximation methods considered 7-8 modes, then the addition of one or two additional modes did not significantly impact the results.

## POD Convergence with Respect to Sampling Interval

Next, consider the sampling interval, $\bar{T}$, used in the POD method. This sampling interval appears in the expression for the correlation function $R$ in Eq. (5.17). It is expected that a sufficient number of periods of the fundamental mode will be related to the convergence of the POD method with respect to the sampling interval $\bar{T}$. Therefore, the convergence of the sampling interval will depend on the frequencies of the system, in particular the fundamental mode which has the longest period. Figure 5.35 considers the various boundary conditions and lists results for 4 distinct systems. The percentage change in the wrapping angle over each section for these systems are taken as equally spaced points from the range previously considered, including the left and rightmost points.


Figure 5.35: Convergence of POD method with respect to the sampling interval

It is seen in Fig. 5.35 that the presented results all converge to a single value as the sampling interval increases. It is noted that the time for the predicted values of $\widehat{E I}$ and $\widehat{\rho A}$ is slower for CF boundary conditions when compared to CC and FF boundary conditions. This is due to a CF system having a smaller natural frequencies than when CC or FF boundary conditions are applied to the same system. A smaller natural frequency means that the time for the system to go through a single period of the fundamental mode is longer, thus increasing the time for convergence of the results.

For the results presented the smallest natural frequency occurred for System 4, corresponding to the right most point in the range considered for the percentage change in wrapping angle over each section. This natural frequency is also the smallest observed value over the entire range, as seen in Fig. 5.16. The smallest fundamental circular frequencies are $862.4 \mathrm{rad} / \mathrm{s}$ for CC boundary conditions, $138.7 \mathrm{rad} / \mathrm{s}$ for CF boundary conditions, and $870.9 \mathrm{rad} / \mathrm{s}$ for FF boundary conditions. These values correspond to a period of 0.0073 $\mathrm{s}, 0.0453 \mathrm{~s}$, and 0.0072 s , respectively. In Fig. 5.35 it is observed that after one period of the fundamental mode the results for the coefficients begin to converge and after two full periods the results demonstrate very small differences as the sampling interval increases. For CC boundary conditions, after two full periods of the fundamental mode the variations in $\widehat{E I}$ and $\widehat{\rho A}$ were no larger than $0.0175 \%$ and $3.33 \times 10^{-4 \%}$, respectively. For CF boundary conditions, after two full periods of the fundamental mode the variations in $\widehat{E I}$ and $\widehat{\rho A}$ were no larger than $0.0073 \%$ and $0.0058 \%$, respectively. For FF boundary conditions, after two full periods of the fundamental mode the variations in $\widehat{E I}$ and $\widehat{\rho A}$ were no larger than $0.0242 \%$ and $9.68 \times 10^{-4} \%$, respectively. It is concluded that 2 full periods of the fundamental mode are sufficient to ensure that the coefficients in the POD method have converged with respect to time. The amount of time required to obtain a convergence can be determined from the perturbation theory results for the fundamental frequency of the system to be approximated.

### 5.3 Comparison of Approximate Models to Experimental Results

The accuracy of the proposed approximate models is further investigated with a comparison to experimental results. The experimental results considered for comparison are the results in Section 2.4 for periodic wrapping patterns and in Section 4.3 for non-periodic wrapping patterns. First, the FRFs of the system are compared in Figs. 5.36-5.38. In each of the figures, the results for the experimental test and the four approximation methods are presented. Furthermore, for the periodic wrapping pattern tests from Section 2.4 the

HOM model results are also included in Fig. 5.36. In this case, the HOM model results are equivalent to the STR model results presented in Chapter 2.


Figure 5.36: FRFs for experimental tests, HOM model, and approximation models given a periodic wrapping pattern


Figure 5.37: FRFs for experimental tests and approximation models given a non-periodic wrapping pattern and a single string


Figure 5.38: FRFs for experimental tests and approximation models given a non-periodic wrapping pattern and three strings

It should be noted that the magnitude of the resonant peaks in the FRFs are not expected to match between the experimental results and the HOM and approximate models in Figs. 5.36-5.38. This is due to the HOM and approximate models not including the effects of damping, hence the value of the peaks are meaningless. The important factors to consider when determining if the results are a good match are the locations of the resonant frequencies, the antiresonances, and the magnitude of the FRFs.

For the results using the periodic wrapping patterns in Fig. 5.36, it is seen that the results for the HOM and approximate models are very similar and only exhibit very small differences between them. For all of the presented results, the magnitude of the FRFs and the location of the antiresonances match quite well. Recall that the bump that is seen near $1,700 \mathrm{~Hz}$ is due to the section of beam that extends beyond the clamp and is not a frequency for the string-harnessed system. In terms of predicting the natural frequencies of the system, it is seen that there is a strong agreement from all the models. There is a slight amount of difference observed for the higher modes of the test with three strings in Fig. 5.36e. This is due to the method for modelling the string-harnessed system overpredicting the stiffness added due to one string, multiplied threefold for the three string test.

For the single string non-periodic wrapping pattern tests in Fig. 5.37, it is seen again that the results for the various proposed approximation models are very similar and only exhibit very small differences between them. For all of the presented results, the magnitude of the FRFs and the location of the antiresonances match quite well. With respect to the natural frequencies, the approximation models do a very good job of matching the experimental frequencies. It is observed that for test 5 , the case where the system is the most loosely wrapped, there is an increase in the error when predicting the frequencies using the proposed models.

For the three string non-periodic wrapping pattern tests in Fig. 5.38, it is observed that as the test number increases, heading towards a more loosely wrapped system, the differences between the various proposed models become more noticeable. This is due to the fact that for the three string tests, as the test number increases the pattern of the experimental frequencies becomes less like an EB beam model. In these cases, the various manners in which the approximation models determine the unknown coefficients $\widehat{E I}$ and $\widehat{\rho A}$ will play a more significant role in predicting the frequencies. In the cases of tests 1 and 2, the frequencies of the string-harnessed system are similar in behaviour to those of an EB beam model. Therefore the various approximation methods tend to predict very similar results. For all the presented results, the magnitude of the FRFs and the location of the antiresonances match quite well. Regarding the natural frequencies, there is increasing error in the prediction of the frequencies as the wrapping pattern becomes more loosely
wrapped, from test 1 to test 5 .
To quantify the errors in the FRF results, the values for the frequencies and the error compared to experimental results are presented. Table 5.9 lists the results for the periodic wrapping pattern tests, Table 5.10 lists the results for the single string non-periodic wrapping pattern tests, and Table 5.11 lists the results for the three string non-periodic wrapping pattern tests.

In Table 5.9 for the periodic wrapping patterns, it is observed that the HOM and the four proposed models agree quite well with the experimental results. The errors reported are typically less than $1 \%$ in each of the modes with the exceptions occurring for test 5, the case in which three strings are wrapped around the beam. In Table 5.9, the average sum of the absolute value of error in a given test is $2.58 \%$ for the HOM model, $2.4 \%$ for the metric minimization, $2.56 \%$ for the error minimization, and $2.64 \%$ for the MPF and POD methods. It is seen that on average each of the methods report similar accuracy, with the metric minimization producing the smallest average error.

In Table 5.10 for the single string non-periodic wrapping patterns, it is seen that the proposed approximate models all report errors of less than $1 \%$ when the system is more tightly wrapped, tests 1 through 3 . As the string is more loosely wrapped the errors reported increase, with a maximum reported error of $1.50 \%$. The average sum of the absolute value of error in a given test for Table 5.10 is $2.68 \%$ for the metric minimization, $2.51 \%$ for the error minimization, $2.22 \%$ for the MPF method, and $2.19 \%$ for the POD method. Again, it is seen that the average value for the error in a given test is fairly similar across the various proposed methods, with the POD method producing the smallest average error in this case.

Table 5.11 presents the results for the three string non-periodic wrapping patterns and it is seen that the errors reported are larger than for the single string test. This is due to the three strings producing a set of frequencies for the string-harnessed system that are less likely to follow the behaviour of the frequencies for an EB beam model. As the test number increases it is seen that the typical value for the error also increases, the largest error obtained was $4.13 \%$. In Table 5.11, the average sum of the absolute value of error in a given test is $8.51 \%$ for the metric minimization, $8.22 \%$ for the error minimization, $7.00 \%$ or the MPF method, and $6.74 \%$ for the POD method. In the case of three strings harnessing the system it is observed that there is a larger difference between the accuracies of each of the models, with the POD method producing the smallest average error.

It is important to reiterate that the approximation models are attempting to match the frequencies predicted using a perturbation theory approach. Therefore any error between the perturbation theory results and the experimental results will introduce additional errors

| Result | Mode |  |  |  |  |  | Mode |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 |
|  | Test 1 Frequencies, Hz |  |  |  |  |  | Test 1 Errors, \% |  |  |  |  |  |
| Experimental | 18.05 | 113.48 | 319.15 | 624.85 | 1033 | 1542.5 |  |  | - |  |  |  |
| HOM | 18.15 | 113.72 | 318.42 | 623.97 | 1031.5 | 1540.8 | 0.53 | 0.21 | -0.23 | -0.14 | -0.15 | -0.11 |
| Metric Min. | 18.14 | 113.71 | 318.39 | 623.92 | 1031.4 | 1540.7 | 0.5 | 0.20 | -0.24 | -0.15 | -0.16 | -0.12 |
| Error Min. | 18.15 | 113.72 | 318.42 | 623.98 | 1031.5 | 1540.8 | 0.53 | 0.21 | -0.23 | -0.14 | -0.15 | -0.11 |
| MPF | 18.15 | 113.73 | 318.43 | 624.00 | 1031.5 | 1540.9 | 0.54 | 0.22 | -0.22 | -0.14 | -0.14 | -0.10 |
| POD | 18.15 | 113.73 | 318.44 | 624.01 | 1031.5 | 1540.9 | 0.54 | 0.22 | -0.22 | -0.13 | -0.14 | -0.10 |
| Test 2 Frequencies, Hz |  |  |  |  |  |  | Test 2 Errors, \% |  |  |  |  |  |
| Experimental | 18.05 | 113.44 | 319.35 | 625.05 | 1033.5 | 1542.5 |  |  |  |  |  |  |
| HOM | 18.21 | 114.12 | 319.55 | 626.19 | 1035.1 | 1546.3 | 0.89 | 0.60 | 0.063 | 0.183 | 0.16 | 0.25 |
| Metric Min. | 18.21 | 114.09 | 319.46 | 626.01 | 1034.8 | 1545.9 | 0.86 | 0.57 | 0.033 | 0.15 | 0.13 | 0.22 |
| Error Min. | 18.21 | 114.13 | 319.56 | 626.20 | 1035.2 | 1546.3 | 0.89 | 0.60 | 0.065 | 0.185 | 0.16 | 0.25 |
| MPF | 18.21 | 114.14 | 319.61 | 626.30 | 1035.3 | 1546.6 | 0.91 | 0.62 | 0.080 | 0.200 | 0.18 | 0.27 |
| POD | 18.21 | 114.15 | 319.61 | 626.31 | 1035.3 | 1546.6 | 0.91 | 0.62 | 0.082 | 0.202 | 0.18 | 0.27 |
| Test 3 Frequencies, Hz |  |  |  |  |  |  | Test 3 Errors, \% |  |  |  |  |  |
| Experimental | 18.05 | 113.70 | 319.95 | 626.25 | 1035.5 | 1545.0 |  |  |  |  |  |  |
| HOM | 18.18 | 113.94 | 319.02 | 625.16 | 1033.4 | 1543.8 | 0.72 | 0.21 | -0.29 | -0.174 | -0.20 | -0.080 |
| Metric Min. | 18.18 | 113.90 | 318.93 | 624.98 | 1033.1 | 1543.3 | 0.69 | 0.18 | -0.319 | -0.204 | -0.23 | -0.11 |
| Error Min. | 18.18 | 113.94 | 319.03 | 625.17 | 1033.5 | 1543.8 | 0.73 | 0.21 | -0.29 | -0.172 | -0.20 | -0.078 |
| MPF | 18.18 | 113.96 | 319.08 | 625.27 | 1033.6 | 1544.0 | 0.74 | 0.23 | -0.27 | -0.16 | -0.18 | -0.062 |
| POD | 18.18 | 113.96 | 319.09 | 625.28 | 1033.6 | 1544.1 | 0.74 | 0.23 | -0.27 | -0.15 | -0.18 | -0.06 |
|  | Test 4 Frequencies, Hz |  |  |  |  |  | Test 4 Errors, \% |  |  |  |  |  |
| Experimental | 17.95 | 112.79 | 317.10 | 620.90 | 1026.0 | 1532.0 |  |  |  |  |  |  |
| HOM | 18.11 | 113.46 | 317.7 | 622.56 | 1029.1 | 1537.4 | 0.86 | 0.60 | 0.19 | 0.268 | 0.31 | 0.35 |
| Metric Min. | 18.11 | 113.46 | 317.70 | 622.57 | 1029.2 | 1537.4 | 0.87 | 0.60 | 0.19 | 0.269 | 0.31 | 0.35 |
| Error Min. | 18.11 | 113.46 | 317.70 | 622.57 | 1029.2 | 1537.4 | 0.87 | 0.60 | 0.19 | 0.269 | 0.31 | 0.35 |
| MPF | 18.11 | 113.46 | 317.70 | 622.57 | 1029.2 | 1537.4 | 0.87 | 0.60 | 0.19 | 0.269 | 0.31 | 0.35 |
| POD | 18.11 | 113.46 | 317.70 | 622.57 | 1029.2 | 1537.4 | 0.87 | 0.60 | 0.19 | 0.269 | 0.31 | 0.35 |
| Test 5 Frequencies, Hz |  |  |  |  |  |  | Test 5 Errors, \% |  |  |  |  |  |
| Experimental | 19.42 | 121.25 | 340.60 | 667.80 | 1101.1 | 1642.0 |  |  |  |  |  |  |
| HOM | 19.55 | 122.52 | 343.07 | 672.27 | 1111.3 | 1660.1 | 0.67 | 1.05 | 0.724 | 0.670 | 0.928 | 1.103 |
| Metric Min. | 19.52 | 122.35 | 342.60 | 671.35 | 1109.8 | 1657.8 | 0.54 | 0.911 | 0.586 | 0.532 | 0.79 | 0.964 |
| Error Min. | 19.55 | 122.49 | 342.99 | 672.11 | 1111.1 | 1659.7 | 0.65 | 1.03 | 0.700 | 0.646 | 0.904 | 1.08 |
| MPF | 19.56 | 122.56 | 343.18 | 672.50 | 1111.7 | 1660.7 | 0.71 | 1.08 | 0.758 | 0.704 | 0.962 | 1.14 |
| POD | 19.56 | 122.57 | 343.20 | 672.54 | 1111.8 | 1660.8 | 0.71 | 1.09 | 0.764 | 0.710 | 0.968 | 1.14 |

Table 5.10: Experimental and proposed approximation models natural frequencies, in Hz , and percentage of error to experimental for non-periodically wrapped systems with a single string.

| Result | Mode |  |  |  |  |  | Mode |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 |
|  | Test 1 Frequencies, Hz |  |  |  |  |  | Test 1 Errors, \% |  |  |  |  |  |
| Experimental | 18.535 | 116.25 | 326.65 | 640.30 | 1059.8 | 1583.2 | - | - | - |  | - | - |
| Metric Min. | 18.654 | 116.90 | 327.33 | 641.43 | 1060.3 | 1584.0 | 0.641 | 0.56 | 0.21 | 0.177 | 0.05 | 0.05 |
| Error Min. | 18.650 | 116.88 | 327.27 | 641.31 | 1060.1 | 1583.7 | 0.623 | 0.54 | 0.19 | 0.158 | 0.03 | 0.03 |
| MPF | 18.649 | 116.87 | 327.24 | 641.26 | 1060.0 | 1583.5 | 0.614 | 0.53 | 0.18 | 0.15 | 0.02 | 0.02 |
| POD | 18.649 | 116.87 | 327.24 | 641.26 | 1060.1 | 1583.5 | 0.615 | 0.53 | 0.18 | 0.15 | 0.02 | 0.02 |
|  | Test 2 Frequencies, Hz |  |  |  |  |  | Test 2 Errors, \% |  |  |  |  |  |
| Experimental | 18.570 | 116.25 | 326.55 | 640.05 | 1058.9 | 1581.6 | - | - | - | - |  |  |
| Metric Min. | 18.670 | 117.00 | 327.61 | 641.99 | 1061.3 | 1585.3 | 0.539 | 0.65 | 0.326 | 0.303 | 0.22 | 0.24 |
| Error Min. | 18.672 | 117.01 | 327.64 | 642.05 | 1061.3 | 1585.5 | 0.548 | 0.66 | 0.334 | 0.312 | 0.23 | 0.24 |
| MPF | 18.681 | 117.07 | 327.81 | 642.38 | 1061.9 | 1586.3 | 0.600 | 0.71 | 0.386 | 0.364 | 0.28 | 0.30 |
| POD | 18.684 | 117.09 | 327.86 | 642.48 | 1062.1 | 1586.5 | 0.615 | 0.72 | 0.402 | 0.379 | 0.30 | 0.31 |
|  | Test 3 Frequencies, Hz |  |  |  |  |  | Test 3 Errors, \% |  |  |  |  |  |
| Experimental | 18.610 | 116.70 | 327.75 | 642.80 | 1063.5 | 1588.8 | - | - |  |  |  | - |
| Metric Min. | 18.725 | 117.35 | 328.58 | 643.88 | 1064.4 | 1590.0 | 0.618 | 0.55 | 0.25 | 0.168 | 0.08 | 0.075 |
| Error Min. | 18.725 | 117.35 | 328.58 | 643.88 | 1064.4 | 1590.0 | 0.618 | 0.56 | 0.25 | 0.168 | 0.08 | 0.076 |
| MPF | 18.725 | 117.35 | 328.58 | 643.89 | 1064.4 | 1590.0 | 0.619 | 0.56 | 0.25 | 0.169 | 0.08 | 0.076 |
| POD | 18.725 | 117.35 | 328.58 | 643.89 | 1064.4 | 1590.0 | 0.619 | 0.56 | 0.25 | 0.169 | 0.08 | 0.077 |
|  | Test 4 Frequencies, Hz |  |  |  |  |  | Test ${ }_{4}$ Errors, \% |  |  |  |  |  |
| Experimental | 18.660 | 117.50 | 329.95 | 647.90 | 1071.4 | 1602.1 | - | - | - | - | - | - |
| Metric Min. | 18.896 | 118.42 | 331.57 | 649.75 | 1074.1 | 1604.5 | 1.26 | 0.78 | 0.492 | 0.286 | 0.25 | 0.15 |
| Error Min. | 18.877 | 118.30 | 331.25 | 649.12 | 1073.0 | 1602.9 | 1.17 | 0.68 | 0.394 | 0.188 | 0.15 | 0.05 |
| MPF | 18.831 | 118.01 | 330.44 | 647.52 | 1070.4 | 1599.0 | 0.916 | 0.44 | 0.15 | -0.058 | -0.093 | -0.19 |
| POD | 18.818 | 117.93 | 330.21 | 647.07 | 1069.7 | 1597.9 | 0.846 | 0.37 | 0.078 | -0.13 | -0.16 | -0.26 |
|  | Test 5 Frequencies, Hz |  |  |  |  |  | Test 5 Errors, \% |  |  |  |  |  |
| Experimental | 18.800 | 119.15 | 332.40 | 656.45 | 1076.7 | 1603.3 | - | - | - | - | - | - |
| Metric Min. | 19.082 | 119.59 | 334.85 | 656.17 | 1084.7 | 1620.3 | 1.50 | 0.37 | 0.736 | -0.043 | 0.74 | 1.06 |
| Error Min. | 19.073 | 119.53 | 334.68 | 655.85 | 1084.2 | 1619.5 | 1.45 | 0.32 | 0.687 | -0.092 | 0.69 | 1.01 |
| MPF | 19.030 | 119.26 | 333.92 | 654.35 | 1081.7 | 1615.9 | 1.22 | 0.090 | 0.458 | -0.319 | 0.46 | 0.784 |
| POD | 19.018 | 119.18 | 333.72 | 653.95 | 1081.0 | 1614.9 | 1.16 | 0.03 | 0.397 | -0.380 | 0.40 | 0.722 |

Table 5.11: Experimental and proposed approximation models natural frequencies, in Hz , and percentage
of error to experimental for non-periodically wrapped systems with three strings.

| Result | Mode |  |  |  |  |  | Mode |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 1 | 2 | 3 | 4 | 5 | 6 |
|  | Test 1 Frequencies, Hz |  |  |  |  |  | Test 1 Errors, \% |  |  |  |  |  |
| Experimental | 18.270 | 114.55 | 322.20 | 632.00 | 1046.3 | 1565.1 |  | - |  | - |  |  |
| Metric Min. | 18.416 | 115.41 | 323.15 | 633.24 | 1046.8 | 1563.7 | 0.798 | 0.75 | 0.29 | 0.197 | 0.05 | -0.087 |
| Error Min. | 18.409 | 115.37 | 323.03 | 633.02 | 1046.4 | 1563.2 | 0.762 | 0.71 | 0.26 | 0.161 | 0.01 | -0.12 |
| MPF | 18.407 | 115.36 | 323.00 | 632.96 | 1046.3 | 1563.0 | 0.752 | 0.70 | 0.25 | 0.15 | 0.002 | -0.13 |
| POD | 18.409 | 115.37 | 323.03 | 633.01 | 1046.4 | 1563.2 | 0.760 | 0.71 | 0.26 | 0.159 | 0.01 | -0.12 |
| Test 2 Frequencies, Hz |  |  |  |  |  |  | Test 2 Errors, \% |  |  |  |  |  |
| Experimental | 18.450 | 115.65 | 324.90 | 636.65 | 1053.7 | 1574.4 |  | - |  | - |  |  |
| Metric Min. | 18.702 | 117.20 | 328.17 | 643.09 | 1063.1 | 1588.0 | 1.37 | 1.34 | 1.01 | 1.01 | 0.89 | 0.866 |
| Error Min. | 18.707 | 117.23 | 328.26 | 643.25 | 1063.3 | 1588.5 | 1.39 | 1.37 | 1.03 | 1.04 | 0.92 | 0.892 |
| MPF | 18.739 | 117.43 | 328.82 | 644.35 | 1065.2 | 1591.2 | 1.56 | 1.54 | 1.21 | 1.21 | 1.09 | 1.06 |
| POD | 18.748 | 117.49 | 328.97 | 644.66 | 1065.7 | 1591.9 | 1.61 | 1.59 | 1.25 | 1.26 | 1.14 | 1.11 |
|  | Test 3 Frequencies, Hz |  |  |  |  |  | Test 3 Errors, \% |  |  |  |  |  |
| Experimental | 18.620 | 116.65 | 327.60 | 642.20 | 1063.6 | 1588.2 |  | - |  |  |  |  |
| Metric Min. | 18.984 | 118.97 | 333.12 | 652.78 | 1079.1 | 1612.0 | 1.95 | 1.99 | 1.68 | 1.647 | 1.46 | 1.50 |
| Error Min. | 18.978 | 118.94 | 333.02 | 652.59 | 1078.8 | 1611.5 | 1.92 | 1.96 | 1.66 | 1.618 | 1.43 | 1.47 |
| MPF | 18.978 | 118.93 | 333.02 | 652.59 | 1078.8 | 1611.5 | 1.92 | 1.96 | 1.65 | 1.617 | 1.43 | 1.47 |
| POD | 18.978 | 118.93 | 333.02 | 652.58 | 1078.8 | 1611.5 | 1.92 | 1.96 | 1.65 | 1.616 | 1.43 | 1.47 |
|  | Test 4 Frequencies, Hz |  |  |  |  |  | Test 4 Errors, \% |  |  |  |  |  |
| Experimental | 18.770 | 120.00 | 337.55 | 663.65 | 1095.1 | 1628.2 | - | - | - | - | - | - |
| Metric Min. | 19.545 | 122.49 | 342.97 | 672.08 | 1111.0 | 1659.6 | 4.13 | 2.07 | 1.60 | 1.27 | 1.45 | 1.93 |
| Error Min. | 19.532 | 122.40 | 342.73 | 671.62 | 1110.2 | 1658.5 | 4.06 | 2.00 | 1.54 | 1.20 | 1.38 | 1.86 |
| MPF | 19.425 | 121.74 | 340.86 | 667.95 | 1104.2 | 1649.4 | 3.49 | 1.45 | 0.981 | 0.648 | 0.83 | 1.30 |
| POD | 19.391 | 121.52 | 340.26 | 666.77 | 1102.2 | 1646.5 | 3.31 | 1.27 | 0.803 | 0.471 | 0.65 | 1.13 |
|  | Test 5 Frequencies, Hz |  |  |  |  |  | Test 5 Errors, \% |  |  |  |  |  |
| Experimental | 19.270 | 123.50 | 341.60 | 676.60 | 1110.7 | 1635.0 | - | - | - | - | - | - |
| Metric Min. | 19.849 | 124.39 | 348.29 | 682.52 | 1128.2 | 1685.4 | 3.00 | 0.72 | 1.96 | 0.874 | 1.58 | 3.08 |
| Error Min. | 19.820 | 124.21 | 347.80 | 681.54 | 1126.6 | 1683.0 | 2.86 | 0.58 | 1.81 | 0.730 | 1.43 | 2.94 |
| MPF | 19.694 | 123.42 | 345.58 | 677.20 | 1119.5 | 1672.3 | 2.20 | -0.06 | 1.16 | 0.088 | 0.79 | 2.28 |
| POD | 19.661 | 123.21 | 344.99 | 676.05 | 1117.6 | 1669.4 | 2.03 | -0.23 | 0.994 | -0.081 | 0.62 | 2.11 |

for the approximate models when compared to the experimental results. For this reason it is seen in Figs. 5.9-5.11 that the POD method does not always predict the smallest error for the fundamental frequency as would be expected since it places the highest importance on matching the fundamental mode over the other methods. If the accuracy of the perturbation theory results compared to experimental was increased, then it would be expected that the POD method would be the most accurate in predicting the fundamental frequency and the average sum of error for a given test would be smallest for the error minimization method. This was seen in the previous section when comparing the approximate methods to the perturbation theory results for numerical simulations.

To summarize, in this chapter it is seen through numerical simulations that a constant coefficient EB model can accurately predict the frequencies of a string-harnessed system with both periodic and non-periodic wrapping patterns. This is quite advantageous in control applications as a simple model describing the dynamics of the system will result in quicker computational times. The strength of the proposed approximation model was shown by comparison to experimental results. In the case of a single string any of the approximation methods yield accurate predictions for the natural frequencies when compared to experimental results. For the three strings tests, larger errors are reported for all four proposed methods.

### 5.4 Chapter Summary

In this chapter, constant coefficient Euler-Bernoulli models were used to approximate the dynamic behaviour of string-harnessed systems. This was done for both periodic and nonperiodic wrapping patterns, with the main motivation coming from the non-periodic case. Various approaches were considered to determine the coefficients in the approximate model. For the periodic wrapping pattern cases, it was shown that the model approximations were always more accurate the the homogenized model results. If only the fundamental or first couple of modes are of interest, a modal participation factor or proper orthogonal decomposition method are the best choices. This is due to these methods placing more emphasis on matching the lower modes of the system. If it is desired to match multiple modes in the system the error minimization approach should be used. The model approximation methods were then compared to the experimental results obtained for periodic and non-periodic wrapping patterns in Sections 2.4 and 4.3. It was seen that the model approximation methods? FRF results matched quite well with the experimental FRFs.

## Chapter 6

## Conclusion, Recommendations, and Future Work

### 6.1 Conclusion and Contributions

Motivated by the problem of harnessed signal and power cables greatly affecting the dynamics of the host structure, the presented work considers a simple initial step into this new area of research by developing and analyzing a string-harnessed model. First, after multiple efforts, an accurate method for modelling the string and beam system was developed. A homogenization technique was then applied to determine an equivalent continuum model for two types of periodic wrapping patterns, diagonal and zigzag. Numerical simulations were performed and it was shown that the homogenized model was quite accurate in predicting the natural frequencies of the system when compared to a fully coupled finite element analysis (FEA). Next the homogenized model was experimentally verified using various system setups and the results agreed quite strongly. This served to demonstrate the accuracy of the modelling technique used for the string-harnessed system.

A natural extension once an analysis is performed on periodic wrapping patterns is to consider non-periodic wrapping patterns. As the spatially dependent partial differential equation cannot be solved directly, a perturbation theory approach is employed. To be able to apply the perturbation theory to the wrapping patterns in consideration, the current literature on the topic had to be updated to include lumped masses. In addition, further corrections for the frequencies and the mode shapes of the system were determined to improve the accuracy of the perturbation theory. Once developed, the improved perturbation theory was applied to non-periodic string-harnessed systems. Numerical simulations
indicated that the perturbation theory was quite accurate in predicting the frequencies of the string-harnessed system when compared to a decoupled FEA. In particular, it was determined that using a gradient norm minimization approach to determine the reference values necessary to apply the perturbation theory was the most accurate. Another advantage of the gradient norm minimization approach is that the final result for the expression of the frequencies is simpler in form than when applying the other reference value selection methods. The perturbation theory results were then experimentally verified using multiple different non-periodic wrapping patterns. The results were in good agreement, particularly for the case of a single string in the harnessed system. This served to highlight the ability and accuracy of the perturbation theory, as well as the modelling technique developed earlier, for the more general case of non-periodic wrapping patterns.

Similar to the idea of a homogenized model accurately predicting the frequencies and mode shapes of a periodically wrapped system, constant coefficient Euler-Bernoulli models were used to predict the frequencies and mode shapes of periodically and non-periodically wrapped systems. To investigate the efficacy of these models to serve as an approximate model for the string-harnessed system, multiple methods for choosing the unknown constant coefficients were considered. Numerical simulations of periodic wrapping patterns indicated that all of the four proposed methods produced more accurate results for the frequencies and mode shapes when compared to the homogenization method. This highlights the value of using methods for determining an equivalent continuum model other than the homogenization technique. Numerical simulations of non-periodic wrapping patterns showed that typically the most accurate of the proposed approximation methods was the error minimization approach. This was with respect to the perturbation theory results, which were taking as accurate. When the approximation methods were compared to FEA results, it was found that either a metric or error minimization approach would produce results with similar levels of error for the frequencies and mode shapes. Finally, the model approximation methods were compared to all of the previously obtained experimental data. With the exception of somewhat higher errors occurring when then system is more loosely wrapped, it was shown that the frequency response functions matched quite well.

The contributions of the presented work can be summarized as follows:

## 1. Modelling of string-harnessed systems

2. Applying homogenization technique for global dynamics behaviour of string-harnessed systems
3. Improvements to Lindstedt-Poincaré perturbation theory for Euler-Bernoulli model
4. Applying perturbation theory to string-harnessed systems
5. Experimental validation of string-harnessed system modelling
6. Transverse vibration model approximation of periodically and non-periodically wrapped string-harnessed systems

### 6.2 Future Work and Recommendations

In terms of future work, the are a few ways in which the string-harnessed model could be further improved. First, the model used to describe the vibration of the system could be generalized. For instance, a shear or Timoshenko beam model could be employed. Another generalization that would be of great value is coupling between the various coordinates of vibration. It was seen in the presented work for a finite element analysis that coupling plays an important role in the prediction of the frequencies of the system when certain parameters, such as string radius and tension, play an important role. Following the development of a coupled string-harnessed model, applying the techniques of homogenization and perturbation theory would be useful for investigating the behaviour of the frequencies under parameter variations as well as periodic and non-periodic wrapping patterns.

Another interesting step for future research would be the inclusion of damping. Damping can be included in the model in two main ways: through the interaction between the string and the host structure, as well as damping within each of the components of the string-harnessed system. The latter would be particularly useful since once a damped model is developed, it could be combined with the results in the literature focused on the characterization of cables typically used in aerospace applications. This would allow for the development of an analytical model for a cable-harnessed structure.

Finally, the results for the model approximation using a constant coefficient EulerBernoulli beam are quite promising. To obtain further accuracy, the approach presented in the presented work could be extended for more generalized models. For example a generalized Euler-Bernoulli model with additional components, such as a constant compressive force, could be considered. By increasing the number of unknown coefficients in the model, the likelihood of obtaining smaller errors when predicting the frequencies is greater. In addition, by including additional coefficients into the approximate model that are physically motivated this will provide the researcher with an intuitive manner in which string-harnessed systems, and changes to their parameters and wrapping pattern, can be understood.
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## APPENDICES

## Appendix A

## Expressions for Coupled FEA

The Green-Lagrange strain tensor used for the FEA model that includes up to second-order terms is given by:

$$
\begin{align*}
\epsilon_{x x} & =\frac{\partial u}{\partial x}-y \frac{\partial^{2} v}{\partial x^{2}}-z \frac{\partial^{2} w}{\partial x^{2}}+\frac{1}{2}\left(\frac{\partial u}{\partial x}-y \frac{\partial^{2} v}{\partial x^{2}}-z \frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\frac{1}{2}\left(\frac{\partial v}{\partial x}-z \frac{\partial \theta_{x}}{\partial x}\right)^{2}+\frac{1}{2}\left(\frac{\partial w}{\partial x}+y \frac{\partial \theta_{x}}{\partial x}\right)^{2} \\
\epsilon_{y y} & =0 \\
\epsilon_{z z} & =0 \\
\gamma_{x y} & =-z \frac{\partial \theta_{x}}{\partial x}-\frac{\partial u}{\partial x} \frac{\partial v}{\partial x}+\frac{\partial w}{\partial x} \theta_{x}+z \frac{\partial v}{\partial x} \frac{\partial^{2} w}{\partial x^{2}} \\
\gamma_{x z} & =y \frac{\partial \theta_{x}}{\partial x}-\frac{\partial u}{\partial x} \frac{\partial w}{\partial x}-\frac{\partial v}{\partial x} \theta_{x}+y \frac{\partial w}{\partial x} \frac{\partial^{2} v}{\partial^{2} x} \\
\gamma_{y z} & =\frac{\partial w}{\partial x} \frac{\partial v}{\partial x} \tag{A.1}
\end{align*}
$$

The differential kinetic for the FEA model ignoring the rotatory inertia effect can be found as:

$$
\begin{gather*}
\mathrm{d} T=\frac{1}{2}\left[\left(\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}\right)\left(\frac{\partial u}{\partial t}\right)^{2}+\left(\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}\right)\left(\frac{\partial v}{\partial t}\right)^{2}+\left(\rho_{b} A_{b}+\frac{\rho_{s} A_{s}}{\cos (\theta)}\right)\left(\frac{\partial w}{\partial t}\right)^{2}\right. \\
\left.+\left(\rho_{b} I_{x x}+\frac{\rho_{s} A_{s}\left(y_{s}^{2}+z_{s}^{2}\right)}{\cos (\theta)}\right)\left(\frac{\partial \theta_{x}}{\partial t}\right)^{2}\right] \mathrm{d} x \tag{A.2}
\end{gather*}
$$

The differential strain energy for the FEA model will depend on the position of the string on that section of the beam. For parts where the string is located on the top or bottom of the beam, the differential strain energy can be found as:

$$
\begin{align*}
\mathrm{d} U_{\mathrm{t} / \mathrm{b}}= & \frac{1}{2}\left[\left(E_{b} A_{b}+E_{s} A_{s} \cos ^{3}(\theta)\right)\left(\frac{\partial u}{\partial x}\right)^{2}+\left(E_{b} I_{y y} \sin ^{2}\left(\theta_{0}\right)+E_{b} I_{z z} \cos ^{2}\left(\theta_{0}\right)+E_{s} A_{s}\left(y_{s}^{*}\right)^{2} \cos ^{3}(\theta)\right.\right. \\
& \left.+T\left(y_{s}^{*}\right)^{2} \cos (\theta)-\frac{T \cos (\theta)\left(I_{y y} \sin ^{2}\left(\theta_{0}\right)+I_{z z} \cos ^{2}\left(\theta_{0}\right)\right)}{A_{b}}\right)\left(\frac{\partial^{2} v}{\partial x^{2}}\right)^{2}+\left(E_{b} I_{y y} \cos ^{2}\left(\theta_{0}\right)+E_{b} I_{z z} \sin ^{2}\left(\theta_{0}\right)\right. \\
& \left.+E_{s} A_{s}\left(z_{s}^{*}\right)^{2} \cos ^{3}(\theta)+T\left(z_{s}^{*}\right)^{2} \cos (\theta)-\frac{T \cos (\theta)\left(I_{y y} \cos ^{2}\left(\theta_{0}\right)+I_{z z} \sin ^{2}\left(\theta_{0}\right)\right)}{A_{b}}\right)\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2} \\
& +\left(G_{b} J+E_{s} A_{s} \cos (\theta) \sin ^{2}(\theta) z_{s}^{2}+T \cos (\theta)\left(\left(y_{s}^{*}\right)^{2}+\left(z_{s}^{*}\right)^{2}\right)-\frac{T \cos (\theta) J}{A_{b}}\right)\left(\frac{\partial \theta_{x}}{\partial x}\right)^{2} \\
& +2\left(E_{s} A_{s} y_{s}^{*} z_{s}^{*} \cos ^{3}(\theta)+T y_{s}^{*} z_{s}^{*} \cos (\theta)+\left(E_{b} I_{y y}-E_{b} I_{z z}-\frac{T \cos (\theta)\left(I_{y y}-I_{z z}\right)}{A_{b}}\right) \cos \left(\theta_{0}\right) \sin \left(\theta_{0}\right)\right) \frac{\partial^{2} v}{\partial x^{2}} \frac{\partial^{2} w}{\partial x^{2}} \\
& \mp 2 E_{s} A_{s} \cos ^{2}(\theta) \sin (\theta) z_{s}\left(\frac{\partial u}{\partial x} \frac{\partial \theta_{x}}{\partial x}-y_{s}^{*} \frac{\partial^{2} v}{\partial x^{2}} \frac{\partial \theta_{x}}{\partial x}-z_{s}^{*} \frac{\partial^{2} w}{\partial x^{2}} \frac{\partial \theta_{x}}{\partial x}\right)+2\left(E_{s} A_{s} \cos ^{3}(\theta)\right. \\
& +T \cos (\theta))\left(-y_{s}^{*} \frac{\partial u}{\partial x} \frac{\partial^{2} v}{\partial x^{2}}-z_{s}^{*} \frac{\partial u}{\partial x} \frac{\partial^{2} w}{\partial x^{2}}\right) \pm 2 T \sin \left(\theta_{0}\right) \sin (\theta)\left(-\frac{\partial u}{\partial x} \frac{\partial w}{\partial x}-\frac{\partial v}{\partial x} \theta_{x}+y_{s}^{*} \frac{\partial w}{\partial x} \frac{\partial^{2} v}{\partial^{2} x}\right) \\
& +2 T \cos \left(\theta_{0}\right) \sin \left(\theta_{0}\right) \sin (\theta) \tan (\theta) \frac{\partial w}{\partial x} \frac{\partial v}{\partial x}+2 T \cos (\theta)\left(y_{s}^{*} \frac{\partial w}{\partial x} \frac{\partial \theta_{x}}{\partial x}-z_{s}^{*} \frac{\partial v}{\partial x} \frac{\partial \theta_{x}}{\partial x}\right) \\
& \mp 2 T \sin (\theta)\left(\cos \left(\theta_{0}\right)-1\right) \frac{\partial u}{\partial x} \frac{\partial v}{\partial x} \pm 2 T \sin (\theta)\left(\cos \left(\theta_{0}\right)-1\right) \frac{\partial w}{\partial x} \theta_{x} \pm 2 T z_{s}^{*} \cos \left(\theta_{0}\right) \sin (\theta) \frac{\partial v}{\partial x} \frac{\partial^{2} w}{\partial x^{2}} \\
& \left.\mp 2 T z_{s} \sin (\theta) \frac{\partial \theta_{x}}{\partial x}+2 T \cos (\theta)\left(-y_{s}^{*} \frac{\partial^{2} v}{\partial x^{2}}-z_{s}^{*} \frac{\partial^{2} w}{\partial x^{2}}\right)+\frac{T^{2}}{E_{s} A_{s} \cos (\theta)}+\frac{T^{2} \cos ^{2}(\theta)}{E_{b} A_{b}}+\frac{6 T^{2} \sin ^{2}(\theta)}{5 G_{b} A_{b}}\right] \mathrm{d} x \tag{A.3}
\end{align*}
$$

For the FEA differential strain energy of the parts where the string is located on the side
of the beam, we get:

$$
\begin{align*}
\mathrm{d} U_{\text {side }}= & \frac{1}{2}\left[\left(E_{b} A_{b}+E_{s} A_{s} \cos ^{3}(\theta)\right)\left(\frac{\partial u}{\partial x}\right)^{2}+\left(E_{b} I_{y y} \sin ^{2}\left(\theta_{0}\right)+E_{b} I_{z z} \cos ^{2}\left(\theta_{0}\right)+E_{s} A_{s}\left(y_{s}^{*}\right)^{2} \cos ^{3}(\theta)\right.\right. \\
& \left.+T\left(y_{s}^{*}\right)^{2} \cos (\theta)-\frac{T \cos (\theta)\left(I_{y y} \sin ^{2}\left(\theta_{0}\right)+I_{z z} \cos ^{2}\left(\theta_{0}\right)\right)}{A_{b}}\right)\left(\frac{\partial^{2} v}{\partial x^{2}}\right)^{2}+\left(E_{b} I_{y y} \cos ^{2}\left(\theta_{0}\right)+E_{b} I_{z z} \sin ^{2}\left(\theta_{0}\right)\right. \\
& \left.+E_{s} A_{s}\left(z_{s}^{*}\right)^{2} \cos ^{3}(\theta)+T\left(z_{s}^{*}\right)^{2} \cos (\theta)-\frac{T \cos (\theta)\left(I_{y y} \cos ^{2}\left(\theta_{0}\right)+I_{z z} \sin ^{2}\left(\theta_{0}\right)\right)}{A_{b}}\right)\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2} \\
& +\left(G_{b} J+E_{s} A_{s} \cos (\theta) \sin ^{2}(\theta) y_{s}^{2}+T \cos (\theta)\left(\left(y_{s}^{*}\right)^{2}+\left(z_{s}^{*}\right)^{2}\right)-\frac{T \cos (\theta) J}{A_{b}}\right)\left(\frac{\partial \theta_{x}}{\partial x}\right)^{2} \\
& +2\left(E_{s} A_{s} y_{s}^{*} z_{s}^{*} \cos ^{3}(\theta)+T y_{s}^{*} z_{s}^{*} \cos (\theta)+\left(E_{b} I_{y y}-E_{b} I_{z z}-\frac{T \cos (\theta)\left(I_{y y}-I_{z z}\right)}{A_{b}}\right) \cos \left(\theta_{0}\right) \sin \left(\theta_{0}\right)\right) \frac{\partial^{2} v}{\partial x^{2}} \frac{\partial^{2} w}{\partial x^{2}} \\
& \mp 2 E_{s} A_{s} \cos ^{2}(\theta) \sin (\theta) y_{s}\left(\frac{\partial u}{\partial x} \frac{\partial \theta_{x}}{\partial x}-y_{s}^{*} \frac{\partial^{2} v}{\partial x^{2}} \frac{\partial \theta_{x}}{\partial x}-z_{s}^{*} \frac{\partial^{2} w}{\partial x^{2}} \frac{\partial \theta_{x}}{\partial x}\right)+2\left(E_{s} A_{s} \cos ^{3}(\theta)\right. \\
& +T \cos (\theta))\left(-y_{s}^{*} \frac{\partial u}{\partial x} \frac{\partial^{2} v}{\partial x^{2}}-z_{s}^{*} \frac{\partial u}{\partial x} \frac{\partial^{2} w}{\partial x^{2}}\right) \pm 2 T \sin \left(\theta_{0}\right) \sin (\theta)\left(-\frac{\partial u}{\partial x} \frac{\partial v}{\partial x}+\frac{\partial w}{\partial x} \theta_{x}+z_{s}^{*} \frac{\partial v}{\partial x} \frac{\partial^{2} w}{\partial x^{2}}\right) \\
& -2 T \cos \left(\theta_{0}\right) \sin \left(\theta_{0}\right) \sin (\theta) \tan (\theta) \frac{\partial w}{\partial x} \frac{\partial v}{\partial x}+2 T \cos (\theta)\left(y_{s}^{*} \frac{\partial w}{\partial x} \frac{\partial \theta_{x}}{\partial x}-z_{s}^{*} \frac{\partial v}{\partial x} \frac{\partial \theta_{x}}{\partial x}\right) \\
& \pm 2 T \sin (\theta)\left(\cos \left(\theta_{0}\right)-1\right) \frac{\partial u}{\partial x} \frac{\partial w}{\partial x} \pm 2 T \sin (\theta)\left(\cos \left(\theta_{0}\right)-1\right) \frac{\partial v}{\partial x} \theta_{x} \mp 2 T y_{s}^{*} \cos \left(\theta_{0}\right) \sin (\theta) \frac{\partial w}{\partial x} \frac{\partial^{2} v}{\partial^{2} x} \\
& \left.\mp 2 T \sin (\theta) y_{s} \frac{\partial \theta_{x}}{\partial x}+2 T \cos (\theta)\left(-y_{s}^{*} \frac{\partial^{2} v}{\partial x^{2}}-z_{s}^{*} \frac{\partial^{2} w}{\partial x^{2}}\right)+\frac{T^{2}}{E_{s} A_{s} \cos (\theta)}+\frac{T^{2} \cos 2(\theta)}{E_{b} A_{b}}+\frac{6 T^{2} \sin ^{2}(\theta)}{5 G_{b} A_{b}}\right] \mathrm{d} x \tag{A.4}
\end{align*}
$$

In the above expressions $\theta_{0}(x)$ denotes the initial twist in the system and $y_{s}(x)$ and $z_{s}(x)$ denote the $y$ and $z$-coordinates of the centre of the string segment when the beam is not rotated. Therefore, the position of the string once the system undergoes the initial twist $\theta_{0}$ can be found as:

$$
\begin{aligned}
& y_{s}^{*}(x)=y_{s}(x) \cos \left(\theta_{0}(x)\right)-z_{s}(x) \sin \left(\theta_{0}(x)\right) \\
& z_{s}^{*}(x)=y_{s}(x) \sin \left(\theta_{0}(x)\right)+z_{s}(x) \cos \left(\theta_{0}(x)\right)
\end{aligned}
$$

Further, $J=b h^{3}\left(\frac{1}{3}-\frac{64 h}{\pi^{5} b}\left(1-\frac{h^{4}}{12 b^{4}}\right)\right)$ is the torsion constant for a beam with rectangular cross section when $h<b$.

## Appendix B

## Perturbation Theory Expressions

## B. 1 Euler-Bernoulli Model

The expression for the function $\widetilde{u}_{n 1}^{(i)}(X), 1 \leq i \leq m$, is:

$$
\begin{aligned}
\widetilde{u}_{n 1}^{(i)}(X)= & u_{n 1, p}^{(i)}(X)+\widetilde{u}_{n 1}^{(1)}(X)-u_{n 1, p}^{(1)}(X) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{\kappa_{n 1}^{(k)}\left(X_{k}\right)-\kappa_{n 1}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.+\frac{1}{\omega_{n 0}}\left(\widehat{E I}^{(k+1)}\left(X_{k}\right)-\widehat{E I}^{(k)}\left(X_{k}\right)\right) \frac{\mathrm{d}^{2} \phi_{n 0}\left(X_{k}\right)}{\mathrm{d} X^{2}}\right\} \cos \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{-\kappa_{n 2}^{(k)}\left(X_{k}\right)+\kappa_{n 2}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.\quad-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}}{\mathrm{~d} X}\left[\left(\widehat{E I}^{(k+1)}-\widehat{E I}^{(k)}\right) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]_{X=X_{k}}\right\} \sin \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{\kappa_{n 3}^{(k)}\left(X_{k}\right)-\kappa_{n 3}^{(k+1)}\left(X_{k}\right)\right. \\
& \quad-\frac{1}{\omega_{n 0}}\left(\widehat{E I}^{(k+1)}\left(X_{k}\right)-\widehat{E I}\left({ }^{(k)}\left(X_{k}\right)\right) \frac{\mathrm{d}^{2} \phi_{n 0}\left(X_{k}\right)}{\mathrm{d} X^{2}}\right\} \cosh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{-\kappa_{n 4}^{(k)}\left(X_{k}\right)+\kappa_{n 4}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.+\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}}{\mathrm{~d} X}\left[\left(\widehat{E I}^{(k+1)}-\widehat{E I}^{(k)}\right) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]_{X=X_{k}}\right\} \sinh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right)
\end{aligned}
$$

with

$$
\begin{aligned}
& \kappa_{n 1}^{(j)}(X)=u_{n 1, p}^{(j)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} u_{n 1, p}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \kappa_{n 2}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} u_{n 1, p}^{(j)}(X)}{\mathrm{d} X}-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} u_{n 1, p}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}} \\
& \kappa_{n 3}^{(j)}(X)=u_{n 1, p}^{(j)}(X)+\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} u_{n 1, p}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \kappa_{n 4}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} u_{n 1, p}^{(j)}(X)}{\mathrm{d} X}+\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} u_{n 1, p}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}}
\end{aligned}
$$

For a clamped left end:

$$
\widetilde{u}_{n 1}^{(1)}(X)-u_{n 1}^{(1)}(X)=-u_{n 1, p}^{(1)}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} u_{n 1, p}^{(1)}(0)}{\mathrm{d} X} \sinh \left(\sqrt{\omega_{n 0}} X\right)
$$

For a free left end:

$$
\widetilde{u}_{n 1}^{(1)}(X)-u_{n 1}^{(1)}(X)=-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} u_{n 1, p}^{(1)}(0)}{\mathrm{d} X^{2}} \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} u_{n 1, p}^{(1)}(0)}{\mathrm{d} X^{3}} \sinh \left(\sqrt{\omega_{n 0}} X\right)
$$

## B. 2 Inclusion of Lumped Masses

The expressions for $\widetilde{u}_{n 1}^{(i)}(X)$ are the same as in Appendix B.1. The presence of lumped masses introduces an additional function $m_{n 1}^{(i)}(X)$. For $1 \leq i \leq m$, the expression for $m_{n 1}^{(i)}(X)$ is

$$
\begin{aligned}
m_{n 1}^{(i)}(X)= & m_{n 1}^{(1)}(X)+\frac{1}{2} \sqrt{\omega_{n 0}} \sum_{k=1}^{i-1} \widehat{M}_{k} \phi_{n 0}\left(X_{k}\right) \sin \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
& -\frac{1}{2} \sqrt{\omega_{n 0}} \sum_{k=1}^{i-1} \widehat{M}_{k} \phi_{n 0}\left(X_{k}\right) \sinh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right)
\end{aligned}
$$

For a system with a clamped left end $m_{n 1}^{(1)}(X)=0$, and for a system with a free left end $m_{n 1}^{(1)}(X)=\sqrt{\omega_{n 0}} \widehat{M}_{0} \phi_{n 0}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)$.

## Appendix C

## Reference Value Dependence

## C. 1 Euler-Bernoulli Model

For the boundary conditions considered, the particular solution $u_{n 1, p}^{(i)}(X), 1 \leq i \leq m$, is:

$$
\begin{aligned}
& \epsilon u_{n 1, p}^{(i)}(X)=\frac{1}{\rho A^{*}}\{ \frac{\sqrt{\omega_{n 0}}}{2}\left[\cos \left(\sqrt{\omega_{n 0}} X\right) \int \sin \left(\sqrt{\omega_{n 0}} X\right) \rho A^{(i)} \phi_{n 0} \mathrm{~d} X\right. \\
&-\sin \left(\sqrt{\omega_{n 0}} X\right) \int \cos \left(\sqrt{\omega_{n 0}} X\right) \rho A^{(i)} \phi_{n 0} \mathrm{~d} X \\
&-\cosh \left(\sqrt{\omega_{n 0}} X\right) \int \sinh \left(\sqrt{\omega_{n 0}} X\right) \rho A^{(i)} \phi_{n 0} \mathrm{~d} X \\
&\left.\left.+\sinh \left(\sqrt{\omega_{n 0}} X\right) \int \cosh \left(\sqrt{\omega_{n 0}} X\right) \rho A^{(i)} \phi_{n 0} \mathrm{~d} X\right]\right\} \\
&-\frac{1}{E I^{*}}\{ \frac{1}{2 \sqrt{\omega_{n 0}^{3}}}\left[\cos \left(\sqrt{\omega_{n 0}} X\right) \int \sin \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[E I^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X\right. \\
&-\sin \left(\sqrt{\omega_{n 0}} X\right) \int \cos \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[E I^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X \\
&-\cosh \left(\sqrt{\omega_{n 0}} X\right) \int \sinh \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[E I^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X \\
&\left.\left.+\sinh \left(\sqrt{\omega_{n 0}} X\right) \int \cosh \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[E I^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X\right]\right\} \\
&=\frac{\lambda_{n}^{(i)}(X)}{\rho A^{*}}-\frac{\chi_{n}^{(i)}(X)}{E I^{*}}
\end{aligned}
$$

For a clamped left end, $\widetilde{u}_{n 1}^{(1)}(X)$ is:

$$
\begin{aligned}
\epsilon \widetilde{u}_{n 1}^{(1)}(X)= & \frac{1}{\rho A^{*}}\left\{\lambda_{n}^{(1)}(X)-\lambda_{n}^{(1)}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \lambda_{n}^{(1)}}{\mathrm{d} X}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& -\frac{1}{E I^{*}}\left\{\chi_{n}^{(1)}(X)-\chi_{n}^{(1)}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \chi_{n}^{(1)}}{\mathrm{d} X}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
= & \frac{\eta_{n}^{(1)}(X)}{\rho A^{*}}-\frac{\mu_{n}^{(1)}(X)}{E I^{*}}
\end{aligned}
$$

For a free left end, $\widetilde{u}_{n 1}^{(1)}(X)$ is:

$$
\begin{aligned}
\epsilon \widetilde{u}_{n 1}^{(1)}(X)= & \frac{1}{\rho A^{*}}\left\{\lambda_{n}^{(1)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \lambda_{n}^{(1)}}{\mathrm{d} X^{2}}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \lambda_{n}^{(1)}}{\mathrm{d} X^{3}}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& -\frac{1}{E I^{*}}\left\{\chi_{n}^{(1)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \chi_{n}^{(1)}}{\mathrm{d} X^{2}}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \chi_{n}^{(1)}}{\mathrm{d} X^{3}}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
= & \frac{\eta_{n}^{(1)}(X)}{\rho A^{*}}-\frac{\mu_{n}^{(1)}(X)}{E I^{*}}
\end{aligned}
$$

In general, the expression for the $i^{\text {th }}$ section of $\widetilde{u}_{n 1}^{(i)}(X)$ is, for $1<i \leq m$ :

$$
\epsilon \widetilde{u}_{n 1}^{(i)}(X)=\frac{\eta_{n}^{(i)}(X)}{\rho A^{*}}-\frac{\mu_{n}^{(i)}(X)}{E I^{*}}
$$

where:

$$
\begin{aligned}
\eta_{n}^{(i)}(X)= & \lambda_{n}^{(i)}(X)+\eta_{n}^{(1)}(X)-\lambda_{n}^{(1)}(X) \\
& +\frac{1}{2} \sum_{k=1}^{i-1}\left\{\bar{\kappa}_{n 1}^{(k)}\left(X_{k}\right)-\bar{\kappa}_{n 1}^{(k+1)}\left(X_{k}\right)\right\} \cos \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
& +\frac{1}{2} \sum_{k=1}^{i-1}\left\{-\bar{\kappa}_{n 2}^{(k)}\left(X_{k}\right)+\bar{\kappa}_{n 2}^{(k+1)}\left(X_{k}\right)\right\} \sin \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
& +\frac{1}{2} \sum_{k=1}^{i-1}\left\{\bar{\kappa}_{n 3}^{(k)}\left(X_{k}\right)-\bar{\kappa}_{n 3}^{(k+1)}\left(X_{k}\right)\right\} \cosh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
& +\frac{1}{2} \sum_{k=1}^{i-1}\left\{-\bar{\kappa}_{n 4}^{(k)}\left(X_{k}\right)+\bar{\kappa}_{n 4}^{(k+1)}\left(X_{k}\right)\right\} \sinh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right)
\end{aligned}
$$

with:

$$
\begin{aligned}
& \bar{\kappa}_{n 1}^{(j)}(X)=\lambda_{n}^{(j)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \lambda_{n}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \bar{\kappa}_{n 2}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \lambda_{n}^{(j)}(X)}{\mathrm{d} X}-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \lambda_{n}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}} \\
& \bar{\kappa}_{n 3}^{(j)}(X)=\lambda_{n}^{(j)}(X)+\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \lambda_{n}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \bar{\kappa}_{n 4}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} u_{n 1, p}^{(j)}(X)}{\mathrm{d} X}+\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} u_{n 1, p}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}}
\end{aligned}
$$

and:

$$
\begin{aligned}
\mu_{n}^{(i)}(X)=\chi_{n}^{(i)}(X) & +\mu_{n}^{(1)}(X)-\chi_{n}^{(1)}(X) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{\widetilde{\kappa}_{n 1}^{(k)}\left(X_{k}\right)-\widetilde{\kappa}_{n 1}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.-\frac{1}{\omega_{n 0}}\left(E I^{(k+1)}\left(X_{k}\right)-E I^{(k)}\left(X_{k}\right)\right) \frac{\mathrm{d}^{2} \phi_{n 0}\left(X_{k}\right)}{\mathrm{d} X^{2}}\right\} \cos \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{-\widetilde{\kappa}_{n 2}^{(k)}\left(X_{k}\right)+\widetilde{\kappa}_{n 2}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.+\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}}{\mathrm{~d} X}\left[\left(E I^{(k+1)}-E I^{(k)}\right) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]_{X=X_{k}}\right\} \sin \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{\widetilde{\kappa}_{n 3}^{(k)}\left(X_{k}\right)-\widetilde{\kappa}_{n 3}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.+\frac{1}{\omega_{n 0}}\left(E I^{(k+1)}\left(X_{k}\right)-E I^{(k)}\left(X_{k}\right)\right) \frac{\mathrm{d}^{2} \phi_{n 0}\left(X_{k}\right)}{\mathrm{d} X^{2}}\right\} \cosh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{-\widetilde{\kappa}_{n 2}^{(k)}\left(X_{k}\right)+\widetilde{\kappa}_{n 2}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}}{\mathrm{~d} X}\left[\left(E I^{(k+1)}-E I^{(k)}\right) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]_{X=X_{k}}\right\} \sinh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right)
\end{aligned}
$$

with

$$
\begin{aligned}
& \widetilde{\kappa}_{n 1}^{(j)}(X)=\chi_{n}^{(j)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \chi_{n}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \widetilde{\kappa}_{n 2}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \chi_{n}^{(j)}(X)}{\mathrm{d} X}-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \chi_{n}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}} \\
& \widetilde{\kappa}_{n 3}^{(j)}(X)=\chi_{n}^{(j)}(X)+\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \chi_{n}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \widetilde{\kappa}_{n 4}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \chi_{n}^{(j)}(X)}{\mathrm{d} X}+\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \chi_{n}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}}
\end{aligned}
$$

The final coefficient determined using mass normalization for a CC system is

$$
\begin{aligned}
\epsilon A_{n 1}^{(1)}= & \frac{1}{\rho A^{*}}\left\{\frac{\alpha_{n 2}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \eta_{n} \mathrm{~d} X\right. \\
& \left.+\frac{\eta_{n}^{(m)}(1) \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}-\frac{\alpha_{n 2}}{\omega_{n 0}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\frac{\alpha_{n 1}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \mu_{n} \mathrm{~d} X\right. \\
& \left.+\frac{\mu_{n}^{(m)}(1) \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\}+\frac{1}{2} \\
= & \frac{\widetilde{A}_{n 1}}{\rho A^{*}}-\frac{\bar{A}_{n 1}}{E I^{*}}+\frac{1}{2}
\end{aligned}
$$

and the first correction to the mode shape, $1 \leq i \leq m$, is

$$
\begin{aligned}
\epsilon \phi_{n 1}^{(i)}(X)= & \frac{1}{\rho A^{*}}\left\{\widetilde{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 2}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\eta_{n}^{(i)}(X)-\frac{\eta_{n}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\bar{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\mu_{n}^{(i)}(X)-\frac{\mu_{n}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& +\frac{1}{2} \phi_{n 0}(X) \\
= & \frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}}+\frac{\phi_{n 0}(X)}{2}
\end{aligned}
$$

The final coefficient determined using mass normalization for a CF system is

$$
\begin{aligned}
\epsilon A_{n 1}^{(1)}= & \frac{1}{\rho A^{*}}\left\{\frac{\alpha_{n 2}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \eta_{n} \mathrm{~d} X\right. \\
& \left.-\frac{\frac{\mathrm{d} \eta_{n}^{(m)}(1)}{\mathrm{d} X^{2}} \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}-\frac{\alpha_{n 2}}{\omega_{n 0}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\frac{\alpha_{n 1}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \mu_{n}(X) \mathrm{d} X\right. \\
& \left.-\frac{\frac{\mathrm{d}^{2} \mu_{n}^{(m)}(1)}{\mathrm{d} X^{2}} \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\}+\frac{1}{2} \\
= & \frac{\widetilde{A}_{n 1}}{\rho A^{*}}-\frac{\bar{A}_{n 1}}{E I^{*}}+\frac{1}{2}
\end{aligned}
$$

and the first correction to the mode shape, $1 \leq i \leq m$, is

$$
\begin{aligned}
\epsilon u_{n 1}^{(i)}(X)= & \frac{1}{\rho A^{*}}\left\{\widetilde{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 2}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\eta_{n}^{(i)}(X) \mu_{n}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \eta_{n}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\bar{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\mu_{n}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \mu_{n}^{(m)}(1)}{\mathrm{d} X}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& +\frac{1}{2} \phi_{n 0}(X) \\
= & \frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}}+\frac{\phi_{n 0}(X)}{2}
\end{aligned}
$$

The final coefficient determined using mass normalization for a FF system is

$$
\begin{aligned}
\epsilon A_{n 1}^{(1)}= & \frac{1}{\rho A^{*}}\left\{\frac{\alpha_{n 2}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \eta_{n} \mathrm{~d} X\right. \\
& \left.-\frac{\frac{\mathrm{d} \eta_{n}^{(m)}(1)}{\mathrm{d} X^{2}} \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}-\frac{\alpha_{n 2}}{\omega_{n 0}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\frac{\alpha_{n 1}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \mu_{n} \mathrm{~d} X\right. \\
& \left.-\frac{\frac{\mathrm{d}^{2} \mu_{n}^{(m)}(1)}{\mathrm{d} X^{2}} \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\}+\frac{1}{2} \\
= & \frac{\widetilde{A}_{n 1}}{\rho A^{*}}-\frac{\bar{A}_{n 1}}{E I^{*}}+\frac{1}{2}
\end{aligned}
$$

and the first correction to the mode shape, $1 \leq i \leq m$, is

$$
\begin{aligned}
\epsilon u_{n 1}^{(i)}(X)= & \frac{1}{\rho A^{*}}\left\{\widetilde{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 2}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\eta_{n}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \eta_{n}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\bar{A}_{n 1} \phi_{n 0}(X)-\frac{1}{2 \omega_{n 0}} \alpha_{n 1} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\mu_{n}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \mu_{m}^{(m)}(1)}{\mathrm{dX} X}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& +\frac{1}{2} \phi_{n 0}(X) \\
= & \frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}}+\frac{\phi_{n 0}(X)}{2}
\end{aligned}
$$

## C. 2 Inclusion of Lumped Masses

For the boundary conditions considered, the particular solution $u_{n 1, p}^{(i)}(X), 1 \leq i \leq m$, is:

$$
\begin{aligned}
\epsilon u_{n 1, p}^{(i)}(X)=\frac{1}{\rho A^{*}}\{ & \frac{\sqrt{\omega_{n 0}}}{2}\left[\cos \left(\sqrt{\omega_{n 0}} X\right) \int \sin \left(\sqrt{\omega_{n 0}} X\right) \rho A^{(i)} \phi_{n 0} \mathrm{~d} X\right. \\
& -\sin \left(\sqrt{\omega_{n 0}} X\right) \int \cos \left(\sqrt{\omega_{n 0}} X\right) \rho A^{(i)} \phi_{n 0} \mathrm{~d} X \\
& -\cosh \left(\sqrt{\omega_{n 0}} X\right) \int \sinh \left(\sqrt{\omega_{n 0}} X\right) \rho A^{(i)} \phi_{n 0} \mathrm{~d} X \\
& \left.\left.+\sinh \left(\sqrt{\omega_{n 0}} X\right) \int \cosh \left(\sqrt{\omega_{n 0}} X\right) \rho A^{(i)} \phi_{n 0} \mathrm{~d} X\right]\right\} \\
-\frac{1}{E I^{*}}\{ & \frac{1}{2 \sqrt{\omega_{n 0}^{3}}}\left[\cos \left(\sqrt{\omega_{n 0}} X\right) \int \sin \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[E I^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X\right. \\
& -\sin \left(\sqrt{\omega_{n 0}} X\right) \int \cos \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[E I^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X \\
& -\cosh \left(\sqrt{\omega_{n 0}} X\right) \int \sinh \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[E I^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X \\
& \left.\left.+\sinh \left(\sqrt{\omega_{n 0}} X\right) \int \cosh \left(\sqrt{\omega_{n 0}} X\right) \frac{\mathrm{d}^{2}}{\mathrm{~d} X^{2}}\left[E I^{(i)} \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right] \mathrm{d} X\right]\right\} \\
= & \frac{\lambda_{n}^{(i)}(X)}{\rho A^{*}}-\frac{\chi_{n}^{(i)}(X)}{E I^{*}}
\end{aligned}
$$

For a clamped left end, $\widetilde{u}_{n 1}^{(1)}(X)$ is:

$$
\begin{aligned}
\epsilon \widetilde{u}_{n 1}^{(1)}(X)= & \frac{1}{\rho A^{*}}\left\{\lambda_{n}^{(1)}(X)-\lambda_{n}^{(1)}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \lambda_{n}^{(1)}}{\mathrm{d} X}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& -\frac{1}{E I^{*}}\left\{\chi_{n}^{(1)}(X)-\chi_{n}^{(1)}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \chi_{n}^{(1)}}{\mathrm{d} X}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
= & \frac{\eta_{n}^{(1)}(X)}{\rho A^{*}}-\frac{\mu_{n}^{(1)}(X)}{E I^{*}}
\end{aligned}
$$

and $\epsilon m_{n 1}^{(1)}(X)=0=\frac{1}{\rho A^{*}} \widetilde{m}_{n}^{(1)}(X)$. That is to say $\widetilde{m}_{n}^{(1)}(X)=0$. For a free left end, $\widetilde{u}_{n 1}^{(1)}(X)$ is:

$$
\begin{aligned}
\epsilon \widetilde{u}_{n 1}^{(1)}(X)= & \frac{1}{\rho A^{*}}\left\{\lambda_{n}^{(1)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \lambda_{n}^{(1)}}{\mathrm{d} X^{2}}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \lambda_{n}^{(1)}}{\mathrm{d} X^{3}}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
& -\frac{1}{E I^{*}}\left\{\chi_{n}^{(1)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \chi_{n}^{(1)}}{\mathrm{d} X^{2}}(0) \cosh \left(\sqrt{\omega_{n 0}} X\right)-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \chi_{n}^{(1)}}{\mathrm{d} X^{3}}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \\
= & \frac{\eta_{n}^{(1)}(X)}{\rho A^{*}}-\frac{\mu_{n}^{(1)}(X)}{E I^{*}}
\end{aligned}
$$

and $\epsilon m_{n 1}^{(1)}(X)=\frac{1}{\rho A^{*}}\left\{\sqrt{\omega_{n 0}} \frac{M_{0}}{l} \phi_{n 0}(0) \sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}=\frac{1}{\rho A^{*}} \widetilde{m}_{n}^{(1)}(X)$.
In general, the expression for the $i^{\text {th }}$ section of $\widetilde{u}_{n 1}^{(i)}(X)$ is, for $1<i \leq m$ :

$$
\epsilon \widetilde{u}_{n 1}^{(i)}(X)=\frac{\eta_{n}^{(i)}(X)}{\rho A^{*}}-\frac{\mu_{n}^{(i)}(X)}{E I^{*}}
$$

where:

$$
\begin{aligned}
\eta_{n}^{(i)}(X)= & \lambda_{n}^{(i)}(X)+\eta_{n}^{(1)}(X)-\lambda_{n}^{(1)}(X) \\
& +\frac{1}{2} \sum_{k=1}^{i-1}\left\{\bar{\kappa}_{n 1}^{(k)}\left(X_{k}\right)-\bar{\kappa}_{n 1}^{(k+1)}\left(X_{k}\right)\right\} \cos \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
& +\frac{1}{2} \sum_{k=1}^{i-1}\left\{-\bar{\kappa}_{n 2}^{(k)}\left(X_{k}\right)+\bar{\kappa}_{n 2}^{(k+1)}\left(X_{k}\right)\right\} \sin \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
& +\frac{1}{2} \sum_{k=1}^{i-1}\left\{\bar{\kappa}_{n 3}^{(k)}\left(X_{k}\right)-\bar{\kappa}_{n 3}^{(k+1)}\left(X_{k}\right)\right\} \cosh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
& +\frac{1}{2} \sum_{k=1}^{i-1}\left\{-\bar{\kappa}_{n 4}^{(k)}\left(X_{k}\right)+\bar{\kappa}_{n 4}^{(k+1)}\left(X_{k}\right)\right\} \sinh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right)
\end{aligned}
$$

with:

$$
\begin{aligned}
& \bar{\kappa}_{n 1}^{(j)}(X)=\lambda_{n}^{(j)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \lambda_{n}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \bar{\kappa}_{n 2}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \lambda_{n}^{(j)}(X)}{\mathrm{d} X}-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \lambda_{n}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}} \\
& \bar{\kappa}_{n 3}^{(j)}(X)=\lambda_{n}^{(j)}(X)+\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \lambda_{n}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \bar{\kappa}_{n 4}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} u_{n 1, p}^{(j)}(X)}{\mathrm{d} X}+\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} u_{n 1, p}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}}
\end{aligned}
$$

and:

$$
\begin{aligned}
\mu_{n}^{(i)}(X)=\chi_{n}^{(i)}(X) & +\mu_{n}^{(1)}(X)-\chi_{n}^{(1)}(X) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{\widetilde{\kappa}_{n 1}^{(k)}\left(X_{k}\right)-\widetilde{\kappa}_{n 1}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.-\frac{1}{\omega_{n 0}}\left(E I^{(k+1)}\left(X_{k}\right)-E I^{(k)}\left(X_{k}\right)\right) \frac{\mathrm{d}^{2} \phi_{n 0}\left(X_{k}\right)}{\mathrm{d} X^{2}}\right\} \cos \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{-\widetilde{\kappa}_{n 2}^{(k)}\left(X_{k}\right)+\widetilde{\kappa}_{n 2}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.+\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}}{\mathrm{~d} X}\left[\left(E I^{(k+1)}-E I^{(k)}\right) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]_{X=X_{k}}\right\} \sin \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{\widetilde{\kappa}_{n 3}^{(k)}\left(X_{k}\right)-\widetilde{\kappa}_{n 3}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.+\frac{1}{\omega_{n 0}}\left(E I^{(k+1)}\left(X_{k}\right)-E I^{(k)}\left(X_{k}\right)\right) \frac{\mathrm{d}^{2} \phi_{n 0}\left(X_{k}\right)}{\mathrm{d} X^{2}}\right\} \cosh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right) \\
+ & \frac{1}{2} \sum_{k=1}^{i-1}\left\{-\widetilde{\kappa}_{n 2}^{(k)}\left(X_{k}\right)+\widetilde{\kappa}_{n 2}^{(k+1)}\left(X_{k}\right)\right. \\
& \left.-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}}{\mathrm{~d} X}\left[\left(E I^{(k+1)}-E I^{(k)}\right) \frac{\mathrm{d}^{2} \phi_{n 0}}{\mathrm{~d} X^{2}}\right]_{X=X_{k}}\right\} \sinh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right)
\end{aligned}
$$

with

$$
\begin{aligned}
& \widetilde{\kappa}_{n 1}^{(j)}(X)=\chi_{n}^{(j)}(X)-\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \chi_{n}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \widetilde{\kappa}_{n 2}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \chi_{n}^{(j)}(X)}{\mathrm{d} X}-\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \chi_{n}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}} \\
& \widetilde{\kappa}_{n 3}^{(j)}(X)=\chi_{n}^{(j)}(X)+\frac{1}{\omega_{n 0}} \frac{\mathrm{~d}^{2} \chi_{n}^{(j)}(X)}{\mathrm{d} X^{2}} \\
& \widetilde{\kappa}_{n 4}^{(j)}(X)=\frac{1}{\sqrt{\omega_{n 0}}} \frac{\mathrm{~d} \chi_{n}^{(j)}(X)}{\mathrm{d} X}+\frac{1}{\sqrt{\omega_{n 0}^{3}}} \frac{\mathrm{~d}^{3} \chi_{n}^{(j)}\left(X_{k}\right)}{\mathrm{d} X^{3}}
\end{aligned}
$$

In general, the expression for the $i^{\text {th }}$ section of $m_{n 1}^{(i)}(X)$ is, for $1<i \leq m$ :

$$
\begin{aligned}
\epsilon m_{n 1}^{(i)}(X)= & \frac{1}{\rho A^{*}}\left\{\widetilde{m}_{n 1}^{(1)}(X)+\frac{1}{2} \sqrt{\omega_{n 0}} \sum_{k=1}^{i-1} \frac{M_{k}}{l} \phi_{n 0}\left(X_{k}\right) \sin \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right)\right. \\
& \left.-\frac{1}{2} \sqrt{\omega_{n 0}} \sum_{k=1}^{i-1} \frac{M_{k}}{l} \phi_{n 0}\left(X_{k}\right) \sinh \left(\sqrt{\omega_{n 0}}\left(X_{k}-X\right)\right)\right\}
\end{aligned}
$$

The final coefficient determined using mass normalization for a CC system is

$$
\begin{aligned}
& \epsilon A_{n 1}^{(1)}= \frac{1}{\rho A^{*}}\left\{\frac{\alpha_{n 2}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \eta_{n} \mathrm{~d} X+\frac{\eta_{n}^{(m)}(1) \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right. \\
&\left.-\int_{0}^{1} \phi_{n 0} \widetilde{m}_{n} \mathrm{~d} X+\frac{\widetilde{m}_{n}^{(m)}(1) \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}-\frac{\alpha_{n 2}}{\omega_{n 0}}\right\} \\
&-\frac{1}{E I^{*}}\left\{\frac{\alpha_{n 1}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \mu_{n} \mathrm{~d} X+\frac{\mu_{n}^{(m)}(1) \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
&+\frac{1}{2} \\
&=\frac{\widetilde{A}_{n 1}}{\rho A^{*}}-\frac{\bar{A}_{n 1}}{E I^{*}}+\frac{1}{2}
\end{aligned}
$$

and the first correction to the mode shape, $1 \leq i \leq m$, is

$$
\begin{aligned}
\epsilon \phi_{n 1}^{(i)}(X)= & \frac{1}{\rho A^{*}}\left\{\widetilde{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 2}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\eta_{n}^{(i)}(X)-\frac{\eta_{n}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right. \\
& \left.+\widetilde{m}_{n 1}^{(i)}(X)-\frac{\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}} \widetilde{m}_{n 1}^{(m)}(1)\right\} \\
& -\frac{1}{E I^{*}}\left\{\bar{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\mu_{n}^{(i)}(X)-\frac{\mu_{n}^{(m)}(1)\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& +\frac{1}{2} \phi_{n 0}(X) \\
= & \frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}}+\frac{\phi_{n 0}(X)}{2}
\end{aligned}
$$

The final coefficient determined using mass normalization for a CF system is

$$
\begin{aligned}
\epsilon A_{n 1}^{(1)}= & \frac{1}{\rho A^{*}}\left\{\frac{\alpha_{n 2}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \eta_{n} \mathrm{~d} X-\frac{\frac{\mathrm{d} \eta_{n}^{(m)}(1)}{\mathrm{d} X^{2}} \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right. \\
& \left.-\int_{0}^{1} \phi_{n 0} \widetilde{m}_{n} \mathrm{~d} X-\frac{\frac{\mathrm{d}^{2} \widetilde{m}_{n}(1)}{\mathrm{d} X^{2}} \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}-\frac{\alpha_{n 2}}{\omega_{n 0}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\frac{\alpha_{n 1}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \mu_{n}(X) \mathrm{d} X-\frac{\frac{\mathrm{d}^{2} \mu_{n}^{(m)}(1)}{\mathrm{d} X^{2}} \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& +\frac{1}{2} \\
= & \frac{\widetilde{A}_{n 1}}{\rho A^{*}}-\frac{\bar{A}_{n 1}}{E I^{*}}+\frac{1}{2}
\end{aligned}
$$

and the first correction to the mode shape, $1 \leq i \leq m$, is

$$
\begin{aligned}
\epsilon u_{n 1}^{(i)}(X)= & \frac{1}{\rho A^{*}}\left\{\widetilde{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 2}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\eta_{n}^{(i)}(X) \mu_{n}^{(i)}(X)+\frac{\frac{\left.\mathrm{d}^{2} \eta_{n}^{(m)}\right)(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right. \\
& \left.+\widetilde{m}_{n 1}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \widetilde{m}_{m}^{(m)}(1)}{\mathrm{d} X^{2}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\bar{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 1}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\mu_{n}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \mu_{m}^{(m)}(1)}{\mathrm{d} X}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& +\frac{1}{2} \phi_{n 0}(X) \\
= & \frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}}+\frac{\phi_{n 0}(X)}{2}
\end{aligned}
$$

The final coefficient determined using mass normalization for a FF system is

$$
\begin{aligned}
\epsilon A_{n 1}^{(1)}= & \frac{1}{\rho A^{*}}\left\{\frac{\alpha_{n 2}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \eta_{n} \mathrm{~d} X-\frac{\frac{\left.\mathrm{d} \eta_{n}^{(m)}\right)(1)}{\mathrm{d} X^{2}} \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right. \\
& \left.-\int_{0}^{1} \phi_{n 0} \widetilde{m}_{n} \mathrm{~d} X-\frac{\frac{\mathrm{d}^{2} \widetilde{m}_{n}(1)}{\mathrm{d} X^{2}} \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}-\frac{\alpha_{n 2}}{\omega_{n 0}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\frac{\alpha_{n 1}}{2 \omega_{n 0}} \int_{0}^{1} X \phi_{n 0} \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X} \mathrm{~d} X-\int_{0}^{1} \phi_{n 0} \mu_{n} \mathrm{~d} X-\frac{\left.\frac{\left.\mathrm{d}^{2} \mu_{n}^{m}\right)}{\mathrm{d} X^{2}}\right) \int_{0}^{1} \phi_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\} \mathrm{d} X}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n n}}\right)\right\}}\right\} \\
& +\frac{1}{2} \\
= & \frac{\widetilde{A}_{n 1}}{\rho A^{*}}-\frac{\bar{A}_{n 1}}{E I^{*}}+\frac{1}{2}
\end{aligned}
$$

and the first correction to the mode shape, $1 \leq i \leq m$, is

$$
\begin{aligned}
\epsilon u_{n 1}^{(i)}(X)= & \frac{1}{\rho A^{*}}\left\{\widetilde{A}_{n 1} \phi_{n 0}(X)-\frac{\alpha_{n 2}}{2 \omega_{n 0}} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\eta_{n}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \eta_{m}^{(m)}(1)}{\mathrm{d} X^{2}}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}\right. \\
& \left.+\widetilde{m}_{n 1}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \widetilde{m}_{m 1}^{(m)}(1)}{\mathrm{dX}}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& -\frac{1}{E I^{*}}\left\{\bar{A}_{n 1} \phi_{n 0}(X)-\frac{1}{2 \omega_{n 0}} \alpha_{n 1} X \frac{\mathrm{~d} \phi_{n 0}}{\mathrm{~d} X}+\mu_{n}^{(i)}(X)+\frac{\frac{\mathrm{d}^{2} \mu_{n}^{(m)}(1)}{\mathrm{d} X}\left\{\sin \left(\sqrt{\omega_{n 0}} X\right)+\sinh \left(\sqrt{\omega_{n 0}} X\right)\right\}}{\omega_{n 0}\left\{\sin \left(\sqrt{\omega_{n 0}}\right)-\sinh \left(\sqrt{\omega_{n 0}}\right)\right\}}\right\} \\
& +\frac{1}{2} \phi_{n 0}(X) \\
= & \frac{f_{n 1}(X)}{\rho A^{*}}-\frac{f_{n 2}(X)}{E I^{*}}+\frac{\phi_{n 0}(X)}{2}
\end{aligned}
$$

## Appendix D

## Stepped Beam Analytical Solution

Assuming a separable solution to the piecewise constant Euler-Bernoulli beam model, a general solution can be found over each constant valued section. Assume that there is a lumped mass at each interface between two constant valued sections. For the $i^{\text {th }}$ constant valued section of the system

$$
f_{i}(x)=A_{i} \cos \left(\beta_{i} x\right)+B_{i} \sin \left(\beta_{i} x\right)+C_{i} \cosh \left(\beta_{i} x\right)+D_{i} \sinh \left(\beta_{i} x\right)
$$

with $\beta_{i}^{4}=\omega^{2} \frac{\rho A_{i}}{E I_{i}}$.
Assuming $m$ constant valued sections exist, applying the necessary boundary and continuity conditions produces the characteristic equation

$$
0=\kappa_{1}^{\top} B_{1}^{\top} B_{2}^{\top} \ldots B_{m-1}^{\top} A B_{m-1} \ldots B_{2} B_{1} \kappa_{2}
$$

where $B_{i}$ is given by:

$$
B_{i}=\left[\begin{array}{cccc}
\left(1+r_{E I}\right) \cos & \left(1+r_{E I}\right) \sin & \left(1-r_{E I}\right) \cosh & \left(1-r_{E I}\right) \sinh \\
-r_{\beta}\left(1+r_{E I}\right) \sin +r_{M} \cos & r_{\beta}\left(1+r_{E I}\right) \cos +r_{M} \sin & r_{\beta}\left(1-r_{E I}\right) \sinh +r_{M} \cosh & r_{\beta}\left(1-r_{E I}\right) \cosh +r_{M} \sinh \\
\left(1-r_{E I}\right) \cos & \left(1-r_{E I}\right) \sin & \left(1+r_{E I}\right) \cosh & \left(1+r_{E I}\right) \sinh \\
-r_{\beta}\left(1-r_{E I}\right) \sin -r_{M} \cos & r_{\beta}\left(1-r_{E I}\right) \cos -r_{M} \sin & r_{\beta}\left(1+r_{E I}\right) \sinh -r_{M} \cosh & r_{\beta}\left(1+r_{E I}\right) \cosh -r_{M} \sinh
\end{array}\right]
$$

and $A, \kappa_{1}$ and $\kappa_{2}$ depend on the boundary conditions. In the expression for $B_{i}$ the argument of the trigonometric functions is $\beta_{i}\left(x_{i-1}-x_{i}\right)$. Furthermore define $r_{E I}=\frac{E I_{i} \beta_{i}^{2}}{E I_{i+1} \beta_{i+1}^{2}}$, $r_{\beta}=\frac{\beta_{i}}{\beta_{i+1}}$, and $r_{M}=\frac{\beta_{i+1} M_{i}}{\rho A_{i+1}}$.

For a clamped left end $\kappa_{1}=\left[\begin{array}{llll}1 & 0 & -1 & 0\end{array}\right]^{\top}, \kappa_{2}=\left[\begin{array}{llll}0 & -1 & 0 & 1\end{array}\right]^{\top}$, and for a free left end $\kappa_{1}=\left[\begin{array}{llll}1 & 0 & 1 & 0\end{array}\right]^{\top}$ and $\kappa_{2}=\left[\begin{array}{llll}0 & 1 & 0 & 1\end{array}\right]^{\top}$.

For a clamped right end

$$
A=\left[\begin{array}{cccc}
0 & 1 & \cos \sinh +\sin \cosh & \cos \cosh +\sin \sinh \\
-1 & 0 & -\cos \cosh +\sin \sinh & -\cos \sinh +\sin \cosh \\
-\cos \sinh -\sin \cosh & \cos \cosh -\sin \sinh & 0 & 1 \\
-\cos \cosh -\sin \sinh & \cos \sinh -\sin \cosh & -1 & 0
\end{array}\right]
$$

and the trigonometric functions have $\beta_{m}\left(x_{m-1}-l\right)$ as their argument. For a free right end the first two columns of $A$ are

$$
A(:,[1,2])=\left[\begin{array}{cc}
0 & -1 \\
1 & 0 \\
-\cos \sinh -\sin \cosh +r_{M} \cos \cosh & \cos \cosh -\sin \sinh +r_{M} \sin \cosh \\
-\cos \cosh -\sin \sinh +r_{M} \cos \sinh & \cos \sinh -\sin \cosh +r_{M} \sin \sinh
\end{array}\right]
$$

and the third and fourth columns of $A$ are

$$
A(:,[3,4])=\left[\begin{array}{cc}
\cos \sinh +\sin \cosh -r_{M} \cos \cosh & \cos \cosh +\sin \sinh -r_{M} \cos \sinh \\
-\cos \cosh +\sin \sinh -r_{M} \sin \cosh & -\cos \sinh +\sin \cosh -r_{M} \sin \sinh \\
0 & -1 \\
1 & 0
\end{array}\right]
$$

For the system with a free right end the trigonometric functions have $\beta_{m}\left(x_{m-1}-l\right)$ as their argument and $r_{M}=\frac{2 \beta_{m} M_{m}}{\rho A_{m}}$.

Using the above defined quantities, the mode shapes for the $n^{\text {th }}$ mode over the $i^{\text {th }}$ section is given by

$$
f_{n i}(x)=\frac{A_{n 1}}{2^{i-1}}\left[\cos \left(\beta_{n i}\left(x_{i-1}-x\right)\right) \sin \left(\beta_{n i}\left(x_{i-1}-x\right)\right) \cosh \left(\beta_{n i}\left(x_{i-1}-x\right)\right) \sinh \left(\beta_{n i}\left(x_{i-1}-x\right)\right)\right] B_{i-1} \ldots B_{1}\left(\kappa_{1}-k_{n} \kappa_{2}\right)
$$

In the expression for the mode shape, $A_{n 1}$ is an unknown coefficient determined after applying mass normalization. The value for $k_{n}$ for a clamped right end is

$$
k_{n}=\left\{[\cos \sin \cosh \sinh ] B_{m-1} \ldots B_{1} \kappa_{1}\right\}\left\{[\cos \sin \cosh \sinh ] B_{m-1} \ldots B_{1} \kappa_{2}\right\}^{-1}
$$

and the argument for the trigonometric functions is $\left(\beta_{n m}\left(x_{m-1}-l\right)\right)$. The value for $k_{n}$ for a free right end is

$$
\begin{aligned}
k_{n}=\{ & {\left.\left[-\sin +r_{M} \cos \cos +r_{M} \sin -\sinh +r_{M} \cosh -\cosh +r_{M} \sinh \right] B_{m-1} \ldots B_{1} \kappa_{1}\right\} } \\
& \left\{\left[-\sin +r_{M} \cos \cos +r_{M} \sin -\sinh +r_{M} \cosh -\cosh +r_{M} \sinh \right] B_{m-1} \ldots B_{1} \kappa_{2}\right\}^{-1}
\end{aligned}
$$

with $r_{M}=\frac{\beta_{n m} M_{m}}{\rho A_{m}}$ and the argument for the trigonometric functions is $\left(\beta_{n m}\left(x_{m-1}-l\right)\right)$.

## Appendix E

## Decoupled Finite Element Analysis

In the decoupled finite element analysis (FEA) a polynomial form is assumed for the displacement between the nodes.

$$
w(x, t)=a_{0}(t)+x a_{1}(t)+x^{2} a_{2}(t)+x^{3} a_{3}(t)=\left[\begin{array}{llll}
1 & x & x^{2} & x^{3}
\end{array}\right] a=P^{\top} a
$$

At an arbitrary node $i$ the parameters of interest are the displacement $w_{i}(t)$ and the slope $\frac{\partial w_{i}}{\partial x}(t)$. Assuming an element of length $L$, the nodal parameters and the functions $a_{j}(t)$ can be related by

$$
\left[\begin{array}{c}
w_{i}(t) \\
\frac{\partial w_{i}}{\partial x}(t) \\
w_{i+1}(t) \\
\frac{\partial w_{i+1}}{\partial x}(t)
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
1 & L & L^{2} & L^{3} \\
0 & 1 & 2 L & 3 L^{2}
\end{array}\right] a
$$

This relationship can be written in vector notation as $q_{e}^{i}=C a$. Using this relationship the displacement between two nodes of the FEA can be expressed as $w(x, t)=P^{\top} C^{-1} q_{e}^{i}=$ $N^{\top} q_{e}^{i}$ where $N=C^{-\top} P$ is a vector of the interpolating functions. This expression for the displacement is then used in the calculation of the strain and kinetic energy of the system.

For an Euler-Bernoulli system with bending stiffness $E I(x)$ and mass per unit length $\rho A(x)$, the mass and stiffness matrices for a single element of the FEA are

$$
\begin{aligned}
& K_{e}^{i}=\int_{0}^{L} E I(x)\left(\frac{\mathrm{d}^{2} N}{\mathrm{~d} x^{2}} \otimes \frac{\mathrm{~d}^{2} N}{\mathrm{~d} x^{2}}\right) \mathrm{d} x \\
& M_{e}^{i}=\int_{0}^{L} \rho A(x)(N \otimes N) \mathrm{d} x
\end{aligned}
$$

