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Abstract

Power and signal cables in recent years have been observed to constitute a major com-
ponent in the dynamic behaviour of space structures. In a typical system, the cables-
to-payload mass ratio can be as high as 20%. Ignoring the effects of these space flight
cables has led to model inaccuracies in the dynamic analysis of such structures. Obtain-
ing simple analytical solutions that can predict the dynamic behaviour of these structures
has numerous advantages for vibration suppression using active control system, structural
design, and modelling before their launch. As a result, mission accuracy is less likely to be
jittered to due disturbances in the space environment. The intention of the presented work
is to develop low-order high-fidelity partial differential equation models for the transverse
bending of harnessed structures. The focus is on string-harnessed beam structures as a way
to study the mass and stiffness effects of the space flight cables. In this thesis, strings are
assumed to not be able to have a varying stress distribution across the cross section, unlike
a cable. A continuum modelling approach is developed for the string-harnessed system and
a homogenization technique is applied to obtain the governing equation of motion. Two
periodic wrapping patterns for the string are initially considered such that the homoge-
nization technique may be applied. The results are compared with numerical simulations
and experimental results and are shown to agree quite well.

Subsequently, non-periodic wrapping patterns are investigated and a perturbation the-
ory approach is employed to determine the frequencies and mode shapes. The Lindstedt-
Poincaré method is applied to an Euler-Bernoulli model for the transverse vibrations with
non-constant coefficients and extended to include additional corrections to the frequencies
and mode shapes than previously considered in the literature. Furthermore, various ways
to choose the reference values from which the system is perturbed are considered and com-
pared for their effect on the accuracy of the solution. Numerical and experimental results
for the frequency response functions are shown to be in strong agreement for both the pe-
riodic and non-periodic wrapping pattern cases. Finally, a model approximation method
is developed to determine an equivalent constant coefficient model for the transverse dis-
placement of the string-harnessed system. The model approximation method uses the
perturbation theory results to predict the frequencies and mode shapes of the system, then
applies an inverse problem approach to determine the approximate model. Numerical sim-
ulations are performed and show that the approximate model is quite capable of predicting
the frequencies and mode shapes of the system for both periodic and non-periodic wrap-
ping patterns. Frequency response functions for the approximate model are also compared
to previous experimental results and are shown to be in very good agreement.
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Chapter 1

Introduction

1.1 Motivation

The evolution of spacecraft and technological advances have generated exceptionally lightweight
structural materials and an increase in the number of signal and power cables found aboard
these structures. In modern spacecraft, the total mass of the power and signal cables typ-
ically accounts for approximately 6-7% of the total mass, and can be as high as 20%. It is
quite common for these cables to be harnessed on structural elements and their presence
plays a significant role in changing the dynamic behaviour of these structures. Obtaining
simple analytical solutions that can predict the dynamic behaviour of these structures has
numerous advantages for vibration suppression using active control system, structural de-
sign, and modelling before their launch. As a result, mission accuracy is less likely to be
jittered to due disturbances in the space environment. Figure 1.1 shows an example of a
cable-harnessed structure.



Figure 1.1: Example of power and signal cables on spacecraft, [8].

In 2003, the United States Air Force Research Laboratory, Space Vehicle Components
Branch (AFRL/VSSV) launched a research program with the aim of developing a deeper
understanding of the dynamic effects of harnessed cables on their host structure. Since this
time, the AFRL/VSSV has been heavily invested in obtaining simple analytical models for
cable-harnessed space structures that may be used in a joint design and vibrations analysis
process. Obtaining a simple analytical model is particularly important in predicting the
dynamic effect of cables in large systems that cannot be fully tested before launch. Fur-
thermore, a simple analytical model is beneficial for vibrations control methods employed
during the launch of spacecraft.

The cables used on spacecraft are typically composed of multiple helically twisted cables
wrapped with Kapton tape, see Fig. 1.2. The complexity of these cables poses a significant
challenge for the modelling process. Currently, the effects of harnessed cables on spacecraft
dynamics are either ignored or the added mass is included using ad hoc models. In the
latter case, a non-structural mass is commonly added to the model to include the cable
effects. In certain scenarios the stiffening effect of the cables can be negligible and in these
cases simply accounting for the additional mass will provide a reasonably accurate model.
However this type of modelling omits the more complex dynamic behaviour introduced
by these harnessed cables and, as structures become more lightweight, this becomes less
accurate as the stiffening effect of the cables becomes more apparent.



Figure 1.2: Typical cable used in spacecraft, [142].

The motivation for the focus of the present research is twofold: The need for an accurate
modelling technique that incorporates the full effects of harnessed cables on structural
elements, and the need for simple analytical models to predict the dynamic behaviour
of the harnessed systems. To make the problem tractable, and as a means to produce
initial results into this new topic of research, a string model is employed for the cables.
Analyzing string-harnessed structures provides an initial investigation into the mass and
stiffening effects that occur when structures are harnessed. In order to obtain simple
analytical models for the string-harnessed systems, homogenization theory, perturbation
theory, and methods for model approximation are considered.

1.2 Literature Review

1.2.1 Cable-Harnessed Space Structures

Initial findings for the research program launched in 2003 by the AFRL/VSSV were re-
ported in [8, 61, 50]. These initial studies indicated a paucity in relevant published materials
for the area of research concerned with cable-harnessed space structures. Preliminary tests
to investigate the dynamic effect of cable-harnessed structures were performed in [8, 61]
on an aluminium alloy beam and truss structure harnessed with a cable. The cables were
held in place using mounting tabs, as shown in Fig. 1.3. It was shown that even a single
cable could significantly affect the dynamics. In [8] the authors developed experimental
procedures to determine certain physical properties of cables that could be used in future
modelling endeavours. Two simple mounting configurations were considered in [50] and
testing was performed to determine the importance of mounting parameters and cable
harness pattern on the dynamics of the system. It was observed that at low frequencies



the mass effect of the cables would dominate, while at higher frequencies there would be
increased modal damping. The authors in [8, 61, 50] acknowledged that further research
was required to fully understand space cables and the dynamics of cable-harnessed struc-
tures. In this research, it was shown once again that even a single cable could significantly
affect the dynamics of a beam or truss structure. This will become a particularly impor-
tant problem as structures are made increasingly more lightweight. These initial studies
also addressed the modelling of cables and cable-harnessed structures for spacecraft as
paramount for the aerospace industry.

Figure 1.3: Mounting tab used for cable restraint, [50].

Following these initial studies, the research on cable-harnessed space structures was
focused mainly on the parameter estimation and dynamic characterization of the cables.
Preliminary tests for parameter estimation and dynamic modelling of only the cables were
outlined in [51, 48]. The focus in these works was using lateral excitation methods to obtain
the experimental results. In [48] the focus of the work was on the frequency progression of
the cable versus mode number and [51] outlined a signal processing and analysis method
to obtain the cable parameters from experimental results. The cumulation of a three-year
study at the AFRL was presented in [7] and includes every valuable result, dead end, rat
hole, and tangent that was discovered and explored during the study. The significant con-
tribution of the work in [7] is the development of a full test methodology for identifying
cable parameters and tie-down stiffness identification shown in Fig. 1.4. Further investi-
gation into methodologies for identifying cable structural parameters through testing, in
particular the equivalent extensional modulus, damping ratios, area moment of inertia,
and shear rigidity in cables, was performed in [49].

4
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Figure 1.4: Process for cable modelling approach validation, [7].

With the cable property identification methods fully outlined in [51, 48, 7, 49], the re-
search on cable-harnessed structures branched out into two main categories. The first main
category was research investigating more closely the effects of damping and their inclusion
in predictive models. Various possible models that include damping have been considered
for spacecraft wiring harnesses. An Euler-Bernoulli (EB) beam with a ‘geometric’ viscous
damping term was considered in [76, 77], damping for shear beam models was the focus
of [68, 69], and the inclusion of damping in Timoshenko beams was examined in [67]. The
‘geometric’ damping that is considered in [76, 77] involves an internal shear force that is
proportional to the time rate of change of slope. These works were mainly focused on the
development of mathematical models for the cables used in aerospace applications.

Further work on modelling the typical aerospace cables involved characterization of
damping. An experimental approach was undertaken to study the damping, along with
the effect of various parameters on the dynamics, of aerospace cables in [142]. Parameters
including tension, zip tie attachment method, excitation method, and length of the cable
were considered and their effects on the dynamics of the cable were studied. A focus on



modelling the internal damping mechanisms was done in [140] and identifies the multitude
of cable models available throughout the literature. The inclusion of viscous damping and
time hysteresis to accurately model cables was investigated in [141]. A general approach
for modelling stranded cables as structural beams by determining effective homogeneous
parameters was done in [138, 137].

The second main branch of cable-harnessed structures research involves the use of simple
beam models for the cables and subsequently modelling the harnessed structures, including
tie-downs. Research on the modelling of cable-harnessed structures was continued from
earlier work in [11, 33]. In [11, 33] the cable parameters were estimated using experimental
techniques and then subsequently modelled using shear beams. The tie-downs holding the
cable in place on the host structure were modelled as linear spring elements. Multiple
cable families were considered and numerical results were computed using NASTRAN to
compare and validate against experimental results. In [11] a cable running along the length
of a free-free boundary condition beam is considered, Fig. 1.5, and in [33] a cable-loaded
panel is considered, Fig. 1.6.

[/ Cable Segments H Tiedowns

Figure 1.5: Cable-harnessed beam setup in [11].



Figure 1.6: Cable-loaded panel setup in [33].

More recently [28, 29, 30] have investigated the use of a spectral element method (SEM)
for the modelling of cable-harnessed systems with tie-downs. The cable was modelled as
an EB beam and connected to the host structure with spring elements to represent the
mounting tabs. They reported higher accuracies compared with a finite element analysis
(FEA). Finally, a distributed transfer function method was developed in [139] for a system
with a longitudinal cable.

In this thesis, the focus is on developing an analytical model for string harnessed-
systems as a way to make the problem more tractable. This will also allow for a focus
on the mass and stiffness effects without the complexities of tie-downs. A survey of the
literature revealed that combinations of string and beam have not been largely studied. A
common system that appears is that of a string that shares a finite number of attachment
locations with the host structure, see [26, 63], or the endpoints of the string and the host
structure are attached using rigid connectors, see [149, 55]. In these types of systems the
string-beam system is coupled, and therefore a coupled set of partial differential equations
(PDEs) must be solved. Another commonly seen string-harnessed system involves strings
running along a designated path inside the host structure, such as along the midline of the
beam. A typical scenario is structures embedded with shape memory alloy (SMA) wires,
see [35, 34, 100]. By having a string inside the host structure the displacement of the
string is known since it will move with the host structure and the need for coupled PDEs
is overcome.



There is a significant gap in the literature that the presented research aims to fill. There
currently does not exist a method to analytically model the effect of harnessed cables on
a host beam. This will be approached by considering a string, for simplicity, and making
preliminary steps to effectively model the stiffening and added mass effects. This will also
provided additional work on string and beam systems that is lacking in the literature.

1.2.2 Homogenization of Periodic Structures

Continuum modelling is a fundamental component in the description and analysis of system
behaviour. As systems became increasingly complex, researchers developed novel methods
for deriving equivalent continuum models for periodic, lattice-like, and truss structures.
Typically the equivalent continuum models are constant coefficient PDEs, which provide a
simple and efficient manner for analyzing the complex structure. Additionally, equivalent
continuum models are a practical approach for analyzing these structures and avoids the
problem of computationally expensive simulations, such as FEA. The fundamental idea
behind equivalent continuum modelling is schematically illustrated in Fig. 1.7.

A=

Complex model Simple equivalent model

Figure 1.7: Fundamental idea of equivalent continuum modelling.

An excellent review on equivalent continuum modelling is found in [107] and three
typical approaches for determining equivalent continuum models exist. They are using
a discrete field to obtain difference equations, which are then either solved directly or
converted to differential equations, applying a multi-scale asymptotic expansion, and an
energy equivalence approach. These methods are commonly called homogenization tech-
niques. Using a discrete field to determine the equivalent continuum model was done in
[37, 118, 119, 146], with a focus on grids and trusses. The method of asymptotic expansions
was applied in [109, 43, 23, 71, 79, 1] for periodic systems. In these cases small parameters
are defined, typically the ratios of length of periodicity to total length as well as height
to total length. The idea is that in the limit as these small parameters tend to zero will
yield a homogenized model. The efficacy of this method is shown with regards to stiffness



parameter estimation in [23] by comparing the results of the homogenization to reference
solutions for corrugated beams and a stranded rope.

The energy equivalence homogenization technique is widely used throughout the lit-
erature. This homogenization technique is found in modelling the dynamic behaviour of
systems with lattice-like structure, where the system can be viewed as containing a large
amount of discrete points over the domain. Notable examples stem from work in modelling
a micropolar continuum, see [9], gridwork dynamics, see [144], as well as the modelling of
net and cloth dynamics, see [74]. The process involves determining the strain energy and
kinetic energy of an arbitrary discrete point in terms of continuous functions, typically
displacement, evaluated at the spatial coordinates of the point in question. Summing the
energies of all the discrete points in the domain can be approximated by an integral over
the domain. To obtain the integral formulation, the integrand is determined by dividing
the strain and kinetic energies by the lengths over which would constitute a single element
in the continuum model to produce a strain energy density as well as a kinetic energy den-
sity. In generating the energy densities, the system is converted from containing continuous
functions evaluated at discrete points to a system that only contains continuous functions.
Applying Hamilton’s principle then allows an equivalent homogenized continuum model
for the system to be determined.

The energy equivalence homogenization technique has seen many application in the
field of truss dynamics, see [107, 108, 143, 19, 127, 131, 129, 130, 125, 126, 128]. For
modelling truss structures, the homogenization technique involves defining an equivalent
continuum beam that, under the same deformation as the original system, exhibits the
same amount of strain energy and kinetic energy. Using an exact representation for the
displacement of the system, the strain and kinetic energy of each fundamental element can
be determined. As with the homogenization in lattice theory, a corresponding strain and
kinetic energy density is found and integrating the energy densities over the domain allows
one to use Hamilton’s principle. By using this approach, the truss system is modelled by
an equivalent, homogenized, PDE that only depends on time and a single spatial variable.
The homogenized model can readily be solved using well-known mathematical techniques.
In [129], an experimental validation is provided for the homogenization method in the case
of only a few truss elements and shows agreement for the first four vibratory frequencies.

The energy equivalence homogenization technique is adopted in the present work due to
simplicity in the application and previous work in the literature demonstrating the accuracy
of the technique, particularly when a large number of repeated elements are considered.
Obtaining a homogenized model provides a simple manner in which the global behaviour
of string-harnessed systems can be studied, thus providing preliminary insight into a new
and novel problem.



1.2.3 Solution Methods for Spatially-Dependent Differential Equa-
tions

The second major component of the presented research considers a spatially dependent
model for string-harnessed systems. Working with a spatially dependent model allows for
an investigation into local effects, something that is not possible when applying homog-
enization as the local effects of bending stiffness and mass per unit length are averaged
over the length of the system. Furthermore, a spatially dependent model is not only more
accurate, but it is more representative of real-world applications. This makes determining
the frequencies of vibration and the associated mode shapes of great interest. One of the
difficulties, however, is that spatially dependent PDEs are not always readily solvable. A
variety of solution methods have been explored in the literature.

One common method for obtaining frequency and mode shape results are through a
FEA. The FEA is well known and is based on placing a fixed number of nodes along the
system and using interpolating functions between the nodes. For an Euler-Bernoulli beam,
the focus of the presented research, the interpolating functions are typically in the form
of a polynomial of degree 3 and at each node the displacement and slope are recorded.
An outline of the FEA approach can be found in [62], as well as in many other texts. A
second common numerical method is the Rayleigh-Ritz, which provides an upper bound
estimate for the frequencies. This has been done successfully in the literature for a host
of different applications including graded microbeams [3], ocean towers [6], and tapered
beams [10, 133]. One of the downfalls of the Rayleigh-Ritz method is the user must supply
approximate mode shapes to obtain the estimates for the frequencies. In complex cases, it
can be quite difficult to estimate the mode shapes of the system and this can cause large
upper bound estimates for the frequencies. Hence in some cases it may not be desirable to
use this approach.

It is always advantageous when it is possible to determine an analytical solution to a
spatially varying PDE as the results will always output the exact frequencies and mode
shapes. While this is not always possible, there are certain specific cases when this is
achievable. In particular, the cases of exponential variations in the beam and polynomial
expressions of varying degrees have received a lot of attention in the literature. Examples
of each of these two main types of systems are presented in Figs. 1.8 and 1.9.
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Figure 1.8: Exponentially tapered beam with tip mass in [147].
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Figure 1.9: Multiple polynomial variations in [132].

Exponentially varying beams have been studied in such works as [147, 40, 145, 58] and
the general expression for the bending stiffness and mass per unit length of the system are
El(x) = Elye® and pA(z) = pApe™®. When these specific forms are used in combination
with separation of variables, it is found that the resulting spatially dependent ordinary
differential equation (ODE) has constant coefficients due to the elimination of the expo-
nential terms. From the constant coefficient ODE, the steps that are used for solving a
homogeneous beam are then employed and analytical expressions for the frequencies and
mode shapes are obtained. Polynomial variations have been studied in such works as
[132, 2, 66, 47, 102, 121, 10]. A host of various solution methods are employed depending
on the specific form of the polynomial variations, including applying transformation to
obtain a homogeneous EB model, transformation to obtain the solution in terms of Bessel
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functions, the Frobenius method, and Galerkin’s method. Other types of spatial variations
have also been considered such as cantilevers with parabolic thickness in [24] and wedge
and cone beams in [103]. The clear limitation with the these particular cases of variations
in the system is that a very specific form is required and therefore the techniques cannot
be applied to the general case.

The most general approaches to solving spatially dependent systems that do not depend
on a specific form come from perturbation theory and asymptotic analysis. An excellent,
and often referenced, text on the subject is [104]. One such technique is the Wentzel-
Kramers-Brillouin (WKB) approximation, which has been applied to a general equation
of a spatially dependent system in [120, 106]. That is to say the form of the spatial
variations has not been specified in the mathematical development. The WKB method is
quite useful for obtaining a global approximation in cases where the highest derivative of
the system is multiplied by a small parameter. Typically, the small parameter multiplying
the highest order derivative is introduced by dividing the spatial ODE by the square of the
frequency. The method of matched asymptotic expansion, which similarly to the WKB has
a small parameter multiplying the highest derivative, was studied in [134]. The matched
asymptotic expansion is applied when the solution to the ODE behaves on different scales
in overlapping regions. In [134] a gravity loaded beam was considered when there is a great
influence from gravity. Additionally in [134] regular perturbation theory is applied to the
case when the effect of gravity is small. In addition to these common methods, many other
perturbation theory approaches have been considered in the literature such as, to name a
few, the method of varying amplitudes in [136], a generalized Senator-Bapat in [73], and
the method of multiple time scales in [32].

The Lindstedt-Poincaré method is a perturbation method that has received very lit-
tle attention when it comes to spatially dependent EB models. The Lindstedt-Poincaré
method is applied to obtain periodic solutions when regular perturbation theory fails by
removing terms that grow without bound, i.e. secular terms. Applying this method to sys-
tem where the bending stiffness and mass per unit length are expressed as a constant value
from which spatially dependent perturbations occur was first introduced in [75]. Since this
work, the method of Lindstedt-Poincaré has not undergone any further developments for
spatially dependent system given a linear equation of motion. There is an untapped poten-
tial for this method that has yet to be investigated. In the presented research, consideration
is given to exploring various avenues. In particular, additional corrections are determined
and multiple manners in which the solution can be found are compared for accuracy. Due
to the relative simplicity in terms of mathematical details to other perturbation methods,
the Lindstedt-Poincaré approach is of great interest to further develop.
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1.2.4 Model Approximation for Non-Periodic Structures

The final component of the presented research concerns determining the coefficients for a
PDE using a single spectrum, which is a set of natural frequencies. Typically, the forward
problem is solved and involves knowing the coefficients of a PDE and determining the
frequencies and mode shapes. When the problem is approached knowing the frequencies
and the coefficients of the PDE are to be determined this falls under the broad category
of inverse problems, which can also be referred to as parameter estimation.

As an example, a common ODE that is studied in the literature and in general by
mathematicians is the Sturm-Liouville (SL) problem. The solution to specific forms of the
SL problem yields such important quantities such as the Bessel and Legendre functions.
In the most general sense, the SL problem can be described as

% (M@g—i) + q(x)y + Mr(x)y = 0

The question of inverse problems associated with SL problem have been studied in [53,
59, 123, 56, 72, 4, 5, 122], to name only a handful of the available works in the literature.
Commonly, a specific form for the SL problem is given and the focus is on determining
whether or not the inverse problem will yield a unique solution. This was the main focus
of the work in [53, 59, 56, 72, 4]. Uniqueness is an important question as it is crucial
to know that the result of the inverse problem will yield the correct form of the unknown
coefficients and that this is the only possible result. Other times, the focus is on determining
a numerical implementation for obtaining the unknown coefficients, as was the case in [123,
5, 122]. Some of the numerical implementations that were studied are a finite difference
method and an iterative method.

Another problem that has received a lot of attention in the literature is with respect to
EB beam models and general fourth order differential equations. A static EB problem was
considered in [82, 81], a constant coefficient EB model with spatial and temporal-dependent
forcing in [60], the general form for a spatially dependent EB model in [110, 95, 16, 15, 112,
45, 46], and general fourth order ODEs in [94, 96, 13]. These works deal with the existence
and uniqueness of the inverse problem. Specifically, it is determined that the spatially
dependent coefficients can be uniquely determined when three spectra, each from different
boundary conditions, are determined. In the more general case of higher order ODEs, it
was shown in [14] that when the highest derivative is 2n, then n + 1 spectra from distinct
boundary conditions are required to uniquely determine the unknown coefficients. It is
seen from this general result that if an EB model is considered, n = 2, then indeed three
unique spectra are required to obtain the bending stiffness and mass per unit length. An
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excellent reference text for inverse problems, with a section dedicated to the EB models,
is found in [46].

Inverse problems have also been used for real-world applications, in particular attention
has been given to structural health monitoring and damage detection. These applications
were considered for rods in [38, 99] and for beams in [22, 39]. Using the frequency results
of a system before and after damage, the location of cracks were identified within the
system. To date, inverse problems are mainly focused on exactly determining the spatially
dependent coefficients of a system. While this is an important problem, it is not the
focus of the presented research. In this work the expressions for the spatially dependent
bending stiffness and mass per unit length are exactly known, and thus reconstructing these
quantities from multiple spectra is not of great interest. The goal is to take the frequencies
and mode shapes of the string-harnessed system and determine a constant coefficient model
that can approximate these with minimal error.

After exhaustively searching through available literature, it appears as though the case
of taking a spatially dependent model and using an inverse method to determine an ap-
proximate constant coefficient model has not yet been studied. The most relevant piece
of research that was found involved a constant coefficient model whose frequencies were
determined using ANSYS, and then the constant coefficients were obtained from a numer-
ical optimization method that involved minimizing the sum of the square of the differences
between the ANSYS and analytical results in [12]. The idea considered in the presented
research is similar in concept to a homogenization procedure, in which an equivalent con-
tinuum model is determined, however differs significantly due to the intermediate steps
implemented to determine the approximate model. The frequencies of the string-harnessed
system will be obtained from a perturbation theory and these will be taken as the exact
value for the frequencies that the constant coefficient model must approximate. The end
goal is the ability to provide the information of EI(x), pA(x), and the boundary conditions
and obtain as an output a set of equivalent coefficients ET and ,51\4 that approximate the
system’s dynamic behaviour.

1.3 Thesis Organization

The following outlines a summary of the presented research and its contributions.

Chapter 2 presents a continuum modelling approach for string-harnessed structures
and the use of a homogenization technique for periodic wrapping patterns. Two periodic
wrapping patterns are considered and the coordinates of vibration are assumed to be
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decoupled. The PDEs governing the bending, longitudinal, and torsional vibrations are
obtained. Numerical simulations are performed for varying system parameters and the
results are compared to a fully coupled finite element analysis. Experimental results are
also included to demonstrate the accuracy of the proposed model.

Chapter 3 develops the perturbation theory applied to an EB beam model with spatially
varying coefficients. In applying the perturbation theory, second-order corrections are
found for the natural frequencies and first-order corrections are found for the mode shapes.
The problem statement is formulated by assuming there exist reference values from which
the bending stiffness and mass per unit length of the system are perturbed. A major focus
is on the appropriate choice of these reference values as they directly influence the accuracy
of the perturbation theory results.

Chapter 4 applies the developed perturbation theory to string-harnessed systems. In
particular, the perturbation theory is applied to determine how changes in non-periodic
wrapping patterns affect the frequencies of the system. Multiple non-periodic wrapping
patterns are considered and are extensions of the periodic wrapping patterns studied in
Chapter 2. Experimental results for both periodic and non-periodic wrapping patterns are
considered for validation.

Chapter 5 investigates the applicability of model approximation as a means for non-
periodic structure homogenization. Using the perturbation theory results of Chapter 3 and
4, the goal is to produce simple analytical models that are accurate approximations to the
original spatially dependent model. This constitutes an inverse problem since the natural
frequencies and mode shapes of the system are assumed to be known and the coefficients
of the model are to be determined. A constant coefficient EB model and multiple methods
for determining the coefficients are considered.

Chapter 6 presents a summary and conclusion of the conducted research.
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Chapter 2

Periodic Wrapping Patterns

In this chapter an energy equivalent continuum model is derived for string-harnessed sys-
tems with periodic wrapping patterns using a homogenization technique. To begin, multi-
ple initial modelling attempts that were considered are presented and compared to a simple
experimental test to verify accuracy. From the correct model, a detailed analysis of period-
ically wrapped string-harnessed systems is performed and validated experimentally. The
contents of Section 2.3 and Appendix A consist of previous work by the author from [88];
reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.
The contents of Sections 2.2.2, 2.2.3, and 2.4 consist of previous work by the author from
[87]; reprinted by permission of the American Institute of Aeronautics and Astronautics,
Inc.

2.1 Initial Modelling Approaches and Homogeniza-
tion

Figure 2.1 shows the schematic of a beam structure and a periodically wrapped string. The
complete system is composed of multiple fundamental elements, which are a single instance
of the periodic wrapping pattern. The fundamental elements of a hybrid structure with the
diagonal and zigzag wrapping patterns considered are shown in Fig. 2.2. Local Cartesian
coordinates (1, y, x) are used for the fundamental element in the homogenization technique,
whereas global Cartesian coordinates (x,y, z) are used the for the hybrid structure as a
whole in the vibrations analysis.
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Figure 2.1: String-harnessed system composed of multiple fundamental elements.
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Figure 2.2: Fundamental elements for the diagonal and zigzag wrapping patterns.

Consider first the transverse vibrations for the zigzag wrapping pattern. Assume that
the various coordinates of vibration are decoupled. This specific case is considered as the
mass per unit length is constant throughout the system and reduces the amount of error
introduced through the modelling process of the stiffening effect of the string. Furthermore,
it is assumed that there is no slip between the string and the beam at their point of contact.
Under the assumptions of small displacements this is a reasonable assumption and makes
the problem more tractable. Euler-Bernoulli (EB) assumptions are employed for the host
structure. Finally, it is assumed that the geometric properties and the shear modulus of
the elasticity of the beam, as well as the pretension value, are such that any initial twisting
behaviour caused by imposing the wrapping pattern is negligible.

The homogenization technique determines the global system parameters by considering
a single fundamental element of the system. For the zigzag wrapping pattern, the length
of a fundamental element is L = (4b+4h) /tan(f). In the previous expression, 6 is the
string wrapping angle, b = b/2 + r,, and h = h/2 + r,, where b and h are the width and
thickness of the beam, respectively, and r, denotes the radius of the string. Using the local
Cartesian coordinate system presented in Fig. 2.2b, the centre of the string in the zigzag
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pattern is given by:

(n, tan(6)y — b, h) 0<n< tai%@)
LTS SR s R
(ny,2) = — 2b+2h 4b+2h (2.1)
(n, — tan(0)n + 35+ 2, —h) , 2 < < 2
(71, —b,tan(f)n — 4b — Sh) grf(?e’)l <n<lL

An important consideration in the modelling of the string-harnessed system is the accu-
racy of the displacement field, the strain calculations employed, and the manner in which
the string effects are included in the model. To demonstrate this, the various methods for
modelling the string-harnessed system which where considered for the presented research
are presented. Clamped-free (CF) boundary conditions are considered as these can be
imposed experimentally for model validation.

2.1.1 Proposed String-Harnessed System Models

Mass Updated Model

The first proposed model takes into account the added mass of the string and neglects any
stiffening effect. As previously mentioned, for the zigzag wrapping pattern the mass per
unit length of the system is a constant. Assuming an Euler-Bernoulli beam model and
taking into account the added mass of the string, the partial differential equation (PDE)
for the free transverse vibrations w(z,t) is

84 pSAS 0*w
and the boundary conditions are
ow 0w Pw
w(O,t) =0 > %(O,t) =0 y Eb]ba 5 (l t) 0 5 Eb[ba 3 (l t) 0 (23)

In Eq. (2.2), E} is the Young’s modulus of the host structure, I, = bh3/12 is the second
moment of area, and [ is the total length. p, and p, are the densities of the beam and the
string, respectively. A, = bh and A, = mr? are the cross-sectional areas of the beam and
the string, respectively. In Eq. (2.3), the boundary conditions represent zero displacement
and zero slope at the clamped end (z = 0) and zero moment and zero shear at the free end

(x =1). Lastly, t > 0 denotes time.
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First-Order Displacement Field, Arc Length Strain Calculation, No String
Compressive Force

Using EB assumptions for the host structure, assuming a small transverse displacement
w(z,t) along the midline of the beam leads to the first-order displacement field in Egs. (2.4):

Uy (z,t) = — zg—z}(x, t) (2.4a)
uy(z,t) =0 (2.4b)
u,(x,t) =w(z,t) (2.4c)

Consider a differential element of the string and calculate the strain energy. Following
the work of [135] the change in length of the string during vibration must first be deter-
mined. Using the formula for arc length and the displacement field in Egs. (2.4), the change
in length of the string is calculated. Let y4(x) and z4(z) denote the y and z coordinates of
the centre of the string.

dA; =dlaeformed — dlinitial
(-5 () (i) o () (8) o
) () (32) () ) () o oo
SEGRGE

To simplify the expression, use a Taylor series for v/1 + x centred about x = (dys )2+ (%)2.
Using the first two terms in the the Taylor series the approximation is

e () (3 (- (0 () (@) ()

For the zigzag wrapping pattern in consideration, ((gf)Q + (%)2 = tan?(f) for all .

Therefore the differential change in length of the string can be approximated as

1 2 627“) 2_1_1 1+ dzs ’ 8711) 2_|_ %8711]82711]_ 827’LU 2(0) dz
2% \ 92 2 dz Ox Az 0z 92 * 02 ) P cos(#)
(2.5)

dAg =

19



In Eq. (2.5), the non-bracketed term represents the differential length of undeformed
string expressed in terms of dx. As such, the bracketed term represents the strain along
the length of the string, denoted e,. Letting T, denote the pretension in the string and Fj
the Young’s modulus of the string, the differential strain energy is calculated.

dx
cos(0)
Next the differential strain energy in the beam is calculated. Since a first-order dis-

placement field is considered for the EB beam, the differential strain in the beam due to
bending is

AUstring = (Ts + EsAses) (esdl) = (TseS + ESAssg) (2.6)

2 N2
dUbeam,l = %Eblb (271;)) dz (27)

In addition to the strain energy from bending, the strain energy due to the change in
length of the beam against the force of the string must be taken into account. Assume
that the force of the string can be considered as acting only along the midline of the string-
harnessed system. Using the arc length formula and the displacement field in Eqs. (2.4)
evaluated at z = 0, the differential change in length of the midline of the beam can be

determined.
ow\ 1 /ow\?

In Eq. (2.8), the approximation is due to the truncation of the Taylor series of /1 + z,
centred about x = 0, after 2 terms. Using the expression for the differential stretch in the
midline, the differential strain energy due to the change in length of the beam against the
force of the string is

1 /ow\? 1 ow\
dUpeam 2 = —T5 cos(0) s\ 5, dx:—éTscos(Q) e dz (2.9)

Combining Eqgs. (2.6), (2.7), and (2.9) the final expression for the differential strain is
found.

2,0\ 2 2 2
AUsystem = {%Eblb <6_w> + (Les + BoAee) _ 1Ts cos(6) <8w> } da (2.10)

dz? cos(0) 2 Oz

Due to the complex final form of the strain energy, it is not immediately obvious if this will
always be positive quantity. The strain energy being a positive quantity is an important
quantity for analyzing the stability of the system.
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Finally, the differential kinetic energy is determined. For the zigzag wrapping pattern,
the mass per unit length is constant throughout the system. The rotary inertia effect is
ignored. Therefore, the differential kinetic energy for the string-harnessed system can be

written as )
1 PsAs ow
ATovstom = = | poAp + 222 ) (Z2) d 2.11
vt 2 (pb b cos(@)) (at) ’ (2.11)

Second-Order Displacement Field, Green-Lagrange Strain Tensor, No String
Compressive Force

Imposing a small transverse displacement z = w(z,t) to the midline of the beam and
retaining up to second-order terms produces the following displacement field

ug(x,t) = —zg—qj (2.12a)
uy(z,t) =0 (2.12Db)
uy(x,t) =w — g (%) (2.12¢)

The Green-Lagrange strain tensor is calculated and employed in the calculation of the
differential strain energy. The Green-Lagrange strain tensor is an exact representation
of strain and will provide additional terms, and hence accuracy, in contrast to using the
infinitesimal strain tensor. The Green-Lagrange strain tensor is defined as

1 [ 0u; Ou; Ouy Ou
2 7 ) Z k k

= —_— ) = 2.1
61] 2 aj 82 aZ aj 9 Z? ] {.CL', y? Z} ( 3)

k={=zy,2}
The superscript indicates the highest order of terms in the displacement field. Substituting

Eq. (2.12) into Eq. (2.13) we obtain the strain tensor shown in Eq. (2.14). In calculating
the strain tensor we only keep up to second-order terms.

2 22 2.0 2 w )\ 2
—Z%Jr?(?w) +35 (%) 0
0 0

0 0

e® = (2.14)

o o O

Note that %2 is the only non-zero term in the strain tensor. This is expected due to the
assumption of using a one-dimensional element to model the hybrid structure.

21



The pre-strain in the string is equal to Ts/FEsA, and this strain pertains to the case
where the beam remains straight and there is no deformation. To determine the strain
along the string during vibrations a tensor transformation is used on Eq. (2.14). Since

the string wrapping angle is 6, the strain during vibrations is e cos?(#). Consider now a
differential element of the string and calculate the strain energy. Assume that the string
obeys Hooke’s law and that the strain at the centre of the string can be taken as the strain
at all the points in the cross section for a given position x.

1 T, @ 5\
dUstring = §E5 ﬂ + Exr ‘Z:ZS COS (9) dA » dl
string s4ls
1 T, L Pw  2Zcos(0) [0%w)”
B {//string EES (ESAS T (9) 0x? * 2 (83:2)
2
cos2(0) [Ow\? dx
“50(5) ) 4 ()
1 T2 5 4 O?w\> 2T,z cos?(0) 0*w
= { / /SmngEEs (EgAg 7 cos(0) (03:2) T EA, o2
+TSZ§ cos®(0) [ 0*w 2 N T, cos?(6) dw 2 dA dz
E A dz? E A oz cos(0)

i u
0x?

9

2
) — Tyzs cos(0)

1

1 ow\ > T2
=T, —_— — 2.1
Tt cos(f) (&L’) + 2E A, cos(6) } do (2.15)

In Eq. (2.15) the approximation symbol is used since only terms up to second-order in
w(z,t) and its derivatives are kept. In the expression for the strain energy in the string it
is seen that there is a term with a negative coefficient. Of interest is determining whether
or not the strain energy in the string is always a positive quantity. Completing the square

2
using the <?)271§> , 32715, and constant terms, the strain energy in the string can be written
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as

0w T, 2
0r?  FE Aszscos?(0) + Tszs

1
AUsring = {5 [ESASZE cos®(0) + T,22 005(6)} (

1 w\® L
1, o (0w s d 2.1
5T cos( >(ax) +2E§A§cos3(9)+2E5ASTSCOS(9)} roen

Equation (2.16) clearly demonstrates that the strain energy in the string is always a positive
quantity.

Next, the strain energy in the beam is calculated Assume that the beam obeys Hooke’s
law and the strain in the beam due to vibrations is e'2. Consider now a differential element
of the beam and calculate the strain energy.

AUbeam = {// dA} da
beam
2
_ 1 ~Tycos(f) w22 (0Pw\® 1 [0w\?
B /Aeam §Eb ( EbAb - F 8:52 + ? @ + 5 % dA dz
1 2 82w 2
{//m 2™ ( <a_> ) dA} da
92w
Ebfb <0 2) dx (2.17)

In Eq. (2.50) the approximation symbol is used since only terms up to second-order in
w(z,t) and its derivatives are kept. The strain energy for the beam is always a positive
quantity.

Q

Summing Eqgs. (2.15) and (2.50) the strain energy for a differential element of the hybrid
system is found.

1 2w\’
dUsystem = 5 [Ebjb + ESASZE COSs(Q) —+ TSZE COS(Q)} (@)

1 ow\’ 0*w T?
—|—§TS cos(6) <6_x) — Tszs cos(0) o2 + SEA cos(@)} dz (2.18)

Since the strain energy in the string and beam were shown to be positive quantities, the
total strain energy in the string-harnessed system is always positive. Since the strain
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energy is always positive, the system will be positive definite and thus the frequencies will
be positive. This indicates that for this modelling approach the system will be stable for
all possible parameter values.

For the zigzag wrapping pattern, the mass per unit length is a constant throughout the
entire system. As with the previous model, the differential kinetic energy is

1 psAs ow\
ATy stem = — A — | d 2.1
syste 2 (Pb b+ COS(Q)) ( ot > x ( 9)

Second-Order Displacement Field, Green-Lagrange Strain Tensor, With Com-
pressive Force

For the final model, the steps for determining the strain energy in the system are the same
as the previous model with the exception that a compressive force due to the string is
considered in the beam differential strain energy. As such, the differential strain energy in
the string is the same as Eq. (2.15).

1 5 3 ) 82w\’ 0*w
AUstring = 5 [EsAszS cos®(0) + Tz COS(Q)} o2 ) " T,z cos(@)w
1 ow > T2
=T —_— —_— 2.2
+2 s cos(6) (8:6) * 2E A cos(6) } de (220)

Since the strain energy in the string is the same as in the previous model, it is known that
the strain energy in the string is always a positive quantity.

Next consider the strain in the beam. Let the beam be pre-compressed with a force equal
in magnitude to the pre-tension in the string and acting in the same direction as the string
longitudinal axis. The initial compressive strain in the beam is therefore —7} cos(6)/EpAy.
The strain energy in the beam due to vibrations is 5%), which is the non-zero component
in Eq. (2.14) for the Green-Lagrange strain tensor assuming a second-order displacement
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field. Consider now a differential element of the beam and calculate the strain energy.

_ Tscos(®) | (o 2
dUbeam - {//beam E ( EbAb + gxa: dA dl'
1 _T COS(&) 82w Z2 8211} 2 1 aw 2 2
pUs ( o3 (am) 2 (5) ) Yy
// T2 cos (6) 5 ((O*w 2 9Tz cos(0) 02w
12 ——a e T\ am )t
beam E A 8$2 EbAb axz
2 2 2 9
_Tsz cos(f) ([ 0*w T cos(@) 8_w b g
Ey Ay O? EyA, ox

1 Ty cos(0)1,,] [ 0*w 1 dw\> T2 cos?(0)
{2 [Eb[yy a Ay or2 ) 2T5 cos(?) ox + 2EL, A, dr

(2.21)

Q

In Eq. (2.21) the approximation symbol is used since only terms up to second-order in
w(z,t) and its derivatives are kept. In the expression for the strain energy in the beam
it is clearly seen that for certain choices of system parameters this quantity can be made
negative. For example, the tension in the string can be made exceptionally large.

Summing Eqgs. (2.20) and (2.21) the strain energy for a differential element of the hybrid
system is found.

] T, cos(0)1 2w\ 2
AUsystem = {5 {Eb[yy + By A 22 cos®(0) + Tyz2 cos(0) — COZ(b ) yy] (g;;)

2 T2 T2 29
0*w - SCOS<)}d:c

—Tyz, cos(6) +

2.22
0x?  2E A, cos() * 2E, A, (2:22)

The major difference between the system differential strain energy of Egs. (2.18) and (2.22)
is the presence of term 1T} cos(6) (%)2 dz in Eq. (2.18). When the compressive force of

the string is considered in the beam differential strain energy, the term %Ts cos(0) (‘3—;’)2 dz
from Eq. (2.18) is cancelled out. Further, since the strain energy in the beam can potentially
be a negative value, the total strain of the system must be analyzed to determine under

which conditions the strain energy in the system will be positive or negative.

Using the results of completing the square for the string strain energy to obtain Eq. (2.16)
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from Eq. (2.15), the total strain energy of the system in Eq. (2.22) can be written as

0w T, 2
012 FE Aszsc08%(0) + Tyzg

AUsystem = {% [EsA,22 cos®(8) + Ty22 cos(6)] <

1 Iscos(0)] Pw\’ T?
+= |EyI,, — = = + -
2 [ by Ay ] (8w2 ) 2E2A2 cos?(0) + 2B, AT, cos(6)
T2 cos?(0)
s dz 2.2
* 2E, Ay } 229

Ox2
then the strain energy in the system will be positive at every point x. This is a stronger
condition than requiring that the total strain energy be positive when integrating over the
entire system. To achieve this positive strain at each point x, the value of the tension in
the string must be Ty < Ep A,/ cos(). Considering the upper limit for the value of tension,
this would lead to the following strain along the longitudinal axis of the beam

o 1 Tscos(0) 1 EyA
B, E, A,  E, A

The result of € = 1 indicates that the beam has undergone a change in length equal to the
total length of the beam. However, this is not possible physically and thus any real world
test setup will always have a positive strain energy value. In the case of positive strain
for all system parameter values, the frequencies of the system will be positive and thus
stability is ensured.

2
In Eq. (2.23) it can be seen that if the coefficient of the (82—"“”) term is made positive,

€

Theoretically, the tension in the string can be made larger than E, A,/ cos(#), in which
case the strain energy in the system can potentially be made negative. Consider the case
of a string with a constant height z;(x) = Z. Completing the square for the total strain
energy of the system in Eq. (2.22) leads to

1 T I 2
dAUsystem = {— [Eblyy + B A7 cos®(0) + T,z% cos(f) — == cos(#) yy} (6 w

2 Ab 8ZE2
2
T,z cos(6) N T?
EyI,, + E;AZ? cos?(0) + Tyz cos(0) — TS%(:])IW 2E A cos(0)
T2 cos?(6) 1?72 cos®(0)
— dx
2E, Ay 2 [Ebfyy + E, A% cos?(0) + T,72 cos() — el COZ(:))IW
(2.24)
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First consider the coefficient of the term containing ?;715. If z2 > I,,/A, then the
coefficient will always be positive for all possible system parameters. However, if 72 <

I,/ A, then for Ty > (Eyl,, + EsAz* cos®(6)) / cos(6) ({ji’—: — §2> the coefficient will be

negative. Next, consider the constant terms in Eq. (2.24). Algebraic manipulation to have
a common denominator for these constant terms results in

1
{TSQEbAb |:Eb]yy + T‘S COS(Q) (22 — %)}
b

I
+T2E, A, cos® () {Eb[yy + E,AZ% cos®(0) + T, cos(6) (22 — ﬂ)} }

Ay
1
{2 [Ebfyy + E,A 7 cos®(0) + T cos() (22 — %)} EyApE A, cos(@)}
b

Above, it is seen that if 22 > I,, /A, then the constant terms will produce a positive value.
However, if 2% < I,/ Ay, then the sum of the constant terms will be negative when

2
EsAgcos3(0)) 22

Epl,, + (£.4, ),3
9y EbAb—‘y-EsAs COS (9)

cos(f) <IX—§ — 22>

EyI,, + EsAg cos®(0)z?
cos(f) <IX—Z’ - 22>

and positive otherwise. Note the the lower bound above is larger than Ej,A;/ cos(#), which
was the condition for positivity in the strain energy previously determined.

< T, <

To summarize the results, if 22 > I,,/A, then the strain energy in the system will
always be positive for all values of system parameters. If z? < I, /A, then the value for
T, can potentially make either the coefficient of the term containing ‘227%’ or the sum of the
constant terms negative. Having one of these being negative could result in the overall
strain energy in the system being negative. This demonstrates that the wrapping pattern
being applied to the system will influence whether the strain energy in the system will
remain strictly positive for all system parameters or could become negative. However, to
reiterate, this would only be possible in a theoretical situation as the values for tension
required are larger than EjA,/ cos(6), which is the value for which the strain in the beam
is equal to its length.

For the zigzag wrapping pattern, the mass per unit length is a constant throughout the
entire system. As with the previous model, the differential kinetic energy is

1 psAs \ [ Ow)”
d,-rsystem - 5 (,ObAb + COS(@)) (E) dx (225)
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2.1.2 Homogenization of Models

In working towards the equation of motion for the free transverse vibrations of the string-
harnessed system, the total kinetic and strain energy are to be determined. For the zigzag
wrapping pattern the mass per unit length is a constant throughout the system and thus the
same differential kinetic energy is found in Egs. (2.11), (2.19), and (2.25). Integrating these
equations over the length of the system yields the kinetic energy for the entire structure

b1 psAs ow\
Tiot —/0 3 {pbAb‘i‘ m] (E) da (2.26)

For the strain energy in the system a homogenization technique is employed. The
homogenization technique used in this work follows an energy equivalence approach to
determine a constant coefficient model for the string-harnessed system. This is achieved
by considering a single fundamental element of the system, determining an equivalent strain
energy per unit length, and then integrating to determine the total strain energy in the
system.

A second-order Taylor series of w(n,t) about the centre of a fundamental element is
substituted into the expression for the differential strain energy in Egs. (2.10), (2.18),
and (2.22). Integration is then performed over the length of the fundamental element to
determine a strain energy for the fundamental element U,. The strain energy per unit
length of the fundamental element is found by dividing U, by the length of a fundamental
element. Integrating the strain energy per unit length over the entire domain of the string-
harnessed system gives the total strain energy. The general form for the total strain energy
determined using the homogenization technique is

1 9w\ ow\ > ow O*w
Utot—/o (501 (@) + Cs ((9_13) +03+C4%w dz (2.27)

The coefficients for the modelling approaches initially considered for the string-harnessed
system are summarized.
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Coefficients for First-Order Displacement Field, Arc Length Strain Calculation,
No String Compressive Force

28, A, (3552 + 53) cos(0) T, (6525 +60R° + 6h° + (53 + 3552) sin? (9)) cos(6)
_l’_

C =Ep] — —
e 3(b+h) 3(b+h)

Tshsin?(0)
2T (b+ h) cos(8)
C3 =0
_ Tybhsin(6)

=G (2.28)

Coefficients for Second-Order Displacement Field, Green-Lagrange Strain Ten-
sor, No String Compressive Force

—9 - 9 — —
E Ah 30) (b+h/3 h (b+h/3
Cy =EyI, + e ( l< +h/3) + T cos(@)M
b+ h b+h
Cy =Ty cos(0)
iy
Cs  2E,A, cos(f)
Cy =0 (2.29)

Coefficients for Second-Order Displacement Field, Green-Lagrange Strain Ten-
sor, With Compressive Force

-—2 — — 2 — _
E,Ah" cos®(9) (b+ h/3) (b+h/3) I,
Oy =By, + ~ ) 4Ty cos(g) |
P b+ cos(f) b+ h Ay
Cy, =0
= T? N T2 cos?(0)
2E, A, cos(0) 2E, Ay
€y =0 (2.30)
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In Eq. (2.30), it can be shown that B (b+h/3) / (b+ h) —I,/A, > 0 always holds, and
therefore C will always be a positive constant.

Note, the homogenized strain energy with coefficients given in Eq. (2.30) is always
a positive quantity. This indicates that likely the spatially dependent strain energy in
Eq. (2.22) is also always a positive quantity, at least when integrated over the length of a
fundamental element. For this reason, changing the system parameters, in particular 75,
does not cause the strain energy to become negative. It is expected that if the spatially
dependent strain energy could be made negative through changing system parameters that
this would also be captured in the homogenization process. This is clearly seen for a
system with a constant position zs(z) = Z, which results in the following homogenized
strain energy

dUsystem, hom — {5 |:Eb]yy + ESASE2 COSS(Q) + TSEZ COS(Q) _1s CO}Z(f) yy:| <g;§>

2 T2 T2 2
0*w - 2 cos (9)} de

Lzeos0) g7 * 3B A con(@) T 2E0A,

It is seen that the homogenized differential strain energy and the exact strain energy
from Eq. (2.24) are identical. This means that the possibility of obtaining a negative
strain energy when z? < [, /A, in the spatially dependent model is also captured in the
homogenized model. Thus for a simple case it is seen that the homogenized model predicts
the mathematical possibility of instability in the system. However, it is possible that the
process of homogenization would not predict the instabilities in the system as predicted in
the exact spatially dependent strain due to the average of local effects.

2.1.3 Vibration Analysis

Denote the total kinetic energy of the system in Eq. (2.26) as Tios = fol %Kl (%—T)z dx.
Using this and the general form for the strain energy in Eq. (2.27), the Lagrangian for
the string-harnessed system can be found. Hamilton’s principle is then applied, and the
partial differential equation for the free vibration of the transverse displacement w(z,t) for
the string-harnessed system is
4 2 2
28,2 g Y

ot~ o T e =0 (2:81)

30



and the clamped-free boundary conditions are

ow Pw ow 0%w ow
w(07t>:O ) 7(0at):0 s Clw(l,t)—Cbi(l,t):O > Clw(lvt)"i_czlg(lat):o

ox ox
(2.32)

In Eq. (2.31), the first and third terms in the PDE are those relating to the bending
stiffness and mass per unit length of the system, respectively, as is typically seen in an
EB beam model. The second term in the PDE is due to compressive forces along the
longitudinal axis. C is a positive quantity and is the magnitude of the compressive force
obtained after homogenization. If the beam was under a tensile force, the C; would remain
a positive quantity, since it is the magnitude, and the sign in the PDE would switch from
a subtraction to an addition. A compressive force in the system has the effect of lowering
the natural frequencies.

The free-end boundary conditions in Eq. (2.32) can be interpreted as zero shear and zero
moment, respectively. With respect to the moment, the additional term in the boundary
condition with coefficient Cy is only present for the system model using the arc length
calculation for the stretch in the string. This term is not given a physical interpretation
since the arc length model is incorrect. With respect to the shear, the additional term in
the boundary condition with coefficient 5 is due to the axial compressive force. During
vibrations, changes in the location of the midline and the compressive force always being
in the x direction will introduce a shear force. Therefore the shear force at the free end of
the system is a balance between the beam shear and the shear from the compressive force.

Using separation of variables, assume the solution to Eqs. (2.31) and (2.32) is w(z,t) =
f(z)e™t. This lead to an ordinary differential equation (ODE) in terms of f(x) and the
general solution is given in Eqs. (2.33).

f(z) =Acos(@r) + Bsin(ar) + C cosh(Bz) + D sinh(Sz) (2.33a)
— —CQ+ \/022+4C’1K1w2
a _\/ e (2.33b)
_ 2 2
5 Cy +/C% + 40, Kyw (2330
2C,

Applying the boundary conditions to the solution in Eqgs. (2.33), the characteristic equation

31



of the string-harnessed system is
0=Cy (@ +5") + s (@ = 7") + [20:@°F" - C, (@ = 7) | cos(a) cosh(F)
+ap [202 el (aQ . BQ)} sin(al) sinh(Bl) + C,B (aQ + Bz> cos(al) sinh(Bl)
+Cya (52 + 32) sin(al) cosh(Bl) (2.34)

The mode shapes obtained after applying the boundary conditions are then mass nor-
malized. For the n'® mode of the string-harnessed system the mode shape is

bn(z) A, {cos(anx> — cosh(B,z) — kn [sin(@nm) _ % sinh(Bn:c)] } (2.352)

n

C1@2 cos(@ul) + C1 3. cosh(B,,
Cia? sin(a@,l) + C1a, 3, sinh(3,,

= ? + Cya, sin(a,l) + Cyf,, sinh( Zl> (2.35b)

) — Cyav, cos(ay,l) + Cyau, cosh(B,,0)

z _ ) ~1/2
A, = (Kl/ (cos(@n:c) — cosh(B,z) — ky {sin(anaﬁ) - % sinh(3,,z) ) d:c)
0 n
(2.35¢)
The mass normalization conditions satisfied by the mode shapes are
!
0
d*¢; d2¢;
[ s [0 S5 - g2 w] ar=us, (2.37)

Above, ¢;; is the Kronecker delta. The response of the system can then be expressed as
w(z,t) =>7 dn(2)gn(t), where the functions g,(t) are to be determined.

2.2 Initial Experimental Results

2.2.1 Analytical Frequency Response Function for Base Excita-
tion

The clamped end of the string-harnessed system is fixed to a shaker during experimental
testing. Therefore, the boundary conditions at the clamped end of the system in Eq. (2.32)
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become, for wy # 0,

ggf 83 ow .
w(0,t) = : 5 sin(wst) C1— 5 (I,t) — Cy— e (I,t)=0
(2.38)
ow 82 Jw

and the PDE for the transverse vibrations is given in Eq. (2.31). In Eq. (2.38), ¢ is the
gravitational acceleration, gy is a dimensionless gravitational acceleration factor, and w; is
the driving frequency of the shaker.

To remove the nonhomogeneous boundary condition, a function r(z,t) is introduced of
which the only requirement is to satisfy the same boundary conditions as w(z,t). Take
r(z,t) = ggysin(wst)/w?. Let y(x,t) = w(z,t) — r(x,t), and make this substitution into
the PDE of Eq. (2.31) and the boundary conditions listed in Eq. (2.38). The new PDE in
terms of the function y(z,t) is

o 0? 0? )
Cla ‘Z Cga—‘g + K —= 57 Y = K99y sin(wst) (2.39)
and the boundary conditions are
83 8
(2.40)
dy 0%y dy
%(O,t)—O 018 2([ 15)—1—6'4a (I,t) =0

The frequencies and mode shapes are then determined by considering the unforced sys-
tem; the results are those listed in Eqs. (2.34)-(2.37). Thus, the solution for the PDE in
Eq. (2.39) can be expressed as y(z,t) = Y ", ¢, (x)gn(t), there the functions g,(t) are to
be determined.

Because of the orthogonality condition for the mode shapes, substituting the series
solution for y(x,t) into the PDE, multiplying by ¢;(z), and integrating over the domain of
the system yields

d?g; ! . — .
df; (t) + wlgi(t) = 997K / ¢i(r) dx sin(wst) = ggrd; sin(wst) (2.41)
0
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The steady-state solution for the i*" modal equation is then

ggf%

23 sin(wst) (2.42)

Gss,i (t) -

Therefore, the steady-state solution for the original system can be found as

s n=1 1 s

Wes(z,t) = 1(x,t) + yss(x, ) = g9y (% + Z ¢;¢Z(x) > sin(wst) (2.43)

The analytical expression for the FRF is then found by dividing Eq. (2.43) by the
amplitude of the acceleration and taking the magnitude.

1 S aqul('r)
D W

Here, the variable x denotes the sensing location measured from the clamped end of the
system.

H(z,ws) = (2.44)

2.2.2 Experimental Setup

Figure 2.3 shows the test setup used for FRF validation of the homogenized models for the
string-harnessed system. The experiments are conducted using a Modal Shop 2075E dual
purpose electrodynamic shaker controlled by an LMS SCADAS mobile data acquisition
system. The LMS SCADAS controls the shaker base acceleration using the Sine Control
module. A feedback loop in the LMS Test Lab software uses a PCB Piezotronics 352A24
accelerometer to ensure the desired acceleration is met. A Polytec OFV-505 laser vibrom-
eter and Polytec OFV-5000 vibrometer controller are used for the FRF measurements of
the system. The LMS data acquisition system is also used for the laser measurement data
processing. A Modal Shop 2050E09 power amplifier is used to provide the excitation signal
produced by the LMS unit to the shaker.

The pre-tension in the string is applied using a hanging mass of known weight while
wrapping the string around the beam. Caution is taken during wrapping the string to
eliminate motion in the hanging mass in order to allow for a steady force application and
to avoid variation of tension during the wrapping. Figure 2.4 shows the harnessed beam
mounted on the shaker base for the experiments. As shown in this figure, the harnessing
string is tied through a small hole located at the free end of the beam. Additionally, there
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Figure 2.3: Experimental setup for FRF measurement.

is a small section of beam that extends beyond the clamp. This small section of beam is
used to facilitate the clamping process of the string-harnessed system to the shaker. Lastly,
a small square of reflective tape is used to improve the accuracy of the measurements from
the laser vibrometer.

2.2.3 Experimental Results and Comparison of Modelling Ap-
proaches

An aluminum alloy 6061 beam specimen is used as the host structure. The clamped beam
has dimension of 0.01306 m width, 0.00146 m thickness, and 0.251 m length. The modulus
for the aluminum alloy 6061 is 68.9 GPa, and the density is 2768 g/m3. A sensing location
of 0.052 m from the clamped end was chosen so that it does not coincide with any nodes
of the system within the frequency range of interest.

A constant base acceleration results in a smaller displacement amplitude for higher
frequencies. The smaller amplitude results in a smaller accuracy in obtaining the laser
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Figure 2.4: String-harnessed beam mounted on shaker.

measurements. Therefore, the FRFs are obtained individually for each mode during which
both the laser sensitivity and shaker acceleration were adjusted to ensure optimal results.
Table 2.1 presents the acceleration values used for the test.

Table 2.1: Acceleration profile used in initial experiments

Mode Acceleration (gf) Resonance (gf) Anti-resonance (gy)

1 0.05 0.03 0.2
2 1 0.1 1.2
3 1 0.5 3.5

As an initial step, the experimental FRFs for the host structure only, i.e., an un-
wrapped beam, are compared to the analytical FRF's using an undamped EB beam model.
The results are presented in Fig. 2.5, and the natural frequencies for the analytical and
experimental results are listed in Table 2.2.
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Figure 2.5: Analytical and experimental FRFs for the unwrapped beam.

Table 2.2: Experimental and analytical frequencies, in Hz, for the unwrapped beam

Mode
1 2 3
Experiment 18.58 116.50 326.95
EB Model 18.64 116.79 327.01
% Error 0.3 0.25 0.02

As it is observed in Fig. 2.5, the analytical FRF matches that of the experiment quite
well. This is expected considering the large length-to-thickness ratio for the beam. As
shown in Table 2.2, there is good agreement between the analytical model and the experi-
mental natural frequencies. As expected, the analytical model overpredicts the frequencies
due to exclusion of shear or rotary inertia effects in the model. Since the results match
quite well, this removes any uncertainty in the ability of the clamping mechanism to truly
restrict displacement and slope to zero. The errors that are present in the results are likely
due to human error in clamping the beam such that it is perpendicular to the clamp and
the presence of the small through hole at the free end of the beam.

Next consider a string-harnessed system. For the string harness, 3 PowerPro Super
8 Slick 801b break strength fishing lines are used. Multiple string are used in the test to
ensure that the stiffening effect, as well as the added mass of the strings, is significant to the
system. The material properties for the string are listed in Table 2.3. The string modulus
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was determined experimentally by performing a tension test. Table 2.3 also presents the

details of the test setup.

FRF, m/(m/s?)

Table 2.3: Initial string-harnessed system test setup

String Type Power Pro

String Radius (mm) 0.20955
String Modulus (GPa) 128.04
String Density (kg m™) 1400
Pretension per String (N) 13.3
Number of Strings Used 3
Number of Fundamental Elements 5
Sensing Location (m) 0.052

The experimental result for the FRF of the test outlined in Table 2.3 is compared to the
FRFs for the various string-harnessed system modelling approaches derived in Eq. (2.44).
The experimental and analytical results for the first 3 modes of the system are presented in
Fig. 2.6. The experimental and analytical natural frequencies are presented in Table. 2.4.

—— Experimental
10° \
Mass Updated

10°

10-5,

Arc Length Strain
Green-Lagrange, No Compressive Force
— — Green-Lagrange, With Compressive Force

FRF Ii/(lrl/bz)

10718

—— Experimental I N
10° ¢ »
Mass Updated |
Arc Length Strain
Green-Lagrange, No Compressive Force
— — Green-Lagrange, With Compressive Force
T T T

(a) First 3 modes of the system

| -8 . . .
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Frequency, Hz

Frequency, Hz

35 40 45

(b) Fundamental mode of the system

Figure 2.6: Analytical and experimental FRFs for the string-harnessed system.
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Table 2.4: Comparison of experimental string-harnessed natural frequencies, in Hz, to
string-harnessed models

Mode
1 2 3
Ezxperimental
Frequency 19.42 121.25 340.6
Mass Updated
Frequency 18.52 116.04 324.92
% Error -4.65 -4.30 -4.60
Arc Length Strain
Frequency 21.91 130.42 361.99
% Error 12.83 7.56 6.28
G.-L., No Compressive Force
Frequency 37.51 152.18 370.88
% Error 93.14 25.51 8.89
G.-L., With Compressive Force
Frequency 19.55 122.52 343.07
% Error 0.67 1.05 0.72

It is quite evident in Fig. 2.6 that amongst the four considered models that using
the Green-Lagrange strain tensor with the string compressive force on the beam provides
the most accurate result. In addition to the amplitude of the FRFs matching very well,
Table 2.4 shows that the percentage of error in predicting the first three natural frequencies
is no more than 1.05% for this model. This is significantly better than the other proposed
models where the smallest absolute percentage error in predicting the frequencies is 4.30%.
Some potential sources of error in the experimental results can be the small knot used to
tie the strings at the free end of the system, applying the wrapping pattern perfectly along
the beam, and ensuring that the tension in the strings is exactly constant throughout the
system. However, care is taken in particular with the application of the wrapping pattern
and the weight used to tension the strings to reduce the effect of these uncertainties and
produce repeatable test measurements.

When a compressive axial force is applied to a beam, the natural frequencies of the
system decrease. As expected, including the compressive force of the string on the host
structure decreases the natural frequencies when compared to the case with no compressive
force. Comparing the two models that use the Green-Lagrange strain tensor, it is seen that
the impact of omitting the compressive force on the beam due to the string is significant.
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Furthermore, the arc length strain model predicts frequencies between the Green-Lagrange
strain models with and without the string compressive force. This is due to the model
taking into account the work done by the beam against the string but only assuming that
this takes place along the midline of the beam.

In Table 2.4 it is seen that the mass updated model underpredicts the frequencies of
the system. This is expected since this model only takes into account the added mass of
the string, which lowers the frequency, and does not consider the stiffening effect, which
would increases the frequency. These results clearly highlight that the stiffening effect of
the string is not negligible.

From the results presented in Fig. 2.6 and Table 2.4, the modelling technique employ-
ing a second-order displacement field, the Green-Lagrange strain tensor, and the string
compressive force acting everywhere on the beam should be used for further analysis. Of
particular interest are the mass and stiffness effects of the string harnesses for varying sys-
tem parameters. From this point forward, both the diagonal and zigzag wrapping patterns
presented in Fig. 2.2 will be considered.

2.3 Mass and Stiffness Effects of String-Harnessed Sys-
tems

The assumptions imposed on the string-harnessed system in Section 2.1 are still assumed to
hold true. The homogenization theory approach previously used for the kinetic and strain
energy derivations for transverse vibrations along the z-axis may also be used in deriving
the dynamics of other coordinates of vibrations. As such, the results for the transverse
along the y-axis, longitudinal, and torsional vibrations using this theory are also presented.

2.3.1 Kinetic Energy
Transverse w(x,t)
As in Section 2.1.1, the assumption of small transverse displacement allows rotatory inertia

effects to be neglected. The kinetic energy for an arbitrary fundamental element of the
hybrid structure can be found using

1 3u2 2 1 auz ?
Te B §pb ///beam ( ot ) v §p$ ///string ( ot > v (245)
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From substitution of the second-order displacement field in Eqs. (2.12):
et I (- ) b [l (- )
N RGN
R
<o [l G o L, () o

The approximation is a result of keeping only up to second-order terms with respect to

w(z,t) and its derivatives. Applying the process of homogenization, the velocity at the

centre of the fundamental element, %—T(L /2,t), is taken as constant for the entire funda-

mental element. Then for a given wrapping pattern 7T, is calculated. In the case of the
diagonal wrapping pattern care must be taken as there is a lumped mass at the right end

of the fundamental element.

Once T has been calculated it is divided by the length of the fundamental element. This
produces a kinetic energy per unit length that is constant and taken to be an approximation
of the kinetic energy per unit length for the entire string-harnessed system. The total
kinetic energy can be expressed as

"1 ow\’
j—vtot—/ov §K1 <E> dx . (246)

The constant coefficient K is determined by the wrapping pattern for the string that is
being considered.

Transverse v(x,t)

For motion along the y-axis the coordinate of vibration of interest is v(x,t). The total
kinetic energy in a fundamental element is given by

1 ov\? 1 o\
Te N §pb ///beam (E) v * 505 //Ztring (E) -
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Applying the same process of homogenization as presented for transverse w vibrations the
total kinetic energy in the string-harnessed system can be expressed as

b ov\?
Tio :/ -K (—) dx . 2.47
tot 0 2 1 8t ( )

The coefficient K is determined by the wrapping pattern in consideration.

Longitudinal u(z,1)

For motion along the z-axis the coordinate of vibration of interest is w(z,t). The total
kinetic energy in a fundamental element is given by

1 ou\ > 1 ou\’
Te - §pb ///beam (E) dv+ §p8 //Ztring (E) W

Applying the process of homogenization presented in this work the total kinetic energy in
the string-harnessed system can be expressed as

"1 ou\?
ﬂot—/o §K1 <E> dz . (248)

The constant coefficient K is determined by the wrapping pattern for the string that is
being considered.

Torsional 0,(z,1)

For twist about the z-axis the coordinate of vibration of interest is 6,(x,t). The total
kinetic energy in a fundamental element is given by

1 N A 1/// NI A
Te_2pb///beam (y +Z)<at) dV + 2ps tring (ys +Zs) ot av

where y4(x) and z,(z) denote the y- and z-coordinate of the centre of the string. Apply-
ing the process of homogenization the total kinetic energy in the hybrid system can be

expressed as
' 00, \ >
ﬂot :/0 §K1 ( 8t ) dz . (249)

The coefficient K is a constant that is determined by the wrapping in consideration.
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2.3.2 Strain Energy
Transverse w(x,t)

Recall the Green-Lagrange strain tensor from Eq. (2.14).

o O O

( 0
&= 0 0
0

Since £ is the only non-zero term in the strain tensor, this signifies that there will be no

strain energy due to the vibration in the sections of string that are only in the yz-plane of
the hybrid structure; this only occurs for the diagonal wrapping pattern.

The calculation for the differential strain energy in the string was performed in Sec-
tion 2.1.1 and the final result given in Eq. (2.15) is stated below.

9*w

9

u
ox?

1 2
AUstring = {5 [E A 22 cos®(8) + Ty22 cos(6)] ( ) — T,zscos(0)

1 ow\” T2
—|-§TS cos(6) (%) + 3B A cos(d) cos(&)} dx

The calculation for the differential strain energy in the beam with the string compressive
force was done in Section 2.1.1 and the final result given in Eq. (2.21) is stated below.

1 T,cos(0)1,,] (2w\® 1 ow\> T2 cos?(0)
dUpeam = {2 [Enyy — A, o2 ) 2T5 cos(0) o + SEA, dx

(2.50)

In Eq. (2.50), I, = bh3/12 is the second moment of area about the y-axis.

Summing Eqgs. (2.15) and (2.50) the strain energy for a differential element of the hybrid
system is found.

1 T I 5 N2
dUsystem — {5 |:Eblyy + ESASZE COS3(0) + Tszg COS(@) s COZ(bQ) yy:| (g;’;j)

0*w T? T? cos*(0)
+ + dx
ox? QESAS COS(Q) 2EbAb

—Tszs cos(6) (2.51)
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It is noted that in the development of Eq. (2.51) it is assumed that the longitudinal direction
of the string is either in the x2- or xy-plane.

The homogenization technique outlined in Section 2.1.2 is applied to Eq. (2.51). As
mentioned, Eq. (2.51) includes only the strain energy of segments of the string that lie
on the zz- and xy-plane. This means that for the case of the diagonal wrapping pattern
the strain energy due to pre-tension of the string in the yz-plane must be added to the
result of the integration of Eq. (2.51) during homogenization. The total strain energy in
the string-harnessed system can be expressed as

1 2w\’ 0*w
Utot:/o <§Cl (ﬁ) +02w+03 dx (2.52)

The constant coefficients C, Cs, and C3 are determined by the wrapping pattern for the
string that is being considered. The coefficients of the kinetic and strain energy terms for
the two periodic wrapping patterns shown in Fig. 2.2 are found using the method presented
in the previous and current sections. These coefficients are listed in Sections 2.3.3 and 2.3.4.

Transverse v(x,t)

Keeping up to second-order terms the non-zero Green-Lagrange strain tensor element for
the v coordinate of vibration is

v y? (0% 1 v\
2 - _, 2 -7 (2= - = 2
Sau T - 2 (8x2> * 2 <8x) (2.53)
Using Eq. (2.53) the differential strain energy in the string-harnessed system can be found
as

Ab ox?
0% T? T2 cos?(0)
+ + dx
0x?  2E,Ascos(0) 2E, A,

1 Ts 8 Izz 2 2
dUsystem = {5 |:Ebjzz + ESAsyz COS3(9) + Tsyg COS(G) _ COS< ) :| (a ’U)

—T,ys cos(0)

(2.54)

Applying the process of homogenization presented in the current work the total strain
energy in the string-harnessed can be expressed as

"1 820\’ 0*v
Utot:/o (501 (@) +O2@+C3 dz (2.55)
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The constant coefficients C, Cs, and C3 are determined by the wrapping pattern for the
string in consideration. The coefficients of the kinetic and strain energy terms for the two
wrapping patterns are listed in Sections 2.3.3 and 2.3.4.

Longitudinal u(z,t)

Keeping up to second-order terms the non-zero Green-Lagrange strain tensor element for
the u coordinate of vibration is
ou 1 [(ou\?
2 —
Egy =+ = | =— 2.56
w0 2 (8:6) (2.56)

Using Eq. (2.56) the differential strain energy in the hybrid system can be found as

0u> 2 T? T2 cos?(0)

1
AUsystem = < = |EpAp + E, A, cos®(0)] | — dr (2.
Usyste {2 [Evdy + cos™(0)] (&E * 2E, A, cos(0) " 2E, Ay } T (257)

For the u coordinate of vibration a first-order Taylor series of u(n,t) about the centre of
a fundamental element is used in the homogenization process. The total strain energy in
the string-harnessed system can be expressed as

U —/l Lo (Y L) (2.58)
tot = ; 5 1 o 2 x .

The coefficients € and Cy are constants that are determined by the wrapping pattern
applied to the string. The coefficients of the kinetic and strain energy terms for the two
wrapping patterns are listed in Sections 2.3.3 and 2.3.4.

Torsional 0,(z,t)

Keeping up to second-order terms the non-zero Green-Lagrange strain tensor elements for
the 0, coordinate of vibration are:

1 00, \ >
2 _ > (.2 2 x
Ev —2(y +Z)(_6x)

90, 2.59

%5«32;) = T (2.59)
00
@ _ 9%
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Using Eq. (2.59) the differential strain energy in the string-harnessed system when the
string is on the top or bottom of the beam, z = £h/2, can be found as

1 T 2
AUgystem,t/b = {5 [GbJ + ESAszf cos(f) Sin2(9) + T cos(6) (yg + zf) — %{f'g)‘]] (%9;)

., 00, T? T2 cos?(0)
Flizs Sln(g)% + QESAS COS(Q) + 2EbAb } dz (260)

In Eq. (2.60) J = bh® (% — & <1 — 1;24 is the torsion constant for a beam with rectan-

gular cross section when h < b and Gy, is the shear modulus of the beam. The differential
strain energy in the harnessed system when the string is on the side of the beam, y = £b/2,
is given by

1 T, cos(0)J] [06,\>
dUsystem side = {5 [GbJ + B Ay? cos(6) sin®(0) + T cos() (y2 + 22) — Ciif ) } (0;1:)
90, T? T2 cos?(6)
Ty, sin(0) =2 s s d 2.61
FLoyssin0) 5+ S F A cos(@) T 2B } ! (2.61)

For the 6, coordinate of vibration a first-order Taylor series of 6,.(n,t) about the centre of
a fundamental element is used in the homogenization process. The total strain energy in
the hybrid system can be expressed as

Y1, (08N, 00,
Utot :/0 (501 (820) + Cy o7 +C3 | do (2.62)

The constant coefficients Cy, Cs, and Cy are determined by the wrapping pattern applied
to the string. The coefficients of the kinetic and strain energy terms for the two wrapping
patterns are listed in Sections 2.3.3 and 2.3.4.

2.3.3 Coefficients for the Diagonal Wrapping Pattern

For the diagonal wrapping pattern shown in Fig. 2.2a the length of a fundamental element
is L = 2b/ tan(f) and the centre of the string in the local Cartesian coordinates is:

(,y,2) = (n,tan(@)n —b,h), 0<n<L
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Transverse w(x,t)

Cy = Byl + Es A 7 cos 3(0) + Ty cos(f) {52 — Aiy]
b

Cy = —TSECOS(9>
T?cos*(#) T?tan(0) [ b
2E, Ay 2E,Ab

A, tan(f b o
Ky = pody 4 A t@ 1 b op g
b sin(6)

(2.63)

Cs =

It can be shown that i — I,,/A, > 0 always holds and therefore C; will always be a
positive constant.

Transverse v(x,t)

- Y

C = EL. + E,Ab 30053(9) + T cos(f) [% — %Z

Cy, =0

- T? cos*(0) T2 tan(?) [ b o4 5} (2.64)
2E, Ay 2E,Ab |sin()

psAs tan(6) b _
= - 2h +b
K=ol + b sin(#) et

In Eq. (2.64), I, = b®h/12. Tt can be shown that 52/3 — 1,./A, > 0 always holds and
therefore C will always be a positive constant.

Longitudinal u(z,1)

C) = EyAy + E A, cos®(0)

T?cos?() T?tan(f) [ b —
== —— 2h +b
“ 2B A 2E,Ab Lin(e) et ] (2.65)
A b _
Ky = ppAp + Ps St—an(e) - 0 +2h+0b
sin(6)
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Torsional 0,(z,1)

Ci = GyJ + B,AR cos(8) sin?(#) + T, cos(0) | b~ + —

Cy = —Tshsin(6)
2 cos? 2 b —_ 2.66
T?cos*(0) 1T: tan(?) [ | b D (2.66)
2E, Ay 2E,Ab |sin(0)

—2 ) =3
A, (- 2
K = pb]m—l-ps . <h2+b—)+psAs<2bh+i+b bh)M

Cy =

os(0) 3 3 3 b

In Eq. (2.66), I,, = I,, + I., is the polar moment of inertia. It can be shown that
B /A, > 0 always holds and therefore Cy will always be a positive constant.

2.3.4 Coefficients for the Zigzag Wrapping Pattern

The notation in the following sections is the same as for the diagonal wrapping pattern.
As outlined in Section 2.1, for the zigzag wrapping pattern shown in Fig. 2.2b the length

of a fundamental element is L = (4b + 4h) /tan(f) and the centre of the string in the local
Cartesian coordinates is:

0

—~

tan (6 —b h) ogng taff
nb—tan6n+2b+ﬁ) tan( <n<

(.
(n,y,2) = ( an(0)
7 (777 - tan 77 + ?)b -+ 2h h,) 2b+2h <n< 4b+2h

(

v

tan (6

1, —b, tan(f)n — 4b — 3h), 331(291)1 <n<lL

v

Transverse w(x,t)

-9 - — -9 —
E,Ah" cos(6) (b+ h/3) (b+n/3) I
E — T 0 - ¥
Ci = Eyly, + T + T cos(6) - A,
Cy=0
o T2 cos?(0) T? (2.67)
T 2E, Ay + 2E, A cos(0)
psAs
Ky = ppAp + ——
1= ppAp + cos(6)
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Note that 7” (b+n/3) / (b+h)—1I,,/A, > 0 always holds and therefore C; will always be
a positive constant.

Transverse v(x,t)

B A cos®(0) (b/3+h) b’ (b/3+h) L.

Ci=E,, + — + T cos(f — —
P b+h S Ay
CQ = 0
o T2 cos?(0) T2 (2.68)
T 2E,A, * 2E A, cos()
psAs
K, =pA
1= Ppe + cos(6)

In Eq. (2.68) it can be shown that b’ (b/3+h)/(b+h) —I../A, > 0 always holds and
therefore C will always be a positive constant.

Longitudinal u(z,1)

C) = EyAy + E A, cos®(0)

o T? N T2 cos?(0)
> 9F.A, cos(0) 2E, Ay (2.69)
psAs
Ky = ppAp + ——
1= poAp + cos(0)

Torsional 0,(z, 1)

— 2
A Ts (b+ R 0 '
C1 = GyJ + EsAsbh cos(0) sinz(g) + ( + ) cos(0) _ T, cos(0)J

3 Ay
2.
o — T? cos*() N T? (2.70)
MDY R 2FE A, cos(0)
-2
A (b+h
Kl — pr(E.’E + u

3 cos(0)
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In Eq. (2.70) it can be shown that (b-+ 5)2 /3 — J/A, > 0 always holds and therefore C
is always a positive constant.

2.3.5 Vibration Analysis
Transverse w(x,t)
From the total kinetic and strain energy in Eqs. (2.46) and (2.52) the Lagrangian for the

string-harnessed system can be found. Hamilton’s principle is then applied and the PDE
for the free vibration of the transverse displacement w for the string-harnessed system is

0w 0w
—+ Ki— = 2.71
4 o + K BRI 0 (2.71)
and the boundary conditions at the endpoint z* = 0 or [ are:
3

w(x*,t) =0 or %(m*,t) =0 (2.72a)

Ow 0w
%(ZE*, t) =0 or Clw(l‘*,t) = —CQ (272b)

The boundary conditions in the left column represent geometric boundary conditions while
the boundary conditions in the right column are typically referred to as the natural bound-
ary conditions.

To proceed with the vibration analysis a time-independent solution to the problem of
Egs. (2.71) and (2.72) is introduced and denoted w,(z). Physically this corresponds to an
equilibrium solution. Performing the substitution w(z,t) = w(x,t) + w(x) in Egs. (2.71)
and (2.72) leads to a PDE with respect to the new function w(x,t) whose boundary con-
ditions are homogeneous. Since w,(z) is time independent the frequencies of vibration
determined from the PDE in terms of w(z,t) will be the same as the those of the original
PDE in terms of w(z,t).

d'w 0*w
Crog + Kiggy =0 (2.73)
3_
(a*,t) =0 or ‘377“5(9;*,15) ~0 (2.74a)
ow 0*w
—(z*,t) = ——(2*,t) = 2.74
e (x*,t) =0 or o2 (x*,t) =0 (2.74Db)
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In order to find the natural frequencies of the system the solution for the function
w(x,t) must be found. Using separation of variables the solution to the PDE and boundary
conditions of Egs. (2.73) and (2.74) can be found. Subsequently, the natural frequencies for
the system may be found as wZ™ = 12, /C, /K, where the superscript ECM denotes the
equivalent continuum model for w resulting from applying the homogenization method to
the hybrid structure using a string model. The mode shape parameters p,, are determined
by solving the characteristic equation, [62]. In this work attention is given to clamped-
clamped, clamped-free, and free-free boundary conditions.

Transverse v(z,t)

Hamilton’s principle is applied using Eqs. (2.47) and (2.55) and leads to the PDE in the
form

ot 0%
— + K— = 2.
4 E + 152 0 (2.75)
and the boundary conditions at the endpoint z* = 0 or [ are:
. dv
v(z*,t) =0 or 9 — (@, t)=0 (2.76a)
v v
6x(x t)=0 or 016 2(a:*,t) = —C} (2.76b)

Similar to what was done for the transverse vibrations for w a time-independent solution
is found to eliminate the non-homogeneous boundary conditions. This leads to:

0*v 0*v

Cros + K5 =0 (2.77)
_ v
o(z",t) =0 or pys —(z",t) =0 (2.78a)
o, 0*v
8_x(x ) =0 or pye —(z",t)=0 (2.78Db)

The natural frequencies for the system may be found as W™ = p2,/C, /K, where the
superscript ECM denotes the equivalent continuum model for v resulting from applying the
homogenization method. The mode shape parameters pu, are determined by the imposed
boundary conditions.
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Longitudinal u(zx,t)

Hamilton’s principle is applied using Egs. (2.48) and (2.58) and leads to the PDE in the
form

0%u 0u
Ki— =C— 2.79
L or ' 0x? (2:79)
and the boundary conditions at the endpoint z* = 0 or [ are:
0
u(z*,t) =0 or a—Z(:c*,t) =0 (2.80a)

The natural frequencies for the system may be found as wP*™ = p2,/C,/K;, where the
superscript ECM denotes the equivalent continuum model for u resulting from applying the
homogenization method. The mode shape parameters u, are determined by the imposed

boundary conditions.

Torsional 0,(z, 1)

Hamilton’s principle is applied using Eqgs. (2.49) and (2.62) and leads to the PDE in the
form

020, 020,
K, CTo Cy 527 (2.81)
and the boundary conditions at the endpoint z* = 0 or [ are:
. a0, , .
0. (z",t) =0 or Ch pe (x*,t) = —Cy (2.82a)

A time-independent solution is found to eliminate the non-homogeneous boundary condi-
tions. This leads to the PDE in the form of

%0, 9%,

K oz ¢ 02

(2.83)

O.(x*,t) =0 or —(z",t) =0 (2.84a)

The natural frequencies for the system may be found as W™ = 2,/C, /K, where the
superscript ECM denotes the equivalent continuum model for 8, resulting from applying the
homogenization method. The mode shape parameters u, are determined by the imposed
boundary conditions.
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2.3.6 Discussion of Boundary Conditions for Transverse w(z,t)

For a beam theory in which the strain tensor is expanded up to the first order in z, where
z is measured along the thickness of the beam, the boundary conditions can be interpreted
in terms of common notions such as displacement, slope, moment, and shear force. For
example, a clamped-free Euler-Bernoulli beam with the only non-zero strain tensor element
€rw = —232715 will have no displacement or slope at the clamped end and no moment or
shear at the free end. This strain tensor is what is commonly seen in deriving the transverse

motion in the Euler-Bernoulli beam.

However, in the current work, the addition of a string harness and the need for including
higher order terms in the displacement field and the strain tensor mandates that extra
care be taken when interpreting the boundary conditions. As an example, consider the
natural boundary condition of Eq. (2.72b) for the zigzag wrapping pattern. In this case
the boundary condition is

-2 - = s —
E AR cos®(0) (b + h/3) W (b+h/3) I,]|]| 0w,
{Eb]yy+ B+E "‘TSCOS(Q) l_)_f_—E_A_b w(l’ ,t) =0
(2.85)

While it may be tempting to reduce this to gQT?(x*, t) = 0 and immediately conclude that
there is no moment at a free end, some care must be taken.

Following the method outlined in [117] for laminated composite plates and shells, the
authors of [44] developed the general equation of motion for an Euler-Bernoulli composite
beam with higher orders of z in the strain tensor. The PDE for the transverse displacement
is then given by

0? 0w M, 0O ow 0w
0x? < 8x2> oz? Oz ( 8x) m ot? (2.86)
where m is the mass per unit length of the system. The quantities (N, M,, P,) =
/ e (1,2, 2%) dA are the stress resultants. N, and M, correspond physically to the
in-plane force and the bending moment, respectively, while P, is a higher-order stress
resultant. The boundary conditions at * = 0 or [ are:

§ 0 Pw oM, , , ow, , .
ow, Puw £\
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For the hybrid systems in this thesis the stress resultants are calculated using the
definition (N, My, P,) = [,... 0z (1,2, 2%) dA. The integration is performed across the
entire cross-sectional area of the hybrid system and will thus have a component due to the
beam and another component due to the string. In calculating the stress resultant from
the string recall that the value of the stress at the centre of the string is assumed to be
the value for the entire cross section of the string. The method of homogenization used
in developing the continuum model is then applied. This means an arbitrary fundamental
element is considered and the Taylor series for the displacement about the centre of the
element is assumed. Integrating over the length of the fundamental element and then
dividing by the total length of the element yields the final results for N,, M,, and P,.
Throughout these steps only constant terms in N, and P,, and linear terms in w(z,t) and
constant terms for M, are kept. The stress resultants were truncated in this manner to
ensure that the final PDE for the hybrid system was linear with respect to w(z,t).

Diagonal: N, =0
2
M, = Tshcos(d) — {Eb[yy + EAR 0053(0)} %
x
P, = TSEQ cos(f) — Lscos(O)lyy cos(6) 1y
Ay
Zigzag: N, =0
—2 — J—
E,Ah" cos®(0) (b+ h/3) | 0*w
M, =—{ Bl G
{ v ¥ b+h Ou?
P T,h° cos() (b+ h/3) Ty cos(0)1,
’ b+h Ay

Returning to the natural boundary condition for the zigzag wrapping pattern in Eq. (2.85)
the correct way of looking at this boundary condition is
Pw,
} @(l‘ 1)

—2 — — 5 2 _
- {Ebfyy 1 BeAh o) (b+h/3) } W x4y = {Ts cos(6) [h (O+1/3) Iy
(2.88)

3
(
b+h a2 ) b+7 A,

The form of Eq. (2.88) can be obtained by directly substituting the values for N, M,, and
P, for the zigzag wrapping pattern into Eq. (2.87b) and also by rearranging the boundary
condition in Eq. (2.85). This shows that the bending moment at a free end does not vanish
in the hybrid system due to the higher-order stress resultants. After truncation of the
stress resultants, it can be seen that the moment in the system, M,, and the term PI?;T%’
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are similar in form. This is why the boundary condition in Eq. (2.88) can be reduced to

2272’(95*, t) = 0, which is equivalent to no moment at the free end. In the more general case

this approach must be taken so that the proper interpretation of the boundary conditions
can be made.

A final note will be made with regard to the natural boundary condition of the diagonal
wrapping pattern given by Eq. (2.72b). In this case we have

9w

- {Eblyy + ESASE2 0083(9)} @(Z‘*, t) + Tshcos() = {Tsh2 cos(f) —

T COS(@)Iyy } 9w (J)*7 t) (2.89)

Ab 8x2

The form of Eq. (2.89) can be obtained by directly substituting the values for N,, M,,
and P, for the diagonal wrapping pattern into Eq. (2.87b) and also by rearranging the
boundary condition in Eq. (2.72b) with the coefficients C; and Cs for the diagonal wrapping
pattern. As it can be seen, the moment in the system is composed of two parts, one that
is related to the bending stiffness of the hybrid system and another that is equal to the
initial moment produced by the tensioned string when the beam is perfectly horizontal. As
was the case for the zigzag wrapping pattern, the bending moment in the system with a
diagonal wrapping pattern also does not vanish at a free end due to the higher-order stress
resultants. In the transformation of the PDE from being in terms of w(z,t) to w(x,t)
via w(z,t) = W(x,t) + wg(z), where wg(x) is a time-independent solution, the constant
T,hcos(6) from the boundary condition is removed. This change of variable was made
in Section 2.3.5 with the goal of eliminating this constant and obtaining homogeneous
boundary conditions. In this case Eq. (2.89) becomes

0*w

- {Eblyy + B AR 0083(9)} —(z",t) = {TSE2 cos(f) —

x*t)

0x? Ay ox? (

Ty cos(6)1,, } 0*w
The terms are similar in form and the boundary condition can be simplified to ‘?)27?(1:*, t) =
0. Again, this only tells us that for the assumptions we have made that the boundary
condition is equivalent to no moment at the free end for the system in terms of w(x,t).

2.3.7 Finite Element Analysis

The finite elements analysis (FEA) method employed in this work allows displacement
along the x, y, and z-axis as well as twist about the z-axis. It is assumed that cross
sections of the beam remain perpendicular to the neutral axis during bending; this is
a good assumption for structures with fairly large length to width ratio. Therefore, 4
independent coordinates of vibrations are considered for the FEA analysis as shown. The
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following displacement field that employs up to the second-order terms in the Taylor series
expansion can be presented as follows
v ow

u:r(xayvzat) = u(x,t) - y%(l',t) - Z%(x>t)

(2,1, 2, 1) = v, t) — 20, (x, t) — g (0,(,1))? — g (8—2 x,t))

el t) = wot) + 0, = 5 a0 = 5 (G0

Above, u(x,t), v(x,t), and w(x,t) are the displacements along the z, y, and z-axis, respec-
tively, and 6, (z,t) is the twist angle about the z-axis. The Green-Lagrange strain tensor is
then calculated for the FEA displacement field and up to second-order terms are kept. See
Appendix A for the Green-Lagrange strain tensor used in the FEA method. Although it
was assumed that cross sections remain perpendicular to the neutral axis during bending,
shear strains appear due to coupling between the various coordinates of vibrations and
using the Green-Lagrange strain tensor. This is clearly shown in Appendix A, Eq. (A.1).
The objective of the fully coupled FEA is to demonstrate that the assumption of decoupled
coordinates of vibration to obtain the equivalent continuum models is valid.

Due to the presence of the pre-tensioned string in the system the beam is initially
compressed and is also subject to a pre-twist. The initial compression in the beam is ac-
counted for in the same manner as in the homogenized model. That is, the projection of the
pre-tension in the string along the longitudinal direction of the beam causes compression.
Similarly, the projection of the pre-tension in the string onto the yz-plane at every point
along the beam is assumed to cause a pre-twist. The initial twist in the beam is determined
using the torsion formula. The initial shear at each point along the beam is determined
using the beam shear formula. Using the Green-Lagrange strain tensor, and including all of
these initial effects, the differential strain and kinetic energy of the string-harnessed system
can be found for the FEA model. In this calculation only up to second-order terms are
kept, also the rotatory inertia effect is neglected. The FEA differential strain and kinetic
energy expressions are listed in Appendix A, Eqs. (A.2) to (A.4). As it may be observed
from these expressions, coordinates of vibrations wu(z,t), v(x,t), w(x,t), and 0,(z,t) are
coupled due to presence of the string in the system.

The nodal displacement parameters for an arbitrary node i are denoted by w;(t), v;(t),
w;(t), and 6,,(t), as well as their first derivatives %7;1' (1), %1;1' (1), %";i (t), and %(1&). The
interpolation function relating a single coordinate of vibration between any two nodes is
a third order polynomial a;(t) + az(t)x + az(t)x?® 4 a4(t)z® where the coefficients a;(t) are

determined in terms of the nodal parameters.
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Of interest from the FEA are the FRFs for the longitudinal displacement, u, the two
transverse displacements, v and w, and the twist, 6,. The following arbitrary system
parameters are for numerical simulations throughout the remainder of this work

b=0.0lm h = 0.0015m [=0.25m
B, = 6.89 x 10" N/m” P, = 2700 kg/m® 7y = 0.00035m
E, =1.5x 10" N/m? ps = 1400 kg/m® T, =25N

Gy = 2.6 x 10'°N/m”

These values represent the properties of a harnessed aluminum beam made of 10 fundamen-
tal elements. In building the FEA model each fundamental element of the string-harnessed
system is sub-divided into 30 sections of equal length. Thus the FEA model contains a
total of 300 elements.

Consider the FRF's for a clamped-clamped string-harnessed system for both wrapping
patterns, presented in Fig. 2.7. The sensing and actuation location is taken to be x = 1/10
in all four FRF's and the legend in Fig. 2.7 denotes to which coordinate of vibration each
FRF is related.

_‘_—‘/
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Receptance

>

m v —w ——10]

0 2000 4000 6000 8000 10000 12000 0 2000 4000 6000 8000 10000 12000

Frequency, Hz Frequency, Hz
(a) Diagonal (b) Zigzag

Figure 2.7: FRFs from the FEA for clamped-clamped boundary conditions

As explained previously, from the differential strain and kinetic energy expressions of
the FEA model it is known that the motions of the string-harnessed system are coupled.
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As shown in Fig. 2.7, for each dominant mode the peaks pertaining to that mode is quite
conspicuous and it can be seen that different coordinates of vibrations are in fact lightly
coupled for the given system parameters. This type of behaviour occurs for both wrapping
patterns given clamped-clamped (CC), clamped-free (CF), or free-free (FF) boundary con-
ditions, as shown in Figs. 2.8 and 2.9. Driving point FRFs are used for this analysis with
an actuation and sensing location at x = /10 for the CC boundary conditions and the free
end for the CF and FF boundary conditions. Caution was taken to make sure that the
sensing locations do not correspond to the node locations for any of the mode within the
desired frequency range. As explained before the FEA is a full-scale model that exhibits
coupling between various coordinates of vibrations.

Receptance
Receptance
>
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Figure 2.8: FRFs from the FEA for the diagonal wrapping pattern.
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Figure 2.9: FRFs from the FEA for the zigzag wrapping pattern.

2.3.8 Model Validation

In this section the FRFs for the equivalent continuum models (ECMs) previously derived
for the 4 coordinates of vibrations are listed and compared to those from the full-scale
FEA. The FRFs obtained from the ECM for each PDE represents the dominant dynamic
behaviour for that coordinate of vibration. Some of the FRF results for these coordinates
of vibrations for the two wrapping patterns are presented in Figs. 2.10 and 2.11. Tables 2.5
and 2.6 present the natural frequency comparisons between the homogenized model and
the FEA for all boundary conditions and both wrapping patterns. In these tables the
superscripts for the ECM frequency values denote which coordinate of vibration they cor-
respond to. For FF boundary conditions there are two mode shapes associated to rigid
body motion for each of the transverse coordinates, v and w, as well as one mode shape for
the coordinates of vibration u and #,. Mode shapes were examined to assure of an accurate
comparison between the corresponding frequencies in each mode for the two models. Some
of these mode shapes are plotted for comparison in Figs. 2.12 to 2.15.
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Figure 2.12: FEA and ECM mode shape comparison for u coordinate of vibration for
zigzag wrapping pattern and clamped-free boundary conditions.

0.8
® ®
& &
5 0.6 &
[} [
° °
<] <]
=04 =

0 0.05 0.1 0.15 0.2 0.25 0 0.05 0.1 0.15 0.2 0.25
Position in System, m Position in System, m
(a) Mode 1 (b) Mode 2

Figure 2.13: FEA and ECM mode shape comparison for v coordinate of vibration for
zigzag wrapping pattern and clamped-free boundary conditions.
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Figure 2.14: FEA and ECM mode shape comparison for w coordinate of vibration for
zigzag wrapping pattern and clamped-free boundary conditions.
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Figure 2.15: FEA and ECM mode shape comparison for 6, coordinate of vibration for
zigzag wrapping pattern and clamped-free boundary conditions.

It can be seen in Figs. 2.10 and 2.11 that the ECM results matches very well with
the FEA in its predictions for all the coordinates of vibrations. For the torsional motion,
0., in the zigzag wrapping pattern the results exhibit a larger error. This is due to the
strain energy derivations for the ECM that will be further discussed. The sharp peaks
shown in the FEA pertain to the coupling of the coordinate shown to other coordinates of
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vibrations. It should be noted that these frequencies are captured by the ECM for other
coordinates as it is also shown in these figures. Additionally, in Tables 2.5 and 2.6 it is
noted that the collection of the predicted natural frequencies for all the 4 coordinates of
vibrations by ECM match very well with those from the FEA. This further indicates that
the decoupled dynamics presented by this ECM for the 4 coordinates of vibrations give an
accurate prediction for the dynamics of this system. Further discussions on the limitations
of this assumption and how the frequency errors change for various system parameters will
follow.

The errors in predicting the natural frequencies for the two transverse vibrations are
typically smaller for the zigzag pattern. The higher error in the diagonal wrapping pattern
can be attributed to the sections of string that are in the yz-plane, i.e., that do not
project longitudinally along the beam. Therefore, as the string mass for those sections
are distributed along the fundamental element in the ECM instead of being modelled as
lumped masses, this results in slightly higher errors for the diagonal pattern. This is in
contrast to the zigzag pattern in which the mass per unit length for the entire system is
constant as represented by the coefficient K. For the longitudinal motion, u, the error
between the ECM and the FEA was similar for both wrapping patterns.

The ECM model also predicts the dynamics of the torsional mode very accurately for
the diagonal model however this error appears to increase to around 9% for the zigzag
wrapping pattern. The string’s stiffening effect varies significantly from the top/bottom
to the sides of the beam for the zigzag pattern due to the larger distance from the centre
of the beam cross section for the string sections on the sides. As a result, averaging
the strain energy of the string within the fundamental elements induces a source of error
for the frequency predictions for the torsional mode. Additionally, for the given system
parameters the differential torsional strain energy for the string on the side is quite large
compared to that of the beam. This can be seen when comparing Egs. (2.60) and (2.61).
In the case of the diagonal wrapping pattern only the section of the string on the top
contributes to the torsional strain energy. This means that the differential strain energy
due to twist is the same at every point along the system and thus the averaging performed
in the homogenization process will yield a more accurate ECM for this wrapping pattern.
Figure 2.16 presents the results for the torsional modes for the zigzag pattern for the same
beam with a larger thickness to demonstrate how the accuracy of the ECM can be affected
once a different set of system parameters is chosen. As it is shown in this figure, for the
case of the thicker beam the ECM presents a much better accuracy for the torsional mode.
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Figure 2.16: FEA and ECM comparison for , coordinate for the zigzag pattern (b = h =
0.01 m).

A major emphasis is placed on the transverse bending w in this work as presented in
this section. The FRFs for the ECM model containing the first ten natural frequencies
corresponding to non rigid-body motion are presented in Figs. 2.17 and 2.18. Also plotted
are the FEA FRF results for the actuation and sensing along the z-axis at the same location
as the ECM for both the harnessed beam and an unwrapped beam that is presented by an
Euler-Bernoulli (EB) model.

67



4000 5000 6000

3000
Frequency, Hz

(b) Clamped-free

2000

1000

1000 2000 3000 4000 5000 6000 7000

N/W ‘@oueidecay

0

0

Frequency, Hz

(a) Clamped-clamped

FEA—— éB|

o

1000 2000 3000 4000 5000 6000 7000

N/w ‘@ouejdesey

1

10

0

Frequency, Hz
(c) Free-

free

Figure 2.17: FRF comparisons between the harnessed and unwrapped beam for diagonal
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Figure 2.18: FRF comparisons between the harnessed and unwrapped beam for zigzag
wrapping pattern.

It is observed that the FRF's from the ECM model agree very well with the FEA model.
As previously noted, the ECM model over-predicts the natural frequencies of the harnessed
system compared to the FEA. The largest absolute percentage of error in predicting the first
10 natural frequencies for the w-coordinate is 1.951% for the diagonal wrapping pattern

and 1.205% for the zigzag. Figures 2.17 and 2.18 clearly show the significance of including
the string effects in the model.

Homogenization techniques attempt to model the dynamic behaviour of a structure
generally of a repeated pattern through some form of approximation for the repeated
fundamental element. This method has several advantages compared to FEA and numerical
solutions for its simplicity and closed-form solutions that are obtained for the governing
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PDEs, as well as significantly smaller computational time. However, dependent upon the
geometry of the system the method can become erroneous particularly for the higher modes.
One important aspect is to examine the number of fundamental elements per wavelength
of the mode of interest. For modes in which the number of fundamental elements per unit
wavelength is less than 1, the model essentially becomes inaccurate.

2.3.9 Effects of Pre-Twist on System

In developing the equivalent continuum model for the transverse vibrations it is assumed
that the initial twist of the beam due to the wrapped string is negligible. Failure to assume
so will result in the violation of the periodicity condition for the structure’s geometry that is
mandated for obtaining a continuum model. Table 2.7 presents the initial twist experienced
by the structure for both wrapping patterns and all the boundary conditions.

Table 2.7: Maximum twist due to pre-tensioned string

Boundary Condition Diagonal Zigzag
Clamped-Clamped 0.293° 0.886°
Clamped-Free 0.585°  1.772°
Free-Free 0.585°  1.772°

As it is shown in Table 2.7, the maximum twist value for the zigzag wrapping pattern
is always larger than the diagonal wrapping pattern for a given set of boundary conditions.
This occurs mainly because for a given number of fundamental elements the wrapping
angle in the zigzag pattern is always larger than the diagonal. This results in an overall
larger torque for the system with the zigzag pattern. To quantify the impact of the initial
twist on the prediction of the natural frequencies and the FRFs for transverse vibrations,
two FRFs from FEA simulations are compared in Figs. 2.19 and 2.20. The first is the FRF
from the FEA of an initially twisted beam, as presented in section 2.3.7, and the second is
the FRF ignoring the initial twist while accounting for the pre-tension in the string. The
numeric values for the frequencies for each case are also listed and compared in Tables 2.8
and 2.9.
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Figure 2.19: Comparisons between FRF's for transverse vibrations, w, including and ex-
cluding the initial twist for diagonal wrapping pattern.
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Figure 2.20: Comparisons between FRF's for transverse vibrations, w, including and ex-
cluding the initial twist for zigzag wrapping pattern.
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Table 2.8: FEA natural frequencies including and excluding initial twist for transverse
vibrations, w (diagonal wrapping pattern)

Clamped-Clamped Clamped-Free Free-Free
Mode No Twist Twist % Incr. No Twist Twist % Incr. No Twist  Twist % Incr.
1 137.689 137.694 0.004 21.601 21.601 0.000 137.620 137.619 0.000
2 379.454  379.461 0.002 135.593 135.458 -0.100 379.345  379.344 0.000
3 743.926 743.865 -0.008 379.268 379.270 0.001 743.540 743.542 0.000
4 1229.986 1229.982 0.000 742.940 742.982 0.006 1228.866 1228.877 0.001
5 1835.912 1835.913 0.000 1228.351 1228.341 -0.001 1835.534 1835.565 0.002
6 2564.731 2564.734 0.000 1834.378 1834.426 0.003  2562.507 2562.570 0.002
7 3414.446 3414.452 0.000 2562.052 2562.053 0.000  3410.267 3410.339 0.002
8 4370.191 4370.185 0.000  3409.308 3409.329 0.001  4377.147 4376.937 -0.005
9 5457.767 5457.768 0.000 4371.985 4371.849 -0.003  5452.844 5446.869 -0.110
10 6723.603 6723.681 0.001 5451.563 5445.186 -0.117  6712.729 6705.625 -0.106

Table 2.9: FEA natural frequencies including and excluding initial twist for transverse
vibrations, w (zigzag wrapping pattern)

Clamped-Clamped Clamped-Free Free-Free
Mode No Twist  Twist % Incr. No Twist  Twist % Incr. No Twist  Twist % Incr.
1 128.859  128.917 0.045 20.254 20.253  -0.001 128.852  128.839  -0.010
2 355.205  355.295 0.025 126.972  126.437  -0.421 355.224  355.191  -0.009
3 696.284  695.964  -0.046 355.577  355.615 0.011 696.397  696.364  -0.005
4 1151.002 1151.042 0.003 696.766  696.884 0.017 1151.186 1151.155  -0.003
5 1718.696 1718.793 0.006 1151.876 1152.099 0.019 1719.668 1719.635  -0.002
6 2401.084 2401.263 0.007  1720.565 1720.919 0.021  2401.822 2401.795  -0.001
7 3196.748 3196.981 0.007  2402.929 2403.396 0.019 3197.613 3197.594  -0.001
8 4107.487 4107.860 0.009 3199.396 3200.070 0.021  4106.971 4106.960 0.000
9 5126.102 5126.496 0.008 4108.463 4109.386 0.022 5129.738 5129.743 0.000
10 6262.545 6263.065 0.008 5133.215 5134.339 0.022  6265.583 6265.590 0.000

From Figs. 2.19 and 2.20 it can be seen that the FRFs for both FEA simulations are
very similar. The largest difference between the frequencies for the FRFs shown is about
0.421% for the system parameters shown. Therefore the assumption of no initial twist in
the system when developing the ECM under the given system parameters is appropriate.
However, as the initial twist in the system becomes larger it is expected that the ability of
the ECM model to accurately predict the natural frequencies of the system will be reduced.
In the following section the effects of various string parameters on the errors for frequency
estimations for the ECM for w are analyzed. This error is partially attributed to ignoring
the initial twist in the homogenized model.
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2.3.10 String Parameter Effects Analysis

The natural frequencies related to the w-coordinate of the hybrid system and the string
effects on the system’s dynamics are considered in this section. Due to the form of the
frequencies for the ECM the ratio w®“M /u2 = /C; /K, will be considered in the discussion.
This quantity is independent of boundary conditions and mode number, and therefore the
conclusions drawn will also be independent of boundary conditions and mode number.
The results for a harnessed system assuming a bar element model, as is done in [83,
84], an EB beam model without string harness, and FEA results are also presented for
comparison to the presented ECM for w. The results pertaining to the model with bar
element assumptions as in [83, 84] are denoted using the abbreviation BAR.

Applying the assumptions and homogenization technique in [83, 84] for the BAR model
with the current wrapping patterns yields a PDE for the transverse vibrations, w, and asso-
ciated boundary conditions similar in form to Egs. (2.71) and (2.72). The PDE coefficients
of the BAR model for the diagonal wrapping pattern can be found as,

E A.h? cos®(0)
4 Y

psAs tan(0)
b

K1 = ppAp +

b
Cl Ebyy+ |: +2h+b:|

sin(0)

where L = b/tan(0) is the length of a fundamental element. For the zigzag wrapping

pattern we get,

E A h? cos?(0) (b+ h/3)
4(b+h) ’

psAs

cos(6)

where L = (2b + 2h)/tan(0) is the length of a fundamental element. It should be high-
lighted that the main differences in the current ECM from the BAR model in [83, 84] are
the manner in which the strain in the string is defined, the calculation of the wrapping
angle, and inclusion of higher-order terms in the displacement field and strain tensor. Fur-
thermore, if the strain and wrapping angle calculation in the BAR model was defined in
the same manner as the ECM, then setting the string tension to zero (75 = 0) in the ECM
would produce the same PDE as the BAR model. Consequently, a major contribution of
this work is that it allows for studying the effects of the tension in the dynamics of the
hybrid system.

Ky = ppAy +

Cy = Epl yy T

The first 10 non rigid-body modes for the w-coordinate for all boundary conditions
are calculated using the FEA for comparison to the analytical results for the ECM, BAR,
and EB models. The maximum and minimum values of the ratio w,/u? across all the
FEA modes will be connected with vertical lines. In the following sections, the values for
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wy /12 for the FEA, ECM, BAR, and EB models are plotted for comparison for various
string parameters to evaluate their effects on the overall system dynamics. The system
parameters used in the analysis are the same as those presented in Section 2.3.7.

To begin, the effects of varying the number of fundamental elements across the length of
the structure are presented in Fig. 2.21. Since the overall length is assumed to be constant,
as the number of fundamental elements increases the wrapping angle increases.
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Figure 2.21: Frequency effects for variable number of fundamental elements.

To interpret the results from a physical point of view consider the following two extreme
cases shown in Fig. 2.22. It is fairly obvious that for the case shown in Fig. 2.43a there will
be no changes in the string strain energy as the beam goes through transverse vibrations.
Conversely, these changes are at a maximum for the string running along the length of
the beam as shown in Fig. 2.43b. Similarly, an increase in the wrapping angle will make
the system dynamics similar to the case shown in Fig. 2.43a, which ultimately results in a
smaller stiffening effect for the string.
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Figure 2.22: Extreme cases for a string-harnessed fundamental element.

As such, for a system with a given length the wrapping angle in both diagonal and
zigzag wrapping patterns increases as the number of fundamental elements increases, which
reduces the string stiffening effect. This results in smaller natural frequencies for the system
with a larger number of elements which may not be intuitively obvious at a first glance.
Additionally, an increase in the number of fundamental elements results in a larger mass
for the string which further reduces the natural frequencies. As the total length of the
string increases there is an increase in the total mass added to the hybrid structure. These
arguments are supported by the results shown in Fig. 2.21.

The above physical interpretations can also be observed mathematically from the PDE
for the ECM and BAR models. As the number of elements increases the wrapping angle
6 increases, which results in reducing cos(f) and increasing tan(). For both the ECM
and BAR models this results in a decrease in the C coefficient, which reduces the string
stiffening effect. Likewise, for both models, the K7 coefficient depends inversely on cos()
and for the diagonal wrapping patterns also on tan(#). This means that K increases as the
number of elements increases; this corresponds to additional mass for the system due to an
increase in the string length. Consequently, the quantity 1/C}/K; decreases, which results
in smaller frequencies as the number of fundamental elements increases, as is observed in
Fig. 2.21.

The frequency changes are more obvious for a smaller number of elements and become
less significant for a larger number of fundamental elements. The frequencies of the diagonal
wrapping pattern are larger than those of the zigzag wrapping pattern for a given number
of fundamental elements as the wrapping angle is smaller in the diagonal wrapping pattern.
This results in a larger stiffening effect for the diagonal system and subsequently higher
frequencies. As it can be seen the ECM and the FEA results are in very good agreement.
The accuracy of the model prediction increases as the number of fundamental elements
increases. Furthermore, as the number of fundamental elements increases the difference
between the maximum and minimum frequency parameters for the FEA shown in Fig. 2.21
decreases and becomes closer to the single predicted values by the analytical model. This is
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expected due to the increase in the number of elements per wavelength for each frequency
producing ECM results with better accuracy. For the simulations presented the largest
absolute percentage of error between the FEA and ECM are 3.503% and 2.407% for the
diagonal and zigzag wrapping patterns, respectively. Also, the largest absolute percentage
of error between the FEA and the BAR are 5.813% and 2.827% for the diagonal and zigzag
wrapping pattern, respectively. For the simulations presented the maximum twist angle for
the diagonal wrapping pattern varies between 0.185° and 0.674°for CC boundary conditions
for the range of number of fundamental elements between 6 and 50. These values are about
0.370° and 1.347° for CF and FF boundary conditions. For the zigzag wrapping pattern
these maximum twist angle values become 0.649° and 1.211° for CC boundary conditions
and 1.299° and 2.422° for CF and FF boundary conditions.

Next the effect of string modulus is investigated and the results are presented in
Fig. 2.23. As expected, and also supported by the results shown in Fig. 2.23, increasing
the string modulus results in a stiffer system and subsequently higher natural frequencies
for all models. The results presented in Fig. 2.23 can also be interpreted from the mathe-
matical expressions derived for 1/C;/K; for the ECM and BAR models. Since the string
modulus, E, only appears linearly in the C; terms and not in the K; term, this supports
that the quantity 1/C}/Kj is increasing as the modulus of the string increases, thus giving
higher natural frequencies for the harnessed system.
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Figure 2.23: Frequency effects for variable string modulus.

It is shown in Fig. 2.23 that for very small values of string modulus, the harnessed
system has smaller natural frequencies than the beam with no harness. This is because
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for sufficiently small values of modulus the mass effect of the string becomes dominant,
which results in smaller frequencies than the EB model. It is observed in Fig. 2.23 that
the plot for the diagonal wrapping pattern has a larger slope than the zigzag wrapping
pattern. This is due to the wrapping angle being smaller for the diagonal wrapping pattern
as discussed previously. This smaller angle results in both larger frequencies and a larger
rate of increase for the frequencies as the string modulus increases for this pattern.

It is shown that the diagonal and zigzag wrapping patterns for the ECM agree very
well with the FEA for smaller string moduli and begin to diverge as the string modulus
increases. As the string modulus increases there is an increased coupling effect between
the coordinates of vibrations that results in a higher error for the ECM. The coupling
terms can be seen in the expression for the differential strain energy for the FEA shown
in Appendix A. The largest error in the natural frequency estimations for the transverse
vibrations, w, is about 5.052% for the diagonal and 3.417% for the zigzag. These error
values for the BAR model are about 6.825% and 1.622%, respectively.

In Fig. 2.24 the natural frequencies versus string density are presented. As expected,
increasing the string density lowers the natural frequencies for both wrapping patterns and
models. Also, in the analytical expressions the density of the string only plays a role in the
K coefficients. Since K; depends linearly on p, an increase in the string density increases
K. This causes 1/C/K; to decrease as observed in Fig. 2.24.
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Figure 2.24: Frequency effects for variable string density.
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length compared to the zigzag wrapping pattern for a given number of elements. This
additional string mass will result in a slightly higher decay rate in the frequencies for
the diagonal wrapping pattern as the string density increases. This is clearly shown in
Fig. 2.24. However, the stiffening effect of the string is more dominant for both patterns,
which is the reason for having overall higher frequencies compared to the EB model (beam
with no string). Therefore, the smaller angle for the diagonal wrapping pattern results
in a larger stiffening effect that ultimately results in higher frequencies for this pattern
compared to the zigzag wrapping pattern despite the slightly higher total string mass for
this pattern.

In Fig. 2.24 we see that the ECM over-predicts the FEA results in both wrapping
patterns. For the diagonal wrapping pattern there is an increasing difference between the
maximum and minimum values for the frequency parameter w,, /u? for the FEA. This is due
to the mass for the string segment on the yz-plane being averaged over the fundamental
element for this pattern instead of being modelled as a lumped mass. For the zigzag
wrapping pattern the mass per unit length in the homogenized ECM and FEA models
is equal thus the results are in better agreement. The range between the minimum and
maximum FEA values is a result of the ratio w,/u? varying across the modes for a given
set of boundary conditions. The maximum absolute percentage of error between the FEA
and ECM model is 3.609% and 1.205% for the diagonal and zigzag wrapping patterns,
respectively. Also, the maximum absolute percentage of error between the FEA and BAR
model is 6.050% and 1.389% for the diagonal and zigzag wrapping patterns, respectively.

The increasing error for the ECM with respect to the FEA for the diagonal wrapping
pattern as the string density increases clearly indicates a need for a more accurate model
due to the additional lumped mass for the string sections on the yz-plane shown in Fig. 2.2a.
This states that the assumptions that result in constant coefficients for the beam-like ECM
need to be further improved for much higher string density values.

Next, the effects of string radius are considered and the results presented in Figs. 2.25
and 2.26. The string radius plays a role in both the stiffness and mass of the hybrid
system. As the string radius increases, the total strain energy in the system increases
and will consequently increase the natural frequencies. However, an increase in the string
radius will result in a larger mass for the system that will lower the frequencies. Figure 2.25
shows that the stiffening effect is more dominant.
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Figure 2.26: Frequency effects for variable string radius, ps = 9000 kg/ m”.

As shown in Fig. 2.25 the diagonal wrapping pattern has a more drastic change in
frequencies as the radius increases when compared to the zigzag wrapping pattern. This is
again due to the wrapping angle for the diagonal wrapping pattern being smaller than the
zigzag wrapping pattern that results in stronger stiffening effects for the string. Figure 2.25
also shows that the frequencies obtained from the ECM are always greater than the BAR

80



model. Also, the ECM frequencies increase at a faster rate than the BAR model as the
string radius increases. The maximum errors between the FEA and ECM in Fig. 2.25
for the diagonal and zigzag wrapping patterns are 7.006% and 3.685%, respectively. The
maximum errors between the FEA and BAR for the diagonal and zigzag wrapping patterns
are 10.360% and 3.338%, respectively.

For comparison consider a system in which the density of the string is increased from
ps = 1400 kg/m® to p, = 9000 kg/m®. It can be seen from Fig. 2.26 that the zigzag
and diagonal wrapping patterns exhibit different behaviours as the string radius increases.
This difference stems from the zigzag wrapping pattern being more affected by added mass
than the diagonal system. As discussed previously, the larger angle for the zigzag wrapping
pattern will reduce the string stiffening effects for this pattern. Therefore, the two wrapping
patterns experience a different rate of change of frequencies as seen in Figs. 2.26a and 2.26b.
The maximum errors between the FEA and ECM in Fig. 2.26 for the diagonal and zigzag
wrapping patterns are 9.950% and 3.835%, respectively. The maximum errors between the
FEA and BAR for the diagonal and zigzag wrapping patterns are 11.996% and 2.808%,
respectively.

In Figs. 2.25 and 2.26 it is observed that the difference between the maximum and
minimum values for the frequency parameters w,/u? is larger for the diagonal pattern
compared to the zigzag for the FEA. As was the case with varying string density, this larger
difference is due to the fact that the diagonal wrapping pattern has sections of string that
are only in the yz-plane. The increasing error for the ECM with respect to the FEA as
the string radius increases indicates a need for a more accurate model for larger values of
string radius. It should be noted for the BAR model that as the radius increases the model
tends toward a constant value. This makes the ECM model a more accurate model when
compared to the BAR. Also, the coupling terms presented in the strain energy expression
for the FEA in Appendix A depend on F A, and T,. Therefore, increasing any of these
parameters will result in a larger coupling between different coordinates of vibrations that
result in a larger error for the ECM model. This is clearly shown in Figs. 2.25 and 2.26.

Looking into the analytical model for the ECM wrapping patterns, we can see how the
string radius plays a role in the stiffness and mass coefficients C; and K, respectively.
In the C; coefficient r, affects the cross-sectional area A, the constants h and b, as well
as the wrapping angle . For an increasing r, there will be an increase in A, h, and b
and a decrease in cos(f). It cannot be concluded if C will be increasing or decreasing
for changing radius as it will depend on the system parameter values. However, in the
K coefficients, an increase in the radius always causes an increase in K. Therefore, the
changes of y/C}/K; could not be directly determined as also supported by the differences
in Figs. 2.25 and 2.26.
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Lastly, the effects of tension in the harnessing string on the natural frequencies are
presented in Figs. 2.27 and 2.28. From a physical point of view it is expected that an
increase in tension should increase the frequencies of the system. This behaviour is observed
in Fig. 2.27, and is more dominant in Fig. 2.28.
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Figure 2.27: Frequency effects for variable string tension, Ej, = 6.89 x 10'° N/mz, E, =
1.5 x 10" N/m”, r, = 0.00035 m, G, = 2.6 x 10'° N/m?.
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Figure 2.28: Frequency effects for variable string tension, E, = 5 x 10° N/m27 E, =
1 x 10" N/m?, 7, = 0.0001 m, Gy = 1 x 10'2 N/m?.

As shown in Figs. 2.27 and 2.28, the degree to which the string tension impacts the
hybrid system’s natural frequencies depends on the system parameters, most importantly
the bending stiffness of the beam, string modulus, shear modulus, and string radius. As
shown in these figures, tension plays an important role in the dynamics of the harnessed
system particularly for the higher modes. Inclusion of this effect is an advantage of the
modelling technique presented in this paper compared to the previously established BAR
model. In Fig. 2.27 the largest absolute error between the FEA and the ECM was 2.763%
and 3.400% for the diagonal and zigzag wrapping patterns, respectively. Also, the largest
absolute error between the FEA and the BAR model was 5.011% and 1.948% for the
diagonal and zigzag wrapping patterns, respectively. In Fig. 2.28 the largest absolute
error between the FEA and the ECM was 0.665% and 2.877% for the diagonal and zigzag
wrapping patterns, respectively. The largest absolute error between the FEA and the BAR
model was 0.408% and 2.706% for the diagonal and zigzag wrapping patterns, respectively.

Comparing Figs. 2.27 and 2.28, the difference between the maximum and minimum
values for the FEA is smaller in Fig. 2.28 than in Fig. 2.27. In Fig. 2.28 the modulus of the
string and the radius of the string were both decreased. This means that the effect of the
string on the hybrid system will be dominated by the dynamics of the beam. Therefore
we expect the hybrid system to behave similarly to an EB beam and thus the ratio w, /u2
will not vary much across the modes.

Although in the BAR model the assumption of a pre-tensioned string was employed,
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due to the exclusion of the higher-order terms in the displacement field and the strain
tensor the natural frequencies do not depend on tension. The pre-tension in the BAR
model only appears in the non-homogeneous boundary conditions in a similar manner to
the ECM where the coefficient Cy depends on tension. As a result, the frequencies of the
BAR model are not affected by pre-tension. The larger frequencies and their higher rate
of increase due to an increase of tension for the diagonal wrapping pattern compared to
the zigzag wrapping pattern are due to the wrapping angle being smaller for the diagonal
wrapping pattern, as discussed previously in this paper. For both Figs. 2.27 and 2.28 it
can be observed that the results from the ECM and FEA models are in good agreement.
Also, from the expression for C; for the wrapping patterns of the ECM, we see that it
depends linearly on T,. Therefore, an increase in the tension increases the value for C; and
subsequently 1/C} /K7, thus increasing the system’s natural frequencies.

In Figs. 2.27 and 2.28 it can be seen that for smaller values of tension the ECM predicts
the FEA results very well. As the string tension increases the errors between the FEA and
ECM increase dramatically. This is due to a larger initial twist in the beam when the
string tension is increased. This effect is more highlighted in the zigzag pattern due to the
larger string angle. For system parameters shown in Fig. 2.27 the maximum initial twist
angle for the diagonal wrapping pattern is 1.170° for CC boundary conditions and 2.341°
for CF and FF boundary conditions. These values become 3.544° and 7.087° respectively
for the zigzag pattern. For the system parameters shown in Fig. 2.28 these twist angles are
0.023° and 0.045° for the diagonal pattern and 0.071° and 0.141° for the zigzag pattern.

In summary, for a beam structure of a given length an increase in the number of funda-
mental elements or the string density results in smaller frequencies. Also, an increase in the
string modulus or the tension causes an increase in the frequencies. Finally, the effect of
string radius on a system’s natural frequencies is undetermined as other system parameters
will define the dominance of either the stiffening or density effect of the string. Further-
more, the frequencies of the ECM are typically larger than the BAR model developed in
[83, 84]. Exceptions occurred for large numbers of fundamental elements. Among major
contributions of the current modelling technique compared to the previously developed
BAR model by the authors are utilization of the higher-order Green-Lagrange instead of
the infinitesimal strain tensor to obtain a higher accuracy, the dependence of the system’s
dynamics on the string tension, as well as the inclusion of the compression in the beam
due to the string tension.
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2.4 Experimental Results

The final section concerning periodic wrapping patterns is the experimental validation of
the homogenized model developed for string-harnessed beam structures. The FRFs and
natural frequencies obtained from the model are compared to those from experiments. Var-
ious system configurations with clamped-free boundary conditions and a constant wrapping
angle, the zigzag wrapping pattern, are considered for comparison.

2.4.1 Analytical Model Details

The analytical model for the zigzag wrapping pattern was determined in Section 2.3.5 and
given in Egs. (2.71) and (2.72) using the coeflicients listed in Eqs. (2.67). The PDE for
the free transverse vibrations with clamped-free boundary conditions is presented below.

o*w *w
ow O*w PPw

The natural frequencies of the system were found as

_ Ol
= B/ 2 (2.92)

where 3, = (Bl), /I and (Bl), represents the n'™ solution to the characteristic equation
0 = 14 cos(5l) cosh(pl). For each frequency wy,, the corresponding mass normalized mode
shape is

oOn(z) =A, {cos(Bpx) — cosh(fB,x) — ky, [sin(B,z) — sinh(B,2)]} (2.93a)
_cos(Bul) + cosh(B,l)

" sin(B,l) + sinh(B,1) (2.93b)
4 _K1w2
o = c, (2.93¢)

—1/2

A, = (K1/0 (cos(Bpz) — cosh(Bnx) — ky, [sin(B,z) — sinh(B,x)])? dx) (2.93d)
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The mass-normalization conditions are given by

l
/0 Kr6s(2)oy(x) d =6, (2.94)

The above results are obtained by setting Cy = Cy = 0 in Eqgs. (2.33)-(2.37).

During experiments, the clamped end of the string-harnessed system is fixed to the
shaker. The FRF of the system was determined in Section 2.2.1 and is listed below. wj
denotes the driving frequency of the shaker and x is the sensing location measured from
the clamped end.

1 = 90
Hiw,w) =| =+ ff_(f; (2.964)
s =1 7 s
l
¢ =K1 | ¢i(z)dx (2.96D)

2.4.2 Unwrapped Beam Experimental and Analytical FRF's

The experimental setup outlined in Section 2.2.2 is also used for the experimental results
presented in the current section. An aluminium alloy 6061 beam specimen is used as the
host structure. Two beams with different dimensions are used and referred to as beam 1
and beam 2. Beam 1 has 0.01306 m width, 0.00216 m thickness, and 0.3099 m length while
beam 2 has 0.01306 m width, 0.00146 m thickness, and 0.2510 m length. The modulus for
the aluminium alloy 6061 is 68.9 GPa and the density is 2768 kg/m®. These values are
listed in Table 2.10.

Table 2.10: Beam material and geometric properties

Beam property Beam 1 Beam 2
Beam width, m 0.01306 0.01306
Beam thickness, m 0.00216 0.00146
Beam modulus, GPa 68.9 68.9
Beam density, kg/m? 2768 2768
Beam length, m 0.310 0.251
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As an initial step, the experimental FRFs for the host structures only, i.e., an un-
wrapped beam, are compared to the analytical FRF's using an undamped Euler-Bernoulli
(EB) beam model. The results are presented in Fig. 2.29 and the natural frequencies for
the analytical and experimental results are listed in Table 2.11. The sensing location for
the FRF measurements is at 0.021 m from the clamp end for beam 1 and 0.052 m for beam
2. The measurement locations are chosen so that they do not coincide with any node of the
first six modes within the frequency range of interest. The distances between the closest
node of a mode to the sensing locations are about 0.049 m and 0.005 m for beams 1 and
2, respectively.

— Analytical ——- Experimental

| — Analytical —— - Experimental

500 1000 1500 2000 500 1000 1500 2000

Frequency, Hz Frequency, Hz
(a) Beam 1 (b) Beam 2

Figure 2.29: Analytical and experimental FRFs for the unwrapped beams.

Table 2.11: Experimental and analytical frequencies, in Hz, for the unwrapped beams

Mode
Result 1 2 3 4 5 6
Beam 1
Experiment 18.00 112.97 317.50 621.55 1027.5 1534.5
EB Model  18.09 113.39 317.50 622.17 1028.5 1536.4
Error, % 0.5 0.37 0 0.10  0.097 0.12
Beam 2
Experiment 18.58 116.50 326.95 640.45 1059.3 1582.1
EB Model  18.64 116.79 327.01 640.81 1059.3 15824
Error, % 0.3 0.25 0.02  0.056 0 0.02
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As it is observed in Fig. 2.29, the analytical FRFs match with those of the experiments
quite well. This is expected considering the large length-to-thickness ratio for both of these
beams. As shown in Table 2.11, there is good agreement between the analytical model and
the experimental natural frequencies. As expected, the analytical model over-predicts the
frequencies due to exclusion of shear or rotary inertia effects in the model.

It should be noted that the peaks at approximately 1,700 Hz in Fig. 2.29 do not represent
a resonant mode in the beam of interest. In the experimental setup there is approximately
a 0.01 m length of beam extending beyond the clamp as seen in Fig. 2.4. The 1,700 Hz
frequency shown pertains to the fundamental mode of the extended section and is the
cause for this additional peak shown in the FRFs for both beams. For this reason the
additional peak is not predicted by the analytical model. This point is further discussed
in the following section.

High Frequency Peak

To investigate the high frequency peak that appears after the sixth mode in the experimen-
tal results, FRF measurements were made at the 2 sensing locations shown in Fig. 2.30.
The FRF results are shown in Fig. 2.31.

Figure 2.30: Additional sensing locations.
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Figure 2.31: Zoom in plot of the high frequency peak at 2 sensing locations.

As the shaker provides excitation to the beam, both sections of the beam extending
beyond the clamp are excited. As shown in the FRF plot for point 2, located on the short
extended section on the opposite side of the beam in this study, the peak around the 1,700
Hz is the most conspicuous in this plot. This indicates that the frequency of 1,700 Hz is
the fundamental frequency for the short extended section. As such it is not captured by
the model presented for the long section that is of interest for this paper; even though, this
peak also appears in all the FRF plots for the longer section of the beam. Also, the peak
just below 1,600 Hz in this plot pertains to the 6'" bending mode for the long section as
also shown in the FRF plot for point 1.

2.4.3 String-Harnessed System Experimental and Analytical FRF's

For the string-harnessed system experimental tests, two different types of fishing line are
used for the strings. The first string is a SpiderWire Stealth Braid 50 pound break strength
fishing line and the second is a PowerPro Super 8 Slick 80 pound break strength fishing
line; the material properties are listed in Table 2.12. The modulus of each fishing line
was determined experimentally by performing a tension test. Table 2.12 also presents the
details of the test setups used for each harnessed beam. The sensing locations shown are
measured from the clamped end.
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Table 2.12: String-harnessed system test setups

Test
Setup property 1 2 3 4 5
Beam Beam 1 Beam 1 Beam 1 Beam 1 Beam 2
String type Spider Wire Power Pro Power Pro Power Pro Power Pro
String radius, mm 0.17018 0.20955 0.20955 0.20955 0.20955
String modulus, GPa 62.43 128.04 128.04 128.04 128.04
String density, kg/m? 1271 1400 1400 1400 1400
Pretension per string, N 8.3 8.3 40.0 8.3 13.3
Number of strings Used 1 1 1 1 3
Number of Fundamental Elements 5 5 5 15 5
Sensing location, m 0.021 0.021 0.021 0.021 0.052

In tests 1-4 beam 1 is used as the host structure while other system parameters change
during these tests. This allows for a fair comparison between these tests to validate the
ability of the proposed model. Test 5 is performed on a different host structure (beam 2)
along with multiple strings harnessing the system and a higher total value of pretension.
The purpose of this test is to demonstrate the significance of this model due to the larger
differences observed between the natural frequencies of the harnessed and unwrapped beam.

A constant base acceleration results in a smaller displacement amplitude for higher
frequencies. The smaller amplitude results in a smaller accuracy in obtaining the laser
measurements. Therefore, the FRFs are obtained individually for each mode during which
both the laser sensitivity and shaker acceleration were adjusted to ensure optimal results.
For test 5, a variable acceleration profile produced the best results. Smaller base accelera-
tion near the resonant peaks ensures the minimization of nonlinear effects, while a larger
base acceleration value around anti-resonances allows for more accurate measurements.
Table 2.13 presents the acceleration values used for each of these tests. The acceleration
profile for tests 1-4 is used to obtain the FRF shown in Fig. 2.29a for the unwrapped beam
1, and the acceleration profile for test 5 is used to obtain the FRF in Fig. 2.29b for the
unwrapped beam 2.
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Table 2.13: Acceleration profile used for experiments

Acceleration Resonance Anti-resonance

Test no.  Mode (97) (97) (97)

Tests 1-4 1 0.05 - -
2 0.4 - -
3 0.5 - -
4 0.9 - -
5 1.2 - -
6 1.2 - -

Test 5 1 0.05 0.03 0.2
2 1 0.1 1.2
3 1 0.5 3.5
4 3 0.5 10
5 10 1 15
6 15 1.5 15

The experimental results for the FRF's of the tests outlined in Table 2.12 are compared
to the FRFs for the string-harnessed model developed in the current work and given by
Eq. (2.96). For brevity, the string-harnessed system model is referred to as the STR model.
Additionally, the FRF for a model that employs a bar member assumption for the string,
a first-order displacement field, and a first-order strain tensor will also be included. The
aforementioned modelling approach represents initial co-authored work for periodically
wrapped harnessed systems developed in [83, 84]. This is the same modelling technique
referenced in the numerical simulations and is once again referred to as the BAR model.

The experimental and analytical FRFs for the string-harnessed system are presented
in Figs. 2.32 to 2.36. The experimental natural frequencies for the unwrapped and string-
harnessed systems are presented in Table 2.14. Also, the experimental natural frequencies
for the string-harnessed system are compared to those from the BAR and STR models in
Table 2.15. Finally, zoom-in FRF plots for the individual modes are presented in Figs. 2.37
to 2.41. In these figures, the experimental results for both the unwrapped beam and the
string-harnessed system, as well as analytical results for the STR and BAR models are
presented for a closer comparison.
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Figure 2.32: FRF comparison between experimental and STR model results for test 1.

— Analytical —— Experimental

FRF, m/(m/s)

200 400 600 800 1000 1200 1400 1600 1800 2000
Frequency, Hz

Figure 2.33: FRF comparison between experimental and STR model results for test 2.
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Figure 2.34: FRF comparison between experimental and STR model results for test 3.
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Figure 2.35: FRF comparison between experimental and STR model results for test 4.
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Figure 2.36: FRF comparison between experimental and STR model results for test 5.
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Figure 2.37: Zoom in of the natural frequencies for test 1.
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Figure 2.38: Zoom in of the natural frequencies for test 2.
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Figure 2.39: Zoom in of the natural frequencies for test 3.
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Figure 2.40: Zoom in of the natural frequencies for test 4.
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Figure 2.41: Zoom in of the natural frequencies for test 5.
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Table 2.14: Experimental natural frequencies, in Hz, for unwrapped beam and string-
harnessed system

Mode

Result 1 2 3 4 5 6
Test 1

Unwrapped 18.00 112.97 317.50 621.55 1027.5 1534.5

String-harnessed 18.05 113.48 319.15 624.85 1033.0 1542.5

Frequency increase, % 0.3 0.45 0.520  0.531 0.54 0.52
Test 2

Unwrapped 17.90 112,55 316.15 619.00 1023.0 1528.0

String-harnessed 18.05 113.44 319.35 625.05 1033.5 1542.5

Frequency increase, %  0.84 0.79 1.01 0.977 1.03 0.949
Test 3

Unwrapped 17.85 112.22 315.35 617.45 1020.5 1524.0

String-harnessed 18.05 113.7 319.95 626.25 1035.5 1545.0

Frequency increase, % 1.1 1.32 1.46 1.43 1.47 1.38
Test 4

Unwrapped 18.00 112,98 317.55 621.65 1027.5 1534.0

String-harnessed 17.95 112,79 317.10 620.90 1026.0 1532.0

Frequency increase, % -0.3  -0.17 -0.14 -0.12 -0.15  -0.13
Test 5

Unwrapped 18.58 116.50 326.95 640.45 1059.3 1582.1

String-harnessed 19.42 121.25 340.60 667.80 1101.1 1642.0

Frequency increase, % 4.5 4.08 417 4270  3.95 3.79
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Table 2.15: Comparison of experimental string-harnessed natural frequencies, in Hz, to
STR and BAR models

Mode
Result 1 2 3 4 5) 6
Test 1
String-harnessed 18.05 113.48 319.15 624.85 1033.0 1542.5
STR model 18.15 113.72 318.42 623.97 1031.5 1540.8
Error STR, % 0.5 0.21 -0.23 -0.14 -0.15 -0.11
BAR model 18.13 113.62 318.15 623.45 1030.6 1539.5
Error BAR, % 0.4 0.13 -0.31  -0.224 -0.23 -0.19
Test 2
String-harnessed 18.05 113.44 319.35 625.05 1033.5 1542.5
STR model 18.21 114.12 319.55 626.19 1035.1 1546.3
Error STR, % 0.89  0.60 0.063 0.183  0.16 0.25
BAR model 18.15 113.76 318.54 624.20 1031.9 1541.4
Error BAR, % 0.57  0.28 -0.26  -0.14 -0.16 -0.071
Test 3
String-harnessed 18.05 113.70 319.95 626.25 1035.5 1545.0
STR model 18.18 113.94 319.02 625.16 1033.4 1543.8
Error STR, % 072 021 -029 -0.174 -0.20 -0.080
BAR model 18.12 113.57 318.00 623.16 1030.1 1538.8
Error BAR, % 0.4 -0.11  -0.608 -0.493 -0.52  -0.40
Test 4
String-harnessed 17.95 112.79 317.10 620.90 1026.0 1532.0
STR model 18.11 113.46 317.70 622.56 1029.1 1537.4
Error STR, % 0.86  0.60 0.19  0.268 0.31 0.35
BAR model 18.10 113.41 317.54 622.26 1028.6 1536.6
Error BAR, % 0.82  0.55 0.14  0.219 0.26 0.30
Test 5
String-harnessed 19.42 121.25 340.60 667.80 1101.1 1642.0
STR model 19.55 122.52 343.07 672.27 1111.3 1660.1
Error STR, % 0.70 1.05 0.724 0.670 0.928 1.10
BAR model 19.19 120.24 336.67 659.74 1090.6 1629.2

Error BAR, % -1.2 -0834 -1.15 -1.21 -0.954 -0.782
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2.4.4 Comparison Between Experimental and STR Model Re-
sults

The FRF plots in Figs. 2.37 - 2.41 clearly indicate that the results from the STR model
are in better agreement with the experimental FRFs compared to the BAR model. The
largest absolute percentage of error between the frequencies from the STR model and
the experiments is 1.10%. As shown in Table 2.15 the errors in using the STR model to
predict the experimental results for the 6 modes of a given test are not strictly all positive
or negative values. This can be attributed to the fact that the STR model is similar in
form to an Euler-Bernoulli beam model, whereas, the physical system is not expected to
behave exactly as an Euler-Bernoulli beam model. To elaborate, consider the analytical
expression for the frequencies of the STR model reformulated as w, /32 = 1/C1/K;. For a
given set of system parameters, the values of C; and K; are constant, and it follows that
wy, /B2 is constant for all the modes in the model. The analytical value for w, /8% and the
experimental values are presented in Fig. 2.42.
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X { Mode 5 & Mode 5
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Figure 2.42: Experimental and analytical values of w,,/32.

For tests 2, 4, and 5 the analytical value for w,/3*> = /C1/K; is greater than all
of the experimental results for a given test. Therefore, in these cases, the STR model
overestimates the modes obtained. In tests 1 and 3 the analytical value is greater than
the experimental results for the first two modes and smaller than the experimental results
for the higher modes. In these cases the first two modes are overestimated and the higher
modes are underestimated. Finally, the values for w, /3? are smaller for test 5 compared to
tests 1 - 4 as a beam of smaller thickness and length is used. The percentage of difference
between the maximum and minimum experimental values for w,, /32 is 0.76%, 0.83%, 1.0%,
0.67%, and 0.430% for tests 1 through 5, respectively.
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It can also be examined how changes in the system parameters affect the natural fre-
quencies of the string-harnessed system. First consider the change in string between tests
1 and 2. By changing the SpiderWire string for test 1 to the PowerPro string for test 2,
the modulus, density, and radius of the string are increased. In particular, the modulus
is increased by 105.1%, the density is increased by 10.2%, and the radius is increased by
23.1%. As it is expected, increasing the modulus of the string results in a higher overall
stiffness for the string-harnessed system. Intuitively, this should result in a larger frequency
difference between the string-harnessed and the unwrapped systems. On the other hand,
increasing the string density should result in smaller natural frequencies for the harnessed
system. Finally, an increase of string radius affects both mass and overall stiffness for
the harnessed system. The overall impact of the changes in string radii on the system’s
frequencies depends on which one of the stiffness or density effects are more dominant; this
will be determined by the other system parameters.

As expected, the small additional system’s mass from test 1 to 2 due to the increased
density is outweighed by the additional stiffness due to the much larger modulus of elas-
ticity. Hence, the difference between the string-harnessed and unwrapped frequencies in
going from test 1 to test 2 is expected to be larger. This behaviour is also observed ex-
perimentally and can be seen by comparing Figs. 2.37 and 2.38 and the results shown in
Table 2.14.

Also, the developed model includes the effects for density, modulus, and radius of the
string and, as it is shown in the results from this model, the overall effect of these parameters
on the system’s frequencies is an increase. Recall that the frequencies for the STR model
are predicted by w, = 82,/C1/Kj, in Eq. (2.92), where, C; is the stiffness coefficient and
K is the mass per unit length coefficient. An increase in the string modulus will result
in an increase in the C] coefficient while the K coefficient remains unchanged. Therefore,
as seems intuitively obvious, an increase in the string modulus will increase the overall
stiffness of the system and also the natural frequencies. Similarly, if the density of the
string is increased, the C] coefficient remains unchanged while the K, coefficient increases
due to its dependence on p,. Hence, increasing the string density increases the mass per
unit length of the system and correspondingly the frequencies decrease. Finally, variations
to the string radius, r,, play a role in the values of Ay, b, h, and cos(f). An increase in
¢ causes an increase in A,, b, and h, and a decrease in cos(d). Since the coefficient K,
depends on A, and cos™!(f), an increase in the string radius always causes an increase
in K. On the contrary, the effect of varying string radius on the C; coefficient may be
an increase or a decrease and will depend on the other system parameters. The overall
changes shown in the frequencies in the STR model are compatible with those observed
from the test results.
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Another important factor that plays a substantial role in the dynamics of a string-
harnessed system is the tension in the cables. To examine this effect the tension is varied
from 8.3 N to 40 N, a 382% increase, between tests 2 and 3. Intuitively, it is expected that
an increase in the string tension will also increase the stiffness, thus increasing the natural
frequencies. The experimental results presented in Table 2.14 demonstrate this change. As
it is observed from these results, the frequency shifts between the tests are more noticeable
for the higher modes. This effect can also be seen in Figs. 2.38 and 2.39 where both the
model and test results are presented. As shown in Eq. (2.67), for the STR model the
tension, T, only plays a role in the C; coefficient. Thus an increase in T, will result in
a larger value for (', which is representative of the overall system’s stiffness resulting in
higher natural frequency predictions by the STR model. Therefore, the proposed analytical
model accurately captures the changes in the dynamic behaviour for this system as tension
varies. This is a major improvement for this model compared to the BAR model presented
in [83, 84].

Recall the results for w, /32 in Fig. 2.42. When the string radius and modulus increases
from test 1 to 2 and the string tension increases from test 2 to 3, the percentage of difference
between the maximum and minimum values of w, /32 for the experiments increases from
test 1 to test 2 and this difference increases further from test 2 to 3. This indicates that as
the stiffening effects of the string increase for a given host structure, the distribution of the
experimental frequencies becomes less likely to look like those for an EB model. Since the
STR model predicts only a single value for w, /32, this demonstrates the need for further
improvement in the model. Furthermore, an increase in the string stiffening effect will
cause the coupling between various coordinates of vibrations to become more prominent

and is an additional element that must be further incorporated in the model, [86].

Another factor to analyze for a string-harnessed system is the cable pattern. For this
reason, the number of fundamental elements is tripled from test 2 to 4. To determine
the expected change in the frequencies of the system when the number of fundamental
elements is increased, consider the two cases presented in Fig. 2.43. When the string is
running along the width of the beam as shown in Fig. 2.43a, there will be no additional
strain energy in the string as the system undergoes transverse vibrations. Alternatively,
for the case of the string running along the length of the beam shown in Fig. 2.43b,
the strain energy in the string during vibrations will be maximized. Accordingly, as the
number of elements increases, the wrapping angle, 6, increases and the wrapping pattern
becomes more similar to the extreme case shown in Fig. 2.43a. This leads to an overall
smaller strain energy stored in the string and, therefore, smaller stiffening effect as the
number of fundamental elements increases. Also, as the number of fundamental elements
increases, the total string length increases and results in a larger mass for the system.
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Combined, these effects indicate smaller natural frequencies for a system of larger number
of fundamental elements.

- y
| ‘ &/ |

(a) String along the width of the beam (b) String along the length of the beam

Figure 2.43: Extreme geometries for the string-harnessed beam.

Also, comparing the experimental results in Figs. 2.38 and 2.40 clearly show that the
difference between the frequencies of the string-harnessed system and unwrapped beam
decreases as the number of fundamental elements is increased. As shown in Table 2.14,
increasing the fundamental elements from 5 to 15 causes the experimental string-harnessed
frequencies to become even smaller than those for the unwrapped beam. For test 2 the
average percentage increase of the frequencies for the string-harnessed system compared
to the unwrapped beam is 0.933%, while for test 4 the average percentage increase is -
0.17%. This indicates that in test 4, the additional mass of the string is more dominant
than the stiffening effect for the string. In the STR model, as the number of fundamental
elements increases for a given beam length, the wrapping angle, 6, also increases. Since the
coefficient C; depends on cos(f) and cos?(6), this change results in a smaller C; value. On
the other hand, the coefficient K; will be larger as it depends on cos™!(#). Subsequently,
the frequencies of the STR model will decrease as the number of fundamental elements
increases. For all the given system parameters with an exception of those for test 4, the STR
model accurately predicts the trend for the frequency shifts between the unwrapped and
harnessed beams. As it is shown in test 4, the experimental frequencies for the harnessed
beam are smaller than those for the unwrapped beam in contrast to the model predictions.
This is because of the additional mass of the string due to a larger number of fundamental
elements used for this test that is likely underestimated for in the model.

When the number of fundamental elements is increased from 5, in test 2, to 15, in test 4,
the stiffening effect of the string decreases. Additionally, when the number of fundamental
elements increases it is expected that STR model will produce more accurate results.
This is generally true about homogenization techniques as they employ the assumption of
periodicity. Generally speaking when the number of fundamental elements per wavelength
for the mode of interest increases, the homogenized model gives better accuracies in its
frequency estimations. As a result of both the reduction of the stiffening effects and better
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accuracy for larger number of fundamental elements, the percentage difference between the
maximum and minimum values for decreases from test 2 to test 4.

From the previous discussions, multiple changes in the systems parameters may be con-
sidered to further highlight the ability of the STR model to capture the system’s dynamics.
Specifically, consider test 3 and test 4 for which the tension is reduced and the number
of fundamental elements is increased. Each of these changes will cause the frequencies of
the string-harnessed system to decrease as can be seen in both Table 2.14 and Figs. 2.39
and 2.39. Furthermore, it is seen in Table 2.14 that the percentage frequency shifts be-
tween the harnessed and the unwrapped beam are larger between tests 3 and 4 compared
to those between tests 2 and 4. This is expected since both number of elements and the
tension are different between tests 3 and 4. This clearly demonstrates the ability of the
STR model to predict the behaviour of the frequencies of the system when multiple system
parameters are changed simultaneously. Also, it is observed through the experiments that
changing the string from SpiderWire to PowerPro and using higher tension values results
in a larger frequency difference between the unwrapped and the string-harnessed beams.
Finally, using a different type of string and a larger number of fundamental elements from
test 1 to test 4 results in smaller frequencies due to both the additional string mass and
the reduction of the string stiffening effects when the wrapping angle changes.

Tests 1 to 4 are primarily conducted for comparison to show the effectiveness of the
developed model in predicting the system’s natural frequencies when several system pa-
rameters change. System parameters in test 5 are chosen in a way to obtain much larger
differences between the natural frequencies of the unwrapped and the harnessed system
under consideration in this test to demonstrate the importance of modelling string effects.
The average shift between the frequencies of the two systems is about 4.12% with the
largest shift of 4.5% in the first mode.

A fundamental quantity for obtaining the frequencies using the STR model is C}/Kj.
The quantity C1/K; for a wrapped beam is similar to FyI,,/ppAp for an unwrapped beam;
('} is the overall bending stiffness coefficient and K is the mass per unit length coefficient.
For comparison, the values for E,l,/ppAp and Cy /K for each of the tests are presented in
Table 2.16.
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Table 2.16: Ratios for Euler-Bernoulli and string-harnessed analytical models

Eyl,/ppAs  C1/K4
Test 1 9.5961 9.6516
Test 2 9.5961 9.8036
Test 3 9.5961 9.8042
Test 4 9.5961 9.6051
Test 5 4.4019 4.8448

In Table 2.16 it can be seen that the change in C/K; from test 1 to test 2 is larger
than the change from test 2 to test 3. This is particularly interesting since the modulus
of the string is increased 105.1% from test 1 to test 2, whereas the increase in tension
is much larger at 382% from test 2 to test 3. As such, this indicates that the effect of
changing the type of string, in particular the modulus of the string, has a greater effect on
the frequencies than increasing the tension in the string. It can also be seen in Table 2.16
that the value of C)/K; decreases from test 2 to test 4, where the number of fundamental
elements is increased from 5 to 15. This highlights the impact of the loss in stiffening effect
from the string and an increased mass per unit length when the number of fundamental
elements is increased. For test 5, the C1/K; value is smaller when compared to tests 1 - 4
since a thinner beam was used for the host structure.

To conclude, the absolute percentage of error in using the STR model to predict the
experimental results is plotted versus mode number for comparison for each of the 5 tests in
Fig. 2.44. As shown in this figure the error in the model frequency predictions are highest
for test 5 where multiple strings are used on a shorter and thinner beam.
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Figure 2.44: Absolute percentage of error between analytical and experimental frequencies
for the string-harnessed systems.

2.4.5 STR and BAR Model Comparison

As shown previously, both the STR and the BAR models produce equivalent continuum
models for the transverse vibrations similar to an Euler-Bernoulli model. The error in the
natural frequency predictions by each of the STR and BAR models are listed in Table 2.15
and the absolute errors are presented in Fig. 2.45.
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Figure 2.45: Absolute percentage of error between experimental and analytical results for

the STR and BAR models.
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Looking at the error values produced by each model for tests 3 and 5, which have
higher tension values, the advantage of using the STR model becomes evident. This is
particularly more noticeable for the higher modes. Also, as discussed previously, employing
the assumption of the BAR model, [83, 84], for the string elements results in a model that
lacks in dependence on the string tension, which is counterintuitive. For both models, the
largest error is produced for test 5 where multiple strings are used. Finally, it is shown in
[86] that increasing the ratio for the string to beam cross-sectional area results in a larger
error in predicting the natural frequencies. As such, using multiple strings on a thinner
beam in this test explains the higher frequency errors for test 5 compared to the previous
4 tests.

In summary, the proposed STR model for string-harnessed structures accurately pre-
dicts the experimental frequencies and FRFs for multiple test setups. Additionally, this
model is able to accurately predict the changes in the system’s frequencies subject to all
system parameter changes such as string modulus, string radius, tension, number of funda-
mental elements, number of string harnesses, and dimensions of the host beam structure.
The most important improvement for the STR model compared with the BAR model is
the dependence of its predicted natural frequencies on the string tension.

2.5 Chapter Summary

In this chapter, an energy equivalent homogenization technique was used to determine a
simple constant coefficient model for periodically wrapped string-harnessed systems. The
model was in the form of a constant coefficient Euler-Bernoulli beam model. Increasing
the modulus or tension in the string, as well as wrapping the string less frequently around
the beam resulted in an increase in the frequencies of the system. Increasing the density
of the string resulted in a decrease in the frequencies of the system. Changing the radius
of the string affected both the added stiffness and added mass due to the string and the
effect on the frequencies depends on the other system parameters.

Experimental tests were performed to assess the accuracy of the homogenized string-
harnessed model. Five distinct tests were performed for clamped-free boundary conditions
and considered different types of strings, number of strings, tension applied, and number of
wraps around the host structure (fundamental elements). In these tests the first six modes
of the system were captured and the largest absolute percentage of error in a single mode
was 1.10%, which demonstrates the strength of the developed model. Furthermore, it was
shown that the stiffening effect of including strings is quite significant. For the 3 strings
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test performed there was an average increase of 4.1% in the frequencies when compared
with a beam without any strings.
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Chapter 3

Perturbation Theory for
Euler-Bernoulli Models

In this chapter a perturbation theory for a spatially dependent Euler-Bernoulli beam model
is developed. Using a Lindstedt-Poincaré perturbation theory method, two corrections to
the frequencies and one correction to the mode shapes are found. Furthermore, various
methods for determining reference values of the spatially dependent quantities from which
perturbations occur, necessary values in the perturbation theory, are considered. Previ-
ously in the literature only a single correction to the frequency and a one method for
choosing the reference values were considered in [75]. Numerical simulations are performed
to investigate the accuracy of the proposed perturbation theory. The work presented in
this chapter is to be submitted in [93].

3.1 Lindstedt-Poincaré Method

3.1.1 Problem Statement

Consider a spatially varying Euler-Bernoulli (EB) model for free transverse vibrations with
bending stiffness given by EI(x) and mass per unit length given by pA(z). Assume that
El(x) and pA(x) are C*°-functions on [0,!] \ Pg; and [0,1] \ P,4. That is, the functions
have derivatives of all orders except at a finite set of points. The PDE in consideration is

% [El(x)%;;t)] + pA(x)% =0 (3.1)
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for 0 < x <l and t > 0. The boundary conditions at * = 0 or [ are:

e 0 0?w(x,t) B
ow(x*,t) W Pw(xt)

The first boundary condition in Egs. (3.2) and (3.3) are the geometric boundary conditions
and correspond to zero displacement and zero slope, respectively. The second boundary
condition in Egs. (3.2) and (3.3) are the natural boundary conditions and correspond to
zero shear and zero moment, respectively.

The problem is next nondimensionalized using a yet undetermined reference value for
the bending stiffness, EI*, and a yet undetermined reference value for the mass per unit
length, pA*. These reference values are the values from which the respective parameters
of the system are considered perturbed and are at this point not fixed. Introduce the
length scale [ and the time scale [?/pA*/ET*. Let W, X, and T denote the dimensionless
variables associated with w, z, and ¢, respectively. The dimensionless PDE is

@ [f,, BIX) = EI'\ PWX.T)) [, pAX) = pA")| PW(X.T)
X2 EI* X2 pA* oT?

=0 (34)

Assume a separable solution to Eq. (3.4) of the form W (X, T) = u(X)e™T. This leads
to a spatial ordinary differential equation (ODE)

di; [{1 E[(X;[: E[*} d?)g)} _wz{1+%}u()@ =0 (3.5)

3.1.2 Perturbation Theory

Since the reference values ET* and pA* were chosen such that perturbations occur from
these values, introduce a small parameter € in Eq. (3.5)

di; H”Gﬁ@f)}dzg)} —w? {14 pA(X) fu(X) =0 (3.6)

Applying the same steps that were applied to the PDE to the boundary conditions.
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The boundary conditions at X* =0 or 1 are

w(X*) =0 or diX [{1 +FI(X)) di{“}g )} = (3.7a)
dug((*) —0 or {1 n EE\I(X)} % —0 (3.7b)

The perturbation theory used is the Lindstedt-Poincaré method, see [104] for one of
many texts on the subject. In this technique, the natural frequencies and mode shapes are
expanded in powers of the small parameter €

w(X) =uo(X) + eur (X) + €uz(X) + ... (3.8a)
W =wp + €wy + 2wy + . .. (3.8b)

The expansions in Eq. (3.8) are then substituted into the PDE and boundary conditions
in Egs. (3.6) and (3.7). Terms with similar powers of € are grouped together and these
define a sequence of problems that must be solved to determine the frequencies and mode
shapes.

3.1.3 Mass Normalization Condition

Once the mode shapes of the system are determined from the perturbation theory they are
mass normalized. This is quite common in a vibrations analysis as the mass normalization
allows for the various modes of the system to be decoupled when determining the time
response of the system. The mass normalized mode shapes are denoted by ¢(z) and the
nondimensional mode shapes are denoted by ¢(X). The mass normalization condition in
nondimensional form is given by

1= /01 {1 + e,ﬁ(x)} $2(X) dX (3.9)

To determine the mass normalization condition corresponding to each O(¢€") problem of
the perturbation theory, substitute the expansion of the mode shape in terms of € into
Eq. (3.9). The mass normalization conditions for the O(1) and O(e) are

o(1) - 1:/1 62(X) dX (3.10a)
O(e) 0= / 200(X)61(X) + pAX)R(X)dX  (3.10b)
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3.1.4 O(1) Problem

The ODE for the O(1) problem is
d4UQ
dXx+
for 0 < X < 1. Clamped-clamped (CC), clamped-free (CF), and free-free (FF) boundary
conditions are considered. The solution for the ODE in Eq. (3.11) is readily available and is
simply presented for each of the boundary conditions considered. The presented solutions
also satisfy the mass normalization condition for the O(1) problem.

—wiup =0 (3.11)

Clamped-Clamped Solution

The boundary conditions for a CC system are

dug(0) dug(1)
dX dX

The characteristic equation, which determines the frequencies w,g, is

0 =1 — cos(y/wp) cosh(y/wp)

and the n'® mode shape of the system is

up(0) =0 =0 , wu(l)=0 |, =0

Bn0(X) = cos(y/EmmX) —cosh(y/Tm X) - ng%i = nﬁ‘f%ﬁ fsin(yBmsX) — sinh(yEsX)}
(3.12)

Clamped-Free Solution

The boundary conditions for a CF system are

. dUO(O) . dQUO(l) . dSU()(l) o
UO(O)_O ) dX _0 ) dX2 _0 ’ ng _O

The characteristic equation, which determines the frequencies w,,, is

0 = 1+ cos(y/wp) cosh(y/wp)

and the n'® mode shape of the system is

Br0(X) = cos(v/TmX ) —cosh (v X) - nEj::gi jnﬁfﬁ:g; {sin(y/@0X) — sinh(yEnX)}
(3.13)
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Free-Free Solution

The boundary conditions for a FF system are

d2u0(0) —0 d3U0(O> —0 dQUO(l) —0 d3U0(1> -0
axz 7 daxs 7 7 axz 7 dxs

The characteristic equation, which determines the frequencies w,, is

0 =1 — cos(y/wp) cosh(/wp)

and the n'® mode shape of the system is

Bn0(X) = cos(y/EmmX) +cosh(y/Tm X) - ng%i = nﬁ‘f%ﬁ {sin(y/BmsX) + sinh(yEsX)}

(3.14)
3.1.5 O(¢) Problem
The ODE for the O(e) problem is
d4un1 9 2 3 d? 7 d2¢n0
i Wiolnl = 2WnoWn1Pno + WioPAPno — e [EI X2 } (3.15)

for 0 < X < 1. As is typically done in the perturbation theory, a solution to the ODE
exists when the solvability condition is satisfied. The solvability condition is a corollary to
the Fredholm Alternative and states that a solution to the ODE exists if and only if the
inner product of the non-homogeneous term in Eq. (3.15) and the O(1) solution is 0.

0—/1 20w bno + w2 pAd @ EI% Bpo dX (3.16)
- o n0%“n1%¥n0 noP n0 dX2 dX2 n0 .

From the solvability condition in Eq. (3.16) the value for w,; is found. Using integration
by parts and that CC, CF, and FF boundary conditions are under consideration, the
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solvability condition yields

d2
dXx?

d ¢n0
dXx?

:| ¢n0 dX

d*¢n
0 2wn0wn1/ o2, dX—i—wnO/ ,OAgbnO dX — / e [E[ dXQO} no dX

1 2
Qoo = — / 4 [E]d ¢"°] ouo g5 — / pAgE, dX
0

1
0= / 2WnoWn1 g + W2op AP, — {EI
0

dX dX2 | dX
1 b d2¢ 0 2 Wno -
= EI " dx — = Ap? dX 3.17
om =g [ B (G2} ax -2 [ 7, (3.17)

Recall the assumption that EI(z) and pA(x) are C*-functions everywhere except on
a set of points P = Pgr U Py of size m — 1. It follows that E[(X) and p/;l(X) are C'°-
functions on the set P = P/l. Suppose that the points in P are ordered as 0 < X P <
Xp, <...<Xp, , <1and denote Xy =0 and X,, = 1. The ODE in Eq. (3.15) is solved

over each of the m intervals [X;_1, X;] with the general solution on the it" interval given
by

u (X)) =AY cos(y/amoX) + BY sin(y/wneX) + C cosh(y/wnoX) + D% sinh(y/wnoX)

d .
P 0 (xy (3.18)

Qwno  dX nlp

The coefficients A%, B ¢ and D, z) in Eq. (3.18) are determined by applying the

nl» nl» nl
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boundary conditions. The particular solution to the ODE, denoted by u,(fip(X ), is

ugp(x) = («;no [cos(\/wnoX) /sin(\/wnoX) ,g;l(i)qbno dX
— sin(y/wneX) /cos(,/wnoX) a(i)gbno dX
— cosh(ympX) / sinh(y/GgX) pA" oo X

+ sinh(y/wnoX) /COSh(\/wnOX> a(i)cbno dX]

_ cos(y/w X)/sin(\/w X)d—2 E\](i)d2¢n0 dX
. d® [0 d%¢,
_s1n(\/wn0X)/cos(\/wnoX)W {E] dX2O} dX
: d? [0 d%¢no
— cosh(y/wpoX) [ sinh(y/wn0X) e EI e dX
: d* [0 d®no
+ sinh(y/wnoX) cosh(\/wnoX)m ET X7 dX (3.19)

Since the ODE is solved over each section, a set of continuity conditions must be applied.
The continuity conditions are continuity of displacement, slope, moment, and shear. These
are obtained mathematically from Eq. (3.15). For an arbitrary point X; € P.

USB(XPj) :Ugﬂ)(XPj) (3.20a)
) (G+1)
dunjl (XPj) :dunjl (XPj) (320b)
X X
Pu)(Xp) TV (Xp) =) ) o (Xp,)
n _ B (xo) — B (Xp >—” ) 3.20
dx? e (Xe) X)) =42 (3.20¢)

(X)) djﬁgo]xzxpj (3.20d)

The boundary conditions for the O(e) problem are simplified using the O(1) problem
boundary conditions. The boundary conditions for a CC system are

)

d3u(j)(Xp.) d?’u(]‘lﬂ)(Xp.) d  (+1) e
=" - — [T X)—FEI
dXxs3 dXxs3 dX [( (X)

ulf(0)=0 ug}g):O , w1y =0 u;‘f—szo (3.21)
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The boundary conditions for a CF system are

(1) 2, (m) 3,,(m)
0)=20 ——=—=0 ———= =0 ——===0 3.22
The boundary conditions for a FF system are
1 1 m m
i) _ o Fud©) o Pud) o Pl g
dX? ’ dXs3 ’ dX? ’ dXs3 '

Applying the boundary conditions at X = 0, the first section of the mode shape for a
CC and CF system is

ull) (X) =AY {cos(vwno X) — cosh(y/wnoX)} + BLY {sin(y/wnoX) — sinh(y/wn0X)}

(1)

Wni « déno (1) (1) . dunlp(())
X X . . h .

2wpo  dX Uy (X) = U, (0) cosh(y/wno X) — Vono  dX sinh(y/wnoX)

:Aslll) {cos(y/wnoX) — cosh(y/wnoX)} + Br(:l) {sin(y/wnoX) — sinh(y/wnoX)}
Wnl dgno ~(1)
o ax T (X) (3.24)

The first section of the mode shape for a FF system is:

uD () =AY {cos(yamoX) + cosh(y/anpX)} + BLY {sin(y/@noX) + sinh(y/wnoX)}

1)
wnl . dono | (1) 1 4?7 ,(0)
2wn0X e + Uy, (X) oo Axz cosh(y/wnoX)
1 d3 7('11)]7( )
inh n0X
S dxe sinh (y/wnoX)

=AY {cos(v/onX) + cosh(y/nX)} + B {sin(y/@noX) + sinh(y/wnoX)}

Wn1 1 ddno ~(1)
X X 2

Next the continuity conditions are applied in order, from the continuity conditions at
X to the continuity conditions at X,,_;. Once this has been performed, the general form
of the mode shape over each section for a CC and CF system is:
ufg(X) :Aﬁ}f {cos(y/wnoX) — cosh(y/wroX)} + Bgl) {sin(y/wnoX) — sinh(y/w,0X)}
Wni dgbnO ~(1)
X X 3.26
LY+ (X) (3.26)
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and the general form of the mode shape over each section for a FF system is:

ul(X) =AY {cos(y/@noX) + cosh(y/wX)} + B {sin(y/wm0X) + sinh(y/wmoX)}

nl d(bnO ~(1)
X—+ X 2
3 X (X) (3.27)

It is seen in Egs. (3.26) and (3.27) that there are only two unknown coefficients that remain

to be determined. The expressions of ﬂfj} (X) for the various boundary conditions can be
found in Appendix B.1.

Next, the boundary conditions at X = 1 are applied. Only the first boundary condition
needs to be applied as the second boundary condition is automatically satisfied due to the
choice of w,; from the solvability condition. Apply the third boundary condition listed in
Egs. (3.21)-(3.23). The expression for the mode shape over the " section for a CC system
is:

A (1) {sin(y@aeX) — sinh(y/@0X) }
{sin(y/@no) — sinh(y/wno) }

n dn ~(2
w1X¢o+()

i 1
U (X) = Ao (X) + S X2 4

(X)
(3.28)

The expression for the mode shape over the i'" section for a CF system is:

a2ama . .
deno “ul 2 {sin(\/wno X ) — sinh(y/wr0X) }

ﬂ(i)
+ U, (X) + Wno {sin(« /Wno) + sinh(, /wno)}
(3.29)

Wni X

ug (X) :Angl)anO(X) + 2wy dX

The expression for the mode shape over the it" section for a FF system is:

a2am ) . _
u) (X) :A(1)¢ o(X) + ﬂX% + 7 (X) + dx? {Sm(\/wnoX) + Slnh(w/wnoX)}
nl n1 Pn 2wno  dX nl Wno {s,in(1 /Wno) — sinh(./wno)}

(3.30)

The final step is to determine the coefficient Aflll) by applying the mass normalization
condition of Eq. (3.10b). The coefficient ASI) for a CC system is

U (1) {sin( /@ X) — sinh( /@0 X) }
{sin(\/wno) — sinh(y/wyo) }
+ %,51\4()() 2 dX (3.31)

n0

L, do,, -
A7(111) = _/ wl X(bnO ¢ 0 + ¢n0un1(X) -
0
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The coefficient Aﬁ}l) for a CF system is

2g(m) . .
(1) Lo dono _ d (&2(1) {sm(,/wnoX) — smh(,/wnoX)}
Anl = X¢n0— + (rbn(]unl + 3 . gbnO
0 2Wno dXx wWno {sin(y/Wno) + sinh(y/wno) }
1 —
+ 5AX) 2 dXx (3.32)
The coefficient Aﬁ}f for a FF system is
217(7”) . .
() Yo dono _ d (&2(1) {sm(. [0 X) + smh(w/wnoX)}
Anl = - X¢n0_ + ¢n0un1 + B ) ¢n0
0 2Wno dX wWno {sin(y/Wno) — sinh(y/wyo) }
1 —
+ L7006, ax 339
3.1.6 O(¢?) Problem
The ODE for the O(€?) problem is
Snz _ iy =2 2 2 2 pA
It WioUn2 =2Wn0Wn2@Pno + 2WnoWn1 Pn1 + Wy Pro + WiopAdn
—~ & [5d%m

for 0 < X < 1. A solution to the ODE exists when the following solvability condition is
satisfied.

1
0= / {QWnowwﬁbno + 2Wp0Wn1 Pn1 + W21 Pno + WaPAPH + 2wnown1 pAGRo
0

_ @ [ﬁd%m} }gbnOdX (3.35)

dX? dX?

From the solvability condition in Eq. (3.35) the value for w, is found. Using integration
by parts and that CC, CF, and FF boundary conditions are under consideration, the
solvability condition yields:

2 1 L2, d26,
Wl / o On1 d“Pno
%eomo | 2w Jo T AXZ dXZ

Wy = — — W2 pAbnodur — Wown1 pA(X)d2, dX  (3.36)
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3.1.7 Final Dimensional Solution
Dependence on Reference Values

To determine the final expressions for the natural frequencies and mode shapes in terms
of the reference values EI* and pA* the parameter € is removed. This is done by using the
relationships eEI(X) = (EI(X) — EI*)/EI* and epA(X) = (pA(X) — pA*)/pA*. First,
determine the dependence of the first correction to the frequencies in terms of the reference

values.
L /a2, 2 N 1
/em( ¢°) dX—%/ epA ¢, dX
0

EWnp1 =

Wno dXx? 0
1 o0\
1 fo EI(X) ( d§20> dX 1 wno 1 9
= - — PA(X) ¢rpdX
EI* 2Wno pA* | 2 J,
Qn1 0 7%%)
= — 3.37
EI*  pA* ( )

Above, it is seen that the expression for the first correction to the natural frequency
is calculated solely in terms of the nondimensional bending stiffness and mass per unit
length, the reference values, and the O(1) solution. The same procedure is applied to the
first mode shape correction and the second frequency correction. The first correction to
the mode shape is expressed as

_ fnl(X) . fn2(X) + (bnO(X)

nt (X 3.38
€pn1(X) oA I 5 (3.38)
and the second frequency correction is expressed as
€2wn _ (67951 . Qp2 ﬁnl + 6712 + BnS 3.39
where
2 1 2 2
Q 1 1 d ¢n0 d an
= — —— — —— FI(X dX 3.40
It == o ™ 2 /0 X)Xz axe (8-40a)
1 ! d2¢n0 d2fn1 Wno !
o = EI(X dX + — A(X)@nofr2 dX 3.40b
Fnz 2wn0/0 (X) dX? dX? + 2 /0 pAX)Gno fro ( )
_ O @ [ A(X) o for AX (3.40¢)
n3 _QWn() 9 o P n0Jnl .

120



The expressions of f,1(X) and f,2(X) for the various boundary conditions are given in
Appendix C.1. The final expressions for the natural frequencies with two corrections and
the mode shapes with one correction are

o 204711 2an2 /Bnl BnQ 5713
Wn =Wno + T pA* - (EI*)* i EI*pA* * (pA*)? (3:41)
On(X) =50m(X) + = 0 e (3.42)

Reintroduction of Dimensions

Dimension are reintroduced for the final solution using the length scale [ and time scale
I>\/pA*/EI*. For the mass normalized mode shapes, the dimensions of 1/y/kg must be
introduced. From the length and time scales used it follows that the mass scale is [pA*.
From the nondimensional results in Egs. (3.41) and (3.42), the dimensional solution is

— 1 ET* QOan 2an2 6711 BnQ ﬂnS
- v 1 3 fm(@/l)  faa(z/1)
) = { Sty + 22500 - Ll (3.44)

3.2 Reference Values Selection

The final expression for the natural frequencies and mode shapes of the system are in terms
of the reference values ET* and pA*. The value of these are yet to be determined and the
method in which they are determined will influence the accuracy of the results. Multiple
methods for determining the reference values are proposed.

3.2.1 Minimizing L, Norm of Difference

The first proposed method for determining the reference values is to minimize the difference
between the reference value and the associated spatially varying function. This is achieved
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by considering the L, norm for continuous functions. Mathematically,
l 1/p
ET* = min {( |EI () — ET*)? dx> } (3.45a)
0

! 1/p
pA* = min { ( |pA (z) — pA* P d:p) } (3.45Db)
0

where p is a positive integer.

Performing the minimization of the L, norm of the difference results in a single value for
ET* and pA*, which does not depend on the mode number. Generally, the minimization
procedure cannot be solved exactly to determine the optimal reference values. In the
specific case that p = 2, however, an exact expression is found for the reference values.

_ fol pA (z) dzx
l

fol EI (z) dx

El" =
l Y

pA* (3.46)
In the case of p = 2 it is seen that the optimal reference values correspond to the average

value for the bending stiffness and mass per unit length over the length of the system.

3.2.2 Minimizing L, Norm of Perturbation

The next proposed method also considers an L, norm minimization and applies the mini-
mization to the terms that introduce perturbations in the nondimensional ODE in Eq. (3.5).
This is expressed mathematically as

1 T — EJ* p 1/p
EI* = min {(/ EI(X)—E dX) (3.47a)
EI*€R 0 ErI~
1 A(X) — pA* p 1/p
pA* = min {(/ pALX) = p A dX) (3.47b)
pA*€R 0 pA*

where p is a positive integer.

Performing the minimization of the L, norm of the perturbations results in a single
value for EI* and pA*, which does not depend on the mode number. Minimizing the
perturbations can be interpreted as minimizing the error between the reference value and
the associated function over the length of the system.
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It should be noted that the minimization in this case is with respect to the nondimen-
sional length X whereas the minimization of the L, norm of the difference was with respect
to the dimensional length x. The choice of the nondimensional domain for the perturba-
tion minimization was due to this being the domain in consideration when applying the
perturbation theory. Minimizing the expressions in Eq. (3.47) over either the dimensional
or nondimensional domains will result in the same reference values.

3.2.3 Minimizing Gradient Norm

The final proposed method is the minimization of the norm of the gradient of the frequen-
cies. In this case the Ly (Fuclidean) norm is used and the expression for the dimensional
natural frequencies in Eq. (3.43) is considered. The gradient of the frequencies is taken
with respect to EI* and pA*. The motivation for the gradient minimization approach is
that small variations to the reference values should produce larger changes in the frequency
prediction when ET* and pA* does not give accurate results compared to when the values
are optimally chosen. In other words, stable equilibrium points for the gradient of the
frequency expression are assumed to correspond to locations of optimal reference values.

Additionally, constraints are added to the minimization procedure. The first constraint
is that the sum of the corrections for the natural frequency is zero. This constraint is
imposed to produce simple expressions for the frequencies and is motivated by previous
work in [75]. The second set of constraints is with respect to the range of allowable values for
the reference values. It is imposed that the reference values cannot be less than or greater
than the minimum and maximum values of the respective spatially varying functions.

The mathematical expression for the gradient norm minimization method is

minimize: |V, |, (3.48a)
subject to: min FI (z) < EI" < max FI (z) (3.48b)
z€[0,]] z€[0,]]
min pA (z) < pA* < max pA (z) (3.48¢)
z€]0,]] z€[0,1]
2an1 2an2 ﬁnl BnZ Bn?)

+ + + =0 3.48d
EI*  pA* (EI*)?  EI'pA*  (pA*)? (3.484)
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The Euclidean norm of the gradient for the dimensional frequencies is given by

||Vw || _ 1 1 o — 201 . 2002 _ ?’ﬁnl _ ﬁn? + 5713 2
nll2 = 92 EI*pA* N pA* (E'I*)2 EI*pA* (pA*)2
EI* 2 6 B 38 56ns \° 2
(679 [07% n n. n
+ 3 ( n0 *1 B *2 + - 2 * - * 32> (349)
(pA*) EI* pAr —(EI*)"  ElI'pA™ (pAr)

Performing the gradient norm minimization, a value for ET} and pA} are determined
for each mode of the system. In this procedure, it is possible for various modes to have
the same value for E'I} or pAy. This would be the case if the bending stiffness or mass
per unit length were constant throughout the system. The gradient norm minimization
producing different reference values for each mode of the system is in contrast to the two
previous methods where a single value was produced for all the modes of the system.

Single Frequency Correction

In the case of a single correction to the frequency, the gradient norm minimization proce-
dure becomes

1/2
inimize 1 1 anl Qan2 2+ ET* + Qnl 30n2 2 /
minimize: — = | W — — w —_— —
22 ET*pA* \"™ ~ EI*  pA* (pA P T B pAr

(3.50a)
subject to: min ET (z) < EI* < max FI (z) (3.50b)
z€(0,]] z€[0,]]
min pA (z) < pA* < max pA (x) (3.50¢)
z€[0,]] z€[0,]]
Qnl ap2
5 ot = (3.50d)

In this case, the reference values can be found explicitly and are given by EI; =
2001 /wno and pAY = 20,9 /wno, Where a1 and ap are given in Eq. (3.37). The norm of
the gradient is 0 for this choice of reference values. Furthermore, these reference values
correspond exactly to the results of [75]. Thus, the proposed method in Eq. (3.48) is a
generalization of the method for determining reference values that was described in [75]

124



Existence of Solution

Due to the presence in Eq. (3.48) of the constraint that the sum of the corrections is zero,
it is not immediately obvious if a solution always exists for the minimization procedure.
The existence of a solution can be determined by proving that there is at least one point
that satisfies the constraints of the system.

First consider the case of a constant bending stiffness and mass per unit length over the
entire length of the system. Straightforward substitution into the minimization procedure
shows that the reference values should be taken as the constant and the constraints of the
system will be satisfied. Without loss of generality, assume that both EI(z) and pA(x) are
spatially dependent. For convenience, write the expression for the dimensional frequencies

as

In Eq. (3.51), 2, (EI*, pA*) is the sum of the corrections to the natural frequencies.

To show that there is at least one point that satisfies the final constraint of the mini-
mization procedure, consider the following two extreme cases. First, consider the reference
values EIf = max,cpoy £I(x) and pA] = mingejoy pA(x). For this choice of reference
values, the expression wno+/EI;/pAj/1? will overestimate the natural frequency for the
n™ mode. The perturbation theory will compensate for this overestimation by produc-
ing a negative sum of corrections, 2, (EI;, pA;) < 0. Next, consider the reference values
E15 = mingeoy EI(r) and pA5 = max,eoy pA(z). For this choice of reference values, the
expression wyo\/ FE15/pAs /12 will underestimate the natural frequency for the n'® mode.
The perturbation theory will compensate for this underestimation by producing a positive
sum of corrections, Q, (EI;, pA3) > 0.

The first set of constraints in the minimization procedure create upper and lower bounds
for the reference values. Considering a two-dimensional Euclidean space, the bounds
on the reference values form a convex set. Since the set is convex, a path exists from
(EI;, pAY) to (EI3, pAs). Since Q, (EIf, pAT) <0< Q, (EI;, pA%), it follow from a corol-
lary to the intermediate value theorem [36] that there exists a point (E1}, pAj) such that
Q, (E1;, pA%) = 0. Therefore there exists at least one set of reference values that satisfies
all the constraints of the minimization problem.
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3.3 Simulation Results for Simple Cases

3.3.1 Stepped Beam

The first simple test case that is considered is a stepped beam with two homogeneous
sections described by

It is assumed that 7, v > 0. Using the notation from the perturbation theory, the point
where EI(x) and pA(z) are not C*°-functions is Pg; = P,4 = {lp}.

For the case of a stepped beam, an expression for the reference values determined using
the norm minimization methods of Sections 3.2.1 and 3.2.2 can be found. As the bending
stiffness and mass per unit length of the stepped system are similar in form, the expression
found for the bending stiffness reference value is similar to the expression for the mass
per unit length reference value. The expressions for the bending stiffness reference value
using the L, norm of the difference and the L, norm of the perturbation are given by,
respectively:

. _l(l]/(’P—l) + 7 (l _ lo)l/(P—l)
diff lé/(pfl) + (l _ lo)l/(p_l)

(3.52)

l(l]/(p—l) 4+ 7p/(0=1) (l _ 10)1/(19—1)
lé/(Pfl) + U1 (1 — lo)l/(P—l)

E[*ert =

p (3.53)
In Egs. (3.52) and (3.53), p > 2. It can be shown that if the minimization procedure is
attempted with p = 1, then the reference values are not unique. Therefore this case is not
considered.

The effect of the p-value and ratio ly/l on ET* is presented in Fig. 3.1. In Fig. 3.1 the
case of 7 > 1 is considered. The figure for the case of 0 < 7 < 1 is obtained by reflecting
the results in Fig. 3.1 about the line ET* = 1.
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Figure 3.1: EI* for various p and [y/l values.

As the value of p increases, it is seen in Fig. 3.1 that the value of EI* approaches
(1 +7)/2. That is to say EI* approaches the average bending stiffness value of the two
sections (1 + 7)/2, regardless of the length of each of the two sections. This holds true for
both norm minimization methods and is found by taking the limit as p approaches infinity
in Egs. (3.52) and (3.53). For smaller p-values, the length of each of the homogeneous
sections will play a role in the reference value. Physical interpretation can be given to
the case of p = 2 for the norm minimization of the difference. In this case El}4s =
lo/l+ 7 (1l —lp) /l and this is the average of the bending stiffness in the system using the
length of each section as a weight.

It is observed in Fig. 3.1 that certain choices for [/l will produce a result for FI* that
is independent of p. When [y/l = 1 there is only one homogeneous section in the beam
with bending stiffness 1. Therefore in this case the reference value is taken as ET* =1 for
both norm minimization methods. Similarly, when ly/l = 0 there is only one homogeneous
section in the beam with bending stiffness 7. Therefore in this case the reference value is
taken as E'I* = 7 for both norm minimization methods. Lastly, it is seen that there is a p
independent line at EI* = (147)/2. From Egs. (3.52) and (3.53), assuming ET* = (1+7)/2
allows the corresponding value for [/l to be determined. For the norm of the difference
the value is [/l = 1/2 and for the norm of the perturbation the value is lo/l = 7/(1 + 7).

To investigate the ability of the perturbation theory to predict the natural frequencies
and mode shapes of the system, the error between the perturbation theory and an ana-
lytical model is calculated for multiple cases. The first 10 transverse bending modes are
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considered. Denoting the perturbation and analytical results by a subscript ‘p’ and ‘a’,
respectively, the sum of the absolute percentage of error of the frequencies is calculated as:

10
Z 100 | e — Wna (3.54)
wn a
n=1 ’
and the sum of the absolute percentage of error of the mode shapes is given by:
10 ! 2
no(T) — Opa(x))” do

l
n=1 fo %,a(x) dx

Clamped-clamped (CC), clamped-free (CF), and free-free (FF) boundary conditions
are considered and the error results for variable 7 are presented in Figs. 3.2 and 3.3, and
the error results for variable v are presented in Figs. 3.4 and 3.5. In each of the presented
figures the results for the various proposed methods of determining the reference values are
given. A first and second-order correction for the gradient minimization are considered; a
first-order correction corresponds to the results that would be obtained using the method
presented in [75]. The p-value listed for the norm minimization methods is the value that
minimizes the total error in the frequencies and mode shapes across the variable parameter
and was determined separately for each boundary conditions and o/l value.
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Figure 3.2: Sum of absolute error in frequencies for variable 7.
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Figure 3.4: Sum of absolute error in frequencies for variable ~.
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In Figs. 3.2 - 3.5 it is seen that when both 7 and v are 1 that the sum of the error for the
frequencies and mode shapes is 0. This makes sense as when both 7 and v are 1 the system
becomes a homogeneous beam, and in this case the perturbation theory results exactly
match those of the analytical model. Furthermore, throughout all the figures it is observed
that the first-order gradient minimization always produces that largest sum of error, while
the norm minimization methods always produces the smallest sum of error. Typically, the
second-order gradient minimization method produces a sum of error that is only slightly
larger than the norm minimization methods. It is expected that the norm minimization
methods produce the smallest errors as the p-value was optimally chosen. Overall, the CF
boundary conditions typically produced the smallest sum of errors for both the frequencies
and mode shapes when compared to the CC and FF boundary conditions.

Next consider the shape of the curves in Figs. 3.2 - 3.5. As the value of 7 or v moves
away from 1, there is an increase in the sum of the errors for both the natural frequencies
and the mode shapes. This is expected since the further the values of 7 and v are from 1 the
larger the perturbation is in the system. The larger perturbation inherently leads to larger
errors from the perturbation theory in the prediction of the frequencies and mode shapes.
It is seen that for both the frequencies and mode shapes, the largest sum of error for a
given set of system parameters always occurs when either 7 or v is 0.5. In addition, it is
seen that the curves for the reference value selection methods utilizing two corrections are
less affected by variations in 7 and + near unity when compared to the first-order gradient
minimization where only one correction to the frequency is considered. This is expected as
a higher number of corrections in the perturbation theory leads to more accurate results
over a larger range of values for the variables.

Furthermore, it is observed that the results for the error in the frequencies and mode
shapes are not symmetric about the vertical line given by 7 = 1 in Figs. 3.2 and 3.3 and
are not symmetric about the vertical line v = 1 in Figs. 3.4 and 3.5. This is due to an
increase in the bending stiffness affecting the system and the resulting perturbation theory
solution differently than a decrease in the bending stiffness. A similar argument holds when
considering the mass per unit length of the system. Although the results obtained are not
symmetric about either 7 = 1 or v = 1, the results obtained for the cases of |/l = 1/4
and ly/l = 3/4 can be related to each other. The error obtained in the ly/l = 1/4 case for
a given 7 is equal to the error obtained in the ly/l = 3/4 case for 1/7, and vice versa. A
similar result holds true when considering the case of variable 7.

Lastly, the p-value that minimizes the sum of the error is investigated. For variable 7
in Figs. 3.2 and 3.3, typically the optimal reference value was obtained when the value of
p becomes infinitely large. This indicates that for variable bending stiffness the optimal
reference value is typically the average bending stiffness of the two sections. For variable
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v in Figs. 3.4 and 3.5, the optimal reference values were found when the value of p was
between 3 and 9, inclusively. In contrast to the variable 7 results, this seems to indicate
that the length of each of the sections plays a role in determining the optimal reference
values. Therefore for variable mass per unit length the optimal reference value should be
determined using a p-value of less than 10.

Consider next the fundamental mode shapes for two systems, each with ly/l = 1/4,
where one system has 7 = 1.5 and v = 1 and the other has 7 = 1 and v = 1.5. For
CC, CF, and FF boundary conditions, Figs. 3.6 - 3.8 present the results for displacement,
moment, and shear associated with the fundamental mode. The values for p in the two
systems are taken from the previous results for variable 7 and variable ~.
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Figure 3.6: Fundamental mode shape displacement, moment, and shear for a CC system.
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Figure 3.7: Fundamental mode shape displacement, moment, and shear for a CF system.
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In Figs. 3.6 - 3.8 it is seen for the system with 7 = 1.5 and v = 1 that there is a
discontinuity in the moment and shear associated with the fundamental mode at ly/l =
1/4. This discontinuity does not appear in the moment and shear associated with the
fundamental mode for the system with 7 = 1 and v = 1.5. The discontinuity in the
moment can be investigated by analyzing the expression for the moment in the system.
Consider the moment of the nondimensional system, obtained from Eq. (3.6):
d*¢(X)

dX?
The perturbation theory of the current work considers a single correction to the mode
shapes, that is ¢(X) = ¢o(X) + €p1(X). Let Xp denote a location where the bending
stiffness and mass per unit length of the system are not C'*°-functions. Consider the
following:

M (Xp) - M (X})

2 - 2 - 2 + 2 +
—{1+EI(xp)} {d d;o)(();'p) 4 eﬁggp)} — {1+ eBI(x})} {d ﬁ))gp) ‘ eﬁifp)}

(o) (BT ) o)

M(X) = {1 + eE\I(X)} (3.56)

(3.57)

It is seen in Eq. (3.57) that if the bending stiffness of the system is continuous, then
the moment in the system from the perturbation theory results will be continuous. If the
bending stiffness of the system is discontinuous, then the moment in the system from the
perturbation theory results may or may not be discontinuous. Furthermore, the continuity
of the moment is not influenced by the mass per unit length of the system. For the stepped
beam, the bending stiffness in the system is continuous when 7 = 1 and discontinuous
otherwise. For a system with 7 = 1.5, this discontinuity causes the jumps seen in Figs. 3.6c,
3.7c, and 3.8c for the moment, whereas for the system with 7 = 1 in Figs. 3.6d, 3.7d, and

3.8d the bending stiffness is continuous and thus so is the moment.

The shear in the system, S(X) = £M(X) is analyze in a similar manner as the
moment in the system. Let Xp denote a location where the bending stiffness and mass per
unit length of the system are not C'*°-functions. Consider the following

S (Xp) =5 (X5)

- o BIXG) — BIF do(Xp) | B a200(Xp) 1 dPedi(X))

(EI(X;)EI(XP)){ (EI*)? dxs3 (EI)?  dx?  EI* dX?3
dEI(XY) dEI(Xp)\ [EI(Xp) — EI* d®¢o(Xp) 1 d*edi(X5) 558

+< dx  dx ){ (ET*)2 dx2  EI* dXx? } (3:58)
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It is seen Eq. (3.58) that if bending stiffness of the system and its first derivative are
continuous, then the shear in the system from the perturbation theory results will be
continuous. If the bending stiffness of the system or the first derivative is discontinuous,
then the shear in the system from the perturbation theory results may or may not be
discontinuous. Furthermore, the continuity of the shear is not influenced by the mass per
unit length of the system. For the stepped beam, the bending stiffness in the system and
its first derivative are continuous when 7 = 1 and discontinuous otherwise. For a system
with 7 = 1.5, this discontinuity causes the jumps seen in Figs. 3.6e, 3.7e, and 3.8e for the
shear, whereas for the system with 7 = 1 in Figs. 3.6f, 3.7f, and 3.8f the bending stiffness
and its first derivative are continuous and thus so is the shear.

Overall, the perturbation theory results presented in Figs. 3.6 - 3.8 show a better
overall match to the analytical results for the system with 7 = 1 and v = 1.5 when
compared to the system with 7 = 1.5 and v = 1. This is mainly due to the absence of
discontinuities when the mass per unit length is continuous. With regard to the reference
value selection methods, the method with fewer corrections to the frequencies and mode
shapes produced the least accurate results, as expected. The norm minimization methods
typically provided the most accurate results, in particular with respect to the magnitude of
the jump in the moment and shear when there is a discontinuity. This increase in accuracy
at the discontinuous point is quantified by calculating the absolute percentage of error
of the various proposed methods in predicting the value of the moment and shear when
compared to the analytical model. The results are presented in Table 3.1
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Table 3.1: Absolute error in perturbation theory compared to analytical model in moment
and shear at discontinuity

Moment Moment Shear Shear
Value Selection Method lo/l =1/47 1o/l =1/4T 1o/l =1/4" 1o/l =1/47F
Clamped-Clamped

1st-Order Grad, % 62.94 44.40 21.44 17.84
2nd-Order Grad, % 15.99 5.32 4.55 0.67
L.-Difference, % 12.48 9.04 3.28 2.06
L-Perturbation, % 12.48 9.04 3.28 2.06
Clamped-Free
1st-Order Grad, % 9.90 35.02 11.05 33.43
2nd-Order Grad, % 2.33 7.73 2.42 6.87
Lg-Difference, % 0.64 1.89 0.58 1.36
Lg-Perturbation, % 0.56 1.60 0.49 1.09
Free-Free
1st-Order Grad, % 32.74 0.89 31.64 2.54
2nd-Order Grad, % 10.24 0.32 9.53 0.82
L..-Difference, % 6.28 0.22 5.64 0.52
Lo-Perturbation, % 6.28 0.22 5.64 0.52

Table 3.1 confirms that the norm minimization methods typically produce the most
accurate results at the discontinuity, with the second-order gradient method results with
only slightly higher errors. The most noticeable difference is in the errors between the
first-order gradient method and the norm minimization methods. By comparison, the
error using the first-order gradient minimization is typically 5 times larger, and up to 30
times larger in the case of CF boundary conditions. This highlights a significant advantage
of using additional corrections to the mode shapes, particularly if the moment and shear
of the system are of interest.

The final numerical simulations for the stepped beam consider a variable location for
the discontinuity ly/l. Various systems are considered with CC, CF, and FF boundary
conditions and the results are presented in Figs. 3.9 - 3.12. The p-value listed for the
norm minimization methods is the value that minimizes the total error for variable ly/I
and was determined separately for each system. Note that the optimizing procedure was
performed anew since a different variable parameter is under consideration and thus the
optimal values are not necessarily the same as in the case of variable 7 and ~.
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In Figs. 3.9 - 3.12 where a 10% increase or decrease in the system bending stiffness or
mass per unit length is considered it is seen that the errors reported by the various methods
are quite small. As expected, the first-order gradient method produces the largest sum of
errors for both the frequencies and mode shapes due to fewer corrections considered in the
perturbation theory. Across all the simulations, the largest error in the frequencies was
0.921% for the first-order gradient method, 0.050% for the second-order gradient method,
0.046% for the norm minimization of the difference, and 0.046% for the norm minimization
of the perturbation. The largest error in the mode shapes was 7.1912% for the first-order
gradient method, 0.0374% for the second-order gradient method, 0.0368% for the norm
minimization of the difference, and 0.0368% for the norm minimization of the perturbation.
This demonstrates the ability of the perturbation theory and the proposed methods for
selecting the reference values in accurately predicting the frequencies and mode shapes
even in the case of a fairly significant change in the system parameters.

The cases of variable bending stiffness typically produce larger errors in the natural
frequencies and mode shapes when compared to the cases of variable mass per unit length
in Figs. 3.9 - 3.12. This behaviour was also observed previously when variable 7 and
were considered, and also when comparing the displacement, moment, and shear associated
with the fundamental mode of the system. Also similar to previous numerical simulation
results, the errors for variable ly/l given CF boundary conditions were typically smaller
than those reported for a system with CC or FF boundary conditions.

Lastly, in Figs. 3.9 - 3.12 the largest errors occurred when ly/l was near 1/2, with the
error at lp/l = 1/2 sometimes being smaller than neighbouring points. When the step in
the system is near ly/l = 1/2, both sections of the beam will play an equally important
role in the system behaviour. Therefore it is increasingly difficult to choose a reference
value from which the system properties are perturbed and the sum of the errors increases.
Also in the figures it is seen that the sum of the errors is 0 when ly/l is 0 or 1 as in these
cases the system is a homogeneous beam with no step.

3.3.2 Periodically Grooved Beam

The second test case that is considered is a grooved beam for which schematics are presented
in Fig. 3.13. The beam is assumed to have a thickness of h and the grooves are such that at
their peak the system has a thickness of ch. This means that for ¢ > 1 the beam increases
in thickness due to the groove, as in Fig. 3.13a, and for 0 < ¢ < 1 the beam decreases in
thickness due to the groove, as in Fig. 3.13b. If ¢ = 1 then the grooves do not change the
thickness of the beam and the system is homogeneous. Any number of the single grooved
elements are combined side-by-side to form a multiple grooved system, as in Fig. 3.13c.
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(b) Single grooved element with 0 < ¢ < 1
(a) Single grooved element with ¢ > 1

—

J\—/\—/\i,

(c) Multiple grooves with 0 < ¢ < 1

Figure 3.13: Schematics of grooved beams.

Denoting the length of a single grooved element by L, the bending stiffness of a single
grooved element can be expressed as:

(

1, 0<z<i
3

[1—1—(0 1)IZL4/4] , L<a<it

EI (z) = w_é/g s .

[c+(1—c) L/4] , o<

L1, %gng

And the mass per unit length of a single grooved element can be expressed as:

1, 0<z<Z
o L+ (-5, b<a<t
ct+(1—¢ /4 |0 2T
1, L <rp<L

\

The total length of the system is taken to be 1. For the grooved beam, the bending stiffness

and mass per unit length are both continuous functions with discontinuous derivatives at
the start, middle, and end of each groove.

To investigate the ability of the perturbation theory to predict the natural frequencies
and mode shapes of the system, the sum of the absolute error in the frequencies and mode
shapes are found using Egs. (3.54) and (3.55), respectively. For the case of a grooved beam,

the analytical solution is presented by a finite element analysis (FEA), the details of which
can be found in Appendix E.
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Clamped-clamped (CC), clamped-free (CF), and free-free (FF) boundary conditions
are considered and the errors for variable ¢3 values of a system with 5 grooves and unit
length are presented in Fig. 3.14. In each of the presented figures, the results for the various
proposed methods of determining the reference values are given. A first and second-order
correction for the gradient minimization are considered and the p-values for the norm
minimization methods are chosen such that they minimize the total error in the frequencies
and mode shapes for variable c.

The range of values for ¢ were chosen such that a 50% decrease in the bending stiffness
is considered, up to an increase of 50% in the bending stiffness. Correspondingly, this
results in a 20.6% decrease and an increase of 14.5% in the mass per unit length. For this
particular case the value ¢® represents the ratio of the bending stiffness of the centre of
the groove to the bending stiffness of a non-grooved section and is further from 1 than the
value ¢ which is the ratio of the mass per unit length of the centre of the groove to the
mass per unit length of a non-grooved section. Due to this, ¢ is chosen for the independent
variable in the presentation of the results.

As expected in Figs. 3.14, when ¢ = 1 the value of the sum of error for the frequencies
and mode shapes is 0. This is due to the case of ¢ = 1 corresponding to a homogeneous
beam, and thus the perturbation theory results exactly match the FEA results. Overall,
it is observed that the gradient minimization method with one correction produces the
largest errors. This is to be expected since there are fewer corrections in this method when
compared to the other three methods.

In Figs. 3.15 - 3.18, the sum of the absolute error in the frequencies and mode shapes
for variable ¢ value is presented for each of the various reference selection methods. Ad-
ditionally, various total number of grooves in the system are considered for a fixed length
system.
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Figure 3.14: Sum of absolute error in frequencies and mode shapes for variable ¢ and 5
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minimization with variable c.
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Figure 3.16: Sum of absolute error in frequencies and mode shapes for second-order gradient
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Figure 3.17: Sum of absolute error in frequencies and mode shapes for norm minimization

of difference with variable c.
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First, consider the errors reported going from the first-order gradient minimization
method in Fig. 3.15, to the second-order gradient minimization method in Fig. 3.16, to the
minimization of the norm of the difference and perturbation in Figs. 3.17 and 3.18. For
both the sum of the error in the frequencies and mode shapes, the errors decrease dra-
matically from the first-order to the second-order gradient minimization methods. Then,
going from the second-order gradient minimization to the norm minimization methods the
errors are again reduced. The largest sum of error for the natural frequencies for the first
and second-order gradient minimization, the norm minimization of the difference, and the
norm minimization of the perturbation is 19.835%, 4.501%, 0.921%, and 0.953%, respec-
tively. The largest sum of error for the mode shapes for the first and second-order gradient
minimization, the norm minimization of the difference, and the norm minimization of the
perturbation is 12.524%, 0.476%, 0.184%, and 0.183%, respectively.

Secondly, from the presented figures it is seen that the errors in the frequencies and
mode shapes follow a similar behaviour, regardless of the number of grooves in the system.
This behaviour is not symmetric about ¢ = 1. In addition, the difference between the
error results for variable number of grooves is relatively small. Another common feature
for the four reference value selection methods is the sum of errors reported when ¢® < 1 are
higher than when ¢ > 1 when considering is a similar distance from the point ¢3 = 1. To
explain this, as well as the lack of symmetry, consider the values for ¢® that are a distance
A from ¢ = 1. In this case the percentage change in the bending stiffness is the same we
have ¢ = v/1 & A for a given A. With respect to the mass per unit length, the percentage
change will be larger when considering the case of ¢® < 1, i.e. A being subtracted, than
for ¢® > 1. Therefore for points ¢® that are equidistant from ¢* = 1 the values with ¢* < 1
will have a larger change in the mass per unit length and hence will exhibit higher errors
than for the ¢® > 1 case. This is the reason for the highest error observed for ¢® = 0.5 and
the lack of symmetry in the results.

Most importantly, the results of Figs. 3.15 - 3.18 highlight the advantage of using an
additional number of corrections to the frequencies and mode shape in the perturbation
theory. The results of the second-order gradient and norm minimization methods are
significantly less sensitive to changes in the value of ¢ near ¢ = 1 when compared to
the first-order method. This highlights the significant advantage of including additional
corrections in the perturbation theory as the ensuing model is more robust in terms of
changes to the system parameters.

With respect to the sum of the absolute error in the frequencies in the gradient min-
imization methods in Figs. 3.15 and 3.16 it is seen that quite frequently the system with
a single groove results in the smallest values. The error then increases as the number of
grooves increases, with the exception for the FF boundary conditions using the second-
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order gradient method. In this case for ¢® > 1 the results for a system with 3 grooves is
larger than for a system with 5 grooves. This behaviour seen for the gradient minimization
methods demonstrates that a system with more rapidly varying parameters, that is for
larger number of grooves, results in higher errors in the frequencies.

Next consider the sum of the absolute error in Figs. 3.17 and 3.18 for the norm min-
imization of the difference and perturbation. In the results it is seen that there is no
consistent pattern as the number of grooves changes across the boundary conditions and
whether ¢3 < 1 or ¢® > 1. Likely the main factor that contributes to this lack of consistency
compared to the gradient minimization methods is that the norm minimization methods
determine a single value for EI* and pA* rather than a distinct value for each mode in the
gradient minimization methods. However, it can be seen that the pattern for the results
obtained using the norm minimization of the difference are quite similar to the pattern for
the results obtained using the norm minimization of the perturbation.

Consider next the fundamental mode shapes for a system with a single groove in the
system and ¢® = 1.1; the value for ¢ was arbitrarily chosen. For CC, CF, and FF boundary
conditions, Figs. 3.19 - 3.21 present the results for the displacement, moment, and shear
associated with the fundamental mode. The values for p used are 7 and 9 for the norm
minimization of the difference and perturbation, respectively, as these are the optimal
values for all the boundary conditions.
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For a system with a single groove the bending stiffness is continuous at all points in
the system, however the first derivative is discontinuous at the points where the groove
begins, peaks, and ends. Since the bending stiffness is continuous, it is expected from
Eq. (3.57) that the moment in the system predicted by the perturbation theory will also
be continuous. Indeed, this is the case in Figs. 3.19b, 3.20b, and 3.21b. As the first
derivative of the bending stiffness is not continuous, from Eq. (3.58) the shear in the system
predicted by the perturbation theory may or may not be continuous. In Figs. 3.19¢, 3.20c,
and 3.21c, it is seen that for the system under consideration that the shear in the system
will be discontinuous at each of the points where the bending stiffness is discontinuous.

For the system parameters considered, it is seen in Figs. 3.19a, 3.20a, and 3.21a that
the mode shape displacement predicted by the perturbation theory strongly agrees with
the FEA results for all the boundary conditions considered and all methods for choosing
the reference values. The advantage of including additional corrections to the mode shapes
in the perturbation theory is clearly highlighted in the results for the moment, and in
particular the shear. Specifically, the correction to the shear results for a CF system in
Fig. 3.20c are quite impressive. This demonstrates that if the moment and shear in a
system are to be predicted using a perturbation theory approach, it is quite imperative to
include at least one correction to the mode shapes to obtain reasonably accurate results.

The final numerical simulations for the grooved beam consider a variable number of
grooves in a system with fixed length. The case of ¢® = 1.1 is first considered to compare the
various methods for obtaining the reference values in the perturbation theory in Fig. 3.22.
The value for ¢ was chosen arbitrarily and corresponds to a 10% increase in the bending
stiffness and a 0.032% increase in the mass per unit length at the peak of the grooves. As
a new system parameter is being varied, variable number of grooves, the optimal p-values
are recalculated and are not necessarily the same as those found for variable ¢3.
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Overall, it is clear for the first-order gradient minimization method that there is a
larger sum of error in the frequencies as the number of grooves increases. This behaviour
is consistent with previous results for variable ¢® value. Additionally, there are no cases
where the sum of the error is 0 since for a variable number of grooves there is no case
that corresponds to a homogeneous beam as was the case with previous simulations. As
expected, the first-order gradient minimization method produces the largest error of the
presented methods since there are fewer corrections to the frequencies and mode shapes.

In Figs. 3.23 - 3.26, the sum of the absolute error in the frequencies and mode shapes
for variable number of grooves is presented for each of the various reference selection
methods. Additionally, various values for ¢ are considered with CC, CF, and FF boundary
conditions.
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First, consider the errors reported going from the first-order gradient minimization
method in Fig. 3.23, to the second-order gradient minimization method in Fig. 3.24, to
the minimization of the norm of the difference and perturbation in Figs. 3.25 and 3.26.
As was previously observed for variable ¢ values, the sum of the error in the frequencies
and mode shapes exhibit a significant decrease for variable number of grooves from the
first to second-order gradient minimization methods. Then, going from the second-order
gradient minimization method to the norm minimization methods the errors are further
reduced for both the frequencies and mode shapes. The largest sum of error for the natural
frequencies for the first and second-order gradient minimization, the norm minimization of
the difference, and the norm minimization of the perturbation is 23.436%, 5.709%, 0.884%,
and 0.888%. The largest sum of error for the mode shapes for the first and second-order
gradient minimization, the norm minimization of the difference, and the norm minimization
of the perturbation is 12.524%, 0.622%, 0.301%, and 0.300%. All of the maximum sum of
errors occurred for the case when ¢® = 0.5.

Secondly, from the presented figures, it is observed that the highest errors are reported
for the cases with larger variations in the system properties, ¢ = 0.5 with the largest
errors and ¢® = 1.5 with the second largest. The smallest errors occurred for the case of
¢3 = 1.1 and the second smallest occurred for the case of ¢ = 0.9. This is expected since
for equidistance ¢® values from ¢® = 1 the errors are larger when ¢ < 1 than when ¢® > 1,
as previously discussed.

With respect to the sum of the absolute error in the frequencies in the gradient mini-
mization methods in Figs. 3.23 and 3.24 it is seen that the error increases as the number
of grooves increases and ultimately reaches an upper bound. This increase is larger for the
first-order gradient minimization method and the results approach the upper bound much
sooner, that is a fewer number of grooves, for the second-order gradient minimization com-
pared to the first-order gradient minimization. This is an advantage for the second-order
gradient minimization. Additionally, the pattern of the errors observed for the results with
variable number of grooves in Figs. 3.23 and 3.24 is consistent with the pattern of the
errors observed for the results with variable ¢® in Figs. 3.15 and 3.16.

Next consider the sum of the absolute error in Figs. 3.25 and 3.26 for the norm min-
imization of the difference and perturbation. The behaviour of the results are observed
to be different than for the gradient norm minimization and is likely due to the norm
minimization methods producing a single value for FI* and pA*. However, it can be seen
that the pattern for the results obtained using the norm minimization of the difference are
quite similar to the pattern for the results obtained using the norm minimization of the
perturbation. With respect to the boundary conditions, it is seen for the CC boundary
conditions that the errors are quite consistent as the number of grooves is varied with a
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slight overall increase in the errors for the case of ¢3 = 0.5. For the CF and FF boundary
conditions there is a noticeable decrease in the sum of the absolute error in the frequencies
as the number of grooves increases, especially for the cases when ¢3 = 0.5 and ¢ = 1.5.

Finally, it is seen for the norm minimization methods that the pattern of the errors
observed for the results with variable number of grooves in Figs. 3.25 and 3.26 is not con-
sistent with the pattern of the errors observed for the results with variable ¢® in Figs. 3.17
and 3.18. This is due to the pattern for the errors being related to the choice of p-value.
For each of the cases of variable ¢* and variable number of grooves the process to determine
the optimal p-value was performed and produced different results for the two cases. The
process was performed in each case to obtain the optimal results for the given variable
system parameter to highlight the potential accuracy of the norm minimization methods.
Furthermore, the pattern of the errors would be different if the optimal p-value was deter-
mine for each individual data point, and would ultimately results in lower levels of error
for the frequencies and mode shapes.

Overall, it has been seen through numerical simulation of two distinct systems that
there is a significant improvement in the results for the frequencies and mode shapes when
additional corrections are considered. Furthermore, the various proposed manners in which
to determine the reference values in the perturbation theory each produce quite accurate
results. The optimally chosen results for L, norm minimization produced the smallest
errors, with only slightly larger errors from the second-order gradient minimization. How-
ever, the L, norm minimization methods rely on knowledge of the frequencies and mode
shapes a priori, this is in contrast to the gradient minimization method.

3.4 Lindstedt-Poincaré Method with Lumped Masses

3.4.1 Problem Statement

To apply the perturbation theory to both wrapping patterns that are considered for string-
harnessed system, the details in Section 3.1 are updated to include lumped masses. Let §
denote the Dirac delta function. The PDE and boundary conditions that consider lumped
masses are given by

% {El(fﬁ)%} + {pA(fv) + Y Mid(z — m)} %TZ} =0 (3.59)
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. 0 0*w
w(x*,t) =0 or Ep lEI(J;)_aJ/’QL:m* =0 (3.60)
ow , 0w

The functions FI(z) and pA(z) are C*°-functions on [0,[] \ P. For the case of string-
harnessed systems, the finite set P contains all the points where a string goes from one
face of the host structure to another. Assume that P contains m — 1 points. A similar
sequence of steps are applied as in the case without lumped masses.

The problem is nondimensionalized using a reference value EI* for the bending stiffness
and pA* for the mass per unit length. These references values are the values from which
the respective functions of the system are considered perturbed. Introduce the length
scale [ the time scale [2y/pA*/EI*, and let X, T, W denote the dimensionless quantities
associated with z, ¢, and w, respectively.

0 _a_? - EI(X) - EI*| 0*W(X,T)
X2 ET* 0X2

+ ({1 n pA(X/; pA*} Zz §(X — Xk)> —82"2(;2’ 7 (3.62)

Assume a separable solution to Eq. (3.62) of the form W (X, T) = u(X)e™T. This leads to
a spatial ordinary differential equation (ODE)

0-& [{1 + EI(X)[: El*} d2u(X)]

dX? E dX?

L ({HpA(X pA*} Z

3.4.2 Perturbation Theory

§(X — Xk)> u(X) (3.63)

Since the reference values EI* and pA* were chosen such that perturbations occur from
these values, introduce a small parameter € in Eq. (3.63)

(3.64)
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Applying the same steps that were applied to the PDE to the boundary conditions.
The boundary conditions at X* =0 or 1 are:

d?u(X)

w(X*) =0 or diX {{Heﬁ()()} - LX* —0 (3.65a)
d“(g*> —0 or {1 v GE\[(X)} % —0 (3.65b)

As was done for the previous model without lumped masses, the Lindstedt-Poincaré
method is applied and the natural frequencies and mode shapes are expanded in terms of
the small parameter €.

u(X) =u(X) + euy (X) + Eug(X) + . .. (3.66a)

W =wp + €wy + 2wy + . .. (3.66Db)

The expansions in Eq. (3.66) are then substituted into the PDE and boundary conditions
in Egs. (3.64) and (3.65). Terms with similar powers of € are grouped together and these

define a sequence of problems that must be solved to determine the frequencies and mode
shapes.

3.4.3 Mass Normalization Condition
Once the mode shapes of the system are determined from the perturbation theory they
are mass normalized; this is quite common in a vibrations analysis. The mass normalized

mode shapes are denoted by ¢(z) and the nondimensional mode shapes are denoted by
¢(X). The mass normalization condition in nondimensional form is given by

k=0

1= /01 {{1 + ep71(X)} + iemd (X — Xk)} (X)) dX (3.67)

To determine the mass normalization condition corresponding to each O(€") problem of
the perturbation theory, substitute the expansion of the mode shape in terms of € into
Eq. (3.67). The mass normalization conditions for the O(1) and O(e) are

O(1) : 1 :/1 G2(X)dX (3.684)
0w 0= [ (000 + AR + Y TiaiX) (s
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3.4.4 O(1) Problem

The O(1) problem for the system with lumped masses is the same as for the previous EB
model in Section 3.1.4. The solutions for the various boundary conditions are presented
for completeness.

Clamped-Clamped Solution

The boundary conditions for a CC system are

dUO (O)
dX

dUQ(l)
dX

up(0) =0 =0 , wu(l)=0 |, =0

The characteristic equation, which determines the frequencies w,, is

0 =1 — cos(y/wp) cosh(/wo)

and the n'" mode shape of the system is

Bn0(X) = cos(y/am X) —cosh(y/ G X) - nggi - nfj((g; {sin(y/EmsX) — sinh(yEsX)}
(3.69)

Clamped-Free Solution

The boundary conditions for a CF system are

dU()(O)
dX

d2U0(1)
dXx?

dSUO(].)

w(®)=0 e

=0

=0 |, =0 |,

The characteristic equation, which determines the frequencies w,g, is

0 = 1+ cos(y/wp) cosh(y/wp)

and the n'® mode shape of the system is

Br0(X) = cos(v/TmX ) —cosh (v X) - nEj::gi jnﬁfﬁ:g; {sin(y/@0X) — sinh(yEnX)}
(3.70)
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Free-Free Solution

The boundary conditions for a FF system are

d2u0(0) —0 d3U0(O> —0 dQUO(l) —0 d3U0(1> -0
axz 7 daxs 7 7 axz 7 dxs

The characteristic equation, which determines the frequencies w,, is

0 =1 — cos(y/wp) cosh(/wp)

and the n'® mode shape of the system is

Bn0(X) = cos(y/EmmX) +cosh(y/Tm X) - ng%i = nﬁ‘f%ﬁ {sin(y/BmsX) + sinh(yEsX)}
(3.71)

3.4.5 O(¢) Problem
The ODE for the O(¢) problem is

d*u,, — i —~
dX41 — Whgtn1 = 2Wnown1Pno + WagPAdno + szon (X — Xk) Pno —
k=0

d [A d2¢n0:|

EI
dX? dX?

(3.72)
for 0 < X < 1. A solution to the ODE exists when the following solvability condition is
satisfied.

d2

1 m
. 2 ~x 2 A5 7
0= /0 {2%0%1% + w?opAdno + ; WoMid (X = Xi) 6n0 — T35 {El

d2¢n0
dX?

} } Pro X
(3.73)

From the solvability condition in Eq. (3.73) the value for w,,; is found. Using integration
by parts and that CC, CF, and FF boundary conditions are under consideration, the
solvability condition yields:

1 b d2¢n0 ? Wno b~ 2 Wno L~ 2
Wpy = EI AX — =2 [ pAgn,dX — =2 > Migno(Xi)*  (3.74)
0 0 k=1

Wno dX? 2
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Recall the assumption that E1(z) and pA( ) are C*°-functions everywhere except on a
set of points P of size m—1. It follows that EI (X) and ,;1\4( X) are C*°-functions on the set
P= P/l. Suppose that the points in P are ordered as 0 < Xp <Xp, <...<Xp, , <1
and denote Xy = 0 and X,, = 1. The ODE in Eq. (3.72) is solved over each of the m
intervals [X;_1, X;]. The general solution on the it interval is the same as in Section 3.1.5
since the lumped masses are not present inside the intervals over which a solution is found,
but rather at the interface of each of the intervals. The general solution over the i*" interval
is

ug(X) :Afj} cos(y/wnoX) + B,(fl) sin(y/wpoX) + C 1 Cosh(\/wn X)+ Dm sinh(y/wpoX)

Wni d¢n0 (z)
X X .

with
usgp(x) \/2_ {cos VwnoX) /sm VwnoX) pA qﬁno dX
— sin(y/wnoX) /COS VwnoX) pA ngnOdX
— cosh(y/wnoX) / sinh(v/wpoX) pA qﬁno dX
+ sinh(v/wpoX) /cosh VwnoX) pA qbno dX]

- \/_[cos S X) / sin(y/@moX) dc)l; {EI(Z) dd;?’;“} dx
— sin(y/wnoX) / cos(v/ono X ) —= & [EI dQ‘b”“} dx
ax? X
— cosh(y/mmX) / sinh(y/EmX) o {ﬁ”d ¢"°] dx
ax? X2

+ sinh(y/@no X)) / cosh(y/@noX) di; [E[ dd.?;o] dX} (3.76)

Since the ODE is solved over each section, a set of continuity conditions must be applied.
The continuity conditions are continuity of displacement, slope, moment, and shear and
can be obtained mathematically from Eq. (3.72). When lumped masses are present in the

171



system, they affect the continuity of the shear. For an arbitrary point X; € P.

ul?) (Xp,) =uf (Xp,) (3.77a)
du(Xp)  dd T (Xp
uny (X)) dugy” (Xp) (3.77b)
dX dx
d2u)(Xp,) d%fjﬁ”(XP) (1) —~ () d*pno(Xp,)
dX2 - (EI (Xp,) — EI (ij)) —S (3TT0)
BuD)(Xp) BV (Xp) (+1) Ao
—_n J FI X) - E1"(x -
dX3 dX3 Tax dX {( ()= ( )> dX? L{ X
— w2y Mo (X)) (3.77d)

The boundary conditions for the O(¢€) problem are simplified using the O(1) problem
boundary conditions. For the case of lumped masses, the boundary conditions are updated
to include the possibility of a lumped mass at free ends of the system. The boundary
conditions for a CC system are:

(1) (m)
(1) dunl (O) (m) dunl (1)
= = ]_ prm— —_— .
The boundary conditions for a CF system are:
(1) 2,,(m) 3,,(m)
(1) _ dunl (0) o d Up1 (1) _ d Up1 (1) _ 2 775
Up (O) =0 s T =0 s W =0 s W = —wnOMm¢n0(1) (379)
The boundary conditions for a FF system are:
du,)(0) Fu(0) _ 5 du, (1) Fu (1)
(3.80)

Applying the boundary conditions at X = 0, the first section of the mode shape for a
CC and CF system is:

up (X) =AY {eos(v/wnoX) — cosh(y/ingX)} + By {sin(y/wnoX) — sinb(y/wno X)}

4 on x om0 Ty M) (0) cosh(y/mgX) — — dup,(0) sinh(y/EmX)
2wno dX nlp tnlp "0 Vono  dX "0
:Aglll) {cos(y/wnoX) — cosh(y/wnoX)} + Bflll) {sin(y/wnoX) — sinh(y/wnr0X)}
wnl dPno | ~(1) 1)
2wn0X X + U, (X) +m,; (X) (3.81)
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The first section of the mode shape for a FF system is:

uglll) (X) :Agl) {cos(y/wnoX) + cosh(y/wnoX)} + B(l) {sin(y/wnoX) + sinh(\/wn0X)}

(1)
wn1  dono (1) 1 d*u duy,y,(0)
X X)— — (g X
Yomo " AX +{““1’P( ) oo dX?2 cosh(y/tono X)

L Pud,(0) _
o d)l(g sinh(v/wnoX) p + vwnoModno(0) sinh(y/wpeX)

—A( 1 {cos(y/wnoX) + cosh(y/wnoX)} + B {mn(\/uTX) + sinh(y/wnoX)}

w1 + dono 1) (1)
por s X Tt (X) + m (X) (3.82)

_|_

In Egs. (3.81) and (3.82), ESI)(X) is equal to the terms within the brackets and mf}f (X)
is equal to the final term. In Eq. (3.81), msl) (X)=0.

Next the continuity conditions are applied in order, from the continuity conditions at
X to the continuity conditions at X,,_;. Once this has been performed, the general form
of the mode shape over each section for a CC and CF system is:

ufﬁ (X) :Agl) {cos(y/wnoX) — cosh(\/wnoX)} -+ B7(111) {sin(y/wnoX) — sinh(y/w,0X)}
Wni d¢n0 ()
X—— X X 3.83

and the general form of the mode shape over each section for a FF system is:

ul(X) =A% {cos(v/@noX) + cosh(yv/wmX)} + BY {sin(y/@m0X) + sinh(y/wmoX)}

Wni d¢n0 ()
X X X .84
2y SO 060 + ) (3.54)

It is seen in Eqgs. (3.83) and (3.84) that there are only two unknown coefficients that remain

to be determined. The expressions of ﬂg (X) and m for the various boundary conditions
can be found in Appendix B.2.

Next, the boundary conditions at X = 1 are applied. Only the first boundary condition
needs to be applied as the second boundary condition is automatically satisfied due to the
choice of w,; from the solvability condition. Apply the third boundary condition listed in
Egs. (3.78)-(3.80). The expression for the mode shape over the i*" section for a CC system
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1s:

W () = AD e b o T (1) {sin(y/BnoX) — sinh(yEp X))
1X) = A ono(X) + 5 X2 + 0 (X) {sin(y/imo) — sinh(y/,0) }

- m(x) = mi? (1) {sin(y/onoX) — sinh(y/wnoX) }
{sin(y/wno) — sinh(y/wno) }

The expression for the mode shape over the i*! section for a CF system is:

(3.85)

d2()

. (Voo X) — sinh(yomX
wandgbno—i—ﬁg(X)—f— —&T {sm w ) — sinh(/w )}
2w dX Wno {Sm (\/@no) + sinh(y/wno )}
a2m ( )

) ng {sin(\/%X)—Sinh(\/%X)}
+ ma (X) + oo {sin(y/om) b (o) ] (3.86)

The expression for the mode shape over the i*" section for a FF system is:

ul(X) =AW $0(X) +

ﬂX% +ﬂ(i)(X) + dX2(1 {sm Vo X) +smh(mx)}
2Wpo  dX nl Wno {sm VWno) — Smh(m>}
Ly (1)
+m)(x) 4 —axT {sin(,/@p0X) + sinh(/@n0X) } -
nl wWo {sin(y/wno) — sinh(y/wyo) }

ul)(X) =AY do(X) +

The final step is to determine the coefﬁ01ent A { by applying the mass normalization
condition of Eq. (3.68b). The coefficient A for a CC system is

~(m) . o
40 /1 Wn1 X¢n0d¢”° b (X) (1) {sin(y/wn0X) — sinh(, /w0 X) }
0

n omp dx {sin(\/@no) — sinh(y/@no) } "
~miP () {sin(ywnX) —sinh(Vae X)) 1~ o,
G0 {sin(y/@no) — sinh(y/@n0) } P05 AN )9 dX
%tg ehuo(X0)? (3.88)
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The coefficient Aﬁ}l) for a CF system is

250m) (1
a Lo dgbno - d dX2 {sm VWnoX) — sinh(/wno X)}
A - ¢n0 + ¢n0un1 +
0 wno{sm,/ n0) + sinh(y/w n)}

d2m (m )(1)
Sl 2 {sin(/wpoX ) — sinh(y/wnoX) }

+ (rbnOmnl + . C

wno {sin(y/@no) + sinh(y/wyo) }
_ % S Mibno(Xi)? (3.89)

n0

1~
Ono + EPA(X)(ZS?LO dX

The coefficient Aflll) for a FF system is

40 :_/1 Wni Xo dqbno b ol 1+ ng {Sln Vo X) + sinh(,/w,0X) }
0 2wno "AX ot Wno {sm /Wno) — sinh(,/w no)}

d2 ( ) . .
el ) S L

n0

+ (,bnomnl + dX2

wWno {sin(y/wno) — sinh(y/wyo) }
_ % S Mo X)? (3.90)

3.4.6 O(¢?) Problem

The ODE for the O(€?) problem is

d*u,, — —
dX42 - wioun2 :2wn0wn2¢n0 + 2WnOWnl (bnl + wil‘bn() + w1210pA¢7ﬂ + ZWnOWnIPA(bnO
+§:{w2¢ + 20wt o } Mid (X — Xy) — & [ Lom
no¥nl n0Wnl®n0 k k dX2 dX2

k=0
(3.91)

for 0 < X < 1. A solution to the ODE exists when the following solvability condition is
satisfied.

1
0= / {2wn0wn2¢n0 + 2wn0wn1¢n1 + wil(bno + wZOpA¢n1 + 2wn0wn1pA¢n0
0

7 d2¢n1

d2
+Z{w 0Dnt + 20wt o } Mid (X — Xy) — e {Elm} }m dX  (3.92)
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From the solvability condition in Eq. (3.92) the value for wys is found. Using integration
by parts and that CC, CF, and FF boundary conditions are under consideration, the
solvability condition yields:

2 1 2 2
Whi 1 = d“Pp1 d“Pno 2 i > 2
Wn2 = 7 2Wno * 2Wno /0 Elmﬁ ~ WP AbnoPn1 — wnown1 PA(X) dpg AX
1 e —~
—3 Z M no(Xk) {wnoPn1 (Xk) + win1dno(Xk) } (3.93)
=0

3.4.7 Final Dimensional Solution
Dependence on Reference Values

To determine the final expressions for the natural frequencies and mode shapes in terms
of the reference values EI* and pA* the parameter € is removed. This is done by using
the relationships eEI(X) = (EI(X) — EI*)/ET*, epA(X) = (pA(X) — pA*)/pA*, and
M, = My/(lpA*). This is the same approach used in Section 3.1.7. The result for the
first correction to the natural frequencies is

1 b (Lo ’ R Wno o= =
nl = EI L dxy — 2@ Ad2 dx — 20 MnX2
€EWn1 2(,0”0/(; € (dX2> 9 /OEP (bno 9 ;6 k(b 0( k)
1 2 2
1 JJo BICY) (dd?y) dx 1 (weo [° A(X) 62 dX
Bl 2wpo  pA* 7/0 PA(X) dr

Wno ~em M
+ T’%bno(Xk)?}

2
k=1
Qn1 Qn2
= — 3.94
EI*  pA* ( )
The first correction to the mode shape is expressed as
fnl(X) an(X) ¢n0(X)
n(X) = — 3.95
i, (X) = S ) O (395)
and the second frequency correction is expressed as
62(,() o = Qn1 (8 7%%)) 6711 6712 Bn3 (3 96)

= + +
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where

2 1 2 2
anl 1 d ¢n0d fn2
n=——1 - [ EI(X dx .
ot == 0 2o /0 X)Xz dxe (3.97a)
1 1 d2¢n0 d2fn1 WnO !
= FI(X X+ — A(X X
B 2%0/0 () SEm I x /0 PA(X)Buo fuz
Wn, "
+ 2_10 ; Mo (Xi) fua(X) (3.97b)
_ O ——‘“’"0/1 A(X)bnof dX——“’miMcb (Xi) Fur (Xi) (3.97c)
n3 _2w”0 2 o P n0Jnl 2[ s k®n0 k)Jnl k . C

The expressions of f,1(X) and f,2(X) for the various boundary conditions are given in
Appendix C.2. The final expressions for the natural frequencies with two corrections and
the mode shapes with one correction are

2an1 2an2 Bnl ﬁnQ ﬂnB
Wy =Wpo + — + + + 3.98
fnl(X) o fn2<X)
pA* ET*

3
On(X) =5 0no(X) + (3.99)
The final form of the frequencies and mode shapes in Egs. (3.98) and (3.99) is identical to
those in Section 3.1.7 for the case without lumped masses. Only the values for «, 3, and

f(X) are different.

Reintroduction of Dimensions

Dimension are reintroduced for the final solution using the length scale [ and time scale
I>\/pA*/EI*. For the mass normalized mode shapes, the dimensions of 1/y/kg must be
introduced. From the length and time scales used it follows that the mass scale is [pA*.
This mass scale also arose naturally during the nondimensionalization procedure to obtain
Eq. (3.62). From the nondimensional results in Egs. (3.98) and (3.99), the dimensional
solution is

— 1 EI* 205711 2an2 ﬁnl Bn? 5713
Sy S Y - 3.100

1

fu(z/l) fnz(x/l)} (3.101)

3
{§¢n0(m/l) + A" B
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3.5 Reference Values Selection with Lumped Masses

The final expression for the natural frequencies and mode shapes of the system are in terms
of the reference values EI* and pA*. The values of these are yet to be determined and
the method in which they are determined will influence the accuracy of the results. The
same methods for determining the reference values in Section 3.2 are updated for the case
of lumped masses.

3.5.1 Minimizing L, Norm of Difference

Updating the minimization of the L, norm of the difference presented in Section 3.2.1 to
include lumped masses yields
P 1/p
dx)

l
A" = mi
PA” = i ( /

Since the multiplication of distributions is not well defined, the value for p must be re-
stricted to 1. In the case that p =1

m

pA(z) + Z Myo(x — xy) — pA*

k=0

l m 1 m
/ pA(x) —i—ZMké(x—xk) — pA*| dz = / |pA(x) — pA*| dx—i—ZMk
0 k=0 0 k=0

It can be seen that in the case of p = 1, the result of the minimization with lumped
masses is equivalent to the minimization of fol |pA(z) — pA*| dz. This is due to the sum
of the lumped masses being a constant value and thus independent of pA*. Therefore the
minimization of the L, norm of the difference is

! 1/p
EI* = min {( |EI(z) — ET*|)" dx) } (3.102a)
0

! 1/p
pA* = min { < |pA(z) — pA*|P dx) } (3.102b)
0

where p = 1 must be used if there are lumped masses in the system.
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3.5.2 Minimizing L, Norm of Perturbation

Updating the minimization of the L, norm of the perturbation presented in Section 3.2.2
means that care must taken due to the presence of the Dirac delta distribution. As was the
case in Section 3.5.1, the minimization procedure is only well defined when p = 1. Selecting
this value for the minimization procedure leads to the following case when lumped masses
are present:

YWEI(X)— EI*
EI* = min { / EIX) - BI" dX} (3.103a)
EI*eR | J, ETI*
1 m
. pA(X) — pA* M;,
A* = Ll SV el N 6 § 1
P pgl*lgR {/0 pA* X+ pr [ pA* (3103b)

3.5.3 Minimizing Gradient Norm

The minimization of the gradient norm presented in Section 3.2.3 is updated to include
lumped masses by omitting the upper bound on the value for pA*. The constraints on the
mass per unit length reference value are removed due to the presence of the Dirac delta
distributions, which do not allow for upper bounds to be properly defined. The expression
for the Euclidean norm of the frequency and the constraint that the sum of the corrections
equals 0 remains the same since the final forms of the expression for the natural frequencies
of the system with and without lumped masses were identical. The minimization of the
gradient norm when considering lumped masses can be written as:

minimize: V@, |, (3.104a)
subject to: min ET (z) < EI* < max EI (z) (3.104b)
2€[0,1] z€[0,1]
min pA(z) < pA* (3.104c¢)
z€0,]]
2an1 2an2 5n1 ﬁn2 BnB
— + + + =0 3.104d
where:
V@, = i 1 o — 2am1 _ 2am2 . 3Bn1 . B2 + Bn3 2
nhi2 ™ 912 EI*pA* n0 ET* pA* (EI*)2 EI*pA* (pA*)2

1/2
ET* 201 6ovn2 Bn1 3Bn2 506n3 > 2
+ ——— (wno + - + + + 3.105

(PA*)3< "TEI pAT T (BT EIpAT T (pAr)? ( )
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To prove the existence of a solution to the minimization procedure in Eq. (3.104), the
same technique involving a corollary to the intermediate value theorem as in Section 3.2.3
can be used.

In summary, a perturbation theory with two corrections to the frequencies and one
correction to the mode shapes was developed for an EB beam model, in addition to various
ways to determine the reference values. Numerical simulations were used to quantify the
errors associated with each method to select the reference values and were shown to be in
good agreement. The perturbation theory was then further developed to include lumped
masses so that it may be applied to string-harnessed systems, specifically the diagonal
wrapping pattern.

3.6 Chapter Summary

In this chapter, the Lindstedt-Poincaré perturbation method was applied to a spatially
dependent Euler-Bernoulli beam model. Two cases were considered, a system with and
without lumped masses. In the perturbation theory, one correction was found for the mode
shapes and two corrections were found for the frequencies. Additionally in the perturbation
theory, reference values for the bending stiffness and mass per unit length from which the
system is considered perturbed must be determined. The best approach for choosing these
reference values was a minimization of the norm of the gradient of the frequencies.
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Chapter 4

Exact Modelling and Analysis of
String-Harnessed Structures

In this chapter a spatially dependent model is derived for the transverse vibrations of string-
harnessed systems. The advantages of a spatially dependent model is the ability to consider
non-periodic wrapping patterns for the string, in addition to periodic wrapping patterns.
The perturbation theory previously developed is used to determine the frequencies and
mode shapes of the system and results are verified experimentally. The work presented in
this chapter is to be submitted in [91, 92].

4.1 Modelling

Consider a string-harnessed system with n strings, each of which may have a distinct
wrapping pattern. Figure 4.1 presents a schematic for a system with one string and a
variable wrapping pattern and indicates the Cartesian coordinates that are used to describe
the system. The assumptions of Section 2.1 still hold true. That is to say there is no slip
between the string and the host structure, Euler-Bernoulli (EB) assumptions are used for
the host structure, and the parameters of the system are such that any initial twisting
behaviour due to the presence of the strings is negligible.

Furthermore, the same assumptions are used to determine the displacement field in the
system. Assuming a small transverse displacement z = w(x,t) along the midline of the
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Figure 4.1: String-harnessed system with a single string and variable wrapping angle.

beam, the second-order displacement field is

ug(z,t) = — zg—: (4.1a)
uy(z,t) =0 (4.1b)
u,(x,t) =w — % (g—;u) (4.1c)

The position of the centre of the i string is given by (z,y,2) = (2, y.,(2), 2.4(z)). Tt
is assumed that the centre of the string has a single position for a given x value. It should
be noted that the functions y,; and z,, are not differentiable at locations where the string
goes from one face of the host structure to another. Since these points are countable, ys ;
and zs,; are smooth functions almost everywhere (a.e.). The modulus, density, pre-tension,
and radius of the i'" string will be denoted by Es;, ps,i, Ts,i, and ry;, respectively.

4.1.1 Kinetic Energy

From the assumption of small transverse displacements, the effect of rotary inertia can be
ignored. The kinetic energy of the beam and the strings is given by:

eI ) e S [l ()

Using the displacement field in Eq. (4.1) and keeping only higher-order terms gives
1 Low\ "1 dys i dzg; 2 row\?
T = —ppA — = : —
system 2pb b/o (8t> d$+Z2psz S’L/ \/ ( dz > (815) dx
I p ow
i A S ’l S,1 - d 4.
2/0(/017 b+z ))(825) x (4.3)
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Above, A, ; = 712, is the cross-section area of the i*" string and

—1/2
dysi ? dzsi ?
U,(x)=11 : + :
(z) ( + ( dx ) ( dx )
denotes the cosine of the angle formed by the " string with respect to the longitudinal
axis.

It should be noted that the integral in Eq. (4.3) is well defined since the integrand is
bounded and continuous a.e.. Boundedness follows since the derivatives of y; and z,,; are
equal to or less than the magnitude of the tangent of the angle formed by the string with
respect to the x-axis. This comes from the assumption that the string must form a straight
line on a given face of the beam. Next, since it is assumed that a finite number of strings
are present in the system, the number of points where the derivatives of y,; and z,,; do not
exist is countable and therefore form a null set. Consequently ys;, zs; € C*°[0,!] a.e. and
it follows that ¥; € C*°[0,!] a.e.. This shows that the integrand is continuous a.e. and the
integral in Eq. (4.3) is Riemann integrable.

In Chapter 2 the diagonal wrapping pattern, which includes lumped masses, was con-
sidered. As such, lumped masses are added to the exact modelling of the string har-
nessed system for generality. Let there be a total of m 4+ 1 lumped masses, each of
total mass M located at x,. Assume that the locations of the lumped masses are
0=a2g< 21 < ... <2Zp1 < 2y = 1[1. Lumped masses at the boundaries are included
for full generality. The final expression for the kinetic energy in the system is:

1 : . ps,iAs,i & ow 2
Tsystem = 5/0 (pbAb + ZZ:; \If,(l‘) + Z Mk5<$ - Ik)> (E) dz (44)

k=0

In Eq. (4.4), ¢ is the Dirac delta function.

4.1.2 Strain Energy
Following the same approach of Section 2.1.1, the Green-Lagrange strain tensor is em-

ployed. Using the displacement field from Eq. (4.1) the single non-zero term in the Green-
Lagrange strain tensor is strain along the longitudinal axis.

Pw 22 (Pw\® 1 [ow\?
EW‘Z@*E(@) *5(%) (4:5)
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First consider the strain energy in the strings. Since it is assumed that each string is
pre-tensioned, there is a pre-strain of T ;/F,;A,,; along the i*® string. In addition to the
pre-strain, there will be strain due to deformations when the system undergoes vibrations.
Recall for the periodic wrapping patterns that the strain tensor transformation led to a
longitudinal strain in the string of the form €., cos?(#). In the general case, the cosine of the
angle is denoted by W(z) and thus the strain along the i*® string is given by €,,¥?. Next, it
is assumed that the strain at then centre of the string is taken as the strain amount for the
entire cross section of the string. Assuming Hooke’s law holds and denoting a differential
element of string by ds, the total strain energy in the strings is

T 2
s rings — + Exm| 3) dAds 4.6
rrine Lngth 7 //area 7 (Es zAs K ( )

The length of the i'! string is related to the Cartesian coordinates by s = x/¥;. Mak-
ing this change of coordinates in Eq. (4.6) leads to the Jacobian determinant 1/W¥; +

2 dyS’LdyS’L dZSZdZS'L
Q}‘I/< dz dz? + dz dz?

). Note that each string is assumed to form a straight line over

d2 EX d2 5,1 -
every section of the host structure and thus dzf = % = 0 a.e. and so the Jacobian

determinant reduces to 1/¥; a.e.. Perform the integration in Eq. (4.6) and keep only up
to second-order terms.

2
strlngs 2/ //areal (ESlASZ + exx| 12) dAdx
EszAsz 5,0 2 ?
_Z/ (EMAMH”'Z ) o
EszAsijzg gl 8210 2
~ Z/ o2
ZSQ’Z' 0w 2 1 [ ow 2 TS%,L d
o) T2\az) ) TeE ALy, (1
L E“AM\I/? 2 (0w’
[ (&)
2

Pw 22 (2w 1 (ow)’ Tz
ToiVi| —2si755 + - | 53 5\ 5 ¢ d 4.7
* ’ ( %, 0x? + 85C2) + 2 (837) + 2E371'AS’Z"P@' o ( )

In Eq. (4.7) the interchange of summation and integration is justified as the summation is
finite.

0*w
+15,: ¥, (ﬁ’«i;,i@ +
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Next the strain energy in the beam is calculated, beginning with the pre-strain due
to the presence of the strings. The i*" string will pre-strain the beam in the longitudi-
nal direction an amount of —7T;,;V;/FE,A,. Therefore the total pre-strain in the beam is
Yoy —Ts;V;/EyAy. Assuming the beam obeys Hooke’s law, the strain energy is found as:

L ob/2 rh/2 LT, 2
Ueam:// / S e | dzdyda
? 0 Job2 h/22 <z’:1 Ey Ay ) i
vz 2 (B2 rg2N\? B, (Oa T, 2
- - +_ 2
//b/2 /h/2 2 <8$2) 2 ; Ey A,
" T, w2 (Pw\® 1 [(0w\?
+Ly (; B A, > (— W—i—?(w) —1—5(%) >}dzdydx
[ fen ey
N 0 2 31‘2
T, Pw\> A, [Ow
- ’ ey el e 4,
() (3 (W) (a )W 49

The approximation symbol in Eq. (4.8) is used as only up to second-order terms are kept.

Summing the strain in the strings from Eq. (4.7) and the strain in the beam from
Eq. (4.8), the total strain energy in the system is found.

"1 " T 02w\ 2
system — — | Bl EszAsz\I/3 2 Tsz\ll St i = 5
Vot /{2 ey {maist o - 20 ) (55)
- 0w 1
— T..U.2. . T. .U, 4.
2 ATz} s+ 5p 1 <§ " ) +Z{2ESZAM\P} 1z (49)

4.1.3 Vibration Analysis

Applying Hamilton’s principle with the total kinetic and strain energy of the system from
Egs. (4.4) and (4.9), respectively, the partial differential equation (PDE) for the free trans-
verse vibrations of the string-harnessed system is found as

0? 0*w PPw d2T
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- T, 0,1,
El(z) = By, + § {EA\I/3Z2 + 1,022, — 212 ”} (4.11a)
i=1 ’ ’ , Ay
. ps,iAs,i
pA(z) = ppAp + E . (4.11b)

g
i=1 t

T(z) = Z {15 Wiz} (4.11c)

The first boundary condition, at either x* = 0 or [, is

. 9 2w ar, .,
and the second boundary condition is
ow , 0w ~

The imposed boundary conditions are the first ones listed in Eqs. (4.12) and (4.13) and
are interpreted as zero displacement and zero slope. The natural boundary conditions are
the second ones listed in Eqgs. (4.12) and (4.13) and are related to shear and moment in the
system, respectively. For a further analysis of the natural boundary conditions, consider
the expression for the moment in the string-harnessed system.

M, = — <Eb[b + ) { A, ) 8—;’; + ) AT Wiz} (4.14)
i=1 i=1

In Eq. (4.14) it is seen that the moment in the system is due the bending stiffness of
the host structure, the initial moment produced by the pre-tension in the string, and a
stiffening effect due to the presence of the string. Since second-order terms were kept in
the displacement field and strain tensor, this results in higher-order stress resultants in the
system. Calculating the higher-order stress resultants yields

- TV,
P, = T, 2 - 4.15
S {mowat - Bt (4.15)
It can be seen that the boundary condition in Eq. (4.13) is in fact M, = Pz?)%’. Therefore

the natural boundary condition for the string-harnessed system indicates that the moment
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in the system is equal to higher-order stress resultants. In terms of M, and P,, the natural

boundary condition in Eq. (4.12) can be written as % = % (Pfg%”). Hence it is seen

that the shear in the string-harnessed system is equal to higher-order stress resultant terms.

The PDE and boundary conditions in Eqs. (4.10)-(4.13) are not homogeneous. Prior
to determining a solution to the problem, a time-independent solution that satisfies the
PDE and boundary conditions is introduced to eliminate the non-homogeneous terms.
Denote this time-independent solution by we(x) and perform the substitution w(z,t) =
w(x,t) + we(z). Since a time independent solution has been introduced, the frequencies
of W(x,t) are the same as for w(z,t). The homogeneous PDE and boundary conditions at
x* =0 or ! are

0? O*w ¢ O*w
2_
w(a*,t) =0 or % lEl(m)ZTlg] =0 (4.17)
ow , |, 0*w B
g(x ,t) =0 or EI(:E)w = 0 (4.18)

4.2 Simulation Results for String-Harnessed System

The final form of the equation for the transverse vibrations of the string-harnessed system
is a spatially dependent EB model. Typically, spatially dependent models are not solvable
except under specific circumstances and thus methods to estimate the frequencies and mode
shapes are frequently employed. For the string-harnessed system model the perturbation
theory developed in Chapter 3 is applied.

4.2.1 Periodic Wrapping Patterns
The same system parameters previously used in Section 2.3.7 for numerical simulations are

considered for both diagonal and zigzag wrapping patterns. The system parameters are
restated and will be used for all simulations in this section: b = 0.01 m, A = 0.0015 m,
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[ =0.25m, £, =6.89 x 101 N/m?, p, = 2700 kg/m?3, r, = 0.00035 m, E, = 1.5 x 10!
N/m?, ps = 1400 kg/m?, and T' = 25 N. It is further assumed that there are 6 fundamental
elements that form the system. This is the smallest number of elements for which the
homogenization procedure reports a ratio of the wavelength to the length of fundamental
element greater than one for the first ten modes of the system. This also holds for all the
boundary conditions considered. Due to the tenth mode having the shortest wavelength,
it is this mode that provides the restriction on the number of fundamental elements under
consideration.

As a periodic wrapping pattern is considered in the current simulations, the frequency
results obtained using the homogenization method of Chapter 2 will be included and com-
pared to the perturbation theory results. For notational convenience, the results of the
homogenization method will be denoted by “HOM”. The error of the HOM and pertur-
bation theory results in predicting the natural frequencies and mode shapes is determined
using an analytical solution for the diagonal wrapping pattern and an FEA for the zigzag
wrapping pattern. Due to the manner in which the bending stiffness and mass per unit
length depend on the position in the system, it is not possible to solve the PDE for a zigzag
system exactly. The details of the analytical solution for the diagonal wrapping pattern
are given in Appendix D and the FEA details for the zigzag wrapping pattern are given in
Appendix E.

In the current simulations, the focus is on the error in predicting the natural fre-
quencies and mode shapes of the system. The error in the frequencies is calculated as
(Wnp — Wne) /wne and the error of the mode shapes is calculated as

f()l (¢n7p<$) - ¢n,e(x))2 dx
Jo @2 o) dz

where the subscript ‘e’ represents the exact solution.

First the Young’s modulus of the string is varied and the absolute percentage of error
in the fundamental frequency and associated mode shape is presented in Fig. 4.2 for the
diagonal wrapping pattern and in Fig. 4.3 for the zigzag wrapping pattern. In the figures,
the gradient minimization method is denoted by “Grad. 1”7 when there is a single correc-
tion to the frequencies and “Grad. 2” when there are two corrections to the frequencies.
Additionally, in Fig. 4.2, “L;” denotes the norm minimization method. Recall that for
the diagonal wrapping pattern that the case of p = 1 must be used and there is no dif-
ference between the difference and perturbation norm minimization. Finally, in Fig. 4.3,
“Diftf.” and “Pert.” along with a p value is used to denote the difference and perturbation
norm minimization methods, respectively. In addition to the p-value that minimizes the
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error, the results for p = 1 are included as well to represent a case in which knowledge
of the frequencies and mode shapes is not known beforehand. This notation will be used
throughout this chapter.
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Figure 4.2: Absolute error in fundamental frequency and associated mode shape for variable
string modulus and diagonal wrapping pattern.
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It is seen for the diagonal wrapping pattern in Fig. 4.2 that the error in the frequency
and mode shape is not affected by changes in the string modulus. Since the diagonal
wrapping pattern has a constant bending stiffness throughout the system, the reference
value determined by the perturbation theory is exactly this value. Hence, as the string
modulus is increased, there are no additional errors introduced in the results. Furthermore,
for the diagonal pattern, the perturbation theory with additional corrections typically
produced smaller errors. Overall, the error in predicting the frequency and mode shape is
very small, less than 0.1%.

It is seen for the zigzag wrapping pattern in Fig. 4.3 that the error in the frequency and
mode shape increases as the modulus of the string increases. This behaviour is expected
since as the modulus of the string increases so does the size of the perturbations, hence
resulting in larger errors. It can also be seen in Fig. 4.3 that for CF boundary conditions
the HOM model results for the fundamental frequency initially increase, then decrease
to 0, and then once again increase as the modulus of the string increases. Due to the
constant mass per unit length of the string-harnessed system, the behaviour observed for
the HOM model is due to an initial underprediction of the added stiffness, followed by an
overprediction of the added stiffness. Overall, the smallest errors were typically reported
by the norm minimization methods with optimal p-values and the second smallest errors
were typically reported by the gradient minimization with 2 corrections. Overall, the
absolute error in the fundamental frequency was less than 0.6% and the absolute error in
the associated mode shape was very small, less than 0.0003%.

To analyze the error across multiple modes, the average of the sum of the absolute
percentage of error for the first 10 modes is presented in Table 4.1. In this table, it is
clearly shown that the perturbation theory with additional corrections produces signifi-
cantly smaller errors than the perturbation theory with a single correction to the frequen-
cies. This is expected as additional corrections produce more accurate results. Further-
more, it is seen that the HOM method produces significantly larger average sum of error
than the higher-order perturbation theory. This clearly highlights the advantages of using
the perturbation theory over the homogenization approach.

In terms of producing the smallest average error, the gradient minimization method
with additional corrections proved the best for the diagonal wrapping pattern while the
perturbation norm minimization with optimal p produced the smallest error for the zigzag
wrapping pattern. This was observed across all the boundary conditions and for both the
frequency and mode shape errors. Assuming for the zigzag wrapping pattern that the
frequencies are not known ahead of time, 7.e. an optimal p cannot be determined, the
second-order gradient minimization method resulted in the smallest average absolute error
across the boundary conditions considered.
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Table 4.1: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable string modulus

Frequency Results Mode Shape Results

Result CC CF FF CC CF FF
Diagonal Pattern (x1073)
HOM 493.052 1188.713 1099.427 13.831 86.634 118.590
Grad. 1 4.505 15.411 19.579 13.250 84.825 116.918
Grad. 2 0.014 0.082 0.106 0.000 0.014 0.022
Ly 0.061 0.423 0.472 0.001  0.038 0.059
Zigzag Pattern (x10°)

HOM 3.108 1.001 2.138 0.354  0.049 0.092
Grad. 1 1.979 1.721 1.917 0.354  0.049 0.092
Grad. 2 0.291 0.275 0.299 0.005  0.001 0.002
Diff., p opt. 0.011 0.008 0.017 0.001  0.000 0.000
Pert., p opt. 0.009 0.007 0.015 0.001  0.000 0.000
Diff., p=1 0.382 0.339 0.379 0.008  0.002 0.003
Pert., p=1 0.382 0.339 0.379 0.008  0.002 0.003

Next, the number of fundamental elements is varied while keeping the length of the
system constant and the results for the fundamental frequency and associated mode shape
absolute error for the diagonal and zigzag wrapping patterns are presented in Figs. 4.4 and
4.5, respectively. As the number of fundamental elements increases, the wrapping angle
also increases. This leads to a reduction in the added stiffness due to the string and an
increase in the added mass, resulting in a decrease in the frequencies. In the results for
variable number of fundamental elements the cases of 5 or fewer elements HOM results are
not presented. As previously explained, the number of fundamental elements was restricted
such that the ratio of wavelength to fundamental element length is greater than one for
the first ten modes of the system. Finally, since a different variable system parameter is
being considered, the process to determine the optimal p-value for the norm minimization
methods is performed anew.
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Figure 4.4 demonstrates that for the diagonal pattern the absolute error typically de-
creases as the number of elements increases, with the notable exception of the norm min-
imization with CC boundary conditions. The increase observed for the L; results is due
to this method being independent of the lumped masses in the system. Therefore, as
the number of fundamental elements increases so does the number of lumped masses in
the system. These additional lumped masses will cause increasing error as the number
of fundamental elements increases. This highlights an advantage for using the gradient
minimization method as the errors are decreasing for increasing number of fundamental
elements. Overall, the HOM results were quite large compared to the perturbation theory
results. In general for all the results presented, the error in predicting the frequency and
associated mode shape was quite small, less than 0.1%.

Figure 4.5 indicates that the overall the errors decrease as the number of fundamental
elements increases. In addition, it is seen for CF and FF boundary conditions that for
small numbers of fundamental elements it occurs that the perturbation theory errors will
sometimes increase as the number of fundamental elements increases. Furthermore, this be-
haviour is seen for certain results to occur in either CC or CF boundary conditions but not
the other. This indicates that this increasing error behaviour is dependent on the boundary
conditions applied and the perturbation theory results under consideration, rather than
a specific effect. A decrease in error as the number of fundamental elements increases
is expected as in this case the mass per unit length of the system is exactly known and
the perturbations in the string-harnessed system bending stiffness become smaller. These
effects will result in a more accurate perturbation theory. Across the various presented
methods for predicting the frequency and mode shape, the norm minimization methods
with optimal p-value usually predicted the smallest errors. The next best method was the
second-order gradient minimization. Overall, the mode shapes were very well predicted,
with errors less than 0.016%, and the error in the frequency was less than 0.5%.

Table 4.2 presents the average of the sum of the absolute percentage of error for the first
10 modes for variable number of fundamental elements. These results, as expected, indicate
that the perturbation theory with additional corrections provide more accurate results than
the first-order method, regardless of how the reference values are determined. In addition,
the HOM typically produces a higher average error for the frequencies and mode shapes
when compared to the second-order perturbation methods, in particular for the diagonal
wrapping pattern with multiple lumped masses. This underlines the advantage of using
the perturbation method over the HOM method, particularly when lumped masses are
present. The increase in accuracy for the diagonal wrapping pattern is due to the HOM
distributing the lumped masses over the entire system during homogenization, whereas the
perturbation theory considers the exact location of the lumped masses. Furthermore, an
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advantage of the perturbation theory is the ability to consider systems with a very small
number of fundamental elements.

The second-order gradient minimization method produced the smallest average sum of
absolute error for both frequencies and mode shapes for the diagonal wrapping pattern.
The norm minimization using the perturbation with optimal p-value produced the smallest
average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping
pattern. For each wrapping pattern, the most accurate method was also independent of
boundary conditions. If an optimal p-value cannot be determined ahead of time, then for
the results presented the second-order gradient minimization method produces the most
accurate results for the zigzag wrapping pattern for both the frequencies and mode shapes,
and given any of the boundary conditions.

Table 4.2: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable number of fundamental elements

Frequency Results Mode Shape Results

Result cC CF FF CcC CF FF
Diagonal Pattern (x1073)
HOM 239.971 1160.185 839.155 6.103 60.496 102.493
Grad. 1 3.026 10.215  15.536 6.311 66.786 105.633
Grad. 2 0.237 0.107 0.667 0.002  0.013 0.029
Ly 0.498 0.823 1.286 0.005  0.048 0.081
Zigzag Pattern (x10°)

HOM 0.602 0.096 0.408 0.035  0.005 0.004
Grad. 1 0.902 0.793 0.856 0.242  0.117 0.156
Grad. 2 0.098 0.098 0.103 0.003  0.002 0.003
Diff.; p opt. 0.018 0.014 0.018 0.001  0.000 0.001
Pert., p opt. 0.017 0.014 0.018 0.001  0.000 0.001
Diff., p=1 0.134 0.122 0.131 0.004  0.003 0.004
Pert., p=1 0.134 0.122 0.131 0.004  0.003 0.004

Variations in the density of the string are considered next and the absolute percentage
of error in the fundamental frequency and associated mode shape is presented in Fig. 4.6
for the diagonal wrapping pattern and in Fig. 4.7 for the zigzag wrapping pattern.
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It is seen for the diagonal wrapping pattern in Fig. 4.6 that the error in the frequency
and mode shape increases as the density of the string increases. Furthermore, for the
diagonal wrapping pattern, the second-order gradient minimization perturbation method
consistently resulted in the smallest errors in the frequency and mode shape. As the density
of the string increases, so does the value of the lumped masses. Due to this, the L results,
which is not influenced by the lumped masses, demonstrate a larger rate of increase in error
compared to the other perturbation results, in particular for the CC boundary conditions.
Again, this clearly shows an advantage for using the gradient minimization method for the
diagonal wrapping pattern. Overall, the error in predicting the frequency is less than 0.5%,
and the error for the mode shapes is quite small, less than 0.03%.

It is seen for the zigzag wrapping pattern in Fig. 4.7 that the error in the frequency
and mode shape is not affected by changes in the string density. Since the zigzag wrapping
pattern has a constant mass per unit length throughout the system, the reference value
determined by the perturbation theory is exactly this value. Hence, as the string density
is increased, there are no additional errors introduced in the results. The smallest errors
were typically reported by the norm minimization methods with optimal p-value and the
second smallest errors were typically reported by the second-order gradient minimization.
Overall, the absolute error in the fundamental frequency was small, less than 0.18%, and
the error in the associated mode shape was very small, less than 0.001%.

To analyze the error across multiple modes, the average of the sum of the absolute
percentage of error for the first 10 modes is presented in Table 4.3. In this table, it is
clearly shown that the perturbation theory with additional corrections produces signifi-
cantly smaller errors than the first-order perturbation theory, as expected. Furthermore, it
is seen that the HOM method produces significantly larger average sum of error than the
second-order perturbation theory results. Once again, this demonstrates the advantage of
using the perturbation theory over the HOM.

In terms of producing the smallest average error, the gradient minimization method
with two corrections to the frequencies and one correction to the mode shape proved
the best for the diagonal wrapping pattern while the norm minimizations with optimal p
produced the smallest error for the zigzag wrapping pattern. This was observed across all
the boundary conditions and for both the sum of error for frequencies and mode shapes.
Assuming for the zigzag wrapping pattern that an optimal p cannot be determined, the
second-order gradient minimization method resulted in the smallest average absolute error
across the boundary conditions considered.
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Table 4.3: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable string density

Frequency Results Mode Shape Results
Result cC CF FF cC CF FF
Diagonal Pattern (x1073)
HOM 1623.782 3714.771 3389.699 175.974  1026.455 1397.085
Grad. 1 57.846  192.183  245.077 168.356  1002.587 1374.167
Grad. 2 0.819 4.686 5.590 0.047 3.420 5.448
Ly 3.606 24.667 27.780 0.245 9.863 15.206
Zigzag Pattern (x10°)

HOM 2.806 0.568 1.806 0.285 0.039 0.074
Grad. 1 1.628 1.415 1.575 0.285 0.039 0.074
Grad. 2 0.178 0.168 0.182 0.002 0.000 0.001
Diff., p opt. 0.002 0.003 0.004 0.000 0.000 0.000
Pert., p opt. 0.003 0.004 0.003 0.000 0.000 0.000
Diff., p=1 0.234 0.208 0.233 0.003 0.001 0.001
Pert., p=1 0.234 0.208 0.233 0.003 0.001 0.001

Consider next Figs. 4.8 and 4.9, which contain the absolute error in the fundamental
frequency and mode shape when a variable string radius is considered. As the radius of
the string is increased, there will be more added mass as well as a larger stiffening effect.
The overall effect on the frequencies will depend on the additional system parameters and
may cause an increase or decrease.
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It is shown in Fig. 4.8 that increasing the radius of the string increases the error in
the prediction of the fundamental frequency and mode shape for all the presented results.
Typically, the HOM method produced the largest errors, with the exception for CC bound-
ary conditions where the norm minimization produced the largest errors. As the radius of
the string increases so does the value of the lumped masses. As the L; results are inde-
pendent of the lumped masses, it is seen that the errors increase at a much quicker rate
for the CC boundary conditions as the radius increases. Once again this demonstrates the
appropriateness of using the gradient norm minimization over the norm minimization of
the difference and perturbation. In general across all the boundary conditions, the error is
quite small, less than 0.45% for the frequency and less than 0.02% for the mode shape.

It is shown in Fig. 4.9 that increasing the radius of the string increases the error in
the prediction of the fundamental frequency and mode shape for all the presented results.
Typically, the HOM and first-order perturbation theory produced the largest errors while
the norm minimization methods with optimal p produced the smallest errors. The second-
order gradient method produced the second smallest errors for the frequency and mode
shape. It is expected that increasing the string radius would increase the error as this will
result in larger perturbations in the bending stiffness, hence larger errors in the pertur-
bation theory results. In general, the absolute percentage of error for the mode shapes
was quite small, less than 0.035%, and it is seen that the error in the frequency is quite
sensitive to changes in the string radius, reaching a maximum of 4.17% in the HOM for
CC boundary conditions.

The results for the average sum of error in the frequencies and mode shapes for the
first 10 modes given variable string radius are tabulated in Table 4.4. These results show a
significant improvement in the accuracy when using the second-order perturbation theory
instead of the HOM results. This illustrates the noteworthy increase in accuracy over
a large range of system parameters when using the second-order perturbation theory. As
anticipated, the perturbation theory with additional corrections results in a smaller average
error when compared to the perturbation theory with fewer corrections.

The second-order gradient minimization provided the smallest average error for the
frequencies and mode shapes across all the boundary conditions for the diagonal wrap-
ping pattern. The norm minimization using the perturbation with optimal p provided the
smallest average error for the frequencies and mode shapes across all the boundary condi-
tions for the zigzag wrapping pattern. If it is not possible to determine an optimal p-value
for the norm minimizations, for the cases considered the second-order gradient minimiza-
tion would provide the best estimates for the frequencies and mode shapes for the zigzag
wrapping pattern.
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Table 4.4: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable string radius

Frequency Results Mode Shape Results

Result CC CF FF CC CF FF
Diagonal Pattern (x1073)
HOM 817.325 1903.430 1745.006 66.775 396.230 540.126
Grad. 1 21.872 73.220 93.292 63.910 387.254 531.575
Grad. 2 0.248 1.409 1.709 0.012 0.863 1.375
L, 1.082 7.430 8.353 0.061 2474 3.813
Zigzag Pattern (x10°)

HOM 10.415 6.356 8.928 1.779 0.321 0.533
Grad. 1 8.650 7.671 8.570 1.779 0.321 0.533
Grad. 2 2.623 2.544 2.755 0.110 0.037 0.041
Diff., p opt. 0.514 0.479 0.605 0.033 0.013 0.010
Pert., p opt. 0.497 0.464 0.589 0.032 0.013 0.010
Diff., p=1 3.510 3.180 3.561 0.189 0.052 0.066
Pert., p=1 3.510 3.180 3.561 0.189 0.052 0.066

Finally, the tension in the string is varied and the results for the fundamental frequency
and associated mode shape absolute error for the diagonal and zigzag wrapping patterns are
presented in Figs. 4.10 and 4.11, respectively. As the tension in the string increases, there
is an increase in the stiffening effect and thus an increase in the frequencies is expected.
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Figure 4.10: Absolute error in fundamental frequency and associated mode shape for vari-
able string tension and diagonal wrapping pattern.
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Figure 4.11: Absolute error in fundamental frequency and associated mode shape for vari-
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Figure 4.10 for the diagonal wrapping pattern demonstrates that the error in the fre-
quency and mode shape is not affected by changes in the string tension. Since the diagonal
wrapping pattern has a constant bending stiffness throughout the system, the reference
value determined by the perturbation theory is exactly this value. Hence, as the string
tension is increases, there are no additional errors introduced in the results. Overall for
the diagonal wrapping pattern, the HOM typically predicts the largest absolute error and
the perturbation theory results with additional corrections predict the smallest absolute
error. In general for all the results presented, the error in predicting the frequency and
associated mode shape was quite good, less than 0.1%.

Figure 4.11 for the zigzag wrapping pattern demonstrates that the error in the frequency
and mode shape is not greatly affected by changes in the string tension. In the numerical
simulations of Section 2.3.10 it was shown that the frequency of the system did not vary
much for the system parameters that were considered. Therefore in the figures above the
error does not change much with variable tension since the system behaviour is not greatly
affected by changes in the tension. It is expected, however, that increasing the string
tension yields an increase in the errors. As the string tension increases so do the size of the
perturbations in the system’s bending stiffness, leading to larger errors in the perturbation
theory. Taking the results for the second-order gradient minimization arbitrarily, it is
shown in Fig. 4.12 that increasing the tension in the string does in fact increase the error
in the system. In this figure only a single set of results are presented since otherwise
it becomes difficult to visualize the increase in error. Due to the smaller frequencies for
the CF boundary conditions, it is seen in Fig. 4.12 that there are larger numerical errors
than for the CC and FF boundary conditions. Across the various presented methods
for predicting the frequency and mode shape of the zigzag wrapping pattern, the norm
minimization methods with optimal p-value usually predicted the smallest errors. The
next best method was the second-order gradient minimization. Overall, the mode shapes
were very well predicted, with errors less than 0.001%, and the error in the frequency was
less than 0.18%.
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Table 4.5 presents the average of the sum of the absolute percentage of error for the
first 10 modes for variable string tension. These results, as expected, indicate that the
perturbation theory with additional corrections provide more accurate results than the
first-order method, regardless of how the reference values are determined. In addition, the
HOM produces a higher average error for the frequencies and mode shapes when compared
to the second-order perturbation methods, in particular for the diagonal wrapping pattern
with multiple lumped masses. This is an advantage of using the perturbation method over
the HOM method, particularly when lumped masses are present.

The second-order gradient minimization method produced the smallest average sum of
absolute error for both frequencies and mode shapes for the diagonal wrapping pattern. The
norm minimizations with optimal p-value produced the smallest average sum of absolute
error for both frequencies and mode shapes for the zigzag wrapping pattern. For each
wrapping pattern, the most accurate method was also independent of boundary conditions.
If an optimal p-value cannot be determined ahead of time, then for the results presented
the second-order gradient minimization method produces the most accurate results for the
zigzag wrapping pattern for both the frequencies and mode shapes, and given any of the
boundary conditions.

Table 4.5: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable string tension

Frequency Results Mode Shape Results

Result CC CF FF CC CF FF
Diagonal Pattern (x1073)
HOM 493.052 1188.713 1099.427 13.831 86.634 118.590
Grad. 1 4.505 15.411 19.579 13.250 84.825 116.918
Grad. 2 0.014 0.082 0.106 0.000 0.014 0.022
Ly 0.061 0.423 0.472 0.001  0.038 0.059
Zigzag Pattern (x10°)

HOM 2.809 0.569 1.808 0.286  0.039 0.074
Grad. 1 1.630 1.417 1.577 0.286  0.039 0.074
Grad. 2 0.178 0.168 0.183 0.002  0.000 0.001
Diff., p opt. 0.002 0.003 0.004 0.000  0.000 0.000
Pert., p opt. 0.003 0.004 0.003 0.000  0.000 0.000
Diff., p=1 0.235 0.208 0.233 0.003  0.001 0.001
Pert., p=1 0.235 0.208 0.233 0.003  0.001 0.001
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In summary, from the numerical simulations with periodic wrapping patterns and mul-
tiple variations to the system parameters it is clear that there is a significant advantage in
using the perturbation theory with additional corrections over the HOM model. Specifi-
cally, a smaller average sum of error was observed for the second-order perturbation theory
when compared to a first-order theory, regardless of how the reference were determined.
In addition, the perturbation theory is capable of considering system setups for which the
HOM model is considered unreliable, that is for a small number of fundamental elements.

A clear pattern was observed with regards to the perturbation theory reference value
selection method that should be employed to obtain the most accurate results. For the
diagonal pattern, the second-order gradient minimization always produced the smallest
average sum of error for the first 10 modes of the system. This held true for both frequencies
and mode shapes and all three boundary conditions considered. For the zigzag pattern, the
norm minimization methods with optimally chosen p values, specifically the perturbation
minimization, produced the smallest average sum of error for the first 10 modes of the
system. If it is assumed that the frequencies of the system are not known ahead of time
and an optimal p-value cannot be determined, then it is seen form the presented results that
the second-order gradient minimization method would provide the most accurate method
for determining the frequencies and mode shapes of the zigzag system.

Finally, driving point FRFs are presented for the periodically wrapped system in
Fig. 4.13. In addition, to highlight the stiffening effect of the string, the FRF for an
unwrapped beam is also presented in the figure. The unwrapped beam FRF was deter-
mined using an EB model. For CF and FF boundary conditions, the actuation and sensing
location is the free right end. For the CC boundary conditions, the actuation and sens-
ing location is x = 0.025 m from the left clamped end. These locations for the driving
point FRFs were chosen such that they do not correspond to any node of any mode of
interest. The system parameters employed are the same as those listed at the beginning
of Section 4.2.1. Finally, for this single system setup the optimal p-value was determined
for the norm minimization methods by minimizing the frequency and mode shape errors
for the first twn modes of the system.
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turbation theory and exact solution for periodic wrapping pattern.
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Figure 4.13 clearly demonstrate that the perturbation theory results agree quite strongly
with the analytical and FEA results for the diagonal and zigzag wrapping patterns, respec-
tively. The accuracy of the FRFs is measured by comparing the location of the natural
frequencies, the location of antiresonances, as well as the amplitude. Additionally, the
perturbation theory results compared to the HOM results are observed be a better match
to the exact FRFs. This demonstrates the advantage of using the perturbation theory over
the HOM model. Finally, it is seen in Fig. 4.13 that the shift in the FRFs between the
unwrapped and string-harnesses systems is quite noticeable. This highlights the significant
impact of a string harness, particularly with respect to the added stiffness to the system.

4.2.2 Non-Periodic Wrapping Pattern: Variable Wrapping An-
gle

Description of System

Consider a system setup where an initial wrapping angle is given and then is either in-
creased or decreased a predetermined amount each time the string goes from one side of
the beam to the next. Specifically, for the diagonal wrapping pattern the wrapping angle
will change after each lumped mass. For the numerical simulations, two initial wrapping
angles are considered. The first initial wrapping angle is the constant angle across the
system necessary to obtain two fundamental elements. This will be referred to as the Base
2 case. The second initial wrapping angle is the constant angle across the system necessary
to obtain 10 fundamental elements. This will be referred to as the Base 10 case. Schemat-
ics of some of the wrapping patterns considered, including the maximum and minimum
percentage change considered over each section, are presented in Fig. 4.14 for the diagonal
pattern and in Fig. 4.15 for the zigzag pattern.
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Figure 4.15: Schematics of variable wrapping angle cases for the zigzag pattern.



Frequency Response Functions

A first step in determining the accuracy of the perturbation theory model is to compare
the frequency response functions (FRFs) to the analytical and FEA solutions, which ever
is appropriate based on the wrapping pattern. The cases of the minimum percentage
change in the wrapping angle for both Base 2 and Base 10 cases are considered. The FRFs
containing the first 10 bending modes for the CC, CF, and FF boundary conditions are
presented in Figs. 4.16 and 4.17.

For all of the results in Figs. 4.16 and 4.17, driving point FRF's are presented. For CF
and FF boundary conditions, the actuation and sensing location is the free right end. For
the CC boundary conditions, the actuation and sensing location is = 0.025 m from the
left clamped end. These locations for the driving point FRFs were chosen such that they
do not correspond to any node of any mode of interest.
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Figure 4.16: FRFs for an unwrapped beam (EB), and string-harnessed beam using per-
turbation theory and exact solution for variable string wrapping angle with Base 2.
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Figure 4.17: FRFs for an unwrapped beam (EB), and string-harnessed beam using per-
turbation theory and exact solution for variable string wrapping angle with Base 10.
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Figures 4.16 and 4.17 clearly demonstrate that the perturbation theory results agree
quite strongly with the analytical and FEA results for the diagonal and zigzag wrapping
patterns, respectively. The FRF's agree in terms of natural frequencies, location of antires-
onance, and amplitude. Furthermore, all the perturbation theory results, regardless of how
the reference values were determined or the number of corrections used, agreed very well.
For all of the FRF's presented, the largest absolute error in the first 10 natural frequencies
for the diagonal wrapping pattern is 0.095% and for the zigzag wrapping pattern is 0.443%.
Finally, it is seen in Figs. 4.16 and 4.17 that there is a very obvious shift in the FRF's of the
unwrapped system and the string-harnessed system. This highlights the significant impact
of a string harness, particularly with respect to the added stiffness to the system.

Fundamental Frequency

Using the perturbation theory, the frequencies of the non-periodic string-harnessed system
are found. Of particular interest is the fundamental frequency as it is the most easily
excited. The fundamental frequency for both wrapping patterns given Base 2 is presented
in Fig.4.16 and given Base 10 in Fig. 4.17. In these figures, the fundamental frequency for
variable percentage change in the wrapping angle is considered.
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Figure 4.18: Fundamental frequency for variable percentage change in wrapping angle with
Base 2.
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Figure 4.19: Fundamental frequency for variable percentage change in wrapping angle with
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Figures 4.18 and 4.19 clearly demonstrate a notable impact of the percentage change
in the wrapping angle on the value of the fundamental frequency. Quantitatively, the
percentage difference between the smallest and largest analytical values of the fundamental
frequency for the diagonal pattern with Base 2 is 2.25% for CC, 0.62% for CF, and 0.69% for
FF boundary conditions. For the diagonal pattern with Base 10 this percentage difference
is 7.49% for CC, 4.60% for CF, and 7.56% for FF boundary conditions. For the zigzag
pattern with Base 2 this percentage difference is 4.95% for CC, 0.60% for CF, and 3.30%
for FF boundary conditions. For the zigzag pattern with Base 10 this percentage difference
is 9.74% for CC, 7.13% for CF, and 11.62% for FF boundary conditions.

The diagonal wrapping pattern results in the figures clearly show that the multiple
perturbation theory results all agree very well with the analytical results. The zigzag
wrapping pattern results in the figures show that the Grad. 1 perturbation results always
overpredict the FEA and the other perturbation theory results are all quite similar to the
FEA. This is expected as additional corrections in the perturbation theory leads to more
accurate results. Furthermore, for the zigzag wrapping pattern, the norm minimization
results with optimal p-value provided the most accurate frequency prediction to the FEA.

The behaviour in Figs. 4.18 and 4.19 for the Base 2 and Base 10 results shows that
in both cases there is an overall decrease in the fundamental frequency as the percentage
change in the wrapping angle over each section increases. This behaviour is expected since
as the string is more tightly wrapped, there is a decrease in the bending stiffness and an
increase in the mass per unit length. Comparing the diagonal pattern results for the Base
2 and Base 10, there is a larger overall decrease in the frequencies for the Base 10 case.
This occurs since the Base 10 case allows for significantly more lumped masses to be added
into the system as the string is more tightly wrapped. The CC boundary conditions results
are similar in both the Base 2 and Base 10 cases and in both the CF and FF boundary
conditions there are sudden decreases in the value of the frequency. As the system is more
tightly wrapped, additional lumped masses are introduced at the right free end for the
system causing a sudden increase in the kinetic energy of the system, resulting in a sudden
decrease in the frequency.

Comparing the zigzag pattern results for the Base 2 and Base 10, there is a larger
overall decrease in the frequencies for the Base 10 case. This occurs since the Base 10 case
allows for significantly more total string mass to be added into the system as the string is
more tightly wrapped. Furthermore, it is observed that the boundary conditions as well as
the initial wrapping angle (Base 2 or Base 10) play a significant role in the behaviour of the
fundamental frequency when the percentage change in the wrapping angle is varied. Many
different types of behaviours are observed in the results, such as seemingly random results
in Fig. 4.18b, sudden decreases in the value of the frequency in Figs. 4.18e and 4.19b, and
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smooth results as in Fig. 4.19f. Such variability in the response of the system to variations
in the percentage change in the wrapping angle over each section indicates the importance
of developing a model for string-harnessed systems and gaining physical intuition.

Physical intuition for the effect of changes in the system parameters on the frequencies
begins from the PDE for the free transverse vibrations in Eq. (3.59). Assume a separable
solution of the form w(x,t) = wu(z)e™! and integrate over the domain of the system.
Performing integration by parts, the square of the frequency can be expressed as

) LB (£2) dr
% fol {pA(z) + > 1"y Mid(z — zp) }u? da

The numerator of Eq. (4.19) is the strain energy of the system and the denominator is a
quantity related to the kinetic energy of the system for a given displacement u(x). Con-
tinuing with the analysis of Eq. (4.19), unit normalized mode shapes u,(z) are employed.
Unit normalized mode shapes are used instead of mass normalized mode shapes as the lat-
ter would cause the denominator of Eq. (4.19) to be unity due to the mass normalization
condition.

2

(4.19)

dx?

If the value of FI(x) is increased by a scalar multiple, then the strain in the system will
increase while the kinetic energy related integral is unchanged. This leads to an increase in
the frequencies, as expected. Next, consider how the form of E1(x) affects the strain energy
in the system. To begin, the second derivative for the unit normalized fundamental mode
shape is presented in Fig. 4.20. In Fig. 4.20 the perturbation theory results for the gradient
minimization with second-order corrections and Base 2 are used for both the diagonal and
zigzag wrapping patterns. A small percentage change in the wrapping angle of 0.8248%
and 0.2720% over each section was chosen arbitrarily for the diagonal and zigzag wrapping
pattern, respectively.

2
The strain energy due to the n'® unit normalized mode shape is % fol El(z) <d2un> dx.
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Figure 4.20: Second derivative of unit normalized fundamental mode shape for Base 2
system with small positive percentage change in wrapping angle over each section.
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For a string-harnessed system, the bending stiffness is constant when the string is on
the top or bottom face of the beam and is parabolic when the string is on the side of
the beam. When the string is on the side of the beam, the parabolic shape has positive
curvature and minimum value of E, [, — TfT’;. When the bending stiffness decreases, locally
the string-harnessed system is more compliant and thus will exhibit a higher curvature at
these locations. These sections of sudden increase in curvature can be seen as additional
“peaks” in Fig. 4.20 for the zigzag wrapping pattern. As there are no sections of the string
running diagonally on the side of the host structure for the diagonal wrapping pattern,
there are no additional “peaks” observed in Fig. 4.20. An alternative method to describe
the presence of the peaks is that the moment of the system must be continuous and
differentiable, hence locations where the bending stiffness has parabolic decreases it must
also be that the magnitude of the curvature has parabolic increases.
d2u,
dz?2
Using the same unit normalized mode shape as before, the integrand associated with the
fundamental mode is presented in Fig. 4.21.

Next, consider the integrand of the numerator in Eq. (4.19), namely FI(z) (
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It is seen in Fig. 4.21 that the overall shape of the integrand is similar between the
diagonal and zigzag wrapping patterns. Furthermore, it is seen that the locations of in-
creased curvature in the unit normalized mode shape cause an increase in the value of the
integrand over the section of the side string. As expected, since for the diagonal wrapping
pattern there are no peaks of increased curvature, there are no peaks in the integrand
results. Using this insight, a small variation in the wrapping pattern that moves a section
of string on the side of the beam closer to areas of higher curvature will increase the strain
energy locally in the system. Additionally, the local strain energy in the system will in-
crease if a small variation in the wrapping pattern introduces a new section of string on
the side of the beam at a clamped end, a location which has a high value for the curvature.

The kinetic energy related component in the system for the n'® unit normalized mode
shape is %fol {pA(z) + >t Mipd(x — xx) } u dz. If the value of pA(z) is increased by a
scalar multiple, then the kinetic energy related component in the system will increase while
the strain energy is unchanged. This leads to a decrease in the frequencies, as expected.
Next, consider how the form of pA(z) affects the kinetic energy related component of the
system. The unit normalized fundamental mode shapes that were considered previously
for the strain energy in the system are presented in Fig. 4.22 for both the diagonal and
zigzag wrapping patterns.
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Figure 4.22: Unit normalized fundamental mode shape for Base 2 system with small posi-
tive percentage change in wrapping angle over each section.

227



Figure 4.22 clearly shows that the unit normalized mode shapes for the diagonal and
zigzag wrapping patterns are almost identical. Referring back to the expression for the
kinetic energy related component, it is clear that small variations in the wrapping pattern
that add mass near locations of peaks in the mode shape displacement will increase this
quantity. Additionally, the kinetic energy related component of the system will increase
if a small variation in the wrapping pattern introduces a lumped mass at a free end, a
location which has a large displacement in the mode shape.

Given a variable percentage change in the wrapping angle over each section, Figs. 4.23
and 4.24 present the strain energy and kinetic energy related components for the unit nor-
malized fundamental mode for the diagonal and zigzag wrapping patterns, respectively.
The behaviour of each of these components can be used to determine the square of the
fundamental frequency, as per Eq. (4.19). For the diagonal wrapping pattern results, a
vertical line is included to denote locations at which an additional lumped mass is intro-
duced at the right end of the system. For the zigzag wrapping pattern results, a dotted
vertical line is included to denote locations at which a section of string on the side of the
beam begins to be added to the system and a dashed vertical line is included to denote
locations at which the same section of string on the side of the beam is done being added
to the system.
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Figure 4.23: Diagonal wrapping pattern strain and kinetic energy related components for
unit normalized fundamental mode shape for Base 2 system.
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Figure 4.24: Zigzag wrapping pattern strain and kinetic energy related components for
unit normalized fundamental mode shape for Base 2 system.
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For both the diagonal and zigzag wrapping patterns, the overall effect of increasing the
percentage change in the wrapping angle over each section is a decrease in the bending
stiffness and increase in the mass per unit length. This directly results in a decrease in the
strain energy in the system and an increase in the kinetic energy component of the system.
This overall behaviour is clearly observed in Figs. 4.23 and 4.24. In addition, it is seen that
the perturbation theory results agree quite well with the analytical and FEA results. In
particular, for the zigzag wrapping pattern the perturbation theory results with additional
corrections typically provided a better match than the perturbation theory results with
a single frequency correction. One exception to this was for the kinetic energy related
component given CC boundary conditions, although the variations from the FEA for the
higher-order perturbation theory were quite small.

For the diagonal wrapping pattern, when a lumped mass is added at the right end of
a CF or FF system, it is expected that there is a sudden increase in the kinetic energy.
Indeed this is the observed behaviour near the vertical lines in Figs. 4.23d and 4.23f. For
CC boundary conditions, the mode shape has zero displacement at the right end and thus
an additional lumped mass does not cause a sudden increase in the kinetic energy. Since
there are no sections of string running diagonally on the side of the beam for the diagonal
pattern, the strain energy does not experience any sudden changes. This is indeed the case
in Fig. 4.23.

For the zigzag pattern, as the percentage change in the wrapping angle is increased there
are multiple simultaneous effects. First, there are additional sections of string on the side
of the beam being added at the right end of the system that cause an increase in the local
strain energy. Second, the wrapping angle is increased and causes a smaller added stiffness
from the string. This results in a decrease in the strain energy and is attributed to the local
increase in the strain energy of the side section of string causing a decreasing in the overall
strain energy for the remainder of the system. Finally, as the percentage change in the
wrapping angle is increased there are side sections of string that move from low curvature
areas, to higher curvature areas, and back to low curvature areas. This behaviour is clearly
observed in Fig. 4.24a to the left of the first vertical line. Overall, these three effects will
combine in different manners for the various boundary conditions and this is evidenced by
the varying behaviour for the CC, CF, and FF boundary conditions. Since there are no
lumped masses added to the system for the zigzag wrapping pattern, it is expected that
the kinetic energy does not experience any sudden changes in the value. This is indeed the
case in Fig. 4.24.
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Error in Predicting Frequencies and Mode Shapes

For the diagonal and zigzag wrapping patterns given Base 2, the error in predicting the
fundamental frequency and mass normalized mode shape for variable percentage change
in the wrapping angle over each section is presented in Fig. 4.25 and 4.26, respectively.
For the diagonal wrapping pattern the error is calculated with respect to the analytical
solution and for the zigzag wrapping pattern the error is calculated with respect to the
FEA solution.
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Figure 4.25: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given diagonal wrapping pattern with Base 2 for variable percentage change
in wrapping angle.
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Considering the diagonal wrapping pattern results in Fig. 4.25, it is seen that the error
in both the frequency and mode shape increases rapidly as the percentage change in the
wrapping angle in the system approaches the maximum possible value. This increasing
error is attributed to the additional lumped masses that are introduced into the system
as the string is more tightly wrapped. In particular for some of the CF and FF boundary
conditions it is seen that there are sudden increases in the errors corresponding to points
where lumped masses are added into the system. Overall, the error in predicting the
frequency and mode shape is small, less than 0.2%.

Considering the zigzag wrapping pattern results in Fig. 4.26, it is seen that the boundary
conditions significantly affected the results for the error. It is observed for the fundamental
frequency that sudden increases in the error occur when the frequency suddenly decreases.
The behaviour is most noticeable for the CC boundary conditions. It is therefore concluded
that the error increases when sections of side string are moved towards or introduced at
locations of high curvature. For the CC boundary conditions this increase in errors occurs
more frequently since as the string is more tightly wrapped side sections of string are
introduced at the clamped end, a location of high curvature. For the CF and FF boundary
conditions the right end of the system has zero curvature, therefore side sections of string
are not introduced at a location of high curvature and there are no sudden increases. It is
clear that the perturbation theory with a single correction to the frequencies produces the
largest errors; the norm minimization with optimally determined p-value resulting in the
smallest errors. Overall, the absolute error in the frequencies was less than 0.5% and the
absolute error in the associated mode shape was quite small, less than 0.06%.

To analyze the error across multiples, the average of the sum of the absolute percentage
of error for the first 10 modes is presented in Table 4.6. The results are determined by
considering a variable percentage change in the wrapping angle over each section. In this
table, it is clearly shown that the perturbation theory with additional corrections produces
significantly smaller errors than the perturbation theory with a single correction to the
frequencies, as expected.

In terms of producing the smallest average sum of error, the norm minimization of
the difference (p = 1) proved the best for the diagonal wrapping pattern while the norm
minimization of the perturbation with optimal p produced the smallest average sum of
error the for the zigzag wrapping pattern. This was observed across all the boundary
conditions and for both the frequency and mode shape errors. Assuming for the zigzag
wrapping pattern that the frequencies are not known ahead of time, the second-order
gradient minimization method resulted in the smallest average sum of absolute error across
the boundary conditions considered.
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Table 4.6: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable percentage change in the wrapping angle over each section with
Base 2

Frequency Results Mode Shape Results
Result CC CF FF CcC CF FF
Diagonal Pattern (x1073)
Grad. 1 49.595 13.549 16.097 210.108 107.289 147.398
Grad. 2 6.149  0.966  1.056 1.234 0.215 0.305
Diff., p=1 5.740  0.923  1.046 0.985 0.158 0.244
Pert., p=1 5.791  0.940  1.067 0.993 0.160 0.247
Zigzag Pattern (x10°)

Grad. 1 2.188 2424 2576 1.495 1.378 1.757
Grad. 2 0.293 0.344  0.347 0.019 0.019 0.024
Diff., p opt. 0.064 0.078 0.092 0.007 0.008 0.010
Pert., p opt.  0.062  0.078  0.092 0.007 0.008 0.010
Diff., p=1 0.391  0.456  0.479 0.028 0.028 0.036
Pert., p=1 0.391  0.456  0.479 0.028 0.028 0.036

Consider next Figs. 4.27 and 4.28, which contain the absolute error in the fundamental
frequency and mode shape for variable percentage change in the wrapping angle over each
section given Base 10.
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Figure 4.28: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given zigzag wrapping pattern with Base 10 for variable percentage change in
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Figure 4.27 demonstrates that for the diagonal pattern the errors decrease as the per-
centage change in the wrapping angle over each section is increased, up until the system
is periodically wrapped. Then, the errors increase as the system becomes more tightly
wrapped. For the diagonal wrapping pattern, as the system goes from more loosely
wrapped to a periodically wrapped system the bending stiffness and mass per unit length,
excluding the lumped masses, become more constant throughout the system. This results
in smaller errors in the perturbation theory. As the system becomes more tightly wrapped
with a positive percentage change in the wrapping angle over each section the errors in-
crease due to the large amount of lumped masses added into the system. omparing the
various results, the perturbation theory with a single correction to the frequencies pro-
duced larger errors that the perturbation theory with additional corrections, as expected.
In general for all the results presented, the error in predicting the frequency was less than
0.2% and the error in predicting the associated mode shape was quite small, less than
0.09%.

Figure 4.28 demonstrates that the boundary conditions had a significant role in the
errors for the zigzag wrapping pattern. Similar to the explanation given when analyzing
the Base 2 results, the increases in errors correspond to decreases in the frequency value.
In particular for the CC boundary conditions side sections of string are frequently added at
a location of high curvature, resulting in multiple sudden decreases in the frequency value.
Therefore, multiple instances where the error increases in the perturbation theory results
are observed. Across the various presented methods for predicting the frequency and mode
shape, the perturbation theory with a single correction to the frequency typically produced
the largest absolute error. Overall, the absolute error in the frequency was less than 0.45%
and the absolute error in the mode shape is quite small, less than 0.05%.

Table 4.7 presents the average of the sum of the absolute percentage of error for the
first 10 modes for variable percentage change in the wrapping angle over each section.
The results are determined by considering a variable percentage change in the wrapping
angle over each section. These results, as expected, indicate that the perturbation theory
with additional corrections provide more accurate results than the first-order perturbation
theory, regardless of how the reference values are determined.

The norm minimization of the difference (p = 1) produced the smallest average sum of
absolute error for both the frequencies and mode shapes for the diagonal wrapping pattern.
The norm minimization using the difference with optimal p-value produced the smallest
average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping
pattern. For each wrapping pattern, the most accurate method was also independent of
boundary conditions. If an optimal p-value cannot be determined ahead of time, then for
the results presented the second-order gradient minimization method produces the most
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accurate results for the zigzag wrapping pattern for both the frequencies and mode shapes,
and given any of the boundary conditions.

Table 4.7: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable percentage change in the wrapping angle over each section with
Base 10

Frequency Results Mode Shape Results
Result CcC CF FF cC CF FF
Diagonal Pattern (x1073)
Grad. 1 111.484 108.381 84.094 908.989 731.719 890.520
Grad. 2 9.242 4.663  4.048 5.401 2.782 4.398
Diff., p=1 8.012 4.383  3.668 4.136 2.468 3.991
Pert.,p=1 8.022 4.390 3.671 4.140 2.469 3.993
Zigzag Pattern (x10°)

Grad. 1 2177 2.266  2.247 3.407 2.604 3.100
Grad. 2 0.207 0.216  0.251 0.020 0.016 0.021
Dift., p opt. 0.057 0.065  0.070 0.028 0.024 0.029
Pert., p opt. 0.057 0.065  0.070 0.029 0.024 0.030
Diff., p=1 0.300 0.330  0.331 0.023 0.018 0.023
Pert., p=1 0.310 0.341  0.341 0.023 0.018 0.024

To summarize, from the numerical simulations with variable percentage change in the
wrapping angle it is obvious that there is a significant advantage in using the perturbation
theory with additional corrections when compared to a single correction for the frequen-
cies. A clear pattern was observed with regards to the perturbation theory reference value
selection method that should be employed to obtain the most accurate results. For the
diagonal wrapping pattern, the norm minimization using the difference with p = 1 always
produced the smallest average sum of error for the first 10 modes of the system. It should
also be noted that the second-order gradient minimization method for the diagonal wrap-
ping pattern reported errors that were on average 15% larger than the optimal method.
For the zigzag wrapping pattern, the norm minimization methods with optimal p value
produced similarly accurate results for the average sum of error for the first 10 modes of
the system. If it is assumed that the frequencies of the system are not known ahead of
time, then an optimal p-value cannot be determined. If this is the case, then it is seen from
the presented results that the second-order gradient minimization method would provide
the most accurate method for determining the frequencies and mode shapes of the zigzag
system.
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4.2.3 Non-Periodic Wrapping Pattern: Variable Number of Strings
Description of System

The wrapping patterns used in these numerical simulations come from the previous non-
periodic example with variable wrapping angle. From the previous example, the smallest
change in the wrapping angle for the Base 10 system is used. This means that the pattern
in Fig. 4.14b is used for the diagonal wrapping pattern, and the pattern in Fig. 4.15b is
used for the zigzag wrapping pattern. For each of these wrapping patterns, a single string
is added to the system with the parameters listed in Section 2.3.7. Then, a second string
is added from the left end of the beam up to a given point. This location will be referred
to as the switching location as it is the position where the system switches from 2 strings
to 1. In the current set of simulations, the switching location is varied.

In addition to varying the switching location, two different sets of string parameters
will be considered for the second string that is added to the system. In the first case, a
second string with the same parameters as those listed in Section 2.3.7 will be used. This
will be referred to as the identical string case. In the second case, a string with a higher
modulus, Fy = 1.875 x 101 N/m?, and higher density, ps; = 8000 kg/m?3, compared to
the original system parameters are used. This will be referred to as the alternative string
case.

Frequency Response Functions

A first step in determining the accuracy of the perturbation theory model is to compare
the FRFs to the analytical and FEA solutions, which ever is appropriate based on the
wrapping pattern. The case of the second string being present on the left half of the beam,
for both an identical and an alternative string added, are considered. The FRF's containing
the first 10 bending modes for the CC, CF, and FF boundary conditions are presented in
Figs. 4.29 and 4.30. In addition, to highlight the stiffening effect of the string, the FRF
for an unwrapped beam is also presented in the figures. The unwrapped beam FRF was
determined using an EB model.

For all of the results in Figs. 4.16 and 4.17, driving point FRF's are presented. For CF
and FF boundary conditions, the actuation and sensing location is the free right end. For
the CC boundary conditions, the actuation and sensing location is z = 0.025 m from the
left clamped end. These locations for the driving point FRFs were chosen such that they
do not correspond to any node of any mode of interest.

241



T T T T EB T T
Analytical
Grad. 1
Grad. 2
100h Diff., p=1
— — Pert., p=1

=)
o

0 1000 2000 3000 4000 5000 6000 7000 8000
Frequency, Hz

(a) Diagonal, CC

Diff,p=1] | 1
— — Pert.,p=1

10710

3000 4000 5000 6000

Frequency, Hz

(c) Diagonal, CF

0 1000 2000

EB

2
10 o... Analytical 1
Srad. 1
Grad. 2
10°

1000 2000 3000 4000 5000 6000 7000 8000
Frequency, Hz

(e) Diagonal, FF

Figure 4.29: FRFs for an unwrapped beam (EB), and string-harnessed beam using per-

EB
o FEA
Grad. 1

——Pert., p=1

0 1000 2000 3000 4000 5000 6000 7000
Frequency, Hz

(b) Zigzag, CC

EB

o FEA
Grad. 1
Grad. 2

—-—-Part., p

0 1000 2000 3000 4000 5000 6000

Frequency, Hz
(d) Zigzag, CF
10%F ]
Diff., p = 89
) Pert., p = 143
10 — — Diff, p=1 1
——Pert., p=1

wce, m/N

0 1000 2000 3000 4000 5000 6000 7000
Frequency, Hz

(f) Zigzag, FF

turbation theory and exact solution for identical second string.

242



2l EB

10° Analytical

Grad. 1
Grad. 2

ol

10 Diff., p

— — Pert.,p=1| ¢

i
1000 2000 3000 4000 5000 6000 7000 8000
Frequency, Hz

(a) Diagonal, CC

- EB

o Analytical
Grad. 1
Grad. 2
Diff, p=1] 3
— — Pert., p=1

0 1000 2000 3000 4000 5000

6000
Frequency, Hz

(c) Diagonal, CF

EB
< Analytical
Grad. 1 1
Grad. 2
Diff., p=1
——Pert..p=1

0 1000 2000

3000 4000 5000 6000 7000 8000

Frequency, Hz

(e) Diagonal, FF

Figure 4.30: FRFs for an unwrapped beam (EB), and string-harnessed beam using per-

EB

o FEA
102

0 1000 2000 3000 4000 5000 6000

Grad. 1
Grad. 2
Diff., p = 20
Pert., p
— — Diff,
——-Port., p=1

7000

Frequency, Hz

(b) Zigzag,

——-Pert., p=1

1 -10 L L L L L L
" 1000 2000 3000 4000 5000 6000
Frequency, Hz
(d) Zigzag, CF
BB
. . . . . { e FEA
2 Grad. 1
10 Grad. 2
Diff., p = 82
Pert., p = 138
0
10°F, — = Diff, p=1
: —-=-Pert.,p=1
z
Z 10° g
¢

1000 2000 3000 4000 5000 6000

7000
Frequency, Hz

(f) Zigzag, FF

turbation theory and exact solution for alternative second string.




Figures 4.29 and 4.30 clearly demonstrate that the perturbation theory results agree
quite strongly with the analytical and FEA results for the diagonal and zigzag wrapping
patterns, respectively. The FRF's agree in terms of natural frequencies, location of antires-
onance, and amplitude. Furthermore, all the perturbation theory results, regardless of how
the reference values were determined or the number of corrections used, agreed very well.
For all of the FRF's presented, the largest absolute error in the first 10 natural frequencies
for the diagonal wrapping pattern is 0.892% and for the zigzag wrapping pattern is 1.245%.
Finally, it is seen in Figs. 4.29 and 4.30 that there is a very obvious shift in the FRFs
of the unwrapped system and the string-harnessed system. This highlights the significant
impact of a string harness, particularly with respect to the added stiffness to the system.

Fundamental Frequency
The fundamental frequency for variable switching location is presented in Fig. 4.31 for an

identical second string and in Fig. 4.32 for an alternative second string. In these figures
both wrapping patterns are considered.
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Figures 4.31 and 4.32 clearly show that the switching location from 2 strings to 1 plays
an important role in the value of the fundamental frequency. In addition, the parameters
of the second string as well as the boundary conditions are shown to play a role in the
results for the fundamental frequency. Quantitatively, the percentage difference between
the smallest and largest analytical values of the fundamental frequency for the diagonal
pattern with identical second string is 11.09% for CC, 11.30% for CF, and 11.94% for
FF boundary conditions. For the diagonal pattern with alternative string this percentage
difference is 10.16% for CC, 13.38% for CF, and 13.07% for FF boundary conditions.
For the zigzag pattern with identical second string this percentage difference is 7.09% for
CC, 7.73% for CF, and 9.61% for FF boundary conditions. For the zigzag pattern with
alternative string this percentage difference is 5.60% for CC, 9.08% for CF, and 10.33%
for FF boundary conditions. These large differences between the maximum and minimum
values highlight the importance of developing a model for non-periodically wrapped string-
harnessed systems.

Considering the diagonal wrapping pattern results, the various perturbation theory
results all match quite well with the analytical results with the exception of the Grad. 1
results, which typically overpredicts compared to the analytical results. This is expected
as including additional corrections in the frequencies and mode shapes will result in more
accurate predictions. In the zigzag wrapping pattern results it is also seen that the Grad.
1 results overpredict the exact results. Additionally, it is seen that the norm minimization
methods with optimally determined p-value provide the most accurate results. This is
particularly noticeable as the switching location becomes nearer to the right end of the
system.

Overall, it is seen that the effect of adding a second string for the parameters considered
is an overall increase in the fundamental frequency of the system. This indicates that the
added stiffening effect of the second string is greater than the added mass. Furthermore,
the pattern of the fundamental frequency observed for a given set of boundary conditions
are similar between the cases of identical and alternative second string being added to the
system. The results in Figs. 4.31 and 4.32 demonstrate that the overall increase in the
frequency is smaller for the alternative string than for the identical string. Hence, the
increased density of the alternative string has a larger effect than the increased modulus.
Finally, although the overall change in the frequency is larger for the identical string, it
occurs for certain switching locations that the frequency value of the system with the
alternative string is larger than the frequency of the system with the identical string. This
indicates that the boundary conditions and the location of the switch will play an important
role in determining if the added mass or added stiffness will be the dominant effect.

Using the physical intuition developed from the previous numerical results section on
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variable wrapping angle, the behaviours in Figs. 4.31 and 4.32 are interpreted. First con-
sider CC boundary conditions, which result in a fundamental mode shape with maximum
displacement at the centre of the system and larger curvature at the clamped ends and
at the centre of the system. In Figs. 4.31a, 4.31b, 4.32a, and 4.32b it is seen that there
is a rapid increase in the CC fundamental frequency when the switching location is near
the location of increased curvature as these locations will add more stiffness in the sys-
tem than mass. At locations where the curvature of the system is relatively small, the
effect of added mass will be more observable and this results in very little change to the
fundamental frequency.

For a system with CF boundary conditions, the fundamental mode shape has the largest
displacement at the free end of the system, along with zero curvature at this location.
The maximum curvature value is at the clamped end, along with zero displacement at
this location. This means that it is expected that when the switching location is near
the clamped end that the effect of added stiffness will be much larger than the added
mass, resulting in an increase in the frequency. Additionally, it is expected that when the
switching location is near the free end that the added mass mass will have a larger influence
than the added stiffness on the frequency. This behaviour is clearly seen in Figs. 4.31c,
4.31d, 4.32¢c, and 4.32d. Comparing the results of an identical and the alternative string
added to the system, it is seen that the increase in the fundamental frequency from the
initial value to the maximum is larger for the alternative string since this has a larger
modulus. Also, the value for the frequency when both strings are present over the entire
system is lower for the case of alternative string since this has a larger density than the
original string.

Lastly, FF' boundary conditions produce a fundamental frequency with larger displace-
ment at the free ends and at the centre of the system, and the maximum curvature is
located at the centre of the system. Further, the curvature of the system is 0 at the free
ends. From a physical point of view, it is therefore expected that the added mass effect will
be more dominant than the added stiffness effect at the free ends of the system while the
opposite is true at the centre of the system where the largest curvature is experienced. Fig-
ures 4.31c, 4.31d, 4.32¢, and 4.32d demonstrate that the fundamental frequency decreases,
to varying degrees, when the switching location is near the end points of the system and
increases significantly when the switching location is near the centre of the system. This
behaviour corresponds exactly to what is expected form the physical point of view. Finally,
the larger density of the alternative second string compared to the original string results
in a greater rate at which the frequency decreases when the switching location is near a
free end.
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Error in Predicting Frequencies and Mode Shapes

For the diagonal and zigzag wrapping patterns given an identical second string added
to the system, the error in predicting the fundamental frequency and mass normalized
mode shape for variable switching location is presented in Fig. 4.33 and 4.34, respectively.
For the diagonal wrapping pattern the error is calculated with respect to the analytical
solution and for the zigzag wrapping pattern the error is calculated with respect to the
FEA solution.
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Figure 4.33: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given diagonal wrapping pattern with identical second string for variable
switching location.
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Considering the diagonal wrapping pattern results in Fig. 4.33, it is seen that the error
in both the frequency and mode shape attains the maximum near a switching location of
x =1/2 for CC and FF boundary conditions. For CF boundary conditions the maximum
errors for the frequency and mode shape was observed near a switching location of x = /4.
It is therefore concluded that the diagonal wrapping pattern exhibits higher errors when the
switching location is near an area of high curvature. Furthermore, it is seen in Fig. 4.33 that
the norm minimization methods exhibit a sudden decrease in the error when the switching
location is near areas of large displacement. This behaviour is not observed for the gradient
minimization method and the smoothly varying errors of this method are seen as a benefit
for using the gradient minimization. For the various perturbation theory results presented,
the perturbation theory with additional corrections always produced smaller errors when
compared to the perturbation theory with a single correction to the frequencies. Overall,
the error in predicting the frequency was less than 0.8% and the error in predicting the
associated mode shape was less than 0.16%.

In Fig. 4.34 it is clearly seen that perturbation theory results with additional correc-
tions resulted in smaller errors than for the Grad. 1 method. Additionally, for all the
perturbation theory results presented, the errors in the frequencies experience an overall
increase as the switching location increases. As the second string is added into the system,
the perturbations in the mass per unit length and bending stiffness become increasing
larger, resulting in larger errors. As with the diagonal wrapping pattern, it is seen for the
zigzag wrapping pattern the norm minimization results experience sudden jumps in the
errors reported for the frequencies. Such a behaviour is not present in the Grad. 2 method
results and the smooth errors are considered an advantage of this method over the norm
minimization methods. Additionally, when comparing the behaviour of the errors to the
behaviour of the frequencies for variable switching location, it is seen that typically the
errors increase at the same time that the frequency in the system increases. Since the
fundamental frequency of the system increases most rapidly when the switching location is
near areas of high curvature, it can be concluded that when the switching location is near
an area of high curvature that the errors in predicting the frequency will increase. Finally,
It is clear that the norm minimization with optimally determined p-value resulted in the
smallest errors. Overall, the absolute error in the frequencies was less than 1.5% and the
absolute error in the associated mode shape was very small, less than 0.08%.

To analyze the error across multiple modes, the average of the sum of the absolute
percentage of error for the first 10 modes is presented in Table 4.8. The results are de-
termined by considering a variable switching location from 2 strings to 1 string. In this
table, it is clearly shown that the perturbation theory with additional corrections produces
significantly smaller errors than the perturbation theory with a single correction to the
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frequencies, as expected.

In terms of producing the smallest average sum of error, the second-order gradient
minimization method proved the best for the diagonal wrapping pattern while the norm
minimization using the difference with optimal p produced the smallest average sum of
error the for the zigzag wrapping pattern. This was observed across all the boundary
conditions and for both the frequency and mode shape errors. Assuming for the zigzag
wrapping pattern that the frequencies are not known ahead of time, the second-order
gradient minimization method typically resulted in the smallest average sum of absolute
error across the boundary conditions considered. The exception was for FF boundary
conditions where the norm minimization using the difference with p = 1 provided slightly
more accurate estimates for the frequencies.

Table 4.8: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable switching location with identical second string

Frequency Results Mode Shape Results

Result CcC CF FF CcC CF FF
Diagonal Pattern (x10°)
Grad. 1 2.181 2.164 2.295 8.236 7.084 10.033
Grad. 2 0.222 0.232 0.263 0.146 0.117 0.184
Diff, p=1 0.336 0.336 0.367 0.217 0.165 0.254
Pert., p=1 0.327 0.322 0.354 0.211 0.160  0.247
Zigzag Pattern (x10°)

Grad. 1 6.240 6.056 6.111 4.663 3.627  5.014
Grad. 2 0.643 0.789 0.925 0.098 0.089 0.125
Diff., p opt. 0.233 0.188 0.221 0.121 0.103  0.144
Pert., p opt. 0.237 0.189 0.222 0.120 0.104  0.145
Difft, p=1 0.857 0.820 0.857 0.122 0.104  0.150
Pert., p=1 1.017 0.979 1.011 0.124 0.108  0.155

Consider next Figs. 4.35 and 4.36, which contain the absolute error in the fundamental
frequency and mode shape for variable switching location given the alternative second
string parameters. Recall that the alternative string has a higher modulus and higher
density than the original string parameters.
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Figure 4.35: Absolute percentage of error in fundamental frequency and mass normalized
mode shape given diagonal wrapping pattern with alternative second string for variable
switching location.
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Figures 4.35 and 4.36 for the alternative string results present similar behaviours as
those in Figs. 4.33 and 4.34 for the identical string. Namely, it is clearly seen that the
Grad. 1 method results in the largest errors for both the frequency and mode shape. In
addition, for the norm minimization methods there are sudden increases and decreases
in the errors, which produce non-smooth errors. This does not occur for the gradient
minimization method and highlights an advantage to using this method.

Figure 4.35 demonstrates that for the diagonal pattern with CC and FF boundary
conditions the absolute error attains the maximum value in the frequency and mode shape
near a switching location of = /2. For CF boundary conditions the frequency and
mode shape attains its maximum near a switching location of x = [/4. Hence the error in
predicting the frequencies peaks at locations where the switch is made in a high curvature
area. For all the results presented, the error in predicting the frequency was less than 0.9%
and the error in predicting the associated mode shape was less than 0.25%. Figure 4.36 for
the zigzag wrapping pattern demonstrates that, as was the case with the identical string,
the errors in the frequency increases when the value of the frequency increases. Therefore
when the switching location is near an area of high curvature it is expected that the error
in predicting the fundamental frequency will increase. Overall, the absolute error in the
frequency was less than 1.8% and the absolute error in the mode shape is less than 0.16%.

Table 4.9 presents the average of the sum of the absolute percentage of error for the
first 10 modes for variable switching location. The results are determined by considering a
variable switching location from 2 strings to 1 string. These results, as expected, indicate
that the perturbation theory with additional corrections provide more accurate results than
the first-order perturbation theory, regardless of how the reference values are determined.

The second-order gradient minimization method produced the smallest average sum of
absolute error for both the frequencies and mode shapes for the diagonal wrapping pattern.
The norm minimization using the difference with optimal p-value produced the smallest
average sum of absolute error for both frequencies and mode shapes for the zigzag wrapping
pattern. For each wrapping pattern, the most accurate method was also independent of
boundary conditions. If an optimal p-value cannot be determined ahead of time, then for
the results presented the norm minimization using the difference with p = 1 produced the
most accurate estimates for the frequencies and the second-order gradient minimization
method produced the most accurate estimates for the mode shapes.
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Table 4.9: Natural frequency and mode shape average absolute sum of error for the first
10 modes given variable switching location with alternative second string

Frequency Results Mode Shape Results

Result cC CF FF cC CF FF
Diagonal Pattern (x10°)
Grad. 1 2.643 2.686 2.804 6.078 5.394 7.875
Grad. 2 0.261 0.284 0.319 0.104 0.085 0.137
Diff, p=1 0.608 0.611 0.662 0.299 0.229 0.349
Pert.,p=1 0.593 0.587 0.636 0.301 0.231 0.347
Zigzag Pattern (x10°)

Grad. 1 7.227 6.983 7.029 4.405 4.177 5.125
Grad. 2 1.125 1.300 1.429 0.128 0.136 0.171
Diff., p opt. 0.292 0.248 0.267 0.152 0.141 0.189
Pert., p opt. 0.297 0.252 0.268 0.152 0.141 0.189
Diff, p=1 1.044 1.003 1.049 0.170 0.151 0.208
Pert.,p=1 1324 1.264 1.308 0.172 0.159 0.213

To summarize, from the numerical simulations with variable switching location it is
obvious that there is a significant advantage in using the perturbation theory with addi-
tional corrections when compared to a single correction for the frequencies. A clear pattern
was observed with regards to the perturbation theory reference value selection method that
should be employed to obtain the most accurate results. For the diagonal wrapping pattern,
the second-order gradient minimization method always produced the smallest average sum
of error for the first 10 modes of the system. For the zigzag wrapping pattern, the norm
minimization method using the difference with optimal p value produced the smallest aver-
age sum of error for the first 10 modes of the system. If it is assumed that the frequencies of
the system are not known ahead of time, the second-order gradient minimization method
typically provided the most accurate method for determining the frequencies and mode
shapes of the zigzag system. The exception was for the alternative string where the norm
minimization using the difference and p = 1 predicted the frequencies most accurately in
the absence of known values.
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4.3 Experimental Validation

4.3.1 System Description

The non-periodic string-harnessed system wrapping pattern considered experimentally is
presented in Fig. 4.37. Non-periodicity is introduced into the system by varying the wrap-
ping angle by a prescribed percentage increase or decrease each time the string goes from
one face of the host structure to another.
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Figure 4.37: String-harnessed system with variable wrapping angle.

A clamped-free system is considered and the perturbation theory approach developed in
Chapter 3 is applied to determine the natural frequencies and mode shapes. The clamped
end of the beam is attached to a shaker and this provides the excitation to the system.

4.3.2 Frequency Response Function

To calculate the FRF using the results of the perturbation theory, first find the FRF
assuming a set of mode shapes that are exact for the spatially varying problem. Denote

this set of mode shapes by {an(x)} and denote the frequency associated with the n'®
n=1

mode shape by @,. Let the mode shapes satisfy the normalization conditions

-~

l ~
3y = [ pA@H()5,x) da (4.20a)

R lA d2 d2/\j
526, = /O bile) [El(m) ¢ (“")] da (4.20D)

da?
where 9;; is the Kronecker delta. Again, the normalization conditions are chosen such that

the modes of the system can be decoupled when determining the time response of the
system.
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As the clamped portion of the system is attached to a shaker, the boundary conditions
of the system must be updated to include the motion of the base. Therefore for ws # 0
the experimental boundary conditions are

ow(0,t)
Ox =0

w(0,) = P sin(wgt)
wS

EI(Z)a%(l,t) 0 82w(a:,t)] 0

Oz =0 8:(}|:E (z) ox? |,

(4.21)

In the boundary conditions, the driving frequency of the shaker is wy, the gravitational

acceleration is g, and g; denotes a dimensionless gravitational acceleration factor. The

PDE for the transverse motion of the system is that same as that obtained in Eq. (4.16)

with the lumped masses set to 0.
2 20 20

% {El(x)g?} + pA(x)%? =0 (4.22)

First, the nonhomogeneous boundary conditions are removed by introducing a func-

tion that satisfies the boundary conditions in Eq. (4.21). Such a function is r(x,t) =

99y sin(wst) /w?. Make the substitution w(z,t) = y(z,t) +r(z,t) into the PDE and bound-
ary conditions. The PDE in terms of y(z,t) that is to be solved is

0? 0%y 0%y ,
Eye [EI(:E)%] + pA(x)@ = pA(z)ggy sin(wst) (4.23)
and the boundary conditions are
dy(0,t) y(l,1) d Py(a,t)
t) = - = EI(l = — |Fl(z)————= =0 (4.24
v0.0 =0 TRE =0 BITESE =0 o PI@TEEE| <0 (424

The solution to the PDE in Eq. (4.23) with the boundary conditions in Eq. (4.24) can be
expressed in terms of the mode shapes as y(x,t) = >, gu(t)dn(z). The functions g, (1)
are yet to be determined.

Substitute the series solution for y(z,t) into the PDE in Eq. (4.23), multiply by éﬁ\z(a;),
and integrate over the length of the domain. Then, applying the normalization conditions
in Eq. (4.20) yields

l o~ ~
Gi(t) + Dlgi(t) = ggf/[) pA(x)di(x) dz sin(wst) = ggyd; sin(wst) (4.25)

For the FRF, the steady-state solution is of interest. For the case of the clamped end
excited by a shaker the steady-state solution is

99rPi .
58,1 t) = = st 4.26
nilt) = 237 3 sin(ent) (4.26)



Using the steady-state solution for the g;(t), the steady state for the transverse vibra-
tions of the string-harnessed system given by Eq. (4.22) is

wss(x7 t) = T(‘T’ t) + yss(xv t) =99y ( + Z ¢l¢i WQ) Sin(wst) <427)

The FRF is obtained by dividing the steady-state response for the displacement by the
amplitude of the input acceleration to the shaker, and then taking the magnitude.

m
Z

In Eq. (4.28) the sensing location x is measured from the clamped end and is the FRF of
the system assuming exact mode shapes for the spatially varying system. To obtain the
FRF using the perturbation theory results, the frequencies obtained from the perturbation
theory are used for w; and the mode shapes obtained from the perturbation theory are
used for ¢;(x).

H(z,ws) = (4.28)

4.3.3 Experimental Setup

The experimental setup used for the non-periodic wrapping pattern tests is the same that
was previously used for the periodic wrapping pattern tests in Section 2.2.2. Furthermore,
the non-periodic string wrapping pattern is applied in the same manner as the periodic
wrapping pattern. A hanging mass is used to applied a pre-tension in the string and then
it is wrapped around the host structure. There is a small hole at the free end of the system
that is used to tie the string and reflective tape is added to ensure optimal measurements.
Figure 4.38 shows one of the test setups used in the non-periodic wrapping pattern tests.

* Reflective Tape

e/ /]

Figure 4.38: String-harnessed beam with non-periodic wrapping pattern.

The host structure is an aluminium alloy 6061 beam with 0.01306 m width, 0.00146 m
thickness, and 0.251 m length. The modulus is 68.9 GPa and the density is 2768 kg/m?.
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This is the same beam that was used in the periodic wrapping pattern tests and was
referred to as Beam 2.

4.3.4 String-Harnessed System Experimental and Analytical FRFs

A PowerPro Super 8 Slick 80 b break strength fishing line is used for the experimental tests.
This is the same type of string used for the periodic wrapping pattern tests in Section 2.4.3
with a radius of 0.20955 mm, a density of 1400 kg/m?, and a modulus of 128.04 GPa. A
first round of tests are performed with a single string pre-tensioned with 8.3 N. A second
round of tests with three string harnesses, all with the same wrapping pattern, is performed
with each of the three strings pre-tensioned with 13.3 N. A sensing location of 0.0513 m +
0.0013 m was used with variations as a result of the variable wrapping pattern.

Beginning from the free end of the system, the wrapping angle of the string is varied by
a fixed percentage each time the string goes from one side of the host structure to another.
Multiple wrapping patterns are produced by varying the percentage change in the wrapping
angle over each section. Figure 4.39 presents a top-down view of the wrapping patterns
that are considered for both the single and three string tests along with the percentage
change over each section noted. In Fig. 4.39, the dashed lines represent a section of string
on the bottom face of the beam. Each of the wrapping patterns are setup so that the string
is attached to the small hole at the free end of the beam and also so that the wrapping
angle at the clamped end is roughly similar across all the tests.

(a) Test 1 (-0.72%) (b) Test 2 (-0.64%)

(c) Test 3 (0%) | (d) Test 4 (4.05%)

(e) Test 5 (18.27%)

Figure 4.39: Wrapping patterns for non-periodic tests with percentage change in wrapping
angle noted.

Using the same acceleration profile as the periodic wrapping pattern tests in Sec-
tion 2.4.3, the FRF's for the non-periodic wrapping patterns are obtained. Figures 4.40-
4.44 present the FRFs for the single string tests and Figs. 4.45-4.49 present the FRF's

261



for the three strings tests. In these figures experimental results are presented for the
string-harnessed system, denoted by “Exp. SH”, as well as experimental results for the
unwrapped system, denoted by “Exp. Un.”. Also included in the results is the FRF for a
mass updated system, denoted by “MU”. The mass updated model neglects the stiffening
effect of the string and accounts only for the added mass. Using EB beam assumption,
an analytical solution for the MU model can be found and the details are presented in

Appendix D.

Additionally in the figures, two FRF results for the perturbation theory are presented.
The first is the perturbation theory using the gradient minimization method to determine
the reference values, denoted “Pert., Grad.”, and the second is the L, norm minimization
with optimally chosen p with the best result take from the difference and perturbation norm
minimization approaches, denoted “Pert., Opt.”. In the numerical simulations it was seen
that without prior knowledge of the frequencies of the system, the gradient minimization
method typically produced the most accurate results for the perturbation theory method.
It is of interest to determine how these results compare to the case when the frequencies
are known beforehand to optimally choose the reference values.
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Figure 4.40: Single string analytical and experimental FRF comparison, test 1.
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Figure 4.41: Single string analytical and experimental FRF comparison, test 2.
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Figure 4.42: Single string analytical and experimental FRF comparison, test 3.
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Figure 4.43: Single string analytical and experimental FRF comparison, test 4.
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Figure 4.44: Single string analytical and experimental FRF comparison, test 5.
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Figure 4.45: Three strings analytical and experimental FRF comparison, test 1.
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Figure 4.46: Three strings analytical and experimental FRF comparison, test 2.
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Figure 4.47: Three strings analytical and experimental FRF comparison, test 3.
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Figure 4.49: Three strings analytical and experimental FRF comparison, test 5.

Very good agreement is observed between the analytical and experimental results in
Figs. 4.40 - 4.49 with respect to the amplitude, value of the natural frequencies, and location
of antiresonances. As was observed in previous tests for periodic wrapping patterns, there
is an additional peak near 1700 Hz due to the small section of beam that extends beyond
the clamp. Furthermore, it should be noted that the value of the resonant peaks of the
experimental and analytical models do not match due to the absence of damping in the
analytical model. Additionally, there is no observable difference between the perturbation
theory FRFs, indicating that without prior knowledge of the frequencies excellent results
are achieved.

It is quite clear from the results in Figs. 4.40 - 4.49 that the perturbation theory FRFs
provide a much better match for the experimental string-harnessed FRFs than the mass
updated model. The results for Tests 4 and 5 in particular clearly highlight this. The
perturbation theory results providing a more accurate FRF than the mass updated model
indicates the importance of including the effect of stiffening in the analytical model. Fur-
thermore, it is seen through experimentation that the frequencies of the string-harnessed
system can be significantly larger than those of the unwrapped system. One of the lim-
itations of the mass updated model is the inability to predict frequencies that are larger
than those of an unwrapped system. This is due to the added mass in the model causing
a decrease in the frequencies and clearly highlights the advantage of using the proposed
model and perturbation theory.

Two effects are observed on the natural frequencies going from Test 1 to Test 5 as the
wrapping pattern is increasingly more loosely wrapped. When the string-harnessed system
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is more loosely wrapped, the total added mass by the string decreases. This has the effect
of increasing the frequencies of the system. The second effect is an increase in the stiffening
effect due to the string as the system is more loosely wrapped. The increase in the string
stiffening effect is due to an overall decrease in the wrapping angle as the string is more
loosely wrapped and will cause an increase in the frequencies of the system. Therefore,
due to both of these effects, in going from Test 1 to Test 5 it is expected that the natural
frequencies of the string-harnessed system will increase. The natural frequencies are listed
in Table 4.10 and indeed an increase in the frequencies from Test 1 to Test 5 is observed
for both the single and three string tests.

It is also shown in Table 4.10 that the perturbation theory results for the proposed
model of a string-harnessed system are quite accurate in predicting the natural frequencies
of the system when compared to experimental results. Also, the errors reported by the
gradient and optimally chosen references values for the perturbation theory are almost
identical. Plots of the absolute percentage of error for all the tests performed are presented
in Fig. 4.50 for the gradient results and in Fig. 4.51 for the optimally determined results.
For the gradient norm minimization perturbation theory results the largest absolute error
obtained for the single string tests is 1.11%, with an average absolute error of 0.48%, and
the largest absolute error obtained for the three strings tests is 3.28%, with an average
absolute error of 1.33%. For the norm minimization with optimal p-value perturbation
theory results the largest absolute error obtained for the single string tests is 1.11%, with
an average absolute error of 0.48%, and the largest absolute error obtained for the three
strings tests is 3.27%, with an average absolute error of 1.32%.
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Figure 4.50: Absolute percentage of error of perturbation theory with gradient method
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Figure 4.51: Absolute percentage of error of perturbation theory with optimal reference
model frequencies compared to experimental frequencies.

Figures 4.50 and 4.51 further demonstrate that the results obtained by the two per-
turbation theory results are essentially identical to one another. In these figures, it is
demonstrated that for both the single and three string tests the absolute percentage of er-
ror is relatively consistent for each of the five tests. Consistency in the error indicates that
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as the wrapping pattern is varied the analytical model does not introduce additional error
into the prediction of the natural frequencies and therefore accurately captures changes
from one test to another. Finally, it is seen that the error is larger in the three strings test
when compared to the single string test for a given wrapping pattern, in particular for the
tests which are more loosely wrapped. This is attributable to the larger string-to-host-
structure cross-sectional area for the three strings test compared to the single string test;
a similar result was observed experimentally for the periodic pattern tests in Section 2.4.4.

During testing the string-harnessed system FRF was first obtained, then the string(s)
carefully removed, and the FRF for the unwrapped beam was obtained. Figure 4.52
presents the experimental natural frequencies for the string-harnessed and unwrapped sys-
tems, as well as the perturbation theory string-harnessed model frequencies, given both
approaches, for the single string tests. Figure 4.53 presents the experimental natural fre-
quencies for the string-harnessed and unwrapped systems, as well as the perturbation
theory string-harnessed model frequencies, given both approaches, for the three strings
tests. Table 4.11 presents the experimental natural frequencies and the percentage change
going from unwrapped to string-harnessed.
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Small variations in the frequency for the unwrapped system are observed in Figs. 4.52
and 4.53 due to human error in clamping the system at the same exact length between
the various tests. However since the string-harnessed results were obtained and then the
string(s) removed to then obtain the unwrapped results, this provides a fair comparison
between the frequencies for a given test number. In particular, this allows for a fair
comparison of the percentage change in the frequency from the unwrapped to the string-
harnessed system between the various tests.

For both the single and three string tests, it is seen in Table 4.11 that the string-
harnessed system frequencies are typically smaller than the unwrapped system for Tests 1
and 2. When the strings are tightly wrapped, as in Tests 1 and 2, it is seen that the added
mass effect is larger than the stiffening effect. This causes a decrease in the frequencies of
the system when the string is added. For both the single and three string tests, it is seen
in Table 4.11 that the string-harnessed system frequencies are larger than the unwrapped
system for Tests 4 and 5. When the strings are loosely wrapped, as in Tests 4 and 5, it is
seen that the added stiffening effect is larger than the mass effect. This causes an increase
in the frequencies of the system when the string is added. It is also seen that the magnitude
of the frequency increase for the three strings tests is much larger than for the single string
tests. When the mass effect is dominant, the three strings added 3 times more mass than
the single string, creating a larger decrease in the frequencies. When the stiffening effect is
dominant, the three string add significantly more stiffness than the single string, creating
a larger increase in the frequencies.

Additionally, it is seen in Table 4.11 that experimentally the overall stiffening effect
of the strings was not negligible. In particular for Test 5 the percentage increase in the
frequency from an unwrapped system to a string-harnessed system was as large as 2.554%
for a single string system and 6.28% for a three strings system. This highlights the impor-
tance of the modelling the strings accurately in the system and that the stiffening effect
cannot be ignored.

In summary, it has been shown experimentally that the stiffening effect of string har-
nesses is significant, in particular for more loosely wrapped patterns where the string-
harnessed frequencies are significantly larger than an unwrapped system. The natural
frequencies and FRF's for the perturbation theory results of the proposed string-harnessed
system model were shown to match quite well with experimental results, for both single
and three string tests. Two methods for determining the perturbation theory reference
values were considered, one with and one without prior knowledge of the frequencies of
the string-harnessed system. It was seen for the cases considered that there is very little
advantage in terms of the errors obtained of using the optimally chosen reference values
over the gradient method. This highlight the ability of the gradient method to predict
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the frequencies of the system with great accuracy. Finally, the string-harnessed perturba-
tion theory results were compared to a mass updated model to highlight the importance
of modelling the stiffening effect of the strings. These results validate the ability of the
proposed model to accurately model non-periodic wrapping patterns for string-harnessed
systems.

4.4 Chapter Summary

In this chapter, a spatially dependent model for string-harnessed system that can account
for periodic and non-periodic wrapping patterns was developed. The perturbation the-
ory previously developed in this thesis was then used to determine the frequencies and
mode shapes. For periodic wrapping patterns, it was clearly shown that the perturbation
theory results were more accurate than using a homogenized model as in Chapter 2. Ad-
ditionally through this analytical study, it was found that adding string in locations of
high displacement in a mode shape lowers the frequency of that mode. Further, adding
string in locations of high curvature in a mode shape raises the frequency of that mode.
Interestingly, sections of string on the side of the beam increased the strain energy locally.

Experimental tests were performed to assess the accuracy of the perturbation theory
results for the string-harnessed model. Multiple wrapping patterns were considered, four
non-periodic and one periodic, and tested for a system with a single string as well as with
three strings. The FRFs for the perturbation theory results matched exceptionally well
with the experimental FRFs. For the single string tests, the largest percentage increase in a
frequency compared to an unwrapped system for a single mode was 2.554%. For the three
strings tests, the largest percentage increase in a frequency compared to an unwrapped
system for a single mode was 6.28%. Such significant increases in the frequencies due
to the additional of strings clearly highlights their significance in adding stiffness to the
system.
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Chapter 5

Model Approximation for
String-Harnessed Systems

In this chapter the applicability of a constant coefficient model to accurately predict the
frequencies and mode shapes of a string-harnessed system is investigated. The frequencies
and mode shapes of the system are predicted using perturbation theory and an inverse
problem approach is employed to obtain the constant coefficients in the approximation
model. Multiple numerical simulations are performed for both periodic and non-periodic
wrapping patterns and results are compared to experiments. An initial version of this
model approximation was presented by the author in [89] and the work presented in this
chapter is to be submitted in [90].

5.1 Simple Euler-Bernoulli Approximation

5.1.1 Mathematical Details

The perturbation theory results of the previous section were shown to predict the fre-
quencies and mode shapes quite well, particularly when using the second-order gradient
minimization method. Furthermore, it was demonstrated that the frequencies and fre-
quency response functions (FRFs) for the perturbation theory results matched quite well
with experiments for various system setups.

Although the perturbation theory can be used to solve the spatially dependent prob-
lem, and hence consider non-periodic wrapping patterns, one drawback is the lack of a
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concise explicit solution. The goal of the current chapter is to investigate the ability of
various constant coefficient models to accurately predict the frequencies and mode shapes
of the spatially dependent model. To achieve this, the perturbation theory results for the
frequencies and mode shapes are used as the exact quantities that the approximate model
aims to predict.

As evidenced in the previous chapter, without prior knowledge of the frequencies and
mode shapes of the system, the second-order gradient minimization method to determine
the reference values was the most accurate. For this reason, this method for choosing the
reference values is the sole focus for the approximate model. Specifically, in the current
chapter it is assumed that the frequencies and mode shapes are given by

_wno EI:;
1 3 n n
on(e) == {Jonate) + 22— L) 52

where the expressions for w,y and ¢,(z) are found by solving the O(1) problem in Sec-
tion 3.4.4, the expressions for f,1(z) and f,2(z) are found in Appendix C, and ETI} and
pA; are obtained via the gradient minimization method outlined in Chapter 3.

A simple Euler-Bernoulli (EB) model is considered as the approximate model for the
string-harnessed system. Letting @w(z,t) denote the transverse displacement of the approx-
imate model, the partial differential equation (PDE) for the free transverse vibrations of
the model is 0hd(z. 1) 020 (z.1)

— 0*w(z,t — O0“w(x,t
El ———= 4+ pA———=
P o
for x € [0,1] and ¢ > 0. The unknown coefficients EI and pA are to be determined
and represent an equivalent bending stiffness and equivalent mass per unit length that
approximate the string-harnessed system.

=0 (5.3)

Ox?

The boundary conditions for the approximate model are

— (2", 1)

w(x*,t) =0 or EI 93 =0 (5.4a)
ow(z 1) — Pi(at,t)

where z* = 0 or [. The left hand boundary conditions listed in Eq. (5.4) represent zero
displacement and zero slope. These are the geometric boundary conditions. The right hand
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boundary conditions listed in Eq. (5.4) represent zero shear and zero moment. These are
the natural boundary conditions. As in previous chapters, attention is given to clamped-
clamped (CC), clamped-free (CF), and free-free (FF) boundary conditions.

The frequencies and mode shapes of the approximation model are readily available and
are given by

—

no | BT
pA
~ 1

Vi

In Egs. (5.5) and (5.6), the quantities wyo and ¢,o(z) are exactly those that are used in
the perturbation theory results in Eqs. (5.1) and (5.2).

5.1.2 Approximation Method 1 - Metric Minimization

The metric minimization approach considers the square of the difference between the fre-
quencies and mode shapes and determines the values of EI and pA that provide a local
minimum. Both the frequencies and mode shapes are included in the metric since if only
the frequencies were considered then only a value for the ratio F1/pA could be determined.
Obtaining results for both ET and p/;l allows for additional insight into how the approxi-
mation method varies these quantities to account for changes in the frequencies. Since the
frequencies and mode shapes differ in units, these quantities are first nondimensionalized.

Use the length scale [, time scale l2\/p/1\4/E/’\I, and the mass scale p/;l [.

The metric containing the first m nondimensional frequencies and mode shapes is

2 — 2 1/2
m pA EI* m 1 /pA 3 fnl fn2
dl = Wno — wnO\/j : + / ¢n0 e 7(1)”0 _|_ " _ ~ dX
nz::l ( EI'\ P43, ,; 0 Az 2 pA:  EI*
(5.7)

Expanding the integrand, terms can be grouped by similar powers of ,;1\4 Define the
integrals

! 3 fnl fn2 ! 3 fnl fn2 2
n — n S Pn - dX d n — — Q) — dX
5 /0 ¢0{2¢0+PA§2 Ef;i} o % /0 {2¢0+0A?§ Efii}
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The metric to be minimized can be written compactly as

1/2
” 0A |EI* ’” 2\/ pA
W[ 1=/ B [ S Wt s, 5.8
; ’ EI\ pd | "= A 58)

To determine the minimal value of Eq. (5.8), stationary points are found. That is to say

the points where the equations gdll =0 and adil = ( are simultaneously satisfied. Solving

for the unknown coefficients in the approx1mat10n model leads to a single solution, which
is the global minimum.

2
2
m 2 EI} m 1
{Zn 1wn0pA*} {Zn:1 pA*Sln}

—

Bl = 2 (5.9a)
m ELx m
{Zn:l U)zo pAZ‘; } {Zn:l pi* SQn}
2
e s
pA= (5.9b)
1

5.1.3 Approximation Method 2 - Error Minimization

The second approximation method follows a similar set of steps as the metric minimization
method but instead considers the error in the frequencies and mode shapes. Specifically,
the square of the frequency errors are considered as this leads a simple expression for the
coefficients of the approximation model. The value of the sum of the error in the first m
frequencies and mode shapes is given by

2
Ly / I | E1} In In
m Wno pA l2 PA}, in: fO < /1o A’¢n0 /7[ {2¢n + PA}L - EI?; }) dz
= wao

El, 1 3 f [ ’
* n—= ) nl _  Jn2
2OV pAL Jo ZPA* {2¢n0 T oA T EL } dz

(5.10)
Using the expressions for S,; and S, defined in the first approximation method, the
expression for the sum of the errors can be written as

m pAs; m pAL 1 2VPAL S (5.11)
\/ i \/ 7 IRl b o S
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From the expression for A in Eq. (5. 11) a local minimum is found by locatlng the
statlonary points. Determining the values of ET and pA that simultaneously satlsfy o
and 24 apA = 0 gives

St o \/_}
51\4 {Z:Ln 1 PAS, Sin } (5.12D)

(s, odgss)

5.1.4 Approximation Method 3 - Modal Participation Factor
(MPF)

The third approximation method uses the modal participation factors from the response
of the system due to a unit impulse in a weighted average of the perturbation theory
reference values EI and pA’. Using the perturbation theory mode shapes, the transverse
displacement of the string-harnessed system can be expressed as w(x,t) = Y2, g, (t)Pn ().
Assuming a unit impulse is applied to the system at a location z = x;, the functions g, ()
are determined. The steady-state response of the system is given by

= Z gb:ffl)gzﬁn(x) sin(wyt) (5.13)

In Eq. (5.13), the w, are the frequencies obtained from the perturbation theory. The
quantity ¢, (z;)/w, is the modal participation factor of the n'® mode given a unit impulse
at © = x;, see [62].

Using the absolute value of the modal participation factors 7% = |¢,(x;)/wnl|, a weighted
average is used to determine the unknown coefficients in the approximate model given an
impulse at x = ;.

Fl. — > ome BT
' > et T
A, = Znt TwPA,
' Zﬁzl Tn

(5.14a)

(5.14b)
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It is obvious that the location of the impulse will directly affect the modal participation
factors and the resulting estimates for the approximate bending stiffness and mass per unit
length. One such example would be applying the impulse at the node of any of the modes.
This would result in the modal participation factor being 0 and is not representative of
the overall dynamics of the structure. To overcome this, the average of N evenly spaced
impulse locations are used and then the limit as N — oo is considered.

_ 1M
BT = fim 2 B,

N
Zn 1
:— hm E

n—0o0 m

n 1

1 /12 ‘bl(x) ET;
:7/ ¢ = dx (5.15)
0 E:m n (T

n=1| wp

on zl/N ‘EI*

én (il /N) ‘

Applying the steps used to determine Elin Eq. (5.15), the expression for ,51\4 is found. The
final expression for the unknown coefficients in the approximate model using the modal
participation factor method is

1 " Ton
- d 5.16

— _1 - wn
_! Ar [ L 1
lz "/ s Jo0(a) de (5.16b)

n=1 wn

Above, the summation and integration may be interchanged since the summation is finite.

5.1.5 Approximation Method 4 - Proper Orthogonal Decompo-
sition (POD)

The final approximation method employs the results of a proper orthogonal decomposi-
tion (POD) in a weighted average of the perturbation theory reference values ET* and
pAr. The POD is commonly used in vibration applications to determine the mode shapes
and the power associated with each of the modes in the displacement of an experimental
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test. Typically, see for example [25, 42, 41], there is a set of N discrete measurement
locations where the displacement of the system is measured at M times. For the model
approximation, the goals are threefold. First, instead of experimental results the transverse
displacement, results of a string-harnessed system given by the perturbation theory and
a unit impulse are employed. Secondly, the discretization of N measurement locations at
M times is extended from the discrete case to the continuous case. Finally, as was done
with the modal participation factor approximation method, the results are averaged over
multiple impulse locations.

The steps for the discretized version of the POD are as follows. A matrix W (i, j) is
created from the displacement results at the i*® sensing location at the j* time. From
this matrix of displacement results, the correlation matrix R = %WTW is formed. The
eigenvalues and eigenvectors of R represent the proper orthogonal values (POVs) and
proper orthogonal modes (POMs), respectively. The goal is to outline a similar set of
steps to determine the POVs when the measurements are no longer discretized in time and
space.

Assume a unit impulse at x = x; and let w(x,t) denote the displacement of the system
calculated using the perturbation theory results. The correlation between any two points is
given by R(z;, ;) = 17 SV wlay, tr)w(x;, tr,). Assume there is a fixed total measurement
time, T, and take the limit as M, the number of points in time when a measurement is
made, approaches infinity.

LM
R(z;, ;) = Zw xi, t)w(xj, ty)

=1

]

M
Zw (@i, te)w(xj, tr)

=1
::/ w(z;, t)w(xy,t)dt (5.17)

It is seen in Eq. (5.17) that the correlation is continuous in time and no longer depends on
a discretization.

Once the correlation matrix is found, an eigenvalue problem is solved in the dis-
crete case. Component wise, the problem can be formulated as S n | R(z;, z1) f(x) =
A(N) f(z;). Here, the eigenvalue depends on the number of sensing locations N. As it can
be seen, increasing N will cause the left hand side of the component wise eigenvalue to
increase. Since it is expected for f(z;) to remain the same, it must be that the eigenvalue
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increases. Consider the case where the correlation matrix is replaced by the correlation
function in Eq. (5.17) and the number of points which discretize the spatial domain ap-
proaches infinity.

]\}%OZR(xz,xk)f(xk) = lim A(N)f(z;)

N—oo
li NR klL/N)f k:lNl 1 l)\
A > Rl k/N)F(R/N) 5 = i A2

/ R(ai,5)f(s) ds = Jim A0 fa)

/0 R(xi, ) f(s) ds =X/ (x) (5.18)

Equation (5.18) holds for each point z; and thus the eigenvalue problem for the proper
orthogonal decomposition which is independent of a spatial discretization is

!
/0 R(z,s)f(s)ds = Af(z) (5.19)

Since only a finite number of modes from the perturbation theory are used to determine
the displacement of the system due to a unit impulse, the eigenfunction of the problem
in Eq. (5.19) can be expressed as the finite sum f(z) = > " | ¢,¢,(x). In the expression
for the eigenfunction the mode shapes from the perturbation theory are used. For \ # 0,
substitution of the eigenfunction in Eq. (5.19) leads to

ZX nOn (2 ZZ@ njn (7 (5.20)

n=1 j=1

i( [ st dt)(/m Josts) s

k=1

where

From Eq. (5.20), it follows that \c, = > iy ¢jAp; for each n. This is a component wise

expression for the eigenvalue problem Ac = Ac, where ¢ is a vector of the ¢, in the expansion
for the eigenfunction.

Once the eigenvalues \, and associated eigenfunctions f,(z) =Y.', ¢,¢n(x) are deter-
mined, each eigenfunction f,(x) is associated with the mode shape which is most similar
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from the perturbation theory. This is achieved by looking at the values of c¢. Typically, the
entries in ¢ are small with the exception of a single value whose absolute value is near 1.
Once this association is done, the eigenvalues ), that represent the power associated with
the mode are associated with a mode from the perturbation theory. This is the manner in
which the weights in the weighted average of the perturbation theory reference values are
determined. For a system with a unit impulse at x = x;, the coefficients in the approximate
model are

S MBI
DD

— N pA*

pA, :—an_;kn; . (5.21D)
n=1"'n

El; = (5.21a)

As with the modal participation factor, the location of the unit impulse plays an impor-
tant role in the values determined for the approximate model. Therefore, an average using
multiple actuation locations is determined. Since for the proper orthogonal decomposition
method it is not possible to extend the results easily to the continuous case, a quadrature
method is employed to determine the average. Assuming that P + 1 equally spaced actua-
tion locations are considered, using the trapezoidal method for numerical integration leads
to the final expression for the unknown coefficients.

P
P
/71\4 :$ Z {;"\42 + ,31\42‘+1} (5.22b)

5.2 Numerical Results

5.2.1 Periodic Wrapping Patterns

The same system parameters as those used in Section 4.2 are employed for the current
numerical simulations. That is to say, a system with 6 fundamental elements and the
following system parameters are used: b = 0.01 m, h = 0.0015 m, | = 0.25 m, E, =
6.89 x 10, N/m?, p, = 2700 kg/m?, r, = 0.00035 m, E, = 1.5 x 10" N/m?, p, = 1400
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kg/m?, and T, = 25 N. Furthermore, a total sampling interval of 0.1 s and P = 25 actuation
locations are used in the POD method throughout all the simulations.

In addition to the results obtained from the approximation methods, the results of the
previously developed homogenization method are presented. The abbreviation “HOM”
will be used to denote the equivalent continuum model obtained by homogenization. For
completeness, the coefficients of the HOM model are presented here using the notation of
the current section. For the diagonal wrapping pattern, the coefficients of the HOM model
are given by

2h+b
sin(0) e 1

and L = 2b/ tan(f) is the length of a single fundamental element. For the zigzag wrapping
pattern, the coefficients of the HOM model are given by

-2 - — —92 — —
— E AR 30) b+ h h'(b+h 1,
EI =EyI, + cos (_>( +1/3) + T cos(6) <_+_/3> -t
b+h b+h Ay
- psAs
A =p,A
pA =ppAp + cos(6)

and L = (4b + 4h)/tan(#) is the length of a single fundamental element.

As was done for the numerical simulations of the string-harnessed systems in Chapter 4,
an analytical solution for the diagonal wrapping pattern is employed and an FEA is used
for the zigzag wrapping pattern. Collectively, these results will be referred to as the
‘exact results’ throughout this chapter. The details of the analytical solution are given in
Appendix D and the FEA details are given in Appendix E.

Consider first the effect of variable string modulus on the frequency results. Figures 5.1
and 5.2 present the fundamental and tenth mode frequency for the exact, perturbation
theory, the HOM, as well as the various proposed methods for model approximation re-
sults. Multiple boundary conditions are considered with the diagonal wrapping pattern
considered in Fig. 5.1 and the zigzag wrapping pattern considered in Fig. 5.2.
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Figure 5.1: Frequency results for fundamental and tenth mode given variable string mod-
ulus and diagonal wrapping pattern.
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As the modulus of the string is increased, there is an increase in the stiffening effect
due to the string. As a result, the frequencies for the string-harnessed system are expected
to increase with increasing string modulus. This behaviour is clearly observed in the
fundamental and tenth modes of the system given various boundary conditions for both
the diagonal and zigzag wrapping patterns in Figs. 5.1 and 5.2.

Focusing on the diagonal wrapping pattern results in Fig. 5.1, it is seen that the various
results for the frequencies match very well with the analytical results. This indicates
that the perturbation theory is quite accurate in predicting the frequencies of the string-
harnessed system, and also that the various proposed methods for model approximation
are capable of matching the perturbation theory results with minimal error. In contrast, it
is seen in Fig. 5.2 for the zigzag wrapping pattern that the HOM slightly overpredicts the
values of the frequencies. Furthermore, the various proposed methods for approximation
produce noticeable, yet relatively small, differences in the frequencies, particularly for
higher values of the string modulus. These differences are also more noticeable for the
tenth mode when compared to the fundamental mode.

Next, the effect of variable string modulus on the results for the coefficients ET and p/;l,
as determined by the approximation methods outlined in the current work, is presented in
Figs. 5.3 and 5.4. In addition, the HOM coefficient values are presented for comparison.
The results for variable string modulus given a diagonal and zigzag wrapping pattern are
presented in Figs. 5.3 and 5.4, respectively.
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With respect to the El coefficient, it is seen for both the diagonal and zigzag wrapping
patterns that an increase in the string modulus leads to an increase in E 1. Since increasing
the modulus of the string increases the stiffness in the system, this behaviour is expected.

It is seen in Fig. 5.3 for the diagonal wrapping pattern that an increase in the string
modulus leads to no change in the pA coefficient. This behaviour is due to the added
stiffness of the string being a constant value throughout the entire system in the diagonal
wrapping pattern. Hence as the string modulus is increased the reference values pA; and
the nondimensional mode shapes determined by the perturbation theory do not change.
For this reason the value for pA is unaffected by changes in the string modulus. As
expected, the HOM value for pA is constant across the various boundary conditions since
this method produces a single value.

Figure 5.4 demonstrates that for the zigzag wrapping pattern the value for p/;l is typ-
ically constant, with the exception for the metric and error minimizations. It is expected
that as the string modulus increases that this should not affect the results for pA. For the
metric and error minimization methods, it is seen in the expressions for the unknown coef-
ficients that the integrals Sy, and Sy, depend both on the values of EI} and pA}, as well
as the corrections to the mode shape cause by perturbations in the bending stiffness and
mass per unit length. As the string modulus is increased, and since the bending stiffness is
not a constant throughout the entire system with a zigzag wrapping pattern, the values for
ETI* and the correction in the nondimensional mode shape are altered. For these reasons,
the value of p/;l is not constant for the metric and error minimization with variable string
modulus.

The first step in quantifying the accuracy of each of the proposed approximation models
is to examine the error between these and the perturbation theory results. It is quite
important to investigate this since the perturbation theory results are taken as the exact
values that the models should match. To this end, the percentage error in the fundamental
frequency and associated mode shape are considered for variable string modulus. The error
in the mode shape is calculated by

f[ﬁf (¢APPYOX- (.T) B ¢Pert.(x))2 dx
Ji Gy () da

The results for the diagonal wrapping pattern are presented in Fig. 5.5 and the zigzag
pattern in Fig. 5.6.
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Figure 5.5: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable string modulus and diagonal wrapping pattern.
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Figure 5.6: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable string modulus and zigzag wrapping pattern.
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It is seen in Fig. 5.5 that the error between the proposed methods and the perturbation
theory results is unaffected by changes in the string modulus. This is due to the diagonally
wrapped system having a constant value for the bending stiffness in the system. In this
case, the approximation methods simply choose this value for the unknown coefficient E'1
and the error in the models is due to variable mass per unit length caused by lumped
masses. When the string modulus is varied, this does not affect the mass per unit length of
the string-harnessed system and thus no additional error is introduced, causing a constant
value for the error.

For the case of the zigzag wrapping pattern in Fig. 5.6, it is observed that the error in
the fundamental frequency and mode shape increases as the modulus of the string increases.
As the modulus of the string increases, the frequencies of the string-harnessed system are
less likely to follow the pattern of a constant coefficient EB model. This type of behaviour
was previously seen in Section 2.3.10. This directly corresponds to higher errors when
using the proposed models as they attempt to predict the frequencies using a constant
coefficient EB model.

A clear pattern is seen in Figs. 5.5 and 5.6 with respect to the errors reported for the
frequencies by the various proposed models. It is seen for the fundamental frequency that
the POD method always produces the most accurate result to the perturbation theory,
then the MPF, and finally the metric and error minimization methods produce the largest
errors. When a system is excited by a unit impulse, the fundamental mode accounts for a
significant contribution of the total displacement response. Because of this, the MPF and
POD methods place a large weight on matching the fundamental mode in comparison to the
higher modes. For this reason, the MPF and POD are expected to provide quite accurate
estimates for the fundamental mode of the system. As the POD is seen to be more accurate
than the MPF for the numerical simulations, this indicates that the POD places more
importance on matching the fundamental mode than the MPF. With respect to the mode
shape, it is observed that for both wrapping patterns and all boundary conditions that the
levels of error are quite small and quite similar across the various proposed methods.

In addition to the accuracy of the proposed methods for the fundamental frequency
and mode shape, the error with respect to the perturbation theory over multiple modes is
considered. To this end, the sum of the absolute error of the first 10 modes of the system is
considered and the average value of this sum for variable string modulus is reported. The
results for both wrapping patterns, each of the proposed approximation methods, and the
various boundary conditions are presented in Table 5.1.
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Table 5.1: Average sum of absolute percentage of error to perturbation theory for the first
10 natural frequencies and associated mode shapes for variable string modulus

Frequency Results Mode Shape Results
Result cC CF FF cC CF FF
Diagonal Pattern Diagonal Pattern
Metric Min. 0.5542 0.4579 0.5663 0.01383277 0.08690176 0.11976672
Error Min.  0.5307 0.4578 0.5311 0.01383255 0.08689404 0.11975214
MPF 0.4979 0.4808 0.5995 0.01385824 0.08692482 0.11987199
POD 0.4931 0.5012 0.6966 0.01383255 0.08697584 0.12008665
Zigzag Pattern Zigzag Pattern
Metric Min. 1.1416 0.7221 0.6788 0.28091905 0.03531647 0.06974415
Error Min.  0.6564 0.4138 0.3320 0.28079071 0.03531444 0.06973624
MPF 0.7414 0.5086 0.2661 0.28079079 0.03531448 0.06973638
POD 0.8399 0.5527 0.2725 0.28079079 0.03531448 0.06973637

It is seen in Table 5.1 that the error minimization method always produces the smallest
sum of absolute error for the mode shapes, regardless of wrapping pattern or boundary
conditions. Furthermore, it is seen that typically the error minimization method produces
the smallest error in the average sum of the absolute error for the frequencies. In the cases
where the error minimization is not the most accurate method, CC boundary conditions
with a diagonal wrapping pattern and FF boundary conditions with a zigzag wrapping
pattern, it is observed that the error in the frequencies is quite similar to that of the the
most accurate methods, the MPF and POD. Overall, the error minimization is the best
approach for approximating the string-harnessed when multiple modes are in consideration.

The error minimization does not always produce the smallest average sum of absolute
error for the frequencies due to the form of the objective function in Eq. (5.10). Using
the results of Table 5.1 for the mode shapes and the square of the frequency results, it is
seen that for the objective function the component involving the mode shapes will have
a greater influence on its value when compared to the frequencies. For this reason, the
error minimization produces the smallest average sum of absolute error for the mode shapes.
Furthermore, changing the results for E'T and pA slightly to obtain more accurate frequency
results in the error minimization method would lead to an increase in the mode shape error,
the component that is seen as more important in the objective function. In contrast, the
MPF and POD methods rely solely on a weighted average of the perturbation theory
results. Therefore, the MPF and POD methods at times produce values for the unknown
coefficients that produce more accurate frequency results than the error minimization, at
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the cost of larger errors in the mode shape results.

Finally, the average sum of absolute error, given variable string modulus, of the per-
turbation theory, the HOM method, and the four proposed approximation methods to the
exact solutions is presented in Table 5.2. The results for both wrapping patterns and the
various boundary conditions are presented.

Table 5.2: Average sum of absolute percentage of error to exact solution for the first 10
natural frequencies and associated mode shapes for variable string modulus

Frequency Results Mode Shape Results

Result CC CF FF CC CF FF
Diagonal Pattern Diagonal Pattern
Perturbation 0.0000 0.0001 0.0001 0.00000017 0.00001359 0.00002160
HOM 0.4931 1.1887 1.0994 0.01383303 0.08639492 0.11854532
Metric Min.  0.5541 0.4578 0.5662 0.01379329 0.08529998 0.11742475
Error Min. 0.5307 0.4578 0.5309 0.01379307 0.08529006 0.11740543
MPF 0.4979 0.4807 0.5994 0.01381879 0.08532523 0.11753883
POD 0.4931 0.5012 0.6965 0.01382800 0.08534698 0.11768770
Zigzag Pattern Zigzag Pattern

Perturbation 0.2911 0.2745 0.2986 0.00496480 0.00121895 0.00170672
HOM 3.1079 1.0006 2.1380 0.35367788 0.04910780 0.09235113
Metric Min.  0.9572 0.5639 0.4839 0.35398185  0.04910468 0.09236657
Error Min. 0.6590 0.4419 0.3572 0.35368200 0.04909923 0.09234990
MPF 0.9455 0.7536 0.5327 0.35367789 0.04909883 0.09235114
POD 1.0936 0.8145 0.5697 0.35367788 0.04909883 0.09235113

In Table 5.2, it is seen for the diagonal wrapping pattern that the error between the per-
turbation theory and the analytical results is quite small for both the frequency and mode
shapes, given all the boundary conditions. Due to the accuracy of the perturbation theory
for the diagonal wrapping pattern, the errors between the approximation methods and the
analytical results, Table 5.2, are almost identical to the error between the approximation
methods and the perturbation theory, Table 5.1. On the other hand, it is seen for the case
of the zigzag wrapping pattern that the error between the perturbation theory and the
FEA is not negligible. Comparing the zigzag wrapping pattern errors of the approxima-
tion methods to the perturbation theory, Table 5.1, with the errors of the approximation
methods to the FEA, Table 5.2, it is observed that the values are significantly changed.
Furthermore, in certain cases the error with respect to the FEA will be larger than the
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error with respect to the perturbation theory, and other times the error with respect to the
FEA will be smaller than the error with respect to the perturbation theory. The former
case occurs, for example, when the perturbation theory overpredicts the FEA frequencies
and an approximation method overpredicts the perturbation theory frequencies. The latter
case occurs, for example, when the perturbation theory overpredicts the FEA frequencies
and an approximation method slightly underpredicts the perturbation theory frequencies.

In Table 5.2 the average sum of absolute error for the HOM method is typically larger
than any of the proposed approximation methods when considering the frequencies. The
exception occurs for CC boundary conditions and a diagonal wrapping pattern, however in
this case the results are quite similar across the 5 results. A noticeable increase in accuracy
is observed in the frequency results for the zigzag wrapping pattern when comparing the
proposed approximation methods to the HOM method. The results in Table 5.2 clearly
indicate that using either of the proposed approximation methods will yield similar or
smaller levels of error in predicting the frequencies compared to the HOM method for the
diagonal wrapping pattern, and offer a considerable increase in accuracy in predicting the
frequencies compared to the HOM method for the zigzag wrapping pattern. The sum of
absolute error for the mode shapes is almost identical regardless of the method used or the
boundary conditions.

With respect to the four approximation methods, it is seen in Table 5.2 that the error
minimization method typically produces the smallest sum of absolute error for the first
10 frequencies of the system. The next smallest average error is given by the metric
minimization method. This is expected since the error and metric minimization methods
place equal weight on matching the frequencies and mode shapes of all the modes of
interest. As previously mentioned the MPF and POD place a higher weight on matching
the lower modes, particularly the fundamental mode, and therefore larger errors in the
higher modes will occur. This then results in a larger sum of the absolute error for both
the MPF and POD methods. This indicates that the method that should be implemented
to approximate the string-harnessed system will depend on the importance, for the user,
of the fundamental mode with respect to the higher modes of the system.

Consider next the effect of variable string density on the frequency results. Figures 5.7
and 5.8 present the fundamental and tenth mode frequency for the exact, perturbation
theory, the HOM, as well as the various proposed methods for model approximation re-
sults. Multiple boundary conditions are considered and the diagonal wrapping pattern is
considered in Fig. 5.7, and the zigzag wrapping pattern is considered in Fig. 5.8.
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As the density of the string is increased, there is an increase in the total mass added
to the system by the string. As a result, the frequencies for the string-harnessed system
are expected to decrease with increasing string density. This behaviour is clearly observed
in the fundamental and tenth modes of the system given various boundary conditions for
both the diagonal and zigzag wrapping patterns in Figs. 5.7 and 5.8.

For the diagonal wrapping pattern results in Fig. 5.7, it is observed that as the density
of the string increases, the differences in the frequencies predicted by the approximation
methods are more noticeable. Furthermore, for the case of CF boundary conditions, it
is seen that the HOM model overpredicts the analytical results somewhat significantly
when compared to the approximation methods. For the zigzag wrapping pattern results
in Fig. 5.8, it is first observed that the HOM model overpredicts the frequencies when
compared to the FEA results, particularly for CC and FF boundary conditions. Since the
mass per unit length in the zigzag pattern with constant wrapping angle is the same at
each point in the system, the mass per unit length in the HOM model is exactly the actual
value of the string-harnessed system. Therefore it is concluded that the overprediction in
the case of variable string density is due to the overprediction of the added stiffness of the
string to the system, as was seen in the case of variable string modulus. This highlights
the advantages of using the model approximation methods instead of the HOM method.
Furthermore, the various approximation methods are all quite accurate when compared to
the FEA and perturbation theory results.

Next, the results for the coefficients ET and p/z\él from the various approximation methods
and the HOM method are presented for variable string density. The results for the diagonal
wrapping pattern are presented in Fig. 5.9 and the results for the zigzag wrapping pattern
are presented in Fig. 5.10.
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Figure 5.9: Results for ET and ,51\4 coefficients for diagonal wrapping pattern with variable
string density.
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Figure 5.10: Results for ET and ,3;1 coefficients for zigzag wrapping pattern with variable
string density.
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With respect to the /;\4 coefficient, it is seen for both the diagonal and zigzag wrapping
patterns that an increase in the string density leads to a decrease in pA. Since increasing
the density of the string increases the total mass of the system, this behaviour is expected.

Figure 5.9 demonstrates that for the diagonal wrapping pattern the value for ET is
typically constant, with the exception for the metric and error minimizations. It is expected
that as the string density increases that this should not affect the results for EI. For the
metric and error minimization methods, it is seen in the expressions for the unknown
coefficients that the integrals Sy, and Sy, depend both on the values of £} and pA;, as
well as the corrections to the mode shape cause by perturbations in the bending stiffness
and mass per unit length. As the string density is increased, and since the mass per unit
length is not a constant throughout the entire system due to lumped masses in a diagonal
wrapping pattern, the values for pA; and the correction in the nondimensional mode shape
are altered. For these reasons, the value of ET is not constant for the metric and error
minimization with variable string modulus.

It is seen in Fig. 77 for the zigzag wrapping pattern that an increase in the string density
leads to no change in the ET coefficient. This behaviour is due to the added mass of the
string being a constant value throughout the entire system in the zigzag wrapping pattern.
Hence as the string density is increased the reference values FI’ and the nondimensional
mode shapes determined by the perturbation theory do not change. For this reason the
value for E'T is unaffected by changes in the string density. As expected, the HOM value
for K1 is constant across the various boundary conditions since this method produces a
single value.

The first step in quantifying the accuracy of each of the proposed approximation models
given variable string density is to examine the error between these and the perturbation
theory results. Recall that the perturbation theory results were the results the approximate
models attempted to match. The results for the diagonal wrapping pattern are presented
in Fig. 5.11 and the zigzag pattern in Fig. 5.12.
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Figure 5.11: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable string density and diagonal wrapping pattern.
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Figure 5.12: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable string density and zigzag wrapping pattern.
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For the case of the diagonal wrapping pattern in Fig. 5.11, it is observed that the
error in the fundamental frequency and mode shape typically increases as the density of
the string increases. In the case of a diagonal wrapping pattern, the frequencies of the
string-harnessed system are less likely to follow the pattern of a constant coefficient EB
model due to the increased value of the lumped masses. This type of behaviour was
previously seen in Section 2.3.10. This directly corresponds to higher errors when using
the proposed approximation models as these attempt to predict the frequencies using a
constant coefficient EB model.

It is seen in Fig. 5.12 that the error between the proposed methods and the pertur-
bation theory results is unaffected by changes in the string modulus. This is due to the
periodic zigzag wrapping pattern having a constant value for the mass per unit length
in the system. In this case, the approximation methods simply choose this value for the
unknown coefficient pA and the error in the models is due to variable bending stiffness,
which is a result of the wrapping pattern. When the string density is varied, this does not
affect the bending stiffness of the string-harnessed system and thus no additional error is
introduces, resulting in a constant value for the error.

A clear pattern is seen in Figs. 5.11 and 5.12 with respect to the errors reported for
the frequencies by the various proposed models. It is seen for the fundamental frequency
that the POD method typically produces the most accurate result to the perturbation
theory, then the MPF, and finally the metric and error minimization methods produce
the largest errors. The exception to this occurs for the CF boundary conditions given a
diagonal wrapping pattern; in this case the metric minimization becomes more accurate as
the string density is increased. As previously discussed, the MPF and POD methods place
a large weight on matching the fundamental mode in comparison to the higher modes.
For this reason, the MPF and POD are expected to provide quite accurate estimates for
the fundamental mode of the system. As the POD is seen to be more accurate than the
MPF for the numerical simulations, this indicates that the POD places more importance on
matching the fundamental mode than the MPF. With respect to the mode shape, typically
the POD method was the most accurate, with the exception of CC boundary conditions
given a diagonal wrapping pattern.

In addition to the accuracy of the proposed methods for the fundamental frequency
and mode shape, the error with respect to the perturbation theory over multiple modes is
considered. To this end, the sum of the absolute error of the first 10 modes of the system
is considered and the average value of this sum for variable string density is reported. The
results for both wrapping patterns, each of the proposed approximation methods, and the
various boundary conditions are presented in Table 5.3.
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Table 5.3: Average sum of absolute percentage of error to perturbation theory for the first
10 natural frequencies and associated mode shapes for variable string density

Frequency Results Mode Shape Results
Result cC CF FF cC CF FF
Diagonal Pattern Diagonal Pattern
Metric Min. 1.8236 1.5168 1.7626 0.17794972 1.09842261 1.51250195
Error Min.  1.7398 1.4908 1.6615 0.17788884 1.09640330 1.50871525
MPF 1.6293 1.5252 1.8443 0.17820201 1.09683959 1.51046329
POD 1.6239 1.5750 2.1288 0.17789378 1.09744048 1.51315811
Zigzag Pattern Zigzag Pattern
Metric Min. 1.1625 0.7339 0.6829 0.24112735 0.03043608 0.05995000
Error Min.  0.6696 0.4213 0.3339 0.24106923 0.03043515 0.05994641
MPF 0.7580 0.5191 0.2677 0.24106931 0.03043518 0.05994652
POD 0.8590 0.5640 0.2742 0.24106931 0.03043518 0.05994652

It is seen in Table 5.3 that the error minimization method always produces the smallest
sum of absolute error for the mode shapes, regardless of wrapping pattern or boundary
conditions. Furthermore, it is seen that typically the error minimization method produces
the smallest error in the average sum of the absolute error for the frequencies. As previously
discussed, the error minimization does not always produce the smallest average sum of
absolute error for the frequencies due to the form of the objective function in Eq. (5.10).
In the cases where the error minimization is not the most accurate method, CC boundary
conditions with a diagonal wrapping pattern and FF boundary conditions with a zigzag
wrapping pattern, it is observed that the error in the frequencies is quite similar to that of
the the most accurate methods, the MPF and POD. Overall, the error minimization is the
best approach for approximating the string-harnessed system when multiple modes are in
consideration.

Finally, the average sum of absolute error given variable string density for the pertur-
bation theory, the HOM method, and the four proposed approximation methods to the
exact solutions is presented in Table 5.4. The results for both wrapping patterns and the
various boundary conditions are presented.
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Table 5.4: Average sum of absolute percentage of error to FEA for the first 10 natural
frequencies and associated mode shapes for variable string density

Frequency Results

Mode Shape Results

Result cC CF FF CcC CF FF
Diagonal Pattern Diagonal Pattern
Perturbation 0.0008 0.0047 0.0056 0.00004742  0.00341893 0.00544510
HOM 1.6238 3.7148 3.3897 0.17597441 1.01529834 1.39658479
Metric Min.  1.8228 1.5124 1.7576 0.17552036 1.01097539 1.38552200
Error Min. 1.7391 1.4864 1.6565 0.17546223 1.00852313 1.38076869
MPF 1.6288 1.5209 1.8400 0.17578122 1.00915826 1.38316501
POD 1.6239 1.5712 2.1256 0.17590023 1.00944547 1.38519427
Zigzag Pattern Zigzag Pattern

Perturbation 0.1779 0.1678 0.1823 0.00207755 0.00049619 0.00070953
HOM 2.8064 0.5677 1.8058 0.28537941 0.03863969 0.07357553
Metric Min.  1.0420 0.6293 0.5491 0.28551285 0.03863529 0.07358162
Error Min. 0.6564 0.4152 0.2798 0.28538189 0.03863285 0.07357486
MPF 0.8628 0.6538 0.4171 0.28537941 0.03863261 0.07357554
POD 0.9978 0.7179 0.4550 0.28537941 0.03863261 0.07357553

In Table 5.4, it is seen for the diagonal wrapping pattern that the error between the
perturbation theory and the analytical solution is quite small for both the frequency and
mode shapes, given all the boundary conditions. Due to the accuracy of the perturbation
theory for the diagonal wrapping pattern, the errors between the approximation methods
and the analytical solution, Table 5.4, are almost identical to the error between the ap-
proximation methods and the perturbation theory, Table 5.3. On the other hand, it is seen
for the case of the zigzag wrapping pattern that the error between the perturbation theory
and the FEA is not negligible. Comparing the errors of the approximation methods to the
perturbation theory, Table 5.3, with the errors of the approximation methods to the FEA,
Table 5.4, it is observed that the values are significantly changed. Furthermore, in certain
cases the error with respect to the FEA will be larger than the error with respect to the
perturbation theory, and other times the error with respect to the FEA will be smaller
than the error with respect to the perturbation theory. As previously discussed, this will
depend on whether the perturbation theory over or underpredicts the FEA results, and
whether an approximation method over or underpredicts the perturbation theory results.

It is seen in the table of average sum of absolute errors that typically the HOM method
results are larger than the proposed approximation methods. The exceptions to this are for
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the diagonal wrapping pattern with CC boundary conditions, the same case that was the
exception in Table 5.2 for variable string modulus, and zigzag wrapping pattern with CF
boundary conditions. In these cases, however, it is seen that the average sum of absolute
error is fairly similar between the five approximate methods and thus there is no significant
advantage in one approximate model over the other compared to the HOM. It is clear in
Table 5.4 that there is an advantage in using any of the proposed approximation models
over the HOM. The sum of absolute error for the mode shapes is fairly constant for the
proposed methods regardless of wrapping pattern or boundary conditions.

Comparing the four proposed approximation methods, it is evident from Table 5.4 that
the error minimization typically results in the smallest average sum of the absolute error in
the first 10 frequencies of the system. The exception occurred for CC boundary conditions
given the diagonal wrapping pattern. In the cases where the error minimization results in
the most accurate average results for the frequencies, the second most accurate method
varied between the metric minimization and the MPF method.

The final numerical results that are presented for a periodically wrapped system are
frequency response functions (FRFs). The system parameters used are those listed at the
beginning of the current section. Figure 5.13 presents driving point FRFs with an actuation
and sensing location of x = 0.025 for CC boundary conditions and the free end for CF and
FF boundary conditions. In Fig. 5.13, both wrapping patterns are considered as well as
the various boundary conditions. Note that since damping is not included in the models,
the values of the resonant peaks are not relevant but rather their location is of importance.
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Figures 5.13a, 5.13c, and 5.13e containing the results for the diagonal wrapping pattern
demonstrate that there is very little difference in the results of the four proposed methods
and the HOM method. This is somewhat expected as the level of errors reported in
Tables 5.2 and 5.4 for the four proposed methods and the HOM method are quite similar.
Additionally, the FRFs for the approximate models match quite well with the analytical
FRF with respect to the locations of resonance and antiresonance, as well as in amplitude.
There is a slight difference in the location of the antiresonances for the seventh mode and
higher.

For the zigzag wrapping pattern FRF's in Figs. 5.13b, 5.13d, and 5.13f, the four proposed
method results are overall quite similar to one another with respect to the location of res-
onances and antiresonances, as well as amplitude. In addition, it is seen that the proposed
methods for model approximation provide a much more accurate estimate for the FEA
FRF than the HOM method. This highlights the advantage of using the approximation
methods to accurately predict the FRF of the string-harnessed system.

In summary, it has been shown that the model approximation methods provide similar
or improved accuracy when compared to the HOM model with respect to the prediction
of the natural frequencies, mode shapes, and as a result the FRF's. It was seen that there
is significant improvement for the case of a zigzag wrapping pattern. Further, the MPF
and POD were shown to provide more accurate results when the fundamental mode of the
system is of the utmost importance, whereas the metric and error minimization methods
provide the most accurate results when multiple modes of the system are simultaneously
considered.

5.2.2 Non-Periodic Wrapping Patterns

The first non-periodic wrapping pattern that is considered allows for a variable wrapping
angle. Beginning with a fixed initial wrapping angle, the wrapping angle is then varied
by a prescribed amount each time the string goes from one side of the host structure to
another. In particular, for the diagonal wrapping pattern the change in the wrapping angle
occurs after each lumped mass.

In the current chapter, the initial wrapping angle is taken as the wrapping angle required
for the system to be composed of two fundamental elements. From this initial wrapping
angle a minimum and maximum percentage change over each section are defined for the
numerical simulations. For the wrapping patterns considered, the largest percentage change
in the angle over each section considered is the largest possible value which does not cause
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the string to wrap over itself. Figure 5.14 contains schematics of the wrapping patterns
considered for various cases, including the maximum and minimum values.
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Figure 5.14: Schematics of variable wrapping angle systems for diagonal and zigzag wrap-
ping patterns.

Consider first the effect of variable percentage of change in the wrapping angle over each
section on the frequency results. Figures 5.15 and 5.16 present the fundamental and tenth
mode frequency results for the exact, perturbation theory, as well as the various proposed
methods for model approximation results. For the non-periodic cases the homogenization
technique cannot be applied and therefore there are no HOM model results. Multiple
boundary conditions are considered and the diagonal wrapping pattern is considered in
Fig. 5.15 and the zigzag wrapping pattern is considered in Fig. 5.16.
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As the percentage change over each section is increased, there is a reduction in the
stiffening effect due to the string in addition to an increase in the total mass added to
the system by the string. As a result, the overall behaviour of the frequencies for the
string-harnessed system are expected to decrease with increasing percentage change in the
wrapping angle over each section. This behaviour is quite clear for the various boundary
conditions and both wrapping patterns in Figs. 5.15 and 5.16.

For both the diagonal and zigzag wrapping patterns, it is seen that for the fundamental
mode the MPF and POD methods results are more similar to the behaviour of the exact and
perturbation theory results than the metric and error minimization methods. In addition,
it is seen that for the tenth mode the metric and error minimization methods are more
similar to the behaviour of the exact and perturbation theory results than the MPF and
POD methods. These differences in behaviour are attributed to the manner in which each
method determines the unknown coefficients. The MPF and POD methods place a larger
emphasis on matching the fundamental mode, and for this reason their results are most
similar to the exact and perturbation theory results for the fundamental mode. For the
metric and error minimization methods, equal importance is placed on all the modes. This
creates more accurate frequency behaviour to the exact and perturbation theory results
for the tenth mode when compared to the fundamental mode.

For the metric minimization, the difference between the model and perturbation theory
are of interest and therefore there will be a tendency for the frequency results of the method
to be more similar to the higher modes. For the error minimization, the error between
the model and perturbation theory frequencies are of interest. In this case, matching
the fundamental frequency more closely would result in much larger errors for the higher
modes, whereas matching the higher modes more closely will not result in significantly large
errors for the fundamental mode. Therefore, the error minimization method tries to match
the higher modes somewhat more accurately while keeping the error in the fundamental
mode relatively small, thus creating more accurate frequency behaviour to the exact and
perturbation theory results for the tenth mode when compared to the fundamental mode.

Next, the effect of variable percentage change in wrapping angle over each section on
the results for the coefficients EI and pA, as determined by the approximation methods
outlined in the current work, is presented. The results for variable string modulus given a
diagonal and zigzag wrapping pattern are presented in Figs. 5.17 and 5.18, respectively.
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For the diagonal wrapping pattern coefficients in Fig. 5.17, it is seen for the metric and
error minimization methods that the pattern for the EI coefficient is similar in behaviour
to the tenth mode frequency results in Fig. 5.15. The MPF and POD methods predict a
fairly constant value for E, especially when compared to the variations observed in the
metric and error minimization methods. With respect to the pA variable, it is observed
that all four of the proposed methods demonstrate a sudden increase in value when a
lumped mass is added to the free end of the system. Since the CC boundary conditions
has no free end, there are no sudden jumps in the equivalent value for the mass per unit
length. Opposite to the case of the equivalent bending stiffness, it is seen for the diagonal
pattern that the metric and error minimization methods predict a fairly constant value for
pA, and the MPF and POD methods predict more significant changes. In particular, when
the wrapping pattern becomes increasingly tight, large percentage change in the wrapping
angle over each section, the value for pA increases.

Consider the zigzag wrapping pattern ET and ,;;4 coefficients in Fig. 5.18. It is observed
that, similar to the diagonal wrapping pattern case, the metric and error minimization
methods predict values for ET that are similar in behaviour to the frequency results for
the tenth mode in Fig. 5.16. For the MPF and POD methods, the behaviour of ET is
similar to the behaviour of the frequency results for the fundamental mode in Fig. 5.16.
The pattern for the coefficient pA is similar to the diagonal wrapping pattern case in that
the metric and error minimization methods predict fairly constant values and the MPF
and POD methods predict fairly constant values and a large increase in pA occurs when
the is tightly wrapped and the total mass of the string-harnessed system increases quite
dramatically.

The first step in quantifying the accuracy of each of the proposed approximation models
is to examine the error between these and the perturbation theory results. To this end, the
percentage error in the fundamental frequency and associated mode shape are considered
for variable percentage change in the wrapping angle over each section. The results for the
diagonal wrapping pattern are presented in Fig. 5.19 and the zigzag pattern in Fig. 5.20.
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Figure 5.19: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable percentage change in wrapping angle over each section
and diagonal wrapping pattern.
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Figure 5.20: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable percentage change in wrapping angle over each section
and zigzag wrapping pattern.
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A clear pattern is seen in Figs. 5.19 and 5.20 with respect to the errors reported for the
frequencies by the various proposed models. It is seen for the fundamental frequency that
overall the POD method produces the most accurate results to the perturbation theory,
then typically the MPF method. The metric and error minimization methods produce
similar levels of error and are typically the methods producing the largest error in the
fundamental frequency. With respect to the mode shape, it is observed that for both
wrapping pattern and all boundary conditions that the errors reported are quite similar
across the four proposed approximation methods and attain their largest values as the
percentage change in wrapping angle over each section reaches the largest simulated value.
This increase in error as the system is more tightly wrapped occurs due to larger changes
in the mass per unit length across the system. Having a significant variation in the mass
per unit length over the system makes matching the mode shapes of a constant coefficient
model to the perturbation theory results more difficult.

Furthermore, the behaviour observed for the errors in Figs. 5.19 and 5.20 is explained by
referring back to the frequency results in Figs. 5.15 and 5.16. The erratic behaviour that is
seen for the errors in the metric and error minimization methods is caused by these methods
choosing the unknown coefficients ET and pA in a manner that matches the higher mode
frequencies. Since the pattern of the frequencies for different modes differ significantly, this
results in erratic looking errors for the fundamental mode. A similar effect occurs for the
MPF and POD methods, however the results for the errors are smaller and less erratic due
to these methods placing a higher importance on matching the fundamental mode.

Alternatively, the behaviour of over and underprediction by the MPF and POD methods
can be explained by considering the perturbation theory reference value results. Consider-
ing the case of zigzag wrapping pattern, the ET* and pA* results are presented in Fig. 5.21
for the first three modes of the system.
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Figure 5.21: ET* and pA* perturbation theory zigzag pattern reference values for the first
three modes with variable percentage change in wrapping angle over each section.
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Figure 5.21 demonstrates that the various modes of the system produce quite different
results for F7* and almost identical results for pA*. When calculating the coefficient E'T
and pA in the approximate model, the MPF and POD methods use a weighted average of
the reference values. The fundamental mode will have the largest impact with the second
and third modes typically having the second and third highest weights, respectively. With
respect to pA*, since the various results are almost identical the coefficient pA for the given
results will be identical to the reference value results. Indeed this is the case as can be seen
in Fig. 5.18. Due to this, the error in the fundamental frequency of the approximate system
will be mainly determined by the results for £J. It can be said with certainty that in the
cases where E'IJ and EI3 are larger than EI7, this will cause EI to be larger than EI7.
Similarly, when EIJ and EI; are smaller than EI, this will cause EI to be smaller than
EI7. When the value of ET switches between being greater or less than EI, as occurs
quite frequently for the CC boundary conditions, this causes the over and underestimations
for the fundamental frequency. This in turn produces the behaviour observed in the error
results of Fig. 5.20.

In addition to the accuracy of the proposed methods for the fundamental frequency
and mode shape, the error with respect to the perturbation theory over multiple modes
is considered. The average sum of the absolute error for the first 10 modes of the system
is considered for variable percentage change in the wrapping angle over each section. The
results for both wrapping patterns, each of the proposed approximation methods, and the
various boundary conditions are presented in Table 5.5.
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Table 5.5: Average sum of absolute percentage of error to perturbation theory for the
first 10 natural frequencies and associated mode shapes for variable percentage change in
wrapping angle over each section

Frequency Results Mode Shape Results
Result CcC CF FF CcC CF FF
Diagonal Pattern Diagonal Pattern
Metric Min. 0.5421 0.5690 0.5118 0.18949615 0.10246722 0.14062479
Error Min.  0.5160 0.5089 0.4826 0.18919540 0.10238435 0.14046582
MPF 0.6480 0.6380 0.5725 0.20016456 0.10329072 0.14101297
POD 0.7319 0.6874 0.6353 0.19656606 0.10347849 0.14081312
Zigzag Pattern Zigzag Pattern
Metric Min. 4.4114 4.9432 5.0506 1.23950332 1.13718130 1.45510951
Error Min.  4.3155 4.8462 4.8081 1.23659956 1.13479331 1.45111304
MPF 4.8227 5.4738 5.3970 1.24502002 1.13869867 1.45859132
POD 5.4387 5.7140 5.9376 1.24429157 1.13742125 1.45863841

It is seen in Table 5.5 that the error minimization method always produces the smallest
sum of absolute error for the frequencies and mode shapes, regardless of wrapping pattern or
boundary conditions. For the case of variable percentage change in the wrapping angle over
each section, this clearly demonstrates the robustness of the error minimization methods
when the error across multiple modes are considered. The metric minimization consistently
produced the second smallest average sum of error for both the frequencies and mode
shapes. Furthermore, it is seen that the POD methods consistently produced the largest
average sum of error in the frequencies. The largest error in the mode shapes was produced
by either the MPF or POD methods. This indicates that when the behaviour of the
frequencies given a variable parameter changes significantly between the various modes of
interest, then an approximation methods that equally takes into account each of the modes
is advantageous over methods that focus more strongly on approximating the fundamental
modes.

Finally, the average sum of absolute error, given variable percentage change in the
wrapping angle over each section of the perturbation theory and the four proposed approx-
imation methods to the exact solutions, is presented in Table 5.6. The results for both
wrapping patterns and the various boundary conditions are presented.
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Table 5.6: Average sum of absolute percentage of error for the first 10 natural frequencies
and associated mode shapes for variable percentage change in wrapping angle over each
section

Frequency Results Mode Shape Results
Result CC CF FF CcC CF FF

Diagonal Pattern Diagonal Pattern
Perturbation 0.0061 0.0010 0.0011 0.00123393 0.00021471 0.00030529
Metric Min.  0.5456 0.5689 0.5115 0.21090951 0.10767100 0.14789943
Error Min. 0.5150 0.5095 0.4830 0.21030989 0.10750870 0.14758242
MPF 0.6440 0.6389 0.5734 0.21933421 0.10821060 0.14792257
POD 0.7279 0.6882 0.6362 0.22093270 0.10826750 0.14783881

Zigzag Pattern Zigzag Pattern

Perturbation 0.2926 0.3436 0.3474 0.01917092 0.01885087 0.02380681
Metric Min.  4.4793 4.9896 5.1967 1.50064981 1.38345182 1.76573695
Error Min. 4.3716 4.8832 4.8955 1.49461768 1.37837738 1.75726479
MPF 4.9288 5.6007 5.4455 1.49946644 1.38070209 1.76172728
POD 5.5617 5.8560 5.9739 1.49956755 1.38022966 1.76181359

In Table 5.6, it is seen for the diagonal wrapping pattern that the error between the
perturbation theory and the analytical results is small for both the frequency and mode
shapes, given all the boundary conditions. Due to the accuracy of the perturbation theory
for the diagonal wrapping pattern, the errors between the approximation methods and
the analytical results, Table 5.6, are very similar to the error between the approximation
methods and the perturbation theory, Table 5.5. On the other hand, it is seen for the
case of the zigzag wrapping pattern that the error between the perturbation theory and
the FEA is not negligible. Comparing the errors of the approximation methods to the
perturbation theory, Table 5.6, with the errors of the approximation methods to the FEA,
Table 5.5, it is observed that the values are changed more drastically than for the diagonal
wrapping pattern. Unlike the cases for the periodic wrapping patterns, for this non-periodic
wrapping pattern case the order of most to least accurate method in terms of predicting
the frequencies does not change when going from the error compared with perturbation
theory to error compared to exact results.

With respect to the four approximation methods, it is seen in Table 5.6 that the error
minimization method always produces the smallest sum of absolute error for the first 10
frequencies and mode shapes of the system. The metric minimization provides the second
smallest average error for the frequencies and is typically the second smallest average error
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for the mode shapes. The POD and MPF methods produce the largest average errors.

Finally, the FRFs for the case of the smallest percentage change in wrapping angle
over each section considered are presented for the approximation methods and the exact
solutions. This case corresponds to the wrapping pattern presented in Fig. 5.14a for the
diagonal wrapping pattern and Fig. 5.14b for the zigzag wrapping pattern. Figure 5.22
presents driving point FRFs with an actuation and sensing location of z = 0.025 for CC
boundary conditions and the free end for CF and FF boundary conditions. In Fig. 5.22,
both wrapping patterns are considered as well as the various boundary conditions. Note
that since damping is not included in the models, the values of the resonant peaks are not
relevant but rather their location is of interest.
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Figure 5.22: FRF's of exact solution and model approximations for variable wrapping angle
patterns given various boundary conditions.
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Figure 5.22 shows that the four approximation method FRFs provide a good match to
the exact results in terms of location of resonances and antiresonance, as well as magnitude.
In particular, the approximate model results for the diagonal pattern are all quite similar
whereas the results for the zigzag wrapping pattern exhibit noticeable differences in the
range of higher modes. Further, the location of the antiresonances become less accurate
for higher modes, typically after from the seventh mode of the system.

The second non-periodic pattern considered involves the addition of a second string
to a non-periodically wrapped string-harnessed system with a single string. The second
string that is added begins from the left end of the system and follows that same wrapping
pattern as the first string up to a specified point. This specified point, which will be called
the switching location, is varied throughout the numerical simulations. The properties of
the second string are identical to those previously listed with the exception of an increased
modulus of Fsx = 1.875 x 10" N/m? and an increased density of p, = 8000 kg/m3.

The wrapping pattern the strings follow begins with the wrapping angle that would
be required to periodically wrap the system with 10 fundamental elements, and then the
wrapping angle is decrease a fixed percentage amount each time the string goes from one
side to the next until there is a total of 3 wraps of the string around the system. Schematics
for these wrapping patterns are presented in Fig. 5.23.
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Figure 5.23: Schematics of wrapping patterns for multiple strings numerical simulations.

Consider first the effect of variable switching location, the location where the system
goes from two strings to one, on the frequency results. Figures 5.24 and 5.25 present
the fundamental and tenth mode frequency results for the exact, perturbation theory, as
well as the various proposed methods for model approximation results. Multiple boundary
conditions are considered and the diagonal wrapping pattern is considered in Fig. 5.24,
and the zigzag wrapping pattern is considered in Fig. 5.25.
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Figure 5.24: Frequency results for fundamental and tenth mode given variable switching
location and diagonal wrapping pattern.
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Figure 5.25: Frequency results for fundamental and tenth mode given variable switching
location and zigzag wrapping pattern.
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As discussed in Section 4.2.2, the behaviour of the frequencies in Figs. 5.24 and 5.25
is due to a small change in the switching location either adding more stiffness or mass.
More stiffness is added to the system compared to the mass effect when a small increase
in the switching location occurs near high curvature areas. More mass effect is added to
the system compared to the stiffness effect when a small increase in the switching location
occurs around high displacement areas of the mode shape. The locations where high
curvature and large displacements occur will depend on the mode number in consideration,
as well as the boundary conditions. The latter reason explains the difference in frequency
behaviour for variable switching location for the various boundary conditions.

As previously discussed, the difference between the model and perturbation theory are
of interest for the metric minimization and therefore there will be a tendency for the fre-
quency results of the method to be more similar to the higher modes. The error between
the model and perturbation theory frequencies are of interest for the error minimization.
Therefore, the error minimization method tries to match the higher modes somewhat more
accurately while keeping the error in the fundamental mode relatively small, thus creat-
ing more accurate frequency behaviour to the exact and perturbation theory results for
the tenth mode when compared to the fundamental mode. The MPF and POD methods
place higher importance on matching the fundamental mode. Due to this, it is observed
in Figs. 5.24 and 5.25 that the MPF and POD methods more accurately match the exact
and perturbation theory results for the fundamental mode and the metric and error min-
imization methods more accurately match the exact and perturbation theory results for
the tenth mode.

Next, the results for the coefficients BT and p/;l from the various approximation methods
and the HOM method are presented for variable switching location. The results for the
diagonal wrapping pattern are presented in Fig. 5.26 and the results for the zigzag wrapping
pattern are presented in Fig. 5.27.
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Figure 5.26: Results for ET and p/;l coefficients for diagonal wrapping pattern with variable
switching location.
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Figure 5.27: Results for ET and ,3;1 coefficients for zigzag wrapping pattern with variable

switching location.
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For the diagonal wrapping pattern coefficients in Fig. 5.26, it is seen for the metric and
error minimization methods that the pattern for the E' coefficient is similar in behaviour to
the tenth mode frequency results in Fig. 5.24. The MPF and POD methods predict a value
for E'T that is similar to the behaviour of the fundamental mode results in Fig. 5.24. Overall
there is an increase in the value of ET, as expected since adding a second string increases
the bending stiffness of the system. With respect to the pA variable, it is observed that all
four of the proposed methods demonstrate a sudden increase in value when the switching
location crosses over a lumped mass and the total mass suddenly increases. Overall it is
also seen that the value of pA increases as the switching location increases.

Consider the zigzag wrapping pattern ET and p/z\él coefficients in Fig. 5.18. It is observed
that, similar to the diagonal wrapping pattern case, the metric and error minimization
methods predict values for ET that are similar in behaviour to the frequency results for
the tenth mode in Fig. 5.16 and for the MPF and POD methods the behaviour of ET is
similar to the behaviour of the frequency results for the fundamental mode in Fig. 5.16.
Overall there is an increase in the value of ET, as expected since adding a second string
increases the bending stiffness of the system. Considering the coefficient pA, there is an
overall increase in the value as the second string is added to the system due to the increase
in total mass.

As a second string is added into the system, there is both an increase in the bending
stiffness as well as an increase in the mass per unit length. Depending on which of these
effects is more dominant, the fundamental frequency may experience an increase or decrease
in value. One important consideration for the approximation models is that they accurately
capture these effects and do not, for example, associate an increase in frequency due to
added stiffness as being caused by a reduction in mass. Considering the results in Figs. 5.26
and 5.27, it is seen that the MPF and POD methods demonstrate larger variations in
the value of pA when compared to the metric and error minimization methods. This is
particularly evident for the diagonal wrapping pattern with FF boundary conditions. The
more consistent increase in the value of pA obtained for the metric and error minimization
methods is a benefit to employing these models as the approximations.

The first step in quantifying the accuracy of each of the proposed approximation models
given variable switching location is to examine the error between these and the perturbation
theory results. Recall that the perturbation theory results were the results the approximate
models attempted to match. The results for the diagonal wrapping pattern are presented
in Fig. 5.28 and the zigzag pattern in Fig. 5.29.
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Figure 5.28: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable switching location and diagonal wrapping pattern.
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Figure 5.29: Error in fundamental frequency and mode shape of approximate models to
perturbation theory given variable switching location and zigzag wrapping pattern.
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Figures 5.28 and 5.29 demonstrate a clear order for the errors in predicting the funda-
mental frequency. The POD is typically the most accurate approximation method, followed
by the MPF method, next is the error minimization, and finally the metric minimization.
With respect to the mode shape, the metric and error minimization methods consistently
reported the smallest errors of the four methods, and the MPF and POD methods clearly
produced the largest errors. Furthermore, it is interesting to note that the error for the
fundamental frequency reaches minimal values for the four proposed methods at very simi-
lar switching locations. In other words, the locations where the fundamental frequency for
the approximation methods are very similar to the perturbation theory results in Figs. 5.24
and 5.25 are quite similar across the various methods.

In addition to the accuracy of the proposed methods for the fundamental frequency
and mode shape, the error with respect to the perturbation theory over multiple modes is
considered. To this end, the sum of the absolute error of the first 10 modes of the system
is considered and the average value of this sum for variable switching location is reported.
The results for both wrapping patterns, each of the proposed approximation methods, and
the various boundary conditions are presented in Table 5.7.

Table 5.7: Average sum of absolute percentage of error to perturbation theory for the first
10 natural frequencies and associated mode shapes for variable switching location with
multiple strings

Frequency Results Mode Shape Results
Result cC CF FF CC CF FF
Diagonal Pattern Diagonal Pattern
Metric Min.  3.5194  8.3114  5.6082 5.95483934  5.20659034 7.56847098
Error Min. 3.5910 9.7016  5.5994 5.90541132 5.17041879 7.49053912
MPF 5.8793 27.3696 10.2917 6.11450350 5.32063127 7.66941008
POD 7.3924 32.8353 13.3433 6.00933435 5.37970274 7.70637068
Zigzag Pattern Zigzag Pattern
Metric Min. 10.0852  7.0464  6.7883 4.10510995 3.71451015 4.56976302
Error Min. 9.1583  7.0315  6.5329 4.08478447  3.69486945 4.54498367
MPF 13.5540 13.5892  9.4947 4.69631091 4.34280229 5.05677107
POD 16.5124 16.4726 11.8699 4.61621719 4.36802364 5.06680108

It is seen in Table 5.7 that for the diagonal wrapping pattern the metric minimiza-
tion method typically was the most accurate in predicting the frequencies, with the error
minimization only being slightly more accurate in the case of FF boundary conditions.
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Overall, the metric and error minimization methods both provide quite accurate meth-
ods for approximating the string-harnessed system, especially when compared to the large
errors reported by the MPF and POD methods. With respect to the mode shapes, the
error minimization method was the most accurate, followed by the metric minimization
methods. The results for the zigzag wrapping pattern in Table 5.7 indicate that the error
minimization method was the most accurate of the four methods for both frequency and
mode shape results given all the boundary conditions. The metric minimization was the
second most accurate method for the frequencies and mode shapes given all the bound-
ary conditions. Overall, it is seen in Table 5.7 that the POD method was typically the
least accurate method for both the frequencies and mode shapes, given both wrapping
patterns and all the boundary conditions. The one exception was for the error in the mode
shapes given CC boundary conditions. This indicates that when the behaviour of the
frequencies given a variable parameter changes significantly between the various modes of
interest, then an approximation methods that equally takes into account each of the modes
is advantageous over methods that focus more strongly on approximating the fundamental
modes.

Finally, the average sum of absolute error, given variable switching location, of the
perturbation theory and the four proposed approximation methods to the exact solutions
is presented in Table 5.8. The results for both wrapping patterns and the various boundary
conditions are presented.
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Table 5.8: Average sum of absolute percentage of error for the first 10 natural frequencies
and associated mode shapes for variable switching location with multiple strings

Frequency Results

Mode Shape Results

Result CC CF FF cC CF FF
Diagonal Pattern Diagonal Pattern
Perturbation  0.2605  0.2839  0.3188 0.10377754 0.08535005 0.13718868
Metric Min. 3.4900 8.1811  5.4228 6.16663218 5.49572167 8.01344090
Error Min. 3.4653  9.7025  5.5787 6.08734267 5.43816925 7.88174622
MPF 5.7017 27.4409 10.4197 6.24209527 5.56298963 7.97125086
POD 7.2204 32.9074 13.4921 6.28684039 5.58771879 7.99211329
Zigzag Pattern Zigzaq Pattern

Perturbation — 1.1247  1.2999  1.4287 0.12759072 0.13578752 0.17124855
Metric Min.  10.7419  7.0535  6.5167 4.43607644 4.22983373 5.16244093
Error Min. 9.0534 6.9389  6.6661 4.40579896  4.19903920 5.12365073
MPF 12.9530 13.6748  9.9819 4.95712613 4.79735064 5.57070390
POD 15.7737 16.5756 12.3837 4.97561921 4.80800554 5.58070854

In Table 5.8, it is seen for the diagonal wrapping pattern that the error between the
perturbation theory and the analytical results is not negligible for both the frequency and
mode shapes, and for the zigzag wrapping pattern the error between perturbation theory
and FEA is the largest of all the numerical simulations considered. Due to the size of the
errors between the perturbation theory and exact solutions, it is expected that the errors
in Table 5.8 will differ quite a bit from the errors in Table 5.7. For the case of variable
switching location, it is seen that the order of the most to least accurate approximation
method is changed when comparing the results in Table 5.8 to those of Table 5.7

With respect to the four approximation methods, it is seen in Table 5.8 that the most
accurate method for predicting the frequencies is split between the metric minimization
and the error minimization. The most accurate method for predicting the mode shapes
is the error minimization method, regardless of wrapping pattern or boundary conditions.
For the wrapping patterns considered and the various boundary conditions, the POD is
consistently the least accurate method for both the frequencies and the mode shapes, and
the MPF is consistently the second least accurate method for the frequencies and the mode
shapes

Finally, the FRFs for the case of a switching location at = = [/2 are presented for the
approximation methods and the exact solutions. Figure 5.30 presents driving point FRFs
with an actuation and sensing location of x = 0.025 for CC boundary conditions and the
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free end for CF and FF boundary conditions. In Fig. 5.30, both wrapping patterns are
considered as well as the various boundary conditions. Note that since damping is not
included in the models, the values of the resonant peaks are not relevant but rather their
location is of interest.
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Overall in Fig. 5.30, it is seen that the FRF's of the approximate models are quite similar
to the exact results for the lower modes with respect to location of resonances and antires-
onances, as well as magnitude. For higher modes of the system, the approximate models
become less accurate in predicting the resonant frequencies and antiresonances, however
predict the magnitude quite well. The difficulty in predicting the FRF for the higher
modes is a result of the original string-harnessed system being dissimilar to an constant
coefficient beam due to variable wrapping angle and multiple strings. The approximate
model FRF results for the diagonal wrapping pattern are seen to be very similar to one
another. For the zigzag wrapping pattern it is seen, particularly in Figs. 5.30b and 5.30d,
that the metric and error minimization methods predict FRFs that are a closer match to
the FEA results than the MPF and POD methods. This is due to the metric and error
minimization methods placing equal importance on matching all the modes of the system
instead of a higher importance on the lower modes as in the MPF and POD methods.

In summary, non-periodic wrapping patterns with variable wrapping angle and variable
number of strings were considered. In many of the numerical simulations performed, the
difference in the bending stiffness and mass per unit length of the original string-harnessed
system varied quite significantly across the length of the system. It has been shown that
using a constant coefficient Euler-Bernoulli model and selecting the coefficients using the
proposed methods provides quite accurate results for the frequencies and mode shapes,
and hence FRFs, when compared to exact solutions. Through numerical simulations,
it was seen that the MPF and POD methods excel at predicting the lower modes, in
particular the fundamental mode, of the system while the metric and error minimization
methods performed better over a larger number of modes. Of particular interest, the error
minimization method is the only method of the four that had an average sum of absolute
percentage error less than 10% for the various numerical simulations. Since the first ten
modes were considered in the sum, this means that the error minimization method was
the only method that predicted average error in each mode to be less than 1%.

5.2.3 Convergence of Approximate Models

In determining the results of the approximate models there are two key factors that can be
varied, namely the number of modes in consideration and the value for sampling interval
used in the POD method. To investigate the convergence of the results of the methods with
respect to these parameters, the case of variable wrapping angle given a zigzag pattern is
considered.

First consider the effect of increasing number of modes on the value predicted for Bl
and pA. Figure 5.31 presents the results for the metric minimization method, Fig. 5.32
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presents the results for the error minimization method, Fig. 5.33 presents the results for
the MPF method, and Fig. 5.34 presents the results for the POD method. In each of these
figures the results for CC, CF, and FF boundary conditions are given.

344



0.265 T T

[—2—3--4--5-=6-— 78 9—a10
0.26 b
0.255
(X 025
0.245
0.24
0.235
-30 -20 -10 0 10
Percentage Change Over Each Section, %
—
(a) EI, CC
0.265
0.26
0.255
(X 025H
0.245
0.24
0.235 . . . . .
-30 -20 -10 0 10
Percentage Change Over Each Section, %
—~
(c) EI, CF
0.265 T T T T
—2 3——4 5--—-6 7 8 9 —s—10
0.26 4
0.255
(3 0.25
0.245 %X
0.24
0.235 . . . . .
-30 -20 -10 0 10
Percentage Change Over Each Section, %
—
(e) EI, FF

Figure 5.31: Convergence of metric minimization method with respect to number of modes

.0414
0.0 —2 3——4 5--=-6 7T—28 9—e—10

0.0413 - b

0.0412} g
0.0411 ]
0.041

(S 0.0409
0.0408
0.0407
0.0406

0.0405

0.0404

-30 -20 -10 0 10
Percentage Change Over Each Section, %

(b) pA, CC

0.0414 T T T T T

0.0413
0.0412
0.0411

0.041

(T 0.0409 |,
0.0408 [/
0.0407

0.0406 - b

0.0405 - S|
—2 3——4 5—-=-6 7 8 9 —e—10

0.0404 . L .
-30 -20 -10 0 10

Percentage Change Over Each Section, %

(d) pA, CF

0.0414 —2 3——4 5--=-6 7 8 9 ——10

0.0413
0.0412
0.0411

0.041

(S 0.0409
0.0408
0.0407

0.0406

0.0405 - b

0.0404 . - .
-30 -20 -10 0 10
Percentage Change Over Each Section, %

(f) pA, FF

345



0.258 0.04147___5 3——4 5--—-6 7 8 9—=—10
0.256 0.04135 !
0.254
0.0413 | N
0.252 |
0.25 0.04125 - q
(3 0.248 (T 00412} g
0.246 0.04115
0.244
0.0411 i
0.242
0.24 k 0.04105 1
oggg —2—3==4--58-—6-—T-8 9 —e—10] 0.041
' -30 -20 -10 0 10 ’ -30 20 -10 0 10
Percentage Change Over Each Section, % Percentage Change Over Each Section, %
— —
(a) EI, CC (b) pA, CC
0258 00— —3-—4 5--6 78 910
0.256 004135}
0.254
\ 0.0413
0.252 AN
0.25 0.04125
(3 0.248 (T 00412}
0.246 0.04115 i
0.244
0.0411 4
0.242 | 1
0.04105 5 1
0241 —2  3-—4 5-—6 78  9-a10
0.238 . L . L L 0.041 . L . L L
-30 -20 -10 0 10 -30 -20 -10 0 10
Percentage Change Over Each Section, % Percentage Change Over Each Section, %
—~ —
(c) EI, CF (d) pA, CF
0.258 . . . . . 0.0414 S S BT
0.256 0.04135 1
0.254
0.0413
0.252
0.25 & 0.04125
(3 0.248 (T 0.0412}
0.246 0.04115} b
0.244
0.0411 | 1
0.242 1
0.04105 1
0245 —3--4 5-—6-—7-8 9-=10
0.238 . . . . . 0.041 . . . . .
-30 -20 -10 0 10 -30 -20 -10 0 10
Percentage Change Over Each Section, % Percentage Change Over Each Section, %
— —
(e) EI, FF (f) pA, FF

Figure 5.32: Convergence of error minimization method with respect to number of modes
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Figure 5.33: Convergence of MPF method with respect to number of modes
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Figure 5.34: Convergence of POD method with respect to number of modes
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Overall, it is seen in Figs. 5.31 - 5.34 that for the cases of few number of modes in con-
sideration, typically 2-5 modes, the behaviours of the ET coefficient for variable percentage
change in wrapping angle over each section are different from one another. This is also seen
for the pA coefficient when a metric minimization approach is employed. As the number
of modes under consideration increases, the predicted values exhibit smaller variations and
the results becomes quite similar for 8-10 modes. For the pA coefficient predicted by the
error minimization, the MPF method, and the POD method are almost identical regardless
of the number of modes under consideration. Altogether, it is demonstrated that as the
number of modes under consideration increases the results converge.

To explain the convergence with respect to number of modes under consideration,
consider the following. If a large number of modes are used to determine the unknown
coefficients £ and pA, say for example 20 modes, then it is expected that the addition
of a single mode will not have a great influence on the predicted values. For the results
presented above, it appears as though once the approximation methods considered 7-8
modes, then the addition of one or two additional modes did not significantly impact the
results.

POD Convergence with Respect to Sampling Interval

Next, consider the sampling interval, T, used in the POD method. This sampling interval
appears in the expression for the correlation function R in Eq. (5.17). It is expected that
a sufficient number of periods of the fundamental mode will be related to the convergence
of the POD method with respect to the sampling interval T. Therefore, the convergence of
the sampling interval will depend on the frequencies of the system, in particular the fun-
damental mode which has the longest period. Figure 5.35 considers the various boundary
conditions and lists results for 4 distinct systems. The percentage change in the wrapping
angle over each section for these systems are taken as equally spaced points from the range
previously considered, including the left and rightmost points.
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It is seen in Fig. 5.35 that the presented results all converge to a single value as the
sampling interval increases. It is noted that the time for the predicted values of ET and pA
is slower for CF boundary conditions when compared to CC and FF boundary conditions.
This is due to a CF system having a smaller natural frequencies than when CC or FF
boundary conditions are applied to the same system. A smaller natural frequency means
that the time for the system to go through a single period of the fundamental mode is
longer, thus increasing the time for convergence of the results.

For the results presented the smallest natural frequency occurred for System 4, cor-
responding to the right most point in the range considered for the percentage change in
wrapping angle over each section. This natural frequency is also the smallest observed value
over the entire range, as seen in Fig. 5.16. The smallest fundamental circular frequencies
are 862.4 rad/s for CC boundary conditions, 138.7 rad/s for CF boundary conditions, and
870.9 rad/s for FF boundary conditions. These values correspond to a period of 0.0073
s, 0.0453 s, and 0.0072 s, respectively. In Fig. 5.35 it is observed that after one period of
the fundamental mode the results for the coefficients begin to converge and after two full
periods the results demonstrate very small differences as the sampling interval increases.
For CC boundary conditions, after two full periods of the fundamental mode the variations
in EI and pA were no larger than 0.0175% and 3.33x107*%, respectively. For CF bound-
ary conditions, after two full periods of the fundamental mode the variations in ET and
pA were no larger than 0.0073% and 0.0058%, respectively. For FF boundary conditions,
after two full periods of the fundamental mode the variations in ET and pA were no larger
than 0.0242% and 9.68x1074%, respectively. It is concluded that 2 full periods of the
fundamental mode are sufficient to ensure that the coefficients in the POD method have
converged with respect to time. The amount of time required to obtain a convergence can
be determined from the perturbation theory results for the fundamental frequency of the
system to be approximated.

5.3 Comparison of Approximate Models to Experi-
mental Results

The accuracy of the proposed approximate models is further investigated with a comparison
to experimental results. The experimental results considered for comparison are the results
in Section 2.4 for periodic wrapping patterns and in Section 4.3 for non-periodic wrapping
patterns. First, the FRFs of the system are compared in Figs. 5.36 - 5.38. In each of
the figures, the results for the experimental test and the four approximation methods
are presented. Furthermore, for the periodic wrapping pattern tests from Section 2.4 the

351



HOM model results are also included in Fig. 5.36. In this case, the HOM model results
are equivalent to the STR model results presented in Chapter 2.
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Figure 5.36: FRFs for experimental tests, HOM model, and approximation models given

a periodic wrapping pattern
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It should be noted that the magnitude of the resonant peaks in the FRFs are not
expected to match between the experimental results and the HOM and approximate models
in Figs. 5.36 - 5.38. This is due to the HOM and approximate models not including the
effects of damping, hence the value of the peaks are meaningless. The important factors to
consider when determining if the results are a good match are the locations of the resonant
frequencies, the antiresonances, and the magnitude of the FRFs.

For the results using the periodic wrapping patterns in Fig. 5.36, it is seen that the
results for the HOM and approximate models are very similar and only exhibit very small
differences between them. For all of the presented results, the magnitude of the FRFs
and the location of the antiresonances match quite well. Recall that the bump that is
seen near 1,700 Hz is due to the section of beam that extends beyond the clamp and
is not a frequency for the string-harnessed system. In terms of predicting the natural
frequencies of the system, it is seen that there is a strong agreement from all the models.
There is a slight amount of difference observed for the higher modes of the test with three
strings in Fig. 5.36e. This is due to the method for modelling the string-harnessed system
overpredicting the stiffness added due to one string, multiplied threefold for the three string
test.

For the single string non-periodic wrapping pattern tests in Fig. 5.37, it is seen again
that the results for the various proposed approximation models are very similar and only
exhibit very small differences between them. For all of the presented results, the magnitude
of the FRFs and the location of the antiresonances match quite well. With respect to
the natural frequencies, the approximation models do a very good job of matching the
experimental frequencies. It is observed that for test 5, the case where the system is the
most loosely wrapped, there is an increase in the error when predicting the frequencies
using the proposed models.

For the three string non-periodic wrapping pattern tests in Fig. 5.38, it is observed
that as the test number increases, heading towards a more loosely wrapped system, the
differences between the various proposed models become more noticeable. This is due to
the fact that for the three string tests, as the test number increases the pattern of the
experimental frequencies becomes less like an EB beam model. In these cases, the various
manners in which the approximation models determine the unknown coefficients E1 and
pA will play a more significant role in predicting the frequencies. In the cases of tests 1
and 2, the frequencies of the string-harnessed system are similar in behaviour to those of
an EB beam model. Therefore the various approximation methods tend to predict very
similar results. For all the presented results, the magnitude of the FRF's and the location of
the antiresonances match quite well. Regarding the natural frequencies, there is increasing
error in the prediction of the frequencies as the wrapping pattern becomes more loosely
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wrapped, from test 1 to test 5.

To quantify the errors in the FRF results, the values for the frequencies and the error
compared to experimental results are presented. Table 5.9 lists the results for the peri-
odic wrapping pattern tests, Table 5.10 lists the results for the single string non-periodic
wrapping pattern tests, and Table 5.11 lists the results for the three string non-periodic
wrapping pattern tests.

In Table 5.9 for the periodic wrapping patterns, it is observed that the HOM and the
four proposed models agree quite well with the experimental results. The errors reported
are typically less than 1% in each of the modes with the exceptions occurring for test 5,
the case in which three strings are wrapped around the beam. In Table 5.9, the average
sum of the absolute value of error in a given test is 2.58% for the HOM model, 2.4% for the
metric minimization, 2.56% for the error minimization, and 2.64% for the MPF and POD
methods. It is seen that on average each of the methods report similar accuracy, with the
metric minimization producing the smallest average error.

In Table 5.10 for the single string non-periodic wrapping patterns, it is seen that the
proposed approximate models all report errors of less than 1% when the system is more
tightly wrapped, tests 1 through 3. As the string is more loosely wrapped the errors
reported increase, with a maximum reported error of 1.50%. The average sum of the
absolute value of error in a given test for Table 5.10 is 2.68% for the metric minimization,
2.51% for the error minimization, 2.22% for the MPF method, and 2.19% for the POD
method. Again, it is seen that the average value for the error in a given test is fairly similar
across the various proposed methods, with the POD method producing the smallest average
error in this case.

Table 5.11 presents the results for the three string non-periodic wrapping patterns and
it is seen that the errors reported are larger than for the single string test. This is due to
the three strings producing a set of frequencies for the string-harnessed system that are
less likely to follow the behaviour of the frequencies for an EB beam model. As the test
number increases it is seen that the typical value for the error also increases, the largest
error obtained was 4.13%. In Table 5.11, the average sum of the absolute value of error
in a given test is 8.51% for the metric minimization, 8.22% for the error minimization,
7.00% or the MPF method, and 6.74% for the POD method. In the case of three strings
harnessing the system it is observed that there is a larger difference between the accuracies
of each of the models, with the POD method producing the smallest average error.

It is important to reiterate that the approximation models are attempting to match the
frequencies predicted using a perturbation theory approach. Therefore any error between
the perturbation theory results and the experimental results will introduce additional errors
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for the approximate models when compared to the experimental results. For this reason it
is seen in Figs. 5.9 - 5.11 that the POD method does not always predict the smallest error
for the fundamental frequency as would be expected since it places the highest importance
on matching the fundamental mode over the other methods. If the accuracy of the pertur-
bation theory results compared to experimental was increased, then it would be expected
that the POD method would be the most accurate in predicting the fundamental frequency
and the average sum of error for a given test would be smallest for the error minimization
method. This was seen in the previous section when comparing the approximate methods
to the perturbation theory results for numerical simulations.

To summarize, in this chapter it is seen through numerical simulations that a constant
coefficient EB model can accurately predict the frequencies of a string-harnessed system
with both periodic and non-periodic wrapping patterns. This is quite advantageous in
control applications as a simple model describing the dynamics of the system will result
in quicker computational times. The strength of the proposed approximation model was
shown by comparison to experimental results. In the case of a single string any of the
approximation methods yield accurate predictions for the natural frequencies when com-
pared to experimental results. For the three strings tests, larger errors are reported for all
four proposed methods.

5.4 Chapter Summary

In this chapter, constant coefficient Euler-Bernoulli models were used to approximate the
dynamic behaviour of string-harnessed systems. This was done for both periodic and non-
periodic wrapping patterns, with the main motivation coming from the non-periodic case.
Various approaches were considered to determine the coefficients in the approximate model.
For the periodic wrapping pattern cases, it was shown that the model approximations were
always more accurate the the homogenized model results. If only the fundamental or first
couple of modes are of interest, a modal participation factor or proper orthogonal decompo-
sition method are the best choices. This is due to these methods placing more emphasis on
matching the lower modes of the system. If it is desired to match multiple modes in the sys-
tem the error minimization approach should be used. The model approximation methods
were then compared to the experimental results obtained for periodic and non-periodic
wrapping patterns in Sections 2.4 and 4.3. It was seen that the model approximation
methods? FRF results matched quite well with the experimental FRFs.
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Chapter 6

Conclusion, Recommendations, and
Future Work

6.1 Conclusion and Contributions

Motivated by the problem of harnessed signal and power cables greatly affecting the dy-
namics of the host structure, the presented work considers a simple initial step into this
new area of research by developing and analyzing a string-harnessed model. First, after
multiple efforts, an accurate method for modelling the string and beam system was devel-
oped. A homogenization technique was then applied to determine an equivalent continuum
model for two types of periodic wrapping patterns, diagonal and zigzag. Numerical simu-
lations were performed and it was shown that the homogenized model was quite accurate
in predicting the natural frequencies of the system when compared to a fully coupled finite
element analysis (FEA). Next the homogenized model was experimentally verified using
various system setups and the results agreed quite strongly. This served to demonstrate
the accuracy of the modelling technique used for the string-harnessed system.

A natural extension once an analysis is performed on periodic wrapping patterns is to
consider non-periodic wrapping patterns. As the spatially dependent partial differential
equation cannot be solved directly, a perturbation theory approach is employed. To be able
to apply the perturbation theory to the wrapping patterns in consideration, the current
literature on the topic had to be updated to include lumped masses. In addition, further
corrections for the frequencies and the mode shapes of the system were determined to
improve the accuracy of the perturbation theory. Once developed, the improved perturba-
tion theory was applied to non-periodic string-harnessed systems. Numerical simulations
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indicated that the perturbation theory was quite accurate in predicting the frequencies
of the string-harnessed system when compared to a decoupled FEA. In particular, it was
determined that using a gradient norm minimization approach to determine the reference
values necessary to apply the perturbation theory was the most accurate. Another advan-
tage of the gradient norm minimization approach is that the final result for the expression
of the frequencies is simpler in form than when applying the other reference value selection
methods. The perturbation theory results were then experimentally verified using multiple
different non-periodic wrapping patterns. The results were in good agreement, particularly
for the case of a single string in the harnessed system. This served to highlight the ability
and accuracy of the perturbation theory, as well as the modelling technique developed
earlier, for the more general case of non-periodic wrapping patterns.

Similar to the idea of a homogenized model accurately predicting the frequencies and
mode shapes of a periodically wrapped system, constant coefficient Euler-Bernoulli models
were used to predict the frequencies and mode shapes of periodically and non-periodically
wrapped systems. To investigate the efficacy of these models to serve as an approximate
model for the string-harnessed system, multiple methods for choosing the unknown con-
stant coefficients were considered. Numerical simulations of periodic wrapping patterns
indicated that all of the four proposed methods produced more accurate results for the fre-
quencies and mode shapes when compared to the homogenization method. This highlights
the value of using methods for determining an equivalent continuum model other than
the homogenization technique. Numerical simulations of non-periodic wrapping patterns
showed that typically the most accurate of the proposed approximation methods was the
error minimization approach. This was with respect to the perturbation theory results,
which were taking as accurate. When the approximation methods were compared to FEA
results, it was found that either a metric or error minimization approach would produce
results with similar levels of error for the frequencies and mode shapes. Finally, the model
approximation methods were compared to all of the previously obtained experimental data.
With the exception of somewhat higher errors occurring when then system is more loosely
wrapped, it was shown that the frequency response functions matched quite well.

The contributions of the presented work can be summarized as follows:

1. Modelling of string-harnessed systems

2. Applying homogenization technique for global dynamics behaviour of string-harnessed
systems

3. Improvements to Lindstedt-Poincaré perturbation theory for Fuler-Bernoulli model

363



4. Applying perturbation theory to string-harnessed systems
5. FExperimental validation of string-harnessed system modelling

6. Transverse vibration model approximation of periodically and non-periodically wrapped
string-harnessed systems

6.2 Future Work and Recommendations

In terms of future work, the are a few ways in which the string-harnessed model could be
further improved. First, the model used to describe the vibration of the system could be
generalized. For instance, a shear or Timoshenko beam model could be employed. Another
generalization that would be of great value is coupling between the various coordinates of
vibration. It was seen in the presented work for a finite element analysis that coupling
plays an important role in the prediction of the frequencies of the system when certain
parameters, such as string radius and tension, play an important role. Following the devel-
opment of a coupled string-harnessed model, applying the techniques of homogenization
and perturbation theory would be useful for investigating the behaviour of the frequencies
under parameter variations as well as periodic and non-periodic wrapping patterns.

Another interesting step for future research would be the inclusion of damping. Damp-
ing can be included in the model in two main ways: through the interaction between the
string and the host structure, as well as damping within each of the components of the
string-harnessed system. The latter would be particularly useful since once a damped
model is developed, it could be combined with the results in the literature focused on the
characterization of cables typically used in aerospace applications. This would allow for
the development of an analytical model for a cable-harnessed structure.

Finally, the results for the model approximation using a constant coefficient Euler-
Bernoulli beam are quite promising. To obtain further accuracy, the approach presented
in the presented work could be extended for more generalized models. For example a
generalized Euler-Bernoulli model with additional components, such as a constant com-
pressive force, could be considered. By increasing the number of unknown coefficients in
the model, the likelihood of obtaining smaller errors when predicting the frequencies is
greater. In addition, by including additional coefficients into the approximate model that
are physically motivated this will provide the researcher with an intuitive manner in which
string-harnessed systems, and changes to their parameters and wrapping pattern, can be
understood.
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