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Abstract

Natural language texts are often meant to express or impact the emotions of individuals.
Recognizing the underlying emotions expressed in or triggered by textual content is essential if
one is to arrive at an understanding of the full meaning that textual content conveys. Sentiment
analysis (SA) researchers are becoming increasingly interested in investigating natural language
processing techniques as well as emotion theory in order to detect, extract, and classify the
sentiments that natural language text expresses. Most SA research is focused on the analysis of
subjective documents from the writer’s perspective and their classification into categorical labels
or sentiment polarity, in which text is associated with a descriptive label or a point on a continuum
between two polarities. Researchers often perform sentiment or polarity classification tasks using
machine learning (ML) techniques, sentiment lexicons, or hybrid-based approaches. Most ML
methods rely on count-based word representations that fail to take word order into account.
Despite the successful use of these flat word representations in topic-modelling problems, SA
problems require a deeper understanding of sentence structure, since the entire meaning of words
can be reversed through negations or word modifiers. On the other hand, approaches based on
semantic lexicons are limited by the relatively small number of words they contain, which do not
begin to embody the extensive and growing vocabulary on the Internet.

The research presented in this thesis represents an effort to tackle the problem of sentiment
analysis from a different viewpoint than those underlying current mainstream studies in this re-
search area. A cross-disciplinary approach is proposed that incorporates affect control theory
(ACT) into a structured model for determining the sentiment polarity of event-based articles
from the perspectives of readers and interactants. A socio-mathematical theory, ACT provides
valuable resources for handling interactions between words (event entities) and for predicting
situational sentiments triggered by social events. ACT models human emotions arising from
social event terms through the use of multidimensional representations that have been verified
both empirically and theoretically. To model human emotions regarding textual content, the first
step was to develop a fine-grained event extraction algorithm that extracts events and their enti-
ties from event-based textual information using semantic and syntactic parsing techniques. The
results of the event extraction method were compared against a supervised learning approach
on two human-coded corpora (a grammatically correct and a grammatically incorrect structured
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corpus). For both corpora, the semantic-syntactic event extraction method yielded a higher de-
gree of accuracy than the supervised learning approach. The three-dimensional ACT lexicon
was also augmented in a semi-supervised fashion using graph-based label propagation built from
semantic and neural network word embeddings. The word embeddings were obtained through
the training of commonly used count-based and neural-network-based algorithms on a single
corpus, and each method was evaluated with respect to the reconstruction of a sentiment lexicon.
The results show that, relative to other word embeddings and state-of-the-art methods, combin-
ing both semantic and neural word embeddings yielded the highest correlation scores and lowest
error rates.

Using the augmented lexicon and ACT mathematical equations, human emotions were mod-
elled according to different levels of granularity (i.e., at the sentence and document levels). The
initial stage involved the development of a proposed entity-based SA approach that models reader
emotions triggered by event-based sentences. The emotions are modelled in a three-dimensional
space based on reader sentiment toward different entities (e.g., subject and object) in the sen-
tence. The new approach was evaluated using a human-annotated news-headline corpus; the
results revealed the proposed method to be competitive with benchmark ML techniques. The
second phase entailed the creation of a proposed ACT-based model for predicting the temporal
progression of the emotions of the interactants and their optimal behaviour over a sequence of
interactions. The model was evaluated using three different corpora: fairy tales, news articles,
and a handcrafted corpus. The results produced by the proposed model demonstrate that, despite
the challenging sentence structure, reasonable agreement was achieved between the estimated
emotions and behaviours and the corresponding ground truth.
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Chapter 1

Introduction

In many aspects of life, outside opinions affect our decision-making processes: we seek others’
opinions when buying a new product, reading a book, supporting a political campaign, and even
when choosing which movie to watch. Humans have a natural desire to express and to seek opin-
ions on products, services, or individuals. Growing interest in this area of human nature over
the last decade has led to a corresponding increase in research efforts related to sentiment anal-
ysis (SA), as well as intensified investigation of methods for automatically extracting emotional
content from natural language texts. The growing popularity of social media and the expanding
stream of user-generated content in the cyber world have fuelled this interest in sentiment analy-
sis. The huge amount of opinionated digital content on the Internet and social media (Facebook,
Twitter, blogs, and forums) has been particularly valuable for individuals and organizations in-
terested in, for example, timely feedback about a new product, a political movement, or other
matters.

The terms “sentiment” and “opinion” are used interchangeably in the literature related to
sentiment analysis and natural language processing (NLP), which focus on people’s emotional
interpretation or feelings about situations or entities. Sentiment analysis, also known as opinion
mining, appraisal extraction or attitude analysis, refers to the process of using Natural Language
Processing (NLP), machine-learning (ML), and statistical techniques to identify, extract, or clas-
sify opinions or sentiments expressed in textual input [152]. SA techniques have been used and
examined in a variety of application domains [68] such as public opinion analysis [80, 182, 268];
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sentiment analysis in news articles [12, 11]; and customer feedback analysis [277, 152, 184, 89].
Investigations in the SA area are often divided into five main tasks: sentiment classification,
detection of opinion spam, measurement of review usefulness, lexicon creation, and aspect ex-
traction. The main task that has received significant attention from SA researchers is sentiment
classification, the goal of which is to determine or classify the sentiments expressed in a text
selection and to assess whether the text indicates positive or negative sentiment/opinions. Sen-
timent classification is challenging because it requires a deep understanding of natural language
as well as domain and common-sense knowledge. For example, people often express their opin-
ions or sentiments in a complex way: using rhetorical modes such as sarcasm, metaphors, and
implication, or using complex styles that allude to other external or internal resources. Effective
sentiment classification also necessitates an understanding of human emotions and emotional
categories. Understanding and categorizing humans’ emotions is another challenging task due to
the division among scientists over emotions definitions and emotions categorization.

Sentiment classification can be further categorized into four main subtasks: determining the
sentiment orientation of text that expresses an opinion as either positive or negative (opinion
mining) [277, 152, 195]; determining the sentiment polarity of an opinionated text as a point in
a continuum between two opposing sentiment polarities (polarity classification) [151, 241, 274];
determining the affective state of a writer (writer affect recognition) [306]; or determining the
affective state evoked by a text (reader affect recognition) [306, 149, 22]. Despite the wide
variety of applications in this field, SA research often is centred around opinion mining, focus-
ing on highly subjective statements (e.g., a movie review) rather than objective data that might
still carry sentiment [195]. Most of the methods proposed in the sentiment classification sub-
area are sensitive to context because they often rely on corpus-based statistics obtained from a
domain-specific dataset. They are also generally focused on the use of frequency-based statistics
(bag-of-words representations) that ignore word order and sentence structure. Only a handful
of attempts have incorporated additional features as a means of accounting for negations, inten-
sities, part-of-speech tags, and contextual valence shifters, and these methods have been found
to outperform standard bag-of-words techniques [309, 296]. Several recently proposed compo-
sitional models for modelling human sentiments in natural language text include consideration
of the dependency/interaction between words. These compositional models offer significant im-
provement with respect to accurately assigning positive or negative scores to varying levels of
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granularity (phrases and sentences), yet they are based on word frequencies that are often irrel-
evant to the sentiment, fail to capture the intensity of the sentiment, and are sensitive to context
[183, 247, 246].

The research presented in this thesis tackled the problem of factual/event-based sentiment
analysis in a multidisciplinary manner by incorporating sociological theory called affect control
theory (ACT) into a compositional sentiment model. The premise of ACT, a socio-mathematical
theory that models human sentiments in social events, is that individuals have pre-event, cul-
turally shared feelings about behaviours, identities, or objects, and that social events generate
post-event feelings that might differ from the pre-event feelings. The difference between the
post-event and pre-event feelings might cause negative or positive emotions. For example, good
actions typically cause good emotions and vice versa (e.g., an event such as “A student helped an
elderly lady” will create positive sentiments for the interactants and any observers). The differ-
ence between post-event and pre-event feelings can also be used for estimating the unlikelihood
of an event. For example, an event such as “A teacher teaches a student” is very likely and results
in a very small difference because the behaviour performed is consistent with the identity of the
actor, while an event such as “A teacher abuses a student” is unlikely since it represents a sub-
stantial difference between post-event and pre-event feelings. The action or most probable action
that each interactant will take after the event occurs can also be estimated using the difference
between post-event and pre-event feelings. For example, if a student helps an elderly lady, she
will most likely thank him, and she will be less likely to attack him. ACT represents human sen-
timents, i.e., the pre-event culturally shared and post-event feelings, in three-dimensional space.
ACT lexicons are composed of thousands of terms, i.e., behaviours and identities, that have been
collected from numerous languages and cultures.

The use of ACT for SA problems is advantageous for several reasons. The fact that ACT
represents human emotions in multidimensional space is thought to provide comprehensive and
universal representations of human emotions [191, 102, 224, 33]. These multidimensional rep-
resentations have a very long history in sociology and psychology and have been verified empir-
ically over many years, and the ACT mathematical equations have also been developed based on
extensive empirical studies of impression formation. ACT provides finer-grained emotion anal-
ysis because it models human emotions toward different entities involved in social events. ACT
takes into account the interaction among social event entities in estimating post-event feelings.
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This interaction is compatible with the linguistic principle underlying a compositional semantic
model, according to which the meaning of a sentence is a function of the words that comprise it.
For this reason, in the work conducted for this thesis, ACT was incorporated into a compositional
SA model that analyzes the emotions triggered for readers and interactants by the social events
expressed in the text through the incorporation of a three-dimensional sentiment lexicon and a
set of ACT impression-formation equations. To pursue and developed the ACT structured-based
sentiment analysis model, two main problems need to be addressed.

The first problem was to extract events and their associated components from textual content.
Despite the wide interest in extracting events from natural language text, few researchers have
performed fine-grained event extraction in order to extract predicates and their associated compo-
nents from a given sentence. For this work, to extract events and their components (i.e., subject,
object, modifiers, and location), three main approaches were explored. First, a dependency-
based approach was developed that, for any given dependency parser output, parses a sentence
and identifies the event components and their modifiers. Dependency parsers provide a uniform
representation of the grammatical relationships among the words in a given sentence [39]. For
example, in a sentence such as “John helped Mary”, the dependency parser will show that John
is the nominal subject of help. Using these uniform representations, the algorithm simply locates
the event components. The second approach involved the implementation and extension of a
syntactic-based algorithm [225] that performs a breadth and depth search in a syntactic parse tree
to extract event triplets (i.e., subject, verb, and object). The triplet algorithm [225] was extended
to deal with sentences structured ungrammatically and to extract modifiers (i.e., adjectives or ad-
verbs that modify the subject, object, or verb) and the location of the events. Third, a semantic-
and syntactic-based event extraction method was proposed that first performs semantic parsing in
order to locate the predicate in the sentence, then executes a breadth and depth search in the syn-
tactic tree to locate the other components of the event. The results from these three approaches
were compared against two manually annotated corpora for different syntactic structures: news
headlines and news articles. The results were also compared against a syntactic-based event
extraction algorithm and an ML-based algorithm. The findings show that the semantic- and
syntactic-based approach outperformed the dependency-based, syntactic-based, and ML-based
approaches for both grammatically and ungrammatically structured sentences.

The second problem was that ACT utilizes a limited number of human-coded lexicons that
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contain a relatively small inventory of words. The two most recent English ACT lexicons were
collected in 2002 and 2003 [71, 161]. Due to their age, these sentiment ratings may not be up
to date and may not reflect the sentiment/attitude of current generations toward behaviours and
identities. Overcoming these limitations entailed the development of a semi-supervised graph-
based label propagation algorithm designed to extend the ACT sentiment lexicon by building on
two modalities: a semantic and a distributed word representation. The graph-based label prop-
agation algorithm propagates the label/scores from labelled nodes to the remainder of the graph
based on the geometry of the data (i.e., the similarity between the nodes of the graph). Extensive
evaluation was conducted of several unsupervised and supervised methods for inducing the ACT
sentiment lexicon. The semi-supervised label propagation algorithm was also assessed in rela-
tion to variants of word representations, including semantic, distributed, and count-based word
representations/embeddings. The results demonstrate that linearly combining the similarities of
the semantic and neural word embedding features in the semi-supervised algorithm generated a
multidimensional sentiment lexicon that exhibited higher correlation with the actual sentiment
ratings than other word representations and state-of-the-art methods. To the best of the author’s
knowledge, the work described in this thesis represents the first study that has examined multi-
dimensional lexicon expansion and the first that combines both semantic and distributed features
in a label propagation algorithm.

The augmented lexicon, ACT impression-formation equations, and the event extraction algo-
rithm were utilized for the development of a structured-based SA approach that models human
emotions in event-based text. The model parses event-based sentences or documents, extracts
event components and their modifiers, and computes pre-event and post-event feelings. Using
the extracted components and based on ACT principles, human sentiments were modelled in two
different contexts.

The first proposed model is an entity-based reader affect recognition model that analyzes
the sentiment evoked in readers by single events (i.e., news headlines). This model analyzes
the sentiment of the readers with respect to both subject and object and then represents these
sentiments in a three-dimensional space. These three-dimensional scores can then be mapped to
an emotion label (e.g., “amused”,“disappointed”, and“delighted”, etc.). For example, readers
of a sentence such as “John killed Mary” will experience negative emotions from reading about
such an event, yet they will experience different emotions toward the subject and the object.
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They might, for example, be “angry at” the subject and “sorry for” the object. This model was
evaluated on a manually annotated dataset of news headlines collected from a variety of news
resources and annotated with the emotions they evoke. The results of the evaluation show that the
proposed model outperformed the standard supervised learning approach based on bag-of-words
models.

The second modelling was of the interactants’ emotions and their optimal behaviour with
respect to a sequence of events (e.g., fairy tales and news articles). With consideration of the
sentiment generated during a previous event, coupled with the pre-event culturally shared sen-
timent associated with the current event, the emotions that each interactant in the story would
feel after interacting in multiple events were computed. The next optimal behaviour that each
participant in the event would exhibit after several interactions was also estimated based on
computation of the behaviour that minimizes the difference between post-event and pre-event
feelings. As with ACT [99], by computing the partial derivative of the difference between the
post-event and pre-events feelings and solving for the behaviour. In a manner similar to that for
determining optimal behaviour, the optimal identities or profiles that characterize each partici-
pant during social events were also estimated. This model was evaluated using two real-world
human-annotated corpora: a fairy tale dataset with human ratings of interactant sentiment [4]
and news articles annotated according to writer sentiments with respect to the interactants [254].
The model was also assessed relative to a handcrafted story that was created for evaluating how
the model would treat simple events that do not require any highly advanced parsing techniques.
The results of the evaluation of the proposed model against the user manual annotation showed
reasonable agreement as well as interesting patterns of emotional and behavioural responses that
were deemed worthy of further investigation.

The model proposed in this thesis addresses the problem of sentiment analysis from differ-
ent and new perspectives. Unlike most of the methods proposed by researchers in the SA field,
which model human sentiment in one-dimensional space, the model proposed in this thesis rep-
resents human emotions in a three-dimensional space. This three-dimensional representation
was validated both theoretically and empirically to ensure that it accurately represents human
emotions [191, 70]. The proposed model developed through this research analyzes the sentiment
triggered by factual/objective natural language, an area that has received less attention from SA
researchers. The new model is also focused on the sentiment of the readers of and interactants
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in an event, not on the sentiment of the writers or on the opinion mining problems that are typ-
ically addressed in SA research. Further innovations are that the model analyzes the sentiments
for different levels of granularity (sentence level and document level) and that it performs an
entity-based sentiment analysis by assigning different emotions to different entities involved in
the events. It also models the sentiment triggered by a sequence of events by taking into account
the previously generated sentiment. The following section provides additional details about the
contributions of this research.

1.1 Summary of Research Contributions

The contributions of the research presented in this thesis can be divided into four main categories:

– The new model enables fine-grained event extraction that uses semantic and syntactic fea-
tures to extract the predicate of a given sentence and its associated components (i.e., partic-
ipants, modifiers, and location of an event) and provides an evaluation of other syntactic-
based, dependency-based, and ML-based methods of extracting events from grammatically
and ungrammatically structured sentences.

– Three-dimensional sentiment lexicons have been regenerated and extended in a semi-
supervised manner using a label propagation algorithm built on semantic and neural word
embedding models, enabling extensive assessment of the label propagation algorithm us-
ing a variant of semantic, distributed, and count-based similarity measures, and the results
have been compared against unsupervised, supervised, and state-of-the-art methods.

– Readers’ emotional responses to social events and their associated participants (actors and
objects) in event-based textual information have been modelled, the proposed method has
been evaluated against newly collected and annotated news headlines, and the similarities
between the true sentiments of the readers and the estimated emotions have been demon-
strated.

– The emotions of interactants have been modelled, along with their optimal behaviour and
optimal profile in event-based articles; a recursive linear combination of multiple identities
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and behaviours has been performed; and the performance of the model has been assessed
with respect to a handcrafted story, a fairy tale dataset, and a news article corpus.

1.2 Thesis Outline

The structure of the thesis is as follows:

• Chapter 2 provides background regarding emotion theory, ACT, statistical language-modelling
methods, and a review of the literature related to sentiment analysis and sentiment lexicon
expansion.

• Chapter 3 explains semantic, syntactic, and dependency parsing techniques, reviews some
of the state-of-art methods developed for addressing the event extraction research problem,
introduces the proposed semantic and syntactic approach developed through the research
presented in this thesis, and provides the results of an evaluation based on two human-
coded datasets.

• Chapter 4 describes the semi-supervised label propagation algorithm and the multigraph la-
bel propagation approach and presents the multimodality lexicon augmentation technique
as well as an extensive evaluation of the lexicon induction methods using different word
features.

• Chapter 5 includes a summary of ACT and emotion formation equations, presents the
proposed model for single-event entity-based SA, and details both the dataset used for
evaluating the proposed method and the results obtained.

• Chapter 6 outlines emotion dynamics and optimal behaviour estimation in ACT, presents
an approach for modelling the emotions of the interactants and their optimal behaviour in
event-based textual contents, and outlines the evaluation of the proposed approach based
on three datasets.

• Chapter 7 offers conclusions about the contributions of the research and suggests possible
avenues for future investigation.
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Chapter 2

Background

This thesis proposes a multidisciplinary approach that incorporates affect control theory (ACT)
into a structure-based sentiment analysis (SA) model. A three-dimensional sentiment lexicon has
been augmented in a semi-supervised fashion using semantic and neutral word vector represen-
tation, with social events and their entities being extracted from event-based textual input. The
following subsections thus provide background about 1) emotion theory and the theories most
commonly used in sentiment analysis and other related research areas, 2) the main principles
and mathematical background underlying ACT, 3) the statistical language modelling methods
and vector space models used in lexicon augmentation methods, and 4) published work related
to sentiment classification and lexicon creation.

2.1 Emotions Theory and Sentiment Analysis

Human emotions have been the subject of extensive study in disciplines such as psychology,
anthropology, sociology, and, more recently, computer science. Researchers in fields that in-
clude affective computing (AC) [201]; human-computer interaction (HCI) [31, 113]; and senti-
ment analysis (SA) [68, 210] have also recently begun contributing to these knowledge areas by
computationally modelling and evaluating existing theories. The variations in methods of con-
ceptualizing emotions has led computer scientists to develop a number of computational models
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of emotions that can be grouped into two main types: categorical approaches that are based
on mostly cognitive appraisal theories, and dimensional approaches based on dimensional theo-
ries [235]. Cognitive appraisal theory, the dominant theory in psychology as well as in AC and
SA, posits that emotions arise from individual judgements about situations or events. Most SA
and AC computational appraisal models represent emotions using discrete labels known as the
basic emotions [33, 89]. The discrete approach most widely adopted is the model developed
by Ekman et al., which classifies emotions according to facial expressions into six semantically
distinct categories: sadness, fear, anger, happiness, surprise, and disgust [60]. In spite of their
popularity, the basic emotions fail to represent the complexity of human feelings since evidence
has shown that the basic emotions rarely occur alone and cannot be generalized across different
cultures or languages [222].

Dimensional models, on the other hand, typically represent emotions in two- or three-dimensional
space: arousal, valence, and sometimes dominance/control [221]. Five dimensional models are
commonly known, which are those by Wundt [299], Schlosberg [237], Osgood [190], Davitz [55],
and Sokolov et al. [249]. Each uses different dimensions to describe emotions. Pleasure-
displeasure (valence/evaluation) and arousal-calm (arousal/activity) are components of these
models, while the control/dominance dimension is included only in the models devised by Os-
good and Davitz. Plutchik offered a new representation of emotions called the “wheel of emo-
tions”, which contains eight primary bipolar emotions: joy versus sadness, anger versus fear,
trust versus disgust, and surprise versus anticipation. This three-dimensional model combines
both basic and complex categories with dimensional theories in which emotions are arranged in
concentric circles, with the complexity of the emotions increasing from the inner to the outer
circles [202]. Although psychological evidence shows that people perceive words or any other
events emotionally in more than one dimension [70, 15, 221], multidimensional models have
been used less frequently in SA and AC research. For the research presented in this thesis, a
multidimensional approach was adopted for modelling human emotions in natural language text.

A related point for consideration is that most multidimensional theories are linked to the
“core affect” concept [221], the counterpoint to the appraisal theory, which describes human
emotions in their simplest and most primitive state. Core affect is defined as a neurophysiological
(mental, non-cognitive, and non-reflective) state that is consciously accessible as a simple raw
feeling evident in an individual’s moods/emotions. This raw feeling changes subconsciously
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Figure 2.1: Affective (valence-arousal) circumplex

based on events and without any degree of personal control or socially learned structure. These
feelings can be represented as a point in two-dimensional space: valence (pleasure-displeasure)
and arousal (active-quiet), as shown in Figure 2.1. ACT is a cognitive appraisal theory based on
the premise that people appraise words using culturally shared meanings and that these meanings
can be represented in three-dimensional space.

2.2 Affect Control Theory

Affect Control Theory (ACT) is a new version of symbolic interactionism developed by Mead,
who stated that individuals process gestures, words, or behaviour as symbols or meanings shared
among people within the same culture [165]. These shared meanings help individuals to antic-
ipate and understand how others will act in a particular situation. ACT was built upon Osgood
et al.’s [191] semantic differential ratings (affective meaning) and empirical studies of impres-
sion formation [99, 102, 215]. The affective meaning was introduced by Osgood and his col-
leagues [191]. In a large set of cross-cultural studies in the 1950s, Osgood showed that concepts
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carried a culturally dependent, shared affective meaning that could be characterized to a great
extent using three simple dimensions: evaluation (good versus bad), potency (powerful versus
powerless), and activity (lively versus quiet) [191]. This semantic differential scale of evalua-
tion, potency, and activity (EPA) is thought to represent universal and cross-cultural dimensions
of affective meaning for words. Each affective meaning, as shown in Figure 2.2, is measured on
a scale from −4.3 (infinitely bad, powerless, or inactive) to +4.3 (infinitely good, powerful, or
lively). 1 Impression formation research is conducted by obtaining the EPA values of identities
and behaviours both in general and when combined in various descriptive behavioural situations.
Then, a regression analysis is performed to estimate the impression created by an event [215, 96].

Studies show that most of the culturally shared sentiments, affective meanings, are stable and
are only changed gradually over many years. Comparing the stability of the different aspects of
sentiment, researchers have found that evaluation (E) is very stable and does not significantly
vary from year to year. The change in sentiment ratings can only occur when there is a rec-
ognized cultural movement in the society. For example, identities relating to homosexuality
changed drastically in North America at the end of the 20th century, from a very negative to a
positive sentiment. Potency (P), on the other hand, is less stable than evaluation, and the potency
scores for behaviours can change more rapidly than for identities. A good example of an iden-
tity that shifted from powerless to powerful is that of young women in North America. A good
example of an identity that shifted from powerless to powerful is young women in North Amer-
ican. Activity (A) was found to be the least stable factor in comparison with the other sentiment
factors; for example, the evaluation ratings for identities that describe leadership and authority
changed substantially in the 20th century, from being not active to very active. Studies have
also shown that cross-cultural differences are not significant. Different cultures often share the
same perspectives about identities and behaviours; however, sentiment scores might vary from

1The [−4.3,+4.3] scale is a historical convention
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one culture to another. The variation in sentiment ratings was found to be more prominent in the
activity ratings of different cultures than the other aspects of sentiment, and sentiment ratings
also might differ across different gender and sub-cultural groups. However, evidence has shown
that the variance among different sub-cultures or gender groups is relatively small [99, 101].

Before reviewing the mathematical model and the main principles of affect control theory,
some of the terminology used in the ACT literature needs to be defined. First, we clarify the
terms used in both the emotions literature and the ACT literature. In the emotion literature,
and sometimes in affective computing and SA, writers interchangeably use the terms “affect”,
“emotion”, “sentiment”, and “mood” on a regular basis. “Affect” in ACT is a general term
that refers to the culturally-shared affective meaning. Sentiment or fundamental sentiment refers
to the affective response measuring the goodness, powerfulness, and activeness of a variety of
concepts in a culture. For example, males in North America generally perceive teachers as good,
powerful, and quite active. Transient impression in ACT, on the other hand, refers to the situated
meanings that an event generates. For example, when a teacher exhibits a negative behaviour,
they will be perceived as bad, quite powerful, and quite active. “ Emotions” in ACT refer to
emotional labels associated with affective meaning scores that translate the impression created
by an event. For example, people associate being afraid with a negative evaluation (i.e., a bad
feeling), weakness, and being passive. “Moods” and “traits” refer to more enduring emotions
that become a part of an individual’s personality and affect their future interactions [145].

Second, we define some of the terms that are used in ACT to describe the main components
of an event. Identity is a term that is used to describe an individual’s role in a society which
might refer to their occupation, socio-economic status, or aspects related to religion or politics.
People can maintain different identities in a given situation (e.g., a mother and a wife who works
as a teacher will alternate between these three identities depending on the situation). Actor, the
identity or noun in an event, is an agent that enacts a social event. Behaviour, the verb in an
event-based sentence, describes the act that the actor performs. Object is the target of the action
that was enacted by the actor. Setting is the place where the event took place. Modifier is an
attribute (adjective) that modifies the actor’s or object’s identity. Social event is any situation
that describes a behavioural event when an actor who exhibits a behaviour towards an object
in a location or Setting. The actor and object both have role identities (e.g., a teacher). Each
behaviour and identity has a sentiment rating or affective meaning. Self-directed event is any
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interactional event that the actor performs toward themselves (e.g., self grooming).

ACT postulates that individuals interpret social events using both cognitive and affect pro-
cessing. During the affect processing stage, individuals define a situation by unconsciously
choosing a specific sentiment profile for each element in the event (i.e., actor, behaviour, ob-
ject, setting). Individuals share the same fundamental sentiments about concepts (i.e., identities
and behaviours) [20, 99], and these fundamental sentiments, defined in three-dimensional rep-
resentations (affective meaning), govern individuals’ social interactions. A post-event feeling,
transient impression, will be produced after an event occurs and this temporary feeling is toward
the elements in that specific event and context. The post-event feeling is influenced by the be-
haviour that the actor performed. For example, good behaviour will produce a positive sentiment
toward the actor, object, and setting of an event. If another event occurs which involves the same
individuals as in the previous event, people often use their previous feelings as the pre-event
feelings of the current event. This process of how sentiments change after an event takes place is
called impression-formation in ACT literature.

The deflection, i.e., the difference between the fundamental sentiment and transient impres-
sion, plays an important role in forming individuals’ emotions toward an event’s entities. Individ-
uals try to maintain their transient states near their fundamental sentiments through their actions
and interpretations of events. Maintaining or failing to maintain the affective meaning associated
with self-identity tends to result in positive or negative emotions respectively. If the deflection of
transient impression from a fundamental sentiment is high, people tend to re-conceptualize the
associated entities in the event to lower the deflections [251]. This thesis focuses on the sentiment
part of ACT, and therefore, the rest of this section discusses fundamental sentiments, transient
impressions, the deflection, and emotions formation. More details about the emotion dynamic
and optimal behaviour can be found in Chapters 5 and 6. More details about ACT can be found
in [20, 99, 251].

2.2.1 The ACT Mathematical Model

In ACT, each event is typically defined by three or four elements: actor (A), behaviour (B), object
(O), and sometimes settings (S). In this thesis, the term event elements or entities refers to the
actor, the behaviour, the object, and the setting. The three EPA values represent each of these
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elements that capture the fundamental sentiments they evoke in terms of evaluation, potency, and
activity. According to ACT grammar, the fundamental sentiment is represented as follows:

f = {Āe Āp Āe B̄e B̄p B̄a Ōe Ōp Ōa},

and the ransient impression evoked by an event is equal to:

τ = {Âe Âp Âe B̂e B̂p B̂a Ôe Ôp Ôa},

where the A, B, and O represent the actor, behaviour, and object respectively, and the subscripts
e, p, and a respectively represent the evaluation, potency, and activity. The fundamental sentiment
or EPA values are denoted by an over-bar and the post-event sentiment or EPA values are denoted
by a caret. For example, Āe is the fundamental sentiment associated with the actor (good vs.
bad) and Âe is the post-event sentiment associated with the actor or transient impression. The
transient impression is calculated by multiplying a matrix M by t, a vector of interaction terms
composed of the fundamental pre-event sentiments. M comprises a set of prediction coefficients
that are estimated through the regression analysis of empirically measured impressions:

τ = Mt (2.1)

t = {1 Āe Āp Āa B̄e B̄p B̄a Ōe Ōp Ōa

ĀeB̄e ĀeB̄p ĀeB̄a ĀpB̄e ĀpB̄p ĀpŌa ĀaB̄a

B̄eŌe B̄eŌp B̄pŌe B̄pŌp B̄pŌa B̄aŌe B̄aŌp

ĀeB̄eŌe ĀeB̄pŌp ĀpB̄pŌp ĀpB̄pŌa ĀaB̄aŌa}

(2.2)

A different M matrix is constructed for each grammar (AB), (ABO), or (ABOS). Each col-
umn in the matrix represents the coefficient scores used for computing one of the post-event
entities. For example, if the AB (actor-behaviour) grammar is used, the columns are as follows:
Ae, Ap, Aa, Be, Bp, Ba. To give an idea of how the M matrix is constructed and how the coef-
ficients affect the calculation of τ , the following equation shows the actor post-event evaluation
Âe estimated using the impression equations [71]:

Âe = −0.26 + 0.41 Āe + 0.42 B̄e − 0.02 B̄p − 0.10 B̄a + 0.03 Ōe + 0.06 Ōp
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+0.05 ĀeB̄e + 0.03 ĀeŌp + 0.12 B̄eŌe − 0.05 B̄eŌp − 0.05 B̄pŌe

+0.03 ĀeB̄eŌe − 0.02 ĀeB̄eŌp.

The coefficients in the above equations show that the largest factors that indicate the degree to
which the post-event evaluation of the actor Âe is positive or negative are the pre-event evaluation
of the actor Āe (i.e., how good or bad the actor is) and the pre-event evaluation of the behaviour
B̄e. This means that if a bad person performs a positive action, he/she will still be perceived as
a negative person, and if a good person performs a bad behaviour, he/she will have a negative
evaluation. The post-event evaluation of the actor is slightly negatively affected by the potency of
the behaviour B̄p that he/she is performing. This effect indicates that powerful behaviours tend
to be perceived negatively by people in the culture. The positive coefficient Ōe indicates that the
post-event identity associated with the actor is slightly affected by the pre-event identity of the
object (i.e., how good or bad the object of the event is). Interacting with those whose identities
are considered bad will make us seem bad, and interacting with those whose are considered to be
good will make us seem good. This concept is called guilt by association. The combination of
the pre-event behaviour and object evaluation B̄eŌe also has an effect on how the actor seems.
If actors perform a negative behaviour directed at a bad person or a positive behaviour directed
at a good person, they will be seen/perceived as a good actor, while they will be perceived as less
good if they perform a negative behaviour directed at a good person or a good behaviour directed
at a bad person. This interaction term B̄eŌe is called the balance term.

These impression-formation equations have been estimated for different cultures and in nu-
merous languages. The five most recent sets of impression-formation equations were devel-
oped for the United States [71], Canada [161], Japan [243], Germany [238], and China [243].
The coefficients of the matrix M vary slightly from one culture to another. For example, in
an impression-formation equation for Canada, the Ōe is associated with a negative coefficient,
which indicates that if an actor interacts with a good person, the post-event evaluation of their
identity Âe will be slightly negatively affected, and vice versa. In contrast, the Ōe is associated
with positive coefficient scores in the set of equations for Germany and the United States and
with zeros in the equations for Japan and China. The impression equations used in this thesis are
the ones for the United States and Canada.

The incorporation of settings that indicate where the event took place, such as a school or a
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library, can be achieved by adding the EPA values of the setting and using the coefficient values
of the actor-behaviour-object-setting (ABOS) grammar rather than the actor-behaviour-object
(ABO) grammar:

f = {Āe Āp Āe B̄e B̄p B̄a Ōe Ōp Ōa S̄e S̄pS̄a}

τ = {Âe Âp Âe B̂e B̂p B̂a Ôe Ôp Ôa Ŝe Ŝp Ŝa}

t = {1 Āe Āp Āa B̄e B̄p B̄a Ōe Ōp Ōa S̄e S̄p S̄a

ĀeB̄e ĀeB̄p ĀeŌe ĀpB̄e ĀpB̄p ĀpB̄a ĀpŌe ĀpŌp

ĀpŌa ĀaB̄a B̄eŌe B̄eŌp B̄pŌe B̄pŌp B̄pŌa B̄aŌp

ĀeB̄eŌe ĀeB̄pŌp ĀpB̄pŌp ĀpB̄pŌa } (2.3)

The fundamental sentiment f and transient impression t of the self-directed event (e.g., a
school girl laughs at herself) are computed using only two elements, the actor and behaviour of
the event, as follows:

f = {Āe Āp Āe B̄e B̄p B̄a }

t = { 1 Ae Ap Aa Be Bp Ba AeBe AeBp ApBe ApBa AaBe}.

The addition of attributes or adjectives that modify the identities (e.g., “good friend” or “abu-
sive father”) is calculated from the EPA values of both the identity and the modifiers. The
EPA profiles of particular modifiers are symbolized as P = {Pe, Pp, Pa} and identities as
R = {Re, Rp, Ra}, and the profile for identity-modifiers amalgamation is C = {Ce, Cp, Ca}.
The modifier-identity profile is computed by summing over the multiplication of the coefficient
times the modifier and the identity:

C = p P + r R + a (2.4)

where p and r are coefficients estimated from empirical studies of the modifiers and iden-
tity, respectively and a is a constant. For example, For example, using the Ontario affec-
tive dictionary [161], the affective rating of “father” is [1.84, 1.78, 0.02], “abusive” is equal to
[−2.23, 0.34,−0.02], and “abusive father” is equal to [−1.51, 1.37,−0.21].
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the deflection, which is defined as the discrepancy between the fundamental sentiment and
the transient impression, is calculated from the squared Euclidean distance between the senti-
ments and impressions, as given in the following equation. The deflection does not essentially
indicate positive emotions or negative emotions, but instead signifies whether or not the event
met someone’s expectation

d =
∑
i

(fi − τi)2 (2.5)

d = (Āe − Âe)2 + (Āp − Âp)2 + (Āa − Âa)2 + (B̄e − B̂e)
2

+(B̄p − B̂p)
2 + (B̄a − B̂a)

2 + (Ōe − Ôe)
2 + (Ōp − Ôp)2 + (Ōa − Ôa)

2

ACT covers two different types of emotions: characteristic and structural. Characteristic
emotions are emotions that actors experience when they perform a behaviour that confirms their
identity. Structural emotions are emotions that individuals experience while interacting with
others. In ACT, emotions are also indexed according to the three values of evaluation, potency,
and activity, and emotions triggered by an event are a function of the fundamental identity (for
the actor or the object) and the transient identity (for the actor or the object). More details about
emotion dynamics can be found in section 5.2.3 and 6.2.

The ACT dictionary contains words for labelling identities, behaviours, modifiers, settings,
and emotions. Each word is defined by an average EPA rating for males and females separately
(e.g., the rating of father in the Ontario dataset= [1.84,1.78,0.02] for a male and [2.01,2.29,−0.23]
for a female, suggesting that females have a more positive evaluation of their father than do
males). The EPAs were derived empirically from large-scale studies that took place in differ-
ent cultures/languages over varying periods of time. Researchers conducted these studies in the
United States, Canada, Germany, Japan, China, and Northern Ireland. For example, the Ontario
2001 dataset was gathered between 2001 and 2003 in Guelph, Ontario, and contains 2,294 af-
fective ratings for 993 identities, 601 behaviours, 500 modifiers, and 200 settings. Section 2.4.2
provides additional details about the semantic differential method used for gathering affective
ratings.
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2.3 Statistical Language Modelling Background

One component of this thesis involved the implementation of several lexicon induction algo-
rithms using variant word representations and similarity metrics as a means of expanding a mul-
tidimensional sentiment lexicon. This section provides a short introduction to word representa-
tions and word similarity metrics.

2.3.1 Vector Space Model and Word Representations

Statistical language modelling (SLM) is an essential component in many research areas, in-
cluding natural language processing (NLP), speech recognition, and information retrieval. SLM
techniques are designed to estimate the distributions of various language phenomena by applying
statistical estimation techniques to real-world training data. Representing language phenomena
in terms of parameters has proven effective in a number of NLP tasks, and researchers have pro-
posed several computational models of the semantic or syntactic relationships between words.
The vector space model (VSM) is the most traditional statistical language-modelling approach,
with a long and rich history in NLP. Based on the distributional hypothesis, which states that
words that appear in a similar context have similar meaning [93, 69], a VSM represents similarity
between words as proximity in an n-dimensional space induced using unsupervised techniques
to capture syntactic or semantic properties. VSM denotes words as vectors, with each dimen-
sion corresponding to a feature that might refer to a semantic or syntactic interpretation [278].
VSMs are especially appealing because they can be trained from unlabelled data and used for
supervised learning problems, a feature found to be effective for a variety of applications such
as name entity recognition (NER), parsing, or sentiment analysis [272]. The earliest effort to
induce word meanings or to represent words in terms of vectors was one-hot representation, in
which words are regarded as atomic symbols of their co-occurrence with other words in each
vocabulary. The feature vector of one-hot representation denotes the Boolean co-occurrence of
a given word with other words in the vocabulary (e.g. Cat = [0,0,0,0,0,1,0,0,0,0,....]) that are
located along the length of the vocabulary. This sparse and high-dimensional representation is
not helpful for measuring the similarity between words, and it is unable to estimate rare and com-
plex words. These limitations led researchers in the NLP field to investigate other unsupervised
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approaches for inducing word meaning using a variety of methods that can be classified [272]
as belonging to four main categories: distributional (count-based), clustering-based, distributed,
and hyperparameter-tuned count-based word representations.

Distributional Word Representation

Distributional representation signifies words based on the co-occurrence matrix F of size v × c
where v is the vocabulary size and c is some context. Matrix F computes the co-occurrence
frequency of certain items (terms, word, bi-gram) in a particular situation (context, document,
pattern). The co-occurrence matrix can be a word-by-word matrix w × w that estimates the co-
occurrence frequency fij of the wi and wj within a specific boundary (context window), or a
word-by-document matrix w × d where d is the number of documents in the data. One might
also construct it to capture any other properties, such as modifier×adverb, person× product, or
subject×verb×object, etc. The word-by-word approach estimates the co-occurrence frequency
based on the maximum likelihood probability given by:

P (wi, wj) =
fwi,wj
N

(2.6)

where fwi,wj is the co-occurrence frequency of wi and wj in N , which is the size of a window
(or corpus). In the word-by-document approach, the word co-occurrence frequency is denoted
by fw,d, which is the number of times the word w appears in document d in a set of documents
D:

P (w, d) =
fw,d
D

(2.7)

Each row in the co-occurrence matrix has a dimensionality of c that may be too large for use.
To solve this high-dimensionality problem, NLP and information retrieval (IR) researchers have
investigated numerous techniques for mapping this sparse matrix F to a lower dimensional space
of size v× s where s ≤ c using some function g where f = g(F ). The methods most commonly
used for computing this function are latent semantic analysis (LSA) [139], principal compo-
nent analysis (PCA), or clustering-based techniques. To solve zero-frequency problems and to
obtain better estimates of infrequent words, researchers have also employed several smoothing
techniques in distributional representation, such as term frequency-inverse document frequency
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(tf-idf) weighting [228], pointwise mutual information (PMI) [276], positive PMI [189], and a
t-test.

Clustering-Based Word Representations

Clustering-based approaches induce word meanings by performing unsupervised clustering over
words and then mapping a vocabulary of words to different clusters. To overcome the spareness
and dimensionality problem inherent in computing the co-occurrence frequency of n-gram mod-
els, a number of researchers have investigated methods for inducing word meaning in a cluster-
based fashion [148, 272]. The Brown hierarchical clustering algorithm [32], the most commonly
used word-clustering algorithm, induces clustering over words by maximizing the mutual in-
formation in bigrams. Based on the distributional hypothesis, Brown’s algorithm relies on the
assumption that similar words have a similar distribution of words to their immediate left and
right. The goal of this algorithm is to partition a vocabulary V of a set of words {w1, w2, ...., wn}
into k clusters so that each word is assigned to a cluster c ∈ k. The quality of clustering c is
measured by computing the logarithm of the probability p normalized by the length of the text:

P (w1, w2, ...., wn) =
n∏
i=1

p(wi|c(wi)) p(c(wi)|c(wi−1))

Quality(c) =
n∑
i=1

log p(wi|c(wi)) p(c(wi)|c(wi−1))

=
k∑
c=1

k∑
c′=1

p(c, c′)log
p(c, c′)

p(c)p(c′)
+

n∑
w

p(w) log p(w)

p(c, c′) =
n(c, c′)∑
c,c′ n(c, c′)

, p(c) =
n(c)∑
c n(c)

, p(w) =
n(w)

n

where n(w) is the number of times word w appears in a text, n(c) is equal to the number of times
a word in cluster c appears in the text, and n(c, c′) is equal to the number of times a word in cluster
c appears with a word in a cluster c′. Brown’s clustering algorithm has been evaluated using a
variety of contexts, such as NER [172], dependency parsing [132], and other NLP applications.
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Distributed Word Representations

Distributed word representations, or neural word embeddings, represent words in a low-dimensional,
continuous representation whereby each dimension corresponds to semantic or latent syntactic
features. Like distributional word representation, distributed representation is usually based on
co-occurrence statistics. The difference is that it is dense, more compact, and less sensitive to
data sparsity and can implicitly represent an exponential number of word clusters. Distributed
word representation has a long history in NLP [104, 220, 61], and it is typically induced using a
neural language model such as a feed-forward network or a recurrent neural network. The idea
of using a neural network language model to induce a distributed word representation was intro-
duced by Bengio et al. [19], and several subsequent variants have been proposed. The Bengio
et al. model is based on the n-gram model, in which the probability of a sequence of words is
determined by the n− 1 preceding words:

p(w1, w2, ....., wt) = p(w1)p(w2|w1)....p(wt|wt−1, ..., wt−n+1) (2.8)

The model developed by Bengio et al. [19] first maps each wt−i to a d-dimensional feature vector
c(wt−i) and concatenates each feature vectors in the n-gram example x = c(wt−n+1)⊕c(wt−n)⊕
...c(wt−1), where c is a lookup table and ⊕ is a concatenation. A standard multilayer neural
network is then trained by maximizing the log-likelihood. The output of the hidden layer is
computed using hyperbolic tangent function tanh, and the output of the output layer is computed
using a softmax activation function:

P (wt|wt−n+1, ...wt−1) =
ezm∑
k e

zk
, (2.9)

zm = bm +
∑
i

wmi tanh(hi +
∑
j

vij xj), (2.10)

where b and h are the bias weight, and w and v are the weight of the corresponding output and
hidden layers. The model is trained by minimizing the error in the training data with respect to
the model parameters, which can be achieved by back-propagating the error from the output to
the input layer and updating the weight and bias accordingly.

Mikolov et al. [168, 169] proposed a new variation of the neural language model using a
recurrent neural network (RNN) to induce word meanings from their contexts. This approach
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overcomes the limitation of the earlier approach by Bengio et al. [19], in which the dependencies
between words were restricted to a fixed text size (n-gram). RNN differs from standard neural
language models in that it operates on the internal state spaces rather than the input space, al-
lowing the model to extend the dependencies over unspecified intervals. More recently, Mikolov
et al. [170] proposed skip-gram negative-sampling (SGNS) neural language models that yielded
superior performance with respect to many NLP tasks. The SGNS model is designed to learn
word representations that are useful for predicting nearby words (context words). The architec-
ture of the neural model is composed of two layers: a linear hidden layer and a soft-max output
layer. The objective of the skip-gram model is to maximize the averaged log probability:

p(wt+j|wt) =
exp(v′wt+j

Tvwt)∑W
w=1 exp(v′w

Tvwt)
(2.11)

where wt+j signifies the context words, wt is the target word, v′w and vw are the respective output
and input vectors of a word w, and W is the number of the words in the vocabulary.

In a recent study, Pennington et al. [199] proposed Global Vectors for Word Representation
(GloVe), which factorizes the word-context co-occurrence matrix in order to reformulate the
optimizations of the SGNS model. This proposed model is designed to minimize a cost function
(weighted least squares) equal to the difference between the dot product of the vectors of two
words and the logarithm of the number of their co-occurrences:

J =
V∑
j

V∑
i

f(Xij)w
T
i wj + bi + bj − logXij (2.12)

where wi and bi are the word vector and the bias, respectively, of the main word i; bi and bj
are the context word vector and bias, respectively, of word j, and f is a weighting function that
assigns a relatively lower weight to rare and infrequent co-occurrences.

Word representations (distributional, cluster-based, and distributed) have been employed in
a variety of NLP applications. Turian et al. [272] compared these word space vectors to word
features for chunking (syntactic sequence labelling), and NER tasks. Pennington et al. [199]
assessed GloVe vis-a-vis other word representations, including the SGNS model, with respect to
word similarity, word analogy, and NER tasks. Their results showed that GloVe performs better
than other word representation for all tasks. This claim was later refuted by subsequent studies
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that revealed that the SGNS model often outperforms the GloVe model in regard to the above
tasks [144].

Hyperparameter-Tuned Count-Based Word Representation

Levy et al. [143] demonstrated that the SGNS model implicitly factorizes a word-context PMI
matrix. They analyzed the objective function of the skip-gram using negative sampling, which
often provided state-of-the-art accuracy in many NLP contexts. They derived a simple matrix
factorization that applies shifted positive pointwise mutual information (SPPMI) and singular
value decomposition (SVD) on the co-occurrence statistics (the word-context matrix):

SPPMI(wi, wj) = max{ p(wi, wj)
p(wi)p(wj)

− log2(k), 0.0}, (2.13)

where p(wi, wj) is the empirical co-occurrence probability of a pair of words wi, wj; p(wi)
and p(wj) are the marginal probabilities of wi and wj , respectively; and k is the number of
negative samples in word2vec (e.g., k = 10). They found that this simple technique can produce
word vectors that have the same quality as the skip-gram word vector, and they demonstrated
that using typical count-based features with some hyperparameter tuning can achieve state-of-
the-art accuracy with respect to many NLP tasks, including word similarity and analogy tasks.
In another recent study, Levy et al. [144] found that the negative sampling approach used in the
SGNS model samples words according to a smoothed unigram distribution. This process ensures
that the model is sampling frequent words relatively less often than their actual co-occurrences.
This context distribution smoothing (CDS) is transferable to the PMI through the raising of the
frequency of the context word by a smoothing factor α, as follows:

PPMIα(w, c) = max{log2
p(w, c)

p(w)pα(c)
, 0.0}, (2.14)

where pα(c) is the smoothed marginal probability of word context c, which is equal to fαc∑
c f

α
c

where fc is the frequency of context c. This variant of the PMI was found to alleviate the bias
toward rare words and to provide consistent improvement in the results. Levy et al. [144] also
proposed that the SVD be calculated and that some weight p be added to the eigenvalue matrix
Σd,
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WSV D = UkΣ
p
k, (2.15)

where k represents the top rows of U and Σ, and p can at best be equal to 0.5 or 0.0. Levy
et al. also presented an extensive evaluation of the proposed factorization approach, the SGNS
model, and GloVe with respect to word similarity and analogy tasks. They showed that the
results of using CDS and an SVD word vector (WSV D) are comparable to those obtained by the
SGNS model and that both the factorization approach and the SGNS model perform better than
GloVe [144].

Improving Word Embedding Using Lexical Features

Several recent studies have proposed models that incorporate semantic features to improve the
performance of word embeddings in many NLP tasks [301, 308, 66, 27]. Yu et al. [308] pro-
posed a joint relation constrained model (RCM) designed to improve the continuous-bag-of-
words (CBOW) [170] word embeddings using similarity information obtained from semantic
lexicons. The algorithm learns word representations from both a corpus and a semantic lexicon
by combining the CBOW and RCM objective functions. CBOW computes the probability of a
target word wt, given context words wt+ct−c as follows:

p(wt|wt+ct−c) =
exp(v′wt+j

T ∑
−c≤j≤c,j 6=0 vwt+j)∑W

w=1 exp(v′w
T ∑

−c≤j≤c,j 6=0 vwt+j)
(2.16)

where vw and v′w are the input and output word vector, respectively, and c is a window size. The
RCM defines an objective function that maximizes the log probability of a word w being related
to words in the Rw subset of the vocabulary as follows:

p(w|wi) =
1

N

N∑
i=1

∑
w∈Rwi

log p(w|wi) (2.17)

And the joint RCM and CBOW as follows:

1

T

T∑
t=1

log p(wt|wt+ct−c) +
C

N

N∑
i=1

∑
w∈Rwi

log p(w|wi) (2.18)
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This model was evaluated with respect to semantic similarity tasks and has demonstrated en-
hanced performance compared to the CBOW and skip-gram models. Farugi et al. [66], on the
other hand, tackled the problem of incorporating semantic knowledge in word embeddings dif-
ferently by proposing a retrofitting model, a post-processing method that fits a pre-trained word
embedding using a relational graph that encodes semantic similarity between words. The goal
of a retrofitting model is to learn new word representations such that they are close (based on
similarity metrics) to their neighbours in the semantic lexicon graph. The objective function of
this model, as shown below, is thus to minimize the Euclidean distance between a word vector q̂i
and its neighbours qj in a semantic graph E:

n∑
i=1

α||qi − q̂i||2+
∑

(i,j)∈E

βij||qi − qj||2 (2.19)

where n is the number of words in the vocabulary, α and β are the weights for controlling the
strength of the association and q̂i and qi are the original word vector and the retrofitted word
vector, respectively. The retrofitting approach outperformed several pre-trained word vectors in
addressing a variety of natural language problems (e.g., word similarity, syntactic relationship,
and sentiment analysis). In an approach similar to the joint learning method proposed by Yu et
al. [308], Bollegala et al. [27] combined the GloVe objective function (Equation 2.12) with a
regularizer Js that encodes the semantic relationship between a word w and its context words in
a vocabulary v:

Js =
1

2

∑
i∈v

∑
j∈v

R(i, j)(wi − wj), (2.20)

where R(i, j) is a binary function that returns 1 if the two words are related and 0 otherwise. The
method developed by Bollegala et al. was evaluated against other proposed methods for differ-
ent semantic relation tasks, and it outperformed the approaches presented by Yu et al.’s [308],
Faruqui et al. [66], and Xu et al. [301] approaches. Similarly, Bian et al. [23] proposed a
model that incorporates morphological, syntactic, and semantic knowledge in order to enhance
word embedding learning. Lui et al. [155] created a technique that incorporates semantic knowl-
edge into a corpus-based word embedding learning method, in which this semantic knowledge
is represented in the form of the ordinal ranking inequalities of the words. This learning frame-
work acquires distributed word embeddings by solving a constrained optimization problem. This
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approach was evaluated using several NLP tasks and produced better results than either the dis-
tributed word embedding approaches (SGNS and GloVe) or the method proposed by Bian et
al.

2.3.2 Word Similarities

Two types of word similarities are used in NLP and related research areas: relational and attri-
butional. Attributional similarity measures the degree of correspondence between attributes of
words. If A and B have a high degree of attributional similarity, they are called synonyms (e.g.,
car-vehicle). In contrast, relational similarity measures the correspondence between the internal
relationships of two word pairs. If two word pairs a : b and c : d have a high degree of relational
similarity, they are labelled analogous (e.g. tree : leaves :: book : papers). Verbal analogies
often use this format A : B :: C : D where “:” means “is to” and “::” means “as” so it reads A is
to B as C is to D.

As a term, semantic similarity could be confusing because it might refer to either type of
similarity. The work presented in this thesis was directed at measuring the attributional similarity
between words in order to extend the affective meaning lexicon. For this reason, the terms
“semantic similarities” and “word similarities” are both used to refer to attributional similarities.
In general, the similarity between two words (vectors x and y of dimension n) can be calculated
using different metrics such as the dot product, the Euclidean distance, and the cosine similarity.

Attributional similarity can be measured in several ways using lexicon-based methods, corpus-
based (frequency-based) methods, or combination of two. The corpus-based, or count-based, ap-
proach is based on co-occurrence statistics, which generally means that words in similar contexts
are considered to have similar meanings. Lexicon-based, or thesaurus-based, methods are based
on Resnik’s [211] claims that a natural way of calculating semantic similarity in a taxonomy is to
measure the distance between the nodes that correspond to the items being compared: the shorter
the path, the more similar the items. Only a handful of studies have examined the viability of
word lexicons in computing word similarities. Turney et al. [275] compared different algorithms
for computing word similarities. They examined the methods most commonly used, including
LSA [139], PMI for information retrieval (PMI-IR) [276], a thesaurus-based approach based on
Roget’s Thesaurus [116], and the Terra and Clarke algorithm [265], as well as combinations of
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all of these algorithms. Different combinations have been evaluated, and the results have shown
that the combinations yielded greater accuracy, than any single approach.

2.4 Sentiment Analysis Literature Review

Sentiment analysis, or opinion mining, is a general term that refers to the research area that
involves examination of the problems related to the detection, extraction, and classification of
the sentiment or opinion expressed in textual input. SA research can be grouped into five main
categories: subjectivity classification , which is the task of employing machine-learning (ML)
algorithms and/or a sentiment lexicon to determine the subjectivity of a given text (e.g., a news
article or movie review) [194, 302, 213, 285]; polarity classification, which is the task directed
at determining the orientation of the sentiment in a given text as either positive or negative or as
belonging to other predefined classes; review usefulness measurement, whose goal is to establish
the quality of a review (e.g., good vs. bad) [153], opinion spam detection, which is a subtask
aimed at detecting spam reviews; and lexicon creation, which is focused on creating a sentiment
dictionary using labelled words. The work presented in this thesis was concentrated on polarity
classification and lexicon creation. The following sections thus provide background about the
research that has been conducted with respect to these two categories. Additional detail about
the other categories and about SA and opinion mining research can be found in [195, 210, 153].

The problem of polarity classification has been tackled at different levels of granularity: at
the document, sentence, phrase, and word levels. One of the most common research problems
in sentiment or polarity classification is to determine the sentiment polarity of a document (e.g.,
product review, comment, news article, or on-line discussion). SA researchers have performed
polarity classification using either ML-, lexicon-, or hybrid-based methods. The latest technique
combines both ML- and lexicon-based methods. Researchers have also looked at the identifica-
tion of sentiment in natural language text from both the readers’ and the writer’s perspectives.
However, the mainstream of SA research has been focused on the writers’ sentiments or opinions.

The work conducted for this thesis included the investigation of the viability of incorporating
ACT in a structured sentiment classification model that identifies sentiment from the reader and
interactant perspectives by taking into account the dependency/interaction between words. The
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problem was also tackled at the sentence and document/article levels. The following subsec-
tion thus discusses previous research efforts related to polarity classification using ML-based,
lexicon-based, hybrid-based, and compositional-based model methods in addition to outlining
studies that have addressed the problem of detecting reader and interactant sentiment. Subse-
quent subsections outline research efforts with respect to the subarea of polarity lexicon induction
as well as previous attempts to use an affective meaning dictionary or ACT principles.

2.4.1 Polarity Classification

Machine Learning-based Methods

There have been two main ML methods in SA research: supervised learning and unsuper-
vised learning. Supervised learning methods generally use the occurrence frequencies of words
that indicate opinion/sentiment and then classify the word as positive or negative, with three-
star ratings or five-star ratings using one of the common classification methods such as naive
Bayes [287, 310]; maximum entropy; support vector machine (SVM) [52, 287, 227, 310, 179];
logistic regression; artificial neural network (ANN) [179]; or K-nearest neighbour (KNN) [287].
Researchers have tried many combinations of features such as part-of-speech (POS) tagging, n-
grams, a term weighting scheme, a sentiment lexicon, and term presence [196, 77]. Other studies
also added other features to the bag-of-words model as a means of accounting for negations, in-
tensities, part-of-speech tags, and contextual valence shifters, and these methods have been found
to outperform standard bag-of-words techniques [309, 296, 128, 58, 112, 279, 146, 300].

Unsupervised learning methods, on the other hand, classify the sentiment of a phrase or
text by computing the semantic orientation (SO) of the textual input with respect to positive
and negative paradigm words. Goldberg et al. [81] presented a semi-supervised graph-based
algorithm for classifying the rating of unlabelled reviews by assessing the similarity between
the reviews and a set of labelled reviews. After constructing a similarity graph, the algorithm
labels the unlabelled reviews (nodes) by solving an optimization problem that forces ratings to
be smooth throughout the graph.

Other approaches have considered the syntactic structure of the sentences in determining the
sentiment polarity of a given document. Nasukawa et al. [184] proposed a method that identi-
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fies the relationship between the target subject (aspect or feature) and the sentiment expression
associated with it as a means of facilitating the identification of the sentiment orientation and
polarity of a document. To identify subjects in sentences and their related expressions, their
study used several techniques including part-of-speech (POS) tagger and a syntactic parser in
order to determine local dependencies and fragment boundaries. This method was applied on
several corpora in different domains, yielding precision values ranging from 75% to 95% on a
benchmark corpus and real-word corpus, respectively. The authors demonstrated that identifying
the relationships of sentiment expressions to subjects improves the overall accuracy of SA detec-
tion. However, they reported failure with respect to discovering the sentiment polarity of some
sentences due to the complexity of their structure. MacDonald et al. [163] proposed a structured
model that jointly predicts sentiment orientation at the sentence and document levels. Their pro-
posed model represents documents and sentences in the form of a clique. The model was trained
using a margin-infused relaxed algorithm (MIRA) learning algorithm [49] and the inference was
performed using the Viterbi algorithm [283]. This approach was evaluated using online product
reviews from Amazon.com and yielded a 62.6% degree of accuracy at the sentence level and
80% at the document level.

Whitelaw et al. [293] proposed a method that can handle complex statements, such as “not
very happy” and “very good,” that the baseline technique (bag-of-words) might fail to classify
accurately. They augmented the standard bag-of-words technique with appraisal groups repre-
sented as sets of attribute values in a semantic taxonomy based on appraisal theory. The study
adopts a semi-automated process to build a lexicon of appraising adjectives and other modifiers.
The accuracy reported for the use of appraisal groups reached 90% when an SVM technique was
employed on a standard movie review corpus [194]. Joshi et al. [122] proposed an algorithm
that combines uni-gram features with dependency triplets that link words and their modifiers.
This model was evaluated on an opinion mining dataset and found to perform better than the un-
igram model and other dependency features. Lia et al. [147] presented a probabilistic modelling
framework for simultaneously detecting sentiment and topic by incorporating the distribution
over topics and using them as features for each document. Their study employed latent Dirichlet
allocation (LDA) to infer the distribution over topics, then evaluated the approach on several
datasets including the Pang and Lee [194] movie review and multi-domain dataset.

30



Lexicon-Based Methods

Turney and Littman [274] applied an unsupervised method that determined the semantic orienta-
tion at the word and phrase levels by calculating the PMI between a phrase and a set of positive
and negative paradigm words, such as “good” and “bad”. Turney et al. employed an AltaVista
NEAR operator to search a document that contains paradigm words near the words of the phrase
and then computes the average sentiment orientation of all of the phrases. This approach yielded
an accuracy level between 65% and 85% with respect to predicting the sentiments in reviews
from Epinions.com. Lu et al. [158] computed the sentiment polarity or strength of a given re-
view by multiplying the strength of the adjectives and adverbs used in the review. The strength of
the adjectives and adverbs was calculated in a semi-automated fashion using graph-based label
propagation that built on progressive rules and search engine results. When this approach was
evaluated using a Chinese hotel review lexicon, it yielded a precision score of 71.65%. Kon-
topoulos et al. [131] proposed an analogy-based approach for Twitter SA. Their proposed model
breaks down a textual input into aspects and assigns a sentiment grade for each aspect/feature.
A domain-specific ontology was first populated and then used for classifying the sentiment of
textual input. Sentiment classification was performed using a web service called OpenDover 2

which was used for detecting the sentiment in an opinionated text.

Only one previous attempt has been made to use the affective meaning dictionary sentiment
classification. Yelena Mejova [167] presents an approach for using the ACT semantic dictionary
as a means of determining the sentiment polarity of text. Her study evaluated the ACT lexicon us-
ing a simple classification method (voting strategy) that computes the average difference between
the scores of positive and negative words in a document. With an accuracy level of 59% on the
movie review dataset [194], this method outperformed classifiers based on SentiWord [53] and
WordNet-Affect [256]. Despite the fairly encouraging nature of these results, they were obtained
using a limited-sized lexicon and only an evaluation rating. In a similar vein, Mullen et al. [181]
presented a new technique for incorporating the three-dimensional semantic differential values
developed by Osgood et al. [191] into a text classification tool. They derived the values of the
semantic differential based on a relative minimal path length (MPL) using WordNet [171], which
generated 5,410 adjectives. Combining the three text-wide values from Osgood et al. [191, 190]

2OpenDover sentiment tagging web service: http://opendover.nl/
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with Turney’s values [277] and unigram words [196] ] yielded an accuracy level of 84.6% with
respect to classifying movie reviews from Epinions.com into positive or negative sentiments.
However, the use of semantic differential values alone yielded poor results. The study also failed
to clarify whether the findings were due to the theory or the implementation.

Compositional-Based Methods

One limitation of bag-of words models is their inability to embody the syntactic dependency
between words. This flat representation ignores word order and sentence structure and fails to
account for negations and word modifiers that might reverse the meaning of the sentence. As
well, different combinations of the same words might have different meanings. There have been
only a handful of attempts that use the composition of sentences to infer sentiment at the phrase
and sentence levels as a means of addressing this problem. Wilson et al. [296] proposed a classi-
fication approach that uses bag-of-words representation and incorporates dependency along with
head-modifier relationships. They implemented a two-step classification approach that first deter-
mines the subjectivity of the sentences (neutral versus polar) and then classifies them into more
finely grained classes (positive, neutral, and negative). The proposed model achieved signifi-
cantly better results than the baseline: 75.9% accuracy on subjectivity classification and 65.7%
on fine-grained classification. Nakagawa et al. [183] proposed an approach that includes consid-
eration of the interaction between words in English and Japanese sentiment classification. They
used a dependency tree to capture compositionality in sentences and then employed the L-BFGS
algorithm to apply conditional random field (CRF) and belief propagation techniques for the es-
timation of the model parameters. The algorithm achieved a degree of accuracy of between 77%
and 86% on a variety of corpora, with these end values representing the results for movie reviews
and the Multi-Perspective Question Answering (MPQA) opinion corpus, respectively.

To overcome the limitations of bag-of-words models, several approaches have employed
compositional formal semantic models based on Frege’s principle, which is that the meaning
of a sentence is a function of the meaning of its words [72]. The semantic meaning of a sentence
S = {w1, w2, ...wn} consisting of n words with a grammatical structure t1t2..tn →α S, where
ti is the grammatical type of wi and→α is the pre-grouped reduction (typological ordering) of a
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sentence S, can be represented as follows [43]:
−−−−−−→w1 w2 ..wn = F (α)(−→w1,

−→w2, ...
−→wn)

where wi is the distributional meaning of a word, and F (α) is a function that maps a sentence
S with syntactic structure α to a vector of meaning. For example, the logical formula for a sen-
tence such as “Cats like milk” will be like(cats,milk) where the meanings are represented as
vectors. Mitchell at al. [173] investigated several common operations such as vector addition and
pointwise multiplications to represent the compositionality of a sentence. These operations are
nevertheless undesirable because they lead to erroneous equality as a result of their cumulative
nature where −→w +−→v = −→v +−→w and −→v �−→w = −→w �−→v , in which, according to this property,
both sentences “John bites a dog” will be equal to “A dog bites John”. To deal with this problem,
Coecke et al. [44] developed a cross-disciplinary framework based on logic, category theory,
and physics. In their approach, a sentence vector is a function of the Kronecker product of its
words. For example, the meaning of a subject, a verb, and an object in a sentence are equal to
the pointwise multiplications of the meaning of the verb by the Kronecker product of its subject
and object. Researchers employed distributional word representation (Tf-Idf) [87] to evaluate
this framework based on a toy handcrafted corpus [88] and on sentence similarity. Both ex-
periments showed promising results and improved performance compared to non-compositional
approaches and other compositional models [173].

Several recent studies involved the investigation of the viability of neural network models
with respect to learning a continuous representation of text for sentiment analysis. Several neu-
ral network models were implemented for the learning of generic word embeddings from dif-
ferent corpora [19, 170, 14] or sentiment-specific word embeddings based on consideration of
the sentiment of the text [137, 264]. Other studies presented an approach to learning sentence or
document representation using neural network models. Yessenalina et al. [307] presented a senti-
ment analysis approach that represents words as matrices and uses iterated matrix multiplication
as phrase-level representation. This model outperformed a model based on bag-of-words with re-
spect to classifying the MPQA sentiment dataset [295], which contains 535 news articles that are
manually annotated with phrase-level subjectivity and intensity. Socher et al. [248] introduced
an approach that uses recursive neural networks (RNNs) to construct sentence-level semantic
representations that then are used as features for classifying each phrase and then the entire doc-
ument. The RNN model was designed in a bottom-top fashion over a parse tree. The sentiment
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of each phrase was determined based on the sentiment expressed by its constituant parts. No
feature engineering is needed, nor are any semantic or linguistic resources utilized, but a large
set of manually annotated corpora with fine-grained sentiment scores is required. This model
outperformed state-of-the-art methods on movie review corpora achieving an accuracy level of
85.4%. Tang et al. [263] proposed a neural network approach that learns document representa-
tion for sentiment classification. The proposed model consists of a convolutional neural network
(CNN) or long short-term memory (LSTM) to construct sentence embeddings from word embed-
dings. These sentence representations are then fed into a gated recurrent neural network that uses
these semantic features to induce document representations. The model was trained in a super-
vised fashion using stochastic gradient descent with a cross-entropy loss function. This approach
was evaluated with respect to a number of opinion mining corpora, and the model outperformed
the RNN, exhibiting degrees of accuracy of 67.6% and 45.3% for LSTM on Yelp14 and IMDB
datasets, respectively. Despite the success of neural network methods in capturing the semantic
and syntactic latent features of an input text, these methods are computationally intensive, and
they require a substantial amount of data from a hand-coded corpus.

Reader Sentiment Prediction

SA work has generally been focused on the extraction of emotions from the writer’s perspective,
with only a few recent studies tackling the problem of predicting readers’ emotions, a deficiency
that is due to the lack of reader-perspective opinionated corpora. Lin et al. [149] present an
approach in which they used features such as bigrams of Chinese characters, news article meta-
data, affix similarities, and emotional expressions to classify Chinese news articles (e.g., Yahoo!-
Kimo news) into user emotional ratings (happy, sad, surprise, etc.). Using an SVM, their model
achieved 77% accuracy. Similarly, Yang et al. [306] compared reader emotions derived from
Yahoo!-Kimo news with writer emotions in Chinese blog posts. They plotted the results accord-
ing to the Russell two-dimensional graph (valence-arousal) [233], which showed that reader and
writer emotions are associated with specific quadrants of the graph. It is worth mentioning that
each corpus was annotated with totally different sets of emotions: eight emotions were associated
with the news corpus, and 14 with the blogs corpus. Bhowmick et al. [22] presented a multi-label
classification approach (RAKEL) using words, polarity, and semantic frame features to classify

34



news articles into multiple emotion classes: disgust, fear, happiness, and sadness. Evaluation of
1,306 sentences from a news archive revealed the superiority of their approach, which resulted
in an accuracy level of 77%.

In 2007, Task 14: Affective Text, in SemEval-2007, was to classify Google and CNN news
headlines as either positive or negative expressions, as well as to identify distinct emotions such
as anger, sadness, happiness, and surprise [255]. The study proposed a number of approaches
for completing this task. Katz et al. presented a supervised approach to the classification of
news headlines using Roget’s New Millennium Thesaurus and a feature employed for emotion-
word-mapping procedures. The next step in their method was the computation of the average
emotional score, which was then assigned to the entire document [127]. The reported results
were 88.58%, 19.46 %, and 8.62% for accuracy, precision, and recall, respectively. Kozareva
et al. [133] presented an unsupervised learning approach that computes PMI scores for words
in headlines vis-a-vis sentiment words by using the headline to query search engines (MyWay,
AllWeb, and Yahoo). The results for accuracy, precision, and recall using this approach were
85.72%, 17.83%, and 11.27%, respectively. Employing lexical resources such as WordNet, Sen-
tiWordNet, and WordNet-Affect, a linguistic rule-based approach [38] achieved enhanced accu-
racy by means of identifying the main subject in a headline and then assigning it a higher weight
than other words. This approach also includes consideration of the extraction of the names of
entities and negations. The reported levels of accuracy, precision, and recall of this method were
89.43%, 27.56%, and 5.69%, respectively.

Interactant Sentiment Prediction

This section discusses work related to modelling human emotions that exist in or arise from
textual content. More specifically, the studies tackled the problem of modelling emotions that
arise from event-based text such as fairy tales or news articles. The modelling of emotions that
develop from fairy tales has been a topic of investigation on the part of several researchers. Alm
et al. [4] annotated and analyzed the pattern and distribution of emotions in a corpus composed
of three sets of children’s stories by Beatrix Potter, H. C. Anderson, and the Brothers Grimm.
They annotated 22 fairy tales with the feelers’ (main characters’) emotions based on Ekman’s
basic emotions [60], and they analyzed the pattern of emotional development contained in these
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fairy tales. They found that the emotions in fairy tales often follow a specific pattern: they start
with neutral emotions and end with happy ones. They also discovered that, in fairy tales, neutral
is the most common emotional state, while anger and sadness are the most prolonged.

Another study used the NRC Emotion Lexicon to analyze the distribution of emotions and
the density of emotion words in the most popular novels and fairy tales [177] [178]. The re-
searchers examined the polarity and emotion density of 292 novels and 453 stories as well as
the associations between some emotions and the targets. For example, they showed how fear
was more present in German literature during World War I and World War II. Compared with
novels, fairy tales were also found to contain a greater range of emotions such as anticipation,
disgust, and surprise. Similarly, the authors of [284] looked at fairy tales written in German
and then computed the inter-rater agreement between human annotators. The human annotators
were asked to annotate the emotions perceived from entire stories and from different units of the
story text. This technique of manually annotating fairy tale text has been the primary method
used by most researchers in the field. Only one study, which was based on international political
interactions, involved the exploration of the development of sentiment produced by a sequence
of events [98]. Using ACT equations, the model analyzes sentiment associated with the subject
and object by first considering that the initial impression and sentiment equal zero, next comput-
ing the re-identified identity of both interactants, and then calculating the ideal behaviour on the
basis of the current and previous events. The model was evaluated using four interactants and
3,077 events describing real interactions among Israel, Egypt, Syria, and the PLO from 1971 to
1978 [98].

Joseph et al. [120] recently proposed a probabilistic graphical model that integrates an ACT-
based Gaussian mixture model (ACT-GMM) with a language model that extracts the semantic
features between words. The event components, or entities (i.e., actor, behaviour, and object), are
drawn from a simple language model (categorical distribution with a Dirichlet prior). The funda-
mental sentiments, or EPA profiles, are sampled from a Gaussian distribution governed by latent
variables drawn from an inverse chi-squared distribution, which is taken from the categorical
distribution of the entities. The transient impression is computed using the ACT impression-
formation feature, and the deflection is calculated in a stochastic manner. The model inference
is performed in two steps: maximum a posteriori (MAP) for learning the parameters of the lan-
guage model and expectation maximization (EM) for learning the parameters of the ACT-GMM.
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The main goal of the model is to estimate the EPA profiles of identities and behaviours in an
event-based article. The researchers evaluated the proposed model with respect to predicting the
behaviour of a particular actor and object in event-based news articles, and they compared the
results against unigram and bigram language models in addition to the outcome from a model
that uses only ACT. The results of the evaluation showed that the proposed model outperforms
the unigram and ACT-only models, but the performance of the bigram language model was sig-
nificantly better. Joseph et al. also included a case study of the way news media perceived the
identities and behaviours involved in the Arab spring events.

It is worth mentioning that the method proposed in this thesis is the first study that incor-
porates ACT for modelling human emotions in natural language text [2]. The proposed model
differs from the approach adopted by Joseph et al. in that it models reader and interactant emo-
tions/sentiment and predicts the optimal behaviour of the interactants with respect to the next
event in an entirely deterministic manner. In contrast, the Joseph et al. method predicts the
current behaviour of a particular actor and object using a probabilistic language model that in-
corporates ACT impression-formation equations. Their approach neither addresses the sentiment
aspect of the theory nor aims to estimate human emotions triggered by events.

The main limitations of the proposed polarity classifications methods that this thesis ad-
dressed are threefold. Most of the proposed approaches in the sentiment analysis field aimed at
predicting the sentiment expressed in opinionated documents and fewer studies have looked at
event-based documents. The majority of the research efforts in the sentiment analysis research
area used n-gram models combines with some features such as POS tags or dependency fea-
tures and only a few studies considered the syntactic dependency between all the words in the
sentence. They also often classify emotion into a score between two polarities or some prede-
fined classes while the multidimensional model was found to represent human emotions more
adequately [70].

2.4.2 Sentiment Lexicon Induction

One of the most popular methods of performing SA tasks is to use sentiment lexicons that as-
sociate words with their polarity (e.g., positive or negative). Such lexicons might be compiled
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manually (e.g., the Harvard General Inquirer [253] and Micro-WNOp [37]) or semiautomati-
cally using some labelled words (e.g., SentiWordNet [8] and MPQA [296]). These lexicons are
composed of a relatively small set of words associated with their semantic orientation (valence):
either positive, negative, or neutral. Several researchers have generated multidimensional (affec-
tive meaning) lexicons that associate words/concepts with three-dimensional real-value vectors
of evaluation, potency, activity or with valence, dominance, and arousal. The first affective mean-
ing dictionary was introduced by Osgood et al. [191]. To determine the factors that can describe a
variety of terms, they asked participants to rate concepts in relation to a large number of scales of
bipolar adjectives. They found that three abstract dimensions account for 68% of the variations
in the users’ ratings: evaluation, potency, and activity.

The Affective Norms for English Words (ANEW) is another multidimensional lexicon de-
veloped by Bradley et al. [28], for which they created a set of normative emotional ratings cor-
responding to valence, arousal, and dominance for collections of objects that elicit emotions, in
this case, English words. Each dimension is measured on a nine-point rating scale. Warriner et
al. [291] put forward the most recent multidimensional hand-coded corpus, which maps words to
a three-dimensional scale of valence, arousal, and dominance, much like the ANEW nine-point
scale for measuring each dimension.

Researchers have conducted extensive studies of the semi-automated acquisition of the po-
larity of words, but it remains an open problem. Much of the work has been targeted at as-
sociating words with their prior polarity (semantic orientation) or with their contextual polar-
ity [152, 176, 281]. The work conducted for this thesis was focused on the prior polarity of
words, so the following subsections describe the published literature related to prior polarity ac-
quisition. Two primary approaches have been applied for tackling the problem: corpus-based
and thesaurus-based methods. Other studies have used graph-based label propagation models for
obtaining polarity.

Corpus-Based Approaches

Corpus-based methods rely on fixed seed sets (labelled examples) and co-occurrence statistics
from unlabelled corpora in order to induce a sentiment lexicon. Several studies have utilized
general co-occurrence features that apply techniques for inducing the semantic orientation of

38



words, such as term frequency-inverse document frequency (TF-IDF) weighting; SVD [275]; a
bootstrap mechanism on raw text [212, 111, 266]; the use of syntactic information [94, 117, 216,
200, 294, 41, 262]. Other researchers have gathered and used co-occurrence statistics from the
Internet [276, 111, 41] for computing semantic orientation by establishing the similarity of words
and phrases based on Internet queries. At the same time, additional studies have involved the ex-
amination of domain-specific corpora (e.g., social media) [117, 90]. A number of recent studies
have utilized the distributional features obtained from word embeddings to generate semantic
lexicons. Astudillo et al. proposed a regression-based model that uses structured skip-gram 600-
word embedding to create a Twitter-based sentiment lexicon. Rothe et al. transformed word
embedding vectors into a lower dimensional (ultra-dense) representation by training a gradient
descent algorithm with two objective functions on lexicon resources [218]. A recent study in-
duced a domain-specific sentiment lexicon using a proposed model, which was based on label
propagation utilizing word embeddings created with SVD and PMI [90]. Fast et al. combined
both skip-gram word vector features and crowd-sourcing to map words to 200 predefined cate-
gories [67].

Thesaurus-Based Approaches

Thesaurus-based methods, on the other hand, use the lexical relationships in WordNet [171],
General Inquirer [253], the OpenOffice thesaurus, or other human-coded resources to build sen-
timent lexicons [109, 124, 259, 64, 208, 258, 229]. Hu et al. [109] used the semantic similarity
between adjectives to compute the semantic orientation of a set of words. Kamps et al. [124]
developed an algorithm to build a lexical network of synonyms and antonyms, computing sen-
timent orientation by measuring the relative distance between words and based on seeds such
as “good” and “bad”. Esuli et al. [64] proposed a random-walk-based algorithm that uses se-
mantic similarity between the words listed in WordNet. Takamura et al. [259] proposed a model
that regards words as electrons and the semantic orientation of words as a spine of electrons.
Based on a glossary, lexical network electrons propagate their spine to their neighbours until the
system reaches a “minimum energy” configuration. Their model then determines the semantic
orientation of the word based on the spine of the electron. Rao et al. [208] presented an exten-
sive evaluation of a dictionary-, corpus-, and graph-based label propagation model that employs
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different lexical resources to induce the polarity of words.

A recent study conducted by Joseph et al. [119] involved the investigation of how semantic
similarity and semantic association affect the way we label others (e.g., student, doctor, etc.).
They used Amazon’s Mechanical Turk to conduct a survey that asked participants to rate 88 pairs
of words drawn from the Simlex-999 dataset created by Hill et al. [103] according to whether
these words are equivalent and whether they can be seen together (i.e., in the same context), They
compared the participants’ annotations to the semantic similarities between words and found that
greater semantic similarities and semantic association between words can increase the likelihood
that the two identities can be applied to each other.

Graph-based Label Propagation Methods

A number of studies have used graph-based learning methods to induce sentiment polarity.
Graph-based Label propagation is a transductive approach designed to use a few already la-
belled nodes in order to label a set of unlabelled nodes. In general, this method employs a fully
connected graph in order to encode the similarity between nodes, with the weight edges between
nodes representing the relationships between them. The weight could be computed using cosine
similarity, a Gaussian kernel, or any other metric. The graph propagates the labels or scores of
the known nodes to the unlabelled nodes by repeatedly multiplying the weight matrix (affinity
matrix) against the labels or scores vector. Many versions of graph-based label propagation have
been proposed based on this general idea [314, 315, 312, 297, 304, 305]. These algorithms fol-
low the main principle underlying a graph-based label propagation algorithm, but each kind of
algorithm uses different types of adjacency matrices and clamping assumptions. More details
about the label propagation algorithm can be found in section 4.2.

Several studies have used graph-based models to induce semantic lexicons. A polarity-
propagation or sense-propagation algorithm induces the sentiment polarity of unlabelled words
based on some given seed words (positive, negative) and the lexical relationships between them
(e.g., Word-net synonym, antonym) [255, 208, 63, 258]. Some researchers have developed a
weighted label propagation algorithm that propagates a continuous sentiment score from seed
words to lexically related words [80, 110]. Velikovich et al. [282] proposed web-based graph
propagation as a means of eliciting polarity lexicons. Their graph is built on a co-occurrence fre-
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quency matrix and the cosine similarity (edges) between the words and the seed words (nodes).
The model then computes both a positive and a negative polarity magnitude for each node in the
graph, each of which is equal to the sum over the maximum weighted path from every seed word
(either positive or negative).

Multidimensional Sentiment Lexicon Induction

Only a handful of studies have explored the expansion of multidimensional sentiment lexicons.
Kamps et al. [124] use a WordNet-based metric to elicit the semantic orientation of adjectives.
They evaluated the lexicon generated against the manually constructed list from the Harvard IV-
4 General Inquirer dictionary [253]. The work by Kamps et al. was focused only on adjectives
and involved assigning them a binary value (either good or bad, potent or impotent, etc.). They
extended a three-dimensional sentiment lexicon using a thesaurus-based label propagation algo-
rithm based upon WordNet similarities [2], and then compared their results against the Ontario
dataset [161].
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Chapter 3

Fine-Grained Event Extraction from
Unstructured English Language Text

3.1 Introduction

Various kinds of events are expressed and discussed in textual documents such as books, news
articles, tweets, and blogs. At their simplest, events include any situation that describes an
act performed by an actor toward an object, or in other words, any situation that happens or
occurs. Extracting events is a task that involves identifying the verb (predicate) and its arguments
(e.g., the participants and geolocation information) from textual documents. The information
extracted about events can be crucial for a number of natural language processing (NLP) and data
mining applications (e.g., text summarization [226], fraud detection, event monitoring/tracking
in social media, and question answering applications [51]). The goal of the work presented in
this thesis was to extract events and their entities from natural language text in order to build
an event-based sentiment analysis (SA) model. This chapter therefore discusses fine-grained
event extraction that identifies/detects from English sentences an event (predicate) and its entities,
which include the subject, object, modifiers (i.e., adjectives and adverbs that modify the subject,
verb, or objects), and settings (i.e., the location where the event took place). Consideration of
this sentence from a real world news article [254] provides an example of event extraction:
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“ The legislation works to make prescription drugs more affordable, improves ac-
cess to primary and preventive care and broadens access to benefits for people with
Medicare who have low incomes.”

This example demonstrates the challenge involved in extracting events automatically because
the sentence might have multiple events, each of which can be expressed using finite verbs,
non-finite verbs, adjectives, or prepositional phrases. The problem of extracting and classifying
events from unstructured text has been tackled previously in many linguistics and computational
linguistics studies. Two main research streams are related to the problem of extracting events:
coarse-grained and fine-grained event extraction. In coarse-grained, the goal of the studies is
to identify the events and their attributes, which include predefined event classes as well as tem-
poral and spatial information. For example, using coarse-grained extraction approaches, the
extracted event and attributes of a sentence such as “No injuries were reported over the week-
end” using TimeML annotation schemes [231] are EVENT: “reported”, CLASS: REPORTING,
TENSE:PAST, TIMEX3: “over the weekend”. Previously proposed coarse-grained event ex-
traction methods typically utilize syntactic and lexical information (e.g., WordNet [171] and
FrameNet [9]) to extract events [231, 6], or they have employed machine-learning (ML) meth-
ods (e.g., conditional random field (CRF) and support vector machine (SVM)) that entail training
on a set of engineered features and annotated corpora [21, 157, 280, 1, 185]. Additional details
about research efforts directed at extracting events and their attributes can be found in the litera-
ture survey provided in [123].

Fine-grained event extraction methods, on the other hand, are intended to extract additional
details about an event, such as the participants in the event and their modifiers. A moderate num-
ber of studies have addressed the fine-grained event extraction problem, the primary emphasis of
which is the extraction from English language text of sentence triplets (i.e., subject, object, and
predicate). A sentence triplet is defined as a relationship that links a subject and an object, with
the relationship being the predicate. For example, the triplet of “a woman was helped by a police
officer” is represented as officer: helped: woman which is equal to subject: predicate: object.
Although extracting triplets from sentences is important for many natural language tasks, only a
handful of studies have tackled this particular problem. These studies achieve event extraction
through the implementation of ML techniques trained on manually annotated data, or they in-
volved the development of rule-based algorithms that utilize syntactic and dependency parsing
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techniques. All of the proposed fine-grained event extraction approaches, however, are based on
the assumption that the sentences are structured grammatically and that each sentence describes
only one event (i.e., a single subject, predicate, and object). Most fine-grained approaches have
also not been evaluated using real-world datasets.

Related research efforts have focused on the task of semantic role labelling (SRL). SRL
systems aim to identify the arguments (i.e., the agent and recipient) of a designated predicate in
a given sentence, in other words, link a given predicate to their arguments. Several semantic role
labelling systems have been successfully developed by employing machine-learning techniques
that utilize a wide range of syntactic and semantic features [204, 79, 270, 205, 303, 78]. Since the
focus of this thesis is on extracting sentence triplets, this chapter only discusses research studies
that aim to identify the event (predicate) and their participants from English text. More details
about the semantic role labelling studies can be found in [193, 36].

This chapter introduces a proposed rule-based fine-grained event extraction algorithm that
extracts events and their entities from unstructured English text. The proposed rule-based ap-
proach combines lexical resources with syntactic parsing techniques in order to extract multiple
events from both grammatical and ungrammatical sentences. The proposal and evaluation of
several syntactic-based and dependency-parsing-based methods for extracting events from any
textual documents are also described. In particular, this research has resulted in the develop-
ment and evaluation of three rule-based algorithms. First is a proposed syntactic-based tech-
nique that locates event entities by performing a breadth and depth search in the parse tree.
The second technique involves the implementation a dependency parser-based algorithm that lo-
cates the event entities and their modifiers based on the dependency parsing output. The third
proposal is a model that incorporates both semantic and syntactic features to identify and ex-
tract fine-grained information about events from English sentences. The proposed algorithms
(syntactic-based, dependency-based, and semantic-syntactic) have also been evaluated against
state-of-the-art methods for extracting triplets from real-world human-annotated corpora (i.e.,
news headlines and news articles). The results show that the rule-based algorithms generated
results that are comparable to the inter-rater annotation scores that represent agreement between
human participants and that are relatively similar to the results obtained using ML-based ap-
proaches. The incorporation of semantic features significantly improved the performance of the
syntactic-based approach, and the accuracy levels achieved by the semantic-syntactic method
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were 79% and 82% with respect to extracting the predicate from news headlines and news arti-
cles, respectively.

3.2 Background

This section first presents general background information about coarse-grained, followed by
details related to fine-grained event extraction and, more specifically, methods for extracting
triplets from English sentences.

3.2.1 Coarse-Grained Event Extraction Methods

Coarse-grained event extraction methods are designed to identify from an input text the event
(predicate) and properties related to the event type, verb tense, and temporal and locative in-
formation. Previously proposed coarse-grained methods have been based on either the use of
ML methods trained on annotated data or the building of a rule-based algorithm that employs
syntactic information and semantic lexicons to extract events. Sauri et al. [230] implemented a
rule-based algorithm that uses linguistic-based and statistical-based knowledge to extract events.
Their proposed algorithm first performs part-of-speech (POS) tagging and lemmatization to de-
termine event candidates and their grammatical features. The algorithm then identifies events
and their classes by performing a lexical lookup in WordNet [171]. The Sauri et al. algorithm
was evaluated using the TimeBank 1.2 corpus [206], and a corpus annotated with TimeML [231]
tags consisting of 300 annotated articles; the evaluation yielded a precision level of 74.03% and a
recall success rate of 87.31% for event extraction. Bertha et al. [21] considered the event extrac-
tion problem as a classification task. To extract events from an input text, they trained an SVM
model on a wide range of engineered features, including affix, morphological, POS, and tempo-
ral features. They also evaluated their approach using the TimeBank 1.2 corpus [206] obtaining
82% and 71% precision and recall levels, respectively. In a similar vein, Llorens et al. [157] em-
ployed a TempEval-2 dataset [207] for training a CRF model on linguistic and syntactic features
and testing the results. The model yielded an 81% precision level and an 86% recall success rate
with respect to identifying events from English text. All coarse-grained methods are focused on
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event extraction and classification (i.e., only the predicates). However, in the research for this
thesis, the goal was to perform fine-grained event extraction and to obtain greater detail about
the events.

3.2.2 Fine-Grained Event Extraction Methods

Several studies and model implementations have previously been carried out in the area of the
extraction of triplets from textual documents. These studies typically use methods based on ML,
syntactic parsing, or dependency parsing to extract events and their participants from English
sentences.

Machine-Learning Methods

Dali et al. [50] presented an ML approach that identifies sentence triplets in a supervised man-
ner using an SVM model. The proposed method first performs tokenization and data cleaning
(removing punctuation and stop words). A list of all possible triplet candidates is then given
to the SVM along with their labels, which are either positive (correct triplet) or negative (in-
correct triplet). The model was trained on a different set of context-related, POS, and syntactic
features so that a positive score would be assigned to the correct triplet candidates and negative
scores to other candidates. If multiple candidates have a different object but the same subject
and predicate, the algorithm merges the objects that have the highest positive scores. The SVM
algorithm was trained and tested on a manually annotated new article corpus of 800 sentences
(700 sentences for training and 100 for testing). Using only this limited number of features and
labelled data, the model provided a precision level of 38.6% and a recall success rate of 46.80%
with respect to the extraction of triplets.

Methods Based on a Syntactic Parser

An understanding of the background information about syntactic-based event extraction methods
requires knowledge of the definitions of sentence structure terminology. In English, declarative
sentences (i.e., sentences that make a statement) are often composed of a noun phrase (NP) and
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a verb phrase (VP). The NP usually precedes the VP and represents the subject in the sentence,
and the VP represents the verb in the sentence which is referred to as the predicate. The VP
might also be followed by a NP that represents the object of the sentence and might be followed
by a prepositional phrase (PP) or an adverb phrase (ADVP) [65]. The syntax and meaning of a
sentence can be depicted in the form of a syntactic tree made up of a root, nodes, and lines. The
root, which is the topmost node in the tree, indicates the type of parsed text (e.g., S - sentence).
The other nodes in the tree represent the words or the phrases in the sentence, and the lines
indicate containment relationships (i.e., a node is contained in or contains another node).

Several syntactic tree structures are used in the linguistics and computational linguistics
fields; however, the standard structure used in many syntactic parsing techniques is the Tree-
bank syntactic structure. Treebank is a parsed text corpus in which each sentence in the corpus
is annotated with its syntactic, POS tag, and semantic structure. The Stanford syntactic parser is
one of the most widely used parsing methods in the NLP field [129]. This parser is a probabilis-
tic natural language parser that analyzes the grammatical structure of a sentence and generates a
Treebank parsed text. The Stanford parser was trained on a substantial number of manually an-
notated parsed sentences so that it could predict the syntactic structure of a new text. Figure 3.1
depicts the parse tree for the sentence “A woman was helped by a police officer”. As shown in
the figure, the parse tree for the sentence has a sentence root (S) and two children: a noun phrase
(NP) and a verb phrase (VP).

To extract sentence triplets using a Treebank-based parsing representation, Rusu et al. pro-
posed a purely syntactic-based approach that performs depth and breadth searches in the Stanford
Treebank parser [129] output in order to locate the subject, verb, and object [225]. Their proposed
algorithm searches a parse tree and locates the NP and VP in the tree’s children. The algorithm
then performs a breadth search in the NP to locate the first noun (NN) in the subtree (the subject
of the sentence), followed by a depth search in the VP to extract the deepest verb (predicate of the
sentence). To extract the object, the algorithm searches for any NP in the VP’s children. As an
example of how the Rusu et al. algorithm functions, the triplet extracted from the above parsed
sentence, shown in Figure 3.1, is (woman: helped: police).

Another related study integrated POS tagging with syntactic and lexicon-driven methods to
extract relation and events from textual documents. Trained and tested on a news corpus, the
model achieved an F-score of 64.75% for event extraction and 75.35% for relation extraction [6].
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Figure 3.1: Treebank parse tree

Methods Based on Dependency Parsing

Dependency parsing is the task of analyzing the grammatical structure of sentences/phrases and
providing a uniform representation that links the “head” words to their modifiers. For example,
in a sentence such as “It prevents infection and diseases”, as shown in Figure 3.2, “it” is the head
word of “ prevents” and they are linked by a nominal subject relationship. Several studies have
proposed dependency parsing methods, which can be categorized as two types: tree-oriented
parsers, and neural-network-based parsers. Nivre et al. [188] proposed MaltParser, a greedy
transition-based dependency parser. A first-order graph-based parser was proposed by Mcdonald
et al. [164]. Many recent approaches have involved the use of neural networks. For example,
Garg et al. proposed transition-based dependency parsers based on a Temporal Restricted Boltz-
mann Machine (TRBM) [76], and Tenetorp et al. built recursive neural networks for transition-
based dependency parsing [250]. More recently, Chen et al. proposed a neural-network-based
transition dependency parser that relies on POS tags, dense features that represent words, and
arcs as dense vectors. They modelled the interactions among these features using a new cube
activation function [39].

Only a few studies have utilized dependency parsing output in order to extract sentence
triplets [118, 114, 120]. Jivani et al. [118] presented an approach that utilizes both a Treebank
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It prevents infections and diseases
PRP$ VBZ NNS CC NNS

root

nsubj dobj cc

conj

Figure 3.2: Dependency parsing results using the Stanford parser

parser and a dependency parser to extract multiple triplets from English sentences. Their method
was targeted at solving the problem of multiple subjects, objects, and predicates in English sen-
tences. Their model searches a syntactic parse tree to extract all of the nouns and verbs in the
sentences, and then utilizes the output of the dependency parser to link the subjects and objects
according to their relationship (predicate) [39].

3.3 Methods

3.3.1 Event Extraction Based on Syntactic Parsing

To extract events and their entities from unstructured event-based text, this research involved the
development of an algorithm that parses a sentence and returns the event quintet (entities). The
algorithm begins by dividing the sentence into phrases in an order based on the type of delimiters
(e.g., during, while, after, before, comma, and semicolon) and then parses each phrase using the
Stanford syntactic parsing method [130]. English language syntactic parsers typically return a
parse tree that contains two children: an NP and a VP, as shown in Figure 3.3 and Figure 3.1.
The NP often contains the subject of the sentence while the verb and the object are located in the
VP. The syntax of many English sentences, however, might be depicted in a different structure or
order of phrases. For example, the syntactic parse tree of an ungrammatical sentence might look
entirely different from a typical parse tree because it might start with a phrase, a fragment, or a
clause root, and the children might not contain a direct noun phrase (NP) or verb phrase (VP)
(Figure 3.4).
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Figure 3.3: A parse tree of a grammatically correct sentence and the extracted triplet in boldface

To enable consideration of other English syntactic structures, a linguistic rule-based algo-
rithm inspired by Rusu et al. [225] was implemented. As discussed in section 3.2, the Rusu et al.
algorithm is based on the assumption that the syntactic structure of a parsed sentence follows the
standard structure of English language sentences (Figure 3.3). The algorithm will thus succeed
in extracting triplets only from sentences that follow a standard syntactic structure and will fail
to extract triplets from sentences with different syntactic structures. For example, the parse tree
for the news headline indicated in Figure 3.4 shows that the first VP in the tree does not have a
verb within its children and that the actual predicate is located in its descendant.

To overcome this problematic structure and to include consideration of ungrammatically
structured sentences, the new proposed algorithm performs a depth search (also known as depth
first traversal) for the NP and VP in any type of roots, not just the one that starts with a sentence
root (S.). The algorithm performs a depth search from the root to locate the first NP and deepest
verb phrase VP. After extracting the NP and VP, the algorithm performs a breadth search within
the NP in order to locate the subject (S) (the last noun (NN), proper noun (NNP), or adjective
(JJ) in the NP) and the subject modifiers (SM) (all of the adjacent adjectives (JJ), nouns (NN), or
proper nouns (NNP)). If the NP contains another NP, the algorithm uses the second NP to extract
the subject. To extract the predicate or the verb, the algorithm performs a depth search in the VP,
returns the deepest VP, and then performs a breadth search to extract the adjacent adverbs (RB)
(verb modifiers). The algorithm next performs a depth search in the VP to locate the object (O),
followed by a search for the object modifiers (OM) in the adjective (JJ) or nouns (NN) adjacent
to the object. To extract locations from sentences, the algorithm also searches the VP for any
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Figure 3.4: Parse tree for a grammatically correct sentence, with the extracted triplet in boldface

prepositional phrases (PP) and return the nouns of the NP as the location (L) and any adjacent
adjectives as modifiers of the location (LM). The algorithm looks for all the prepositions that
designate places (e.g., above, across, on top of, on). If the sentence is in a passive voice format,
the algorithm swaps the object and subject, as detailed in Algorithm 1. For example, the quintet
extracted from the headline example in Figure 3.4 is Blank: released: Pistorius: prison:Blank
which is subject: predicate: object: setting: modifiers.

The proposed syntactic-based event extraction algorithm presented in this section differs from
the Rusu et al. approach in the following respects: (1) It searches for the deepest VP in the tree
to locate the predicate not the first VP in the tree; (2) It considers the last child in the NP as the
subject and all prior siblings as subject modifiers whereas the Rusu et al. algorithm extracts the
first noun in the NP as the subject; (3) It considers different POS tags (i.e., proper nouns, nouns,
and adjectives) when searching for the subject of a sentence, while the Rusu et al. algorithm
looks only for nouns; (4) It performs a deep search in order to locate the object and the location
rather than searching only the first children of the VP subtree; (5) It considers the passive voiced
sentence when extracting the subject and object; (6) It extracts multiple modifiers of the subject,
verb, and object; (7) It extracts the locations (settings) of the event and their modifiers; (8)
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It considers the possibility of multiple performers of an event by looking for a coordinating
conjunction (cc) tag in the subject or object subtree.

Algorithm 1 Quintet parsing and extractor
function QUINTET-EXTRACTION(Treebank parse tree: tree)

NP= first NP in tree’s children
VP= deepest VP in tree’s children
Event(S)=extract-Noun(NP )
Event(V ), Event(O), Event(L)=extract-verb(VP )
return Event

end function

function EXTRACT-NOUN(Parse tree NP )
N =The last child in NP of type (NN.,NNP., JJ.)
NM= siblings of Noun of type (JJ., NN.)
if NP contains coordinating conjunction (CC.) then

NP= search for the next NP.
add another noun=Extract-Noun(NP)

end if
return (N , NM )

end function

function EXTRACT-VERB(Parse tree VP )
V =Perform a breadth search on the VP and return the last verb
VM= Extract all siblings of V of type (RB., RBR., RBS.)
NP= Perform a depth search for NP on the VP
O, OM=Extract-Noun(NP )
PP= preposition phrase in VP
if PP ’s children ∈ {from, of, in, at, on, to} then

NP= perform a breadth search and locate the first NP
L, LM=Extract-Noun(NP )

end ifreturn (V ,VM ), (O,OM ),(L,LM )
end function
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3.3.2 Event Extraction Based on Dependency Parsing

The dependency parsing method is very simple and straightforward, relying heavily on the pre-
cision of parsing techniques and the POS tagger. It first parses a sentence and returns the output
of the dependency parser and POS tagger. The Stanford dependency parser [39] and POS tag-
ger [271] were used in this algorithm. Based on the output of the POS tagger and the dependency
parser, the new approach presented here searches first for all dependency relationships that in-
dicate object-verb (e.g., “obj”= object, and “ dobj”=direct object ) or subject-verb relationships
(e.g., “ nsubj”=nominal subject, and “subj”=subject) in order to extract the predicate (verb) of
the sentence. If the POS tag of the extracted predicate indicates that it is a verb, the algorithm
extracts the associated object or subject. The setting is then extracted from the dependency rela-
tionship of a prepositional clause “prepc” and the modifiers of any associated subject, predicate,
or object are extracted from any dependency triplets of the type modifier (e.g.,“amod”=adjectival
modifier). The algorithm also considers sentences that are in the passive voice. Algorithm 2 pro-
vides an abstract of the algorithm.

An example of how this rule-based approach performs on both grammatically and ungram-
matically structured sentences is given in Figure 3.5, which shows the dependency representa-
tions for the same examples referred to in the previous section. In Figure 3.5a, the dependency
parse tree indicates that there is one nominal subject (nsubj) dependency relationship that links
the verb “hit” and “man”, a direct object (dobj) relationship that links “hit” with “president”, and
a prepositional modifier (nmod:in) that links “hit” with “London”. Based on this representation,
the extracted quintet for “A man hit a pedestrian in London” is man: hit: pedestrian: London:
BLANK while the extracted quintet of the dependency tree shown in Figure 3.5b is BLANK:
released: Pistorius: prison: BLANK. The use of this simple and straightforward approach has
shown promising results for different grammatical structures, but it failed to recognize and de-
tect events expressed in terms of a noun, adjectives, or multi-term expressions. For example,
in a sentence such as “Guyana and US in dispute over democracy project,” the algorithm will
fail to extract the predicate “ dispute” because the dependency parser output will contain neither
a subject-verb nor a verb-object relationship. As described in the next section, this particular
limitation was addressed through the incorporation of semantic knowledge.
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(b) Dependency parsing tree for a news headline

Figure 3.5: Dependency parsing results using the Stanford parser

Algorithm 2 Dependency-parsing-based quintet extractions
function DEPENDENCY-QUINTET-EXTRACTION( dependency output : output, POS tagger output :pos)

w1,w2,relationship =search output and return dependency triplet of object or subject relationship
if the pos of w2 ∈ {VB,VBG,VBD,VBN} then

if relationship of type passive subject or object then
Event(O)← w1, Event(V )← w2

else Event(S)← w1, Event(V )← w2

end if
end if
w1,w2,relationship =search output and return dependency triplet of type prepositional modifier
if w1 ==V then

Event(L)← w2

end if
w1,w2,relationship =search output and return dependency triplet of type modifier
if w1 ∈ {V, S,O,L} then

Modifiers(w1)← w2

end if
return Event, Modifiers

end function
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3.3.3 Semantic and Syntactic Event Extraction

The previously described algorithms are characterized by a number of limitations that are due
to the complex linguistic structure of event-based text and the shortcomings of syntactic-based
approaches for extracting events from event-denoting expressions. For example, in a sentence
such as “Several anti-war protests were held in Spain” the main event is expressed in terms of
the nominalization expression “protests” while the above algorithms will extract “held” as the
predicate of the sentence. This section presents the proposed approach developed for this the-
sis, which takes into account all types of event-denoting expressions through the incorporation
of lexical resources and linguistic cues for the extraction of predicates and their arguments from
English text. The new algorithm focuses first on identifying all possible predicates, based on con-
sideration of event-denoting expressions, followed by recognition of other arguments related to
the event (i.e., participants and modifiers), based on the extracted predicates. Linguistic evidence
demonstrates that events (predicate) in English language sentences can be expressed in terms of
a wide range of syntactic expressions, such as finite verbs (e.g., was managed), noninfinite verbs
(e.g., to investigate), noun (e.g., war), adjectives (e.g., dead, pregnant), nominalizations (e.g.,
demonstration), predicative clauses (e.g., be prepared), or prepositional phrases (e.g., on board).

The extraction of events from text with simultaneous consideration of event-referring expres-
sions first involved POS tagging and syntactic parsing to extract all of the predicate candidates.
The only focus at this stage was on all events that are expressed in terms of verb, noun, and adjec-
tives. The algorithm then performs a lexical lookup to filter out all candidates that are not identi-
fied as an event in the lexical resources. Next, in a manner similar to that of the syntactic-based
approach described above, the algorithm extracts the event arguments based on the output from
the syntactic parser. Using the syntactic parse tree, the algorithm locates the subtrees that contain
the predicates and then searches each subtree for any object, modifiers, and location, followed
by a search of the preceding NP for any subject and adjectives (modifiers). The POS tagging and
syntactic parsing were achieved through the implementation of Stanford POS tagging [271] and
the Stanford syntactic parser [39], respectively, while the lexical lookup was performed using a
WordNet lexical resource [171]. Employing semantic parsing for the extraction of events (pred-
icates) from English sentences is a technique that has been pursued previously [230]; however,
this algorithm integrates semantic parsing with a syntactic-based algorithm in order to extract
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Figure 3.6: Output of the syntactic and dependency parsers for Guyana and US in dispute over democracy
project

events and their entities (quintet). Algorithm 3 provides an abstract of the semantic and syntactic
extraction method.

To illustrate the above procedure with an example, Figure 3.6 shows the POS tags and syn-
tactic sentence structure as well as the dependency parser output for “Guyana and US in dispute
over democracy project”. As can be seen, the dependency- and syntactic-based approaches fail
to identify the event (predicate) in the sentence since the syntactic parse tree has no VP and the
dependency output contains no subject-verb or object-verb relationship. Applying the semantic
and syntactic extraction method enables the extraction of the event candidates (i.e., all the adjec-
tives, verbs, and nouns in the sentence), which are “dispute, democracy, and project”. All of the
non-event predicates are then filtered out from the event candidates, which gives “dispute”. Next,
the relevant arguments are extracted based on the location of the VP in the syntactic parse tree
and a subsequent search for the subject in the preceding NP and the object in the following NP.
This semantic and syntactic rule-based approach accurately extracts the event and its arguments
from this example which is Guyana and US: dispute: democracy project.
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Algorithm 3 Semantic and syntactic-based event extraction
function PREDICATE-EXTRACTION( syntactic parse tree: tree, dependency output parse tree: output, POS
tagger output : pos)

for e ∈ pos do
if e of type V*, N*, or JJ* then

PredicateCandidates← e

end if
end for
for c ∈ PredicateCandidates do

if c not of type events in lexicalResource then
remove c from PredicateCandidates

end if
end for
for c ∈ PredicateCandidates do

Event, Modifiers=Argument-extraction(output,c)
end for

return Event, Modifiers

end function
function ARGUMENT-EXTRACTION( syntactic parsing output: tree, PredicateCandidate)

CS=locate-candidates-subtree (tree)
NP=locate-noun-phrase-subtree (tree)
Event(S), Modifiers(SM)=Extract-Noun(NP )
Event(O), Modifiers(OM)=Extract-Noun(CS)
PP=locate-prepositional-phrase-subtree (CS)
Event(L), Modifiers(LM)=Extract-Noun(PP )
return Event, Modifiers

end function

3.4 Dataset

The three algorithms described in section 3.3 were evaluated with respect to extracting events
along with their entities from grammatical and ungrammatical sentences. Two real-world datasets
were used for the evaluation: a news headline dataset and a news article corpus. The news head-
line dataset consisted of 1,658 news headlines collected from different newswire resources. It
was manually annotated through Mechanical Turk, with participants being asked to choose a
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subject, a predicate, and an object for each headline from a list of all the words in a sentence.
Additional choices were implicit and blank. Implicit indicates that the subject, verb, or object are
implied and not expressed directly in the sentence, while blank means that the sentence is lacking
an explicit or an implicit subject, verb, or object. Three participants annotated each headline, and
the agreement among the annotators was considered to be substantial to moderate (Table 3.2).
The average length of the all of the news headlines is eight words. After the dataset was cleaned
and any unrelated entries removed, all of the annotations provided were considered. For ex-
ample, if one participant annotated the subject of a headline stating that “Super Bowl-winning
quarterback Russell Wilson divorces wife” as “Russell ” and another participant chose “Wilson”,
both “Russell” and “Wilson” were deemed to be the subject of the sentence, as in Russell Wilson:
divorces:wife. Further details about the dataset can be found section 5.4.

The proposed methods developed for this thesis were also evaluated using grammatically
correct sentences from a news article corpus. A Multi-Perspective Question Answering (MPQA)
dataset, the news article dataset [254], contains 134 news articles, including a total of 8,069 sen-
tences from political articles that have been manually annotated for SA purposes. This corpus
also includes annotations for the agent (the subject), the behaviour, and the object in each of the
sentences that were of interest for this research. Some of the annotations, however, might be a
phrase or a clause. The testing of the proposed algorithms was therefore conducted only on ex-
amples that have no more than three words in the subject, verb, or object. This constraint reduced
the size of the dataset to 1,106 sentences whose average length was 24 words. For example, the
annotated version of the sentence “Our reform will prohibit insurance companies from denying
coverage because of your medical history ” is reform: prohibit: insurance companies, with both
“ insurance” and “ companies” to be considered accurate annotations of the object. Details about
the corpus and the annotation scheme are provided in section 6.3.

3.5 Evaluation

The effectiveness of the new proposed syntactic- and semantic-based algorithm was compared
against some of the state-of-the-art methods, a rule-based [225] and an ML-based [50] approach,
as well as a syntactic- and a dependency-based approaches that were examined earlier in this
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Event Extraction Algorithm Subject Predicate Object Triplet
Semantic and syntactic-based method 85 79 57 48
SVM-based method by Dali et al. [50] − − − 38

Syntactic-based method 83 49 55 36

Dependency-based method 70 70 41 30

Method by Rusu et al. [225] 64 48 21 15

(a) Results for the news headline dataset

Event Extraction Algorithm Subject Predicate Object Triplet
Semantic and syntactic-based method 59 82 66 43

SVM-based method by Dali et al. [50] − − − 32

Dependency-based method 47 42 38 29

Syntactic-based method 31 41 38 10

Method by Rusu et al. [225] 13 2.5 2.8 0.6

(b) Results for the news article dataset

Table 3.1: The percentage accuracy of subject, verb, object sentence triplets extracted from news head-
line and news article datasets using different rule-based algorithms against the results obtained from
state-of-the-art rule-based and ML methods, with results in ascending order (bottom to top) according
to performance, and the highest scores in boldface

research. The algorithms were evaluated for extracting sentence triplets (subject, predicate, and
object) from two real-world datasets. The same syntactic and dependency parsing techniques as
well as POS tagging methods were used in all the algorithms. The same parsing techniques were
also employed for the reimplementation of the Rusu et al. approach [225]. The ML method [50]
was also trained and tested on the same datasets and using the Stanford POS tagger. As with the
model proposed by Dali et al., the SVM model was trained on context-based and POS features
(i.e., the word, first word on the right, second-next word on the right, first word on the left, the
three last letters of the verb, POS tag for the word). The datasets were divided into a training-
testing proportion that is similar to the one used by Dali et al.: 80% for training and 20% for
testing. The SVM was trained on 1, 325 and tested on 333 examples from the news headlines,
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Event Extraction Algorithm Subject Predicate Object
Kappa score P1 and P2 0.65 0.55 0.36

Kappa score P1 and P3 0.62 0.60 0.39

Kappa score P2 and P3 0.69 0.57 0.36

Table 3.2: Results of the Kappa Cohen inter-rater agreement among the three judges (P1, P2, P3) of the
news headlines dataset

and trained on 884 and tested on 222 examples from the news article dataset. The performance
of the proposed models was evaluated based on computations of the accuracy: the number of
correctly extracted words divided by the total number of examples in the test set. For the rule-
based algorithms, the accuracy of the prediction of each item in the triplet was calculated as well
as that of the extraction of the three elements together. The ML method, however, was evaluated
with respect to the identification of all of the items in the triplet together.

3.6 Results and Discussion

As shown in Table 3.1b, the results for all the methods evaluated were comparable and consis-
tent with respect to both the inter-rater agreement among the human annotators and the results
produced by the ML approach. The inter-rater agreement values listed in Table 3.2, are ∼ 0.65,
0.60, and 0.39 for the extraction of the subject, predicate, and object, respectively. This level of
agreement is considered to be substantial for extracting the subject, moderate for identifying the
predicate, and fair for determining the object. The same pattern is also observable for the extrac-
tion of the subject, predicate, and object using the rule-based methods, for which the accuracy
of the subject extraction was the highest, followed by the accuracy of the predicate identification
and then the object extraction from short and ungrammatically structured sentences. The results
also demonstrate that the accuracy level of event extraction from short sentences (news head-
lines) was generally higher than from long sentences (sentences from news articles) as most of
the algorithms performed better on the news headline dataset.

The linguistically motivated rule-based methods, in general, produced competitive results
compared with the ML approach, which is trained on a huge number of annotated corpora. The
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results reveal that the lowest accuracy level for both datasets was obtained using the Rusu et
al. algorithm, and that the syntactic-based method performed better on both the grammatical
and ungrammatical text. These findings demonstrate that just including consideration of differ-
ent syntactic sentence structures can drastically improve the performance of the syntactic-based
approach. The performance of the methods based on dependency parsing was better than that
of the syntactic-based approach for grammatically correct sentences. The results also indicate
that the integration of semantic features with the syntactic-based model significantly enhanced
the performance of the syntactic-based approach, especially with regard to extracting the pred-
icate, as the semantic and syntactic-based approach outperformed the ML and other rule-based
approaches.

3.7 Conclusion

Researchers have investigated and proposed a moderate number of methods for recognizing
events and their arguments, such as the participants in the event and their modifiers. Most of
the studies conducted in this area have led to the proposal of techniques for extracting events
that either use ML approaches or use linguistic rule-based methods that utilize the semantic or
the syntactic structure of sentences. In this thesis, a structure-based SA system is proposed.
The proposed system uses ACT to model human emotions arising from different entities in a
text. To build a structure-based model and to predict human emotions resulting from different
items in an input text, several syntactic-based rule-based methods for event extraction were im-
plemented and evaluated, and a linguistically motivated rule-based approach has been proposed
that incorporates semantic- and syntactic-based features for extracting events from a piece of
text. The new approach is the first one that includes consideration of both grammatically and
ungrammatically structured sentences, uses both semantic and syntactic parsing features to ob-
tain fine-grained events, and extracts sentence quintets (entities): the subject, predicate, object,
settings, and modifiers.

Due to the lack of an annotated corpus that contains all of the entities, the proposed ap-
proaches have been evaluated with respect to their success in extracting triplets (subject, verb, an
object). The proposed algorithms were assessed against state-of-the-art approaches (rule-based
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and ML approaches) with regard to two real-world types of English language text having different
grammatical structures. In general, the results demonstrate the considerable challenges associ-
ated with the extraction of events and their arguments from unstructured English text because
successful completion of this task requires a syntactic and semantic understanding of words and
their role in a sentence. The highest overall level of accuracy achieved for triplet identification
was between 43% and 48%.

The inter-rater agreement and accuracy of the methods show that recognizing the predicate
and the subject of a sentence is simpler than extracting the object. The results of the evaluation
also demonstrate that extracting events from short sentences such as news headlines (eight words,
on average) is, in general, easier than from longer sentences (24 words, on average). With respect
to the extraction of triplets from both grammatical and ungrammatical text, the best performance
was obtained with the use of the semantic- and syntactic-based rule-based algorithm, while the
worst was produced by the syntactic-based approach proposed by Rusu et al. [225].

The ML approach performed better than some of the rule-based approaches. However, it
was highly unbalanced since the number of positive examples is very small, and it also required
significant running time because the training set contains all possible triplet candidates for each
sentence. For these reasons, the SVM was implemented with the number of candidates limited to
half of all possible candidates, and the algorithm, similar to [50], was trained on a huge amount
of annotated data (80% of the data). The results for both datasets revealed that the semantic-
syntactic approach significantly outperformed the ML and the other rule-based methods.
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Chapter 4

Semi-Supervised Affective Meaning
Induction Expansion Using Semantic and
Distributed Word Representations

4.1 Introduction

Most sentiment analysis (SA) systems rely heavily on sentiment lexicons that play an important
role in improving their performance. Sentiment lexicons, or sentiment dictionaries, typically map
words or phrases to a rating that indicates how individuals perceive these words/terms emotion-
ally. The model proposed in this thesis relies on affect control theory (ACT) and its associated
dictionaries that were originally composed of a relatively small number of words associated with
three-dimensional evaluation, potency, and activity (EPA) scores. To augment the human-coded
lexicon, graph-based learning algorithms built on semantic, distributional, and distributed word
representations were implemented. Extensive evaluation of a variety of unsupervised and super-
vised learning algorithms for expanding and regenerating three-dimensional sentiment lexicons
was also conducted.

Semi-supervised learning algorithms are advantageous for many classification tasks as they
learn from both unlabelled and labelled data and require only a small set of labelled instances
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to enable them to label the rest of the data points. Semi-supervised learning algorithms are
particularly valuable for lexicon expansion since they permit the labelling of a set of given words
based on their semantic and distributed similarities with other words and also enable the re-
estimation of manually labelled words (seed words) given the structure of a similarity graph.
The semi-supervised algorithm presented in this thesis was implemented using two different
graph structures: a simple, or single, graph that has at most only one edge between its vertices
and a multigraph that has parallel edges between its vertices, with each edge representing a
feature from a different modality. The single-graph semi-supervised approach was implemented
using semantic (dictionary-based) word features, count-based word embeddings, neural network
word embeddings, and a linear combination of both neural and semantic word embeddings. The
multigraph semi-supervised learning approach was constructed and implemented using semantic
and neural word embeddings. The label propagation algorithms were trained on both pre-trained
word embeddings and on word embeddings that the author obtained by using a Wikipedia dataset
to train neural network models and a count-based model (singular value decomposition).

The results of a comparison of the induced sentiment ratings with their corresponding manu-
ally annotated values reveal that combining both semantic and distributed word embeddings gen-
erated the highest-ranked correlation score of τ = 0.51 with respect to recreating two sentiment
lexicons: the one by Warriner et al. [291] and the General Inquirer [253]. The results also show
that of the three dimensions, evaluation (E) was associated with the highest ranked correlation
score, while the lowest score was for potency (P). The results also demonstrate no significant dif-
ference between the pre-training fusion approach that combines multimodal features linearly and
an approach that performs the fusion simultaneously during the learning algorithm. The results
using the trained word embeddings were consistent with the results obtained using pre-trained
word embeddings, with the best performance being obtained using skip-gram negative-sampling
(SGNS) word embeddings, followed by Global Vectors for Word Representation (GloVe) and
count-based word embeddings.c

To compare the results of the semi-supervised learning algorithm with some of the stan-
dard unsupervised and supervised learning methods, an unsupervised learning algorithm that
computes the EPA scores of the current words in the affective meaning dictionary [274] was im-
plemented. The unsupervised learning algorithm uses word co-occurrence statistics aggregated
from search engine results in order to estimate the sentiment orientation of a given word by com-
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puting the difference between the strength of its associations with positive paradigm words (e.g.,
good, powerful, active) and with negative paradigm words (e.g., bad, powerless, quiet).

Compared with the other algorithms, the unsupervised learning approach yielded the low-
est accuracy level and the lowest-ranked correlation scores. A supervised learning algorithm
was also implemented: a support vector regression (SVR) model trained on skip-gram word
embedding and the full training set (one-third of the dictionary). The results from the super-
vised learning algorithm were slightly better than those obtained with the semi-supervised and
unsupervised learning algorithms, yet the supervised learning algorithm does not generate the
lexicon independently from the labelled words. The EPA scores induced for this study were also
evaluated against some of the state-of-the-art methods used for lexicon expansion, and the new
method demonstrated improvements in the τ correlation and F1-score compared to the currently
used algorithms.

This thesis presents the first extensive evaluation of semi-supervised graph-based learning
methods for multidimensional lexicon expansion. The research involved the computation of
evaluation, potency, and activity (e.g., valence, dominance, and arousal) scores rather than only
an evaluative factor (i.e., valence), the development of a proposed novel approach to the linear
combination of semantic and distributed word representation in label propagation algorithms,
the comprehensive evaluation of four algorithms against a manually annotated dataset as well as
supervised and unsupervised learning algorithms, the sampling of seed words from the corpus or
dictionary instead of the common use of fixed seed words (e.g., good, bad, happy, sad etc.), and
the creation of a significantly large three-dimensional lexicon of ∼3words that can be leveraged
by researchers in the SA and social science fields. The approach proposed in this thesis will
reduce the cost of manually annotating sentiment lexicons, help integrate the affective meaning
of today’s growing vocabulary, and assist with the estimation of variations in attitudes toward
words (e.g., same-sex marriage, abortion).

4.2 Background

Graph-based semi-supervised learning methods are transductive models that use the geometry
of the data to spread the label from the labelled node to the remainder of the data. The key to
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semi-supervised or transductive problems is the prior consistency assumption (i.e., the smooth-
ness assumption or the cluster assumption) which posits that similar points (nearby points) or
points that exist in the same structure (cluster or manifold) will have a similar label. The pri-
mary advantage of transductive semi-supervised learning methods over an inductive supervised
learning algorithm is that they utilize unlabelled instances to improve the decision boundaries
of the model. Semi-supervised learning algorithms have also been found to be parallelizable,
scalable to large data, and very useful in practice, especially for problems in which the data
are represented in the form of a graph (e.g., social networks, websites, and semantic lexicons).
Transductive semi-supervised algorithms, however, cannot be generalized to unseen data, a pro-
cess that requires the algorithm to be reimplemented for labelling any new instances.

To find graph labelling that is consistent with both labelled instances and the geometry of the
dataset, graph-based semi-supervised algorithms are executed in two stages: graph construction
and label inference. The graph construction stage has a significant effect on the performance
of graph-based learning methods and is often performed using a neighbourhood method (e.g.,
k-nearest neighbour graph construction methods that add edges between an instance and its k-
nearest neighbours [286]) or using metric learning methods (e.g., IDML [57]). The label infer-
ence stage, on the other hand, refers to the task that performs inference on the graph in order to
assign labels to unlabelled nodes. Researchers have used either iterative algorithms for labelling
unlabelled instances (e.g., label propagation [314, 315]; label spreading [312]; modified adsorp-
tion [260]; measure propagation [257]; and sparse label propagation [54]), or they use graph
regularization methods (e.g., manifold regularization [16]).

Based on the consistency assumption, proposals have included a number of label propagation
algorithms that rely on the same idea of building a similarity graph with labelled (seed/paradigm
words) and unlabelled nodes (words). The labels or scores of the known nodes (words) are
then propagated through the graph to the unlabelled nodes by repeatedly multiplying the weight
matrix (affinity matrix) by the labels or scores vector. Proposed by Zhu et al. [314, 315], the
first label propagation algorithm was given a set of labelled L = (Xl, Yl) and unlabelled U =

(Xu, Yu) data points, where xi is a data point or feature vector, and yi is the label of the labelled
nodes or zeros. The algorithm build an affinity matrix W by computing a Gaussian kernel wij =

e−||xi−xj ||
2/2σ2 and computes the random walk normalized Laplacian matrix ∆ = D−1W where

D is the degree matrix.
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The algorithm then propagates the label to the neighbour nodes by computing Ŷ ← ∆Y and
clamps the labelled nodes Yl to their initial values L after each iteration, since the values of the
labelled instances Ŷl are constrained to be equal to Yl (their initial values).

The label propagation algorithm proposed by Zhou et al. [312] uses the same idea, but they
relaxed the clamping assumption by using a clamping factor αwhich takes a value between 0 and
1 and uses the normalized graph Laplacian L = D−1/2WD−1/2 instead of ∆. The algorithm
then propagates the label to neighbour nodes by computing Ŷ ← αL Y + (1−α) L Y 0, where
Y 0 represents the initial label and the unlabelled scores. Several other graph-based learning
algorithms have been proposed [304, 305]; however, Zhu et al.’s [314] and Zhou et al.’s [312]
algorithms are the most widely used label propagation methods, especially in lexicon induction
research. In the work for this thesis, the Zhu et al. [314, 315] algorithm was implemented and
different clamping assumptions were investigated.

The graph-based learning methods mentioned above are used for a single-graph structure in
which the features or data points are from one modality. Many studies have demonstrated that,
compared with using only one modality, employing multiple modalities (e.g., textual and visual)
can provide an enhanced understanding of the feature space and lead to superior learning model
performance. To deal with a multimodality learning problem in supervised or unsupervised
learning methods, researchers have adopted two different fusion strategies: pre-training feature-
level fusion, in which features from different modalities are concatenated into a single feature
vector [136], or or post-training fusion, in which a linear combination, min-max aggregation, or
voting strategy is performed at the output level [59] [75].

Only a few studies have addressed the problem of multigraph label propagation or the mul-
timodality graph-based learning problem in which the graph has multiple edges between its ver-
tices, with each edge coming from a different modality. To handle a multigraph structure in
graph-based semi-supervised methods, researchers have either performed a pre-propagation fu-
sion method with the goal of converting the multigraph into a single graph by linearly combining
the weight of its multiple edges [252], or they have adopted a post-propagation fusion approach
in which a confidence voting strategy is performed at the output level after each graph has been
trained separately [252]. Other researchers have proposed a regularization framework for learn-
ing from two or more graphs generated from different modalities [269, 288]. Tong et al. [269]
proposed two optimization strategies that combine the features of two graphs based on two dif-
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ferent fusion schemes: linear form and sequential form.

The work presented in this thesis involved the implementation of both single-graph and
multigraph label propagation using different semantic, distributional, and distributed word em-
beddings. Background related to semantic and distributional word embeddings and sentiment
lexicon expansion is provided in Chapter 2.

4.3 Method

Previous attempts to expand sentiment lexicons using graph-based semi-supervised algorithms
have achieved greater accuracy than other standard methods [109, 5, 208]. To evaluate the ef-
fectiveness of semi-supervised graph-based approaches with respect to expanding multidimen-
sional sentiment lexicons, this thesis work included the implementation of a label propagation
algorithm [314, 312] combined with four methods for computing the affinity matrix using differ-
ent word representations and word similarity metrics. Also implemented was a multigraph label
propagation [269] technique, an approach that extends a single-graph label propagation algo-
rithm [312] for multimodality learning problems, with the goal of inducing a sentiment lexicon
using different word embeddings.

4.3.1 Single-Graph Label Propagation

The lexicons used in affect control theory (ACT) consist of a group of concepts (words) asso-
ciated with EPA vectors. The task of augmenting ACT lexicons given a set of seed words was
formulated as follows: Given a set of words X = {x1, . . . , xl, x`+1, . . . , xn} each represented
in terms of embeddings Z = {z1, . . . , z`, z`+1, . . . , zn} ⊂ Rm, where m is the dimension of
each word vector; xl(l ≤ `) is the set of the labelled words; and xu(` + 1 ≤ u ≤ n) are
the unlabelled words, where n = |V | is all the words in vocabulary V . Let Y be a three-
dimensional label set Y = {y1, . . . , y`, y`+1, . . . , yn} ∈ R3, where −4.3 ≤ yl,i(l ≤ `) ≤ +4.3

and yu,i(` + 1 ≤ u ≤ n) = 0. The goal is to define a function that estimates Yu (the labels of
the unlabelled words) from zi ∈ zni=1 (the labelled and unlabelled data points) and yi ∈ y`i=1 (the
labelled words), where |U |+|L|= |V | and V represents all the words in the vocabulary set.

68



To label the remainder of the unlabelled instances, the label propagation algorithm first con-
structs an undirected weighted graph G = {E, V }, where V is a set of vertices in the graph and
E is a set of weighted edges. The weight of the edges is represented by a weight matrix, or affin-
ity matrix, W , which is an n× n symmetric positive semi-definite matrix (where wij ≥ 0). The
graph adjacency, or affinity matrix, encodes the similarity between the vertices/nodes (words),
which are often computed using distance metrics (e.g., Gaussian kernel, point wise mutual infor-
mation, cosine similarity, or Euclidean distance).

The labels then propagate the label to adjacent nodes by computing Y ← ∆Y , where ∆ is
the random walk normalized Laplacian matrix ∆ = D−1W , where is the degree matrix Dii =∑

j wij and yn ← yn−1..y1. After each iteration, the labelled nodes Yl will clamp to their initial
value with clamping factor α, which is a trade-off parameter between consistency with the initial
labels (hard clamping α = 1) and consistency with the graph (relaxed clamping α = 0.8), as
follows:

Y (t+ 1) = ∆αY (t) + (1− α)Y 0 (4.1)

This procedure is repeated until Y converges, and the label Yu with the highest score is
chosen [314]. Using the graph smoothness assumption, researchers have further simplified the
semi-supervised label propagation transductive approach into an inductive approach by minimiz-
ing the quadratic energy function to find a labelling that is consistent with the initial values of
the seed data points as well the geometry of the data. The inductive closed-form solution was
found to be equivalent to the iterative algorithm in Equation 4.1, but it reduces the complexity of
the iterative algorithm from O(kn2), to O(n), where n is the number of data points (i.e., nodes
in the graph or the vocabulary), and k represents the neighbours of each data point. More details
about the inductive approaches can be found in [18].

4.3.2 Multi-Graph Label Propagation

To formulate the multi-graph or multi-modality learning problem, the same notations used in
section 4.3.1 were followed. Given a set of words X = {x1, . . . , x`x`+1, . . . , xn}, each repre-
sented in terms of two word embeddings Za = {za1 , . . . , za` , z`+1, . . . , z

a
n} ⊂ Rma and Zb =

{zb1, . . . , zb` , zb`+1, . . . , z
b
n} ⊂ Rmb , where ma and mb are the dimensions of the word embeddings
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obtained from modality a and modality b, respectively. Let W a and W b be an n× n affinity ma-
trix constructed from Za and Zb, respectively, where for example, W a

ij is the similarity between
zai , and zaj and n is the number of words in the vocabulary V . Let ∆a and ∆b be the unnormalized
random walk Laplacian for W a and W b, respectively.

In a manner similar to that for single-graph label propagation, let Y be defined as a three-
dimensional label set, where Y` is the label set of the seed words, and Yu is the label set of the
unlabelled words. The learning task defines a function that estimates Yu from W a, W b, and Y`.
In the multigraph setting, to spread the label from the labelled nodes to the rest of the graph, the
weight of the edges is simultaneously combined in the iterative algorithm, as follows:

Y (t+ 1) = ζ∆aY (t) + η∆bY (t) + (1− ζ − η)Y 0 (4.2)

where ζ and η are the trade-off parameters between ∆a and ∆b, where 0 < ζ, η < 1 and ζ + η =

1. The closed-form solution that minimizes the quadratic function of the multi-graph learning
algorithm is computed as proposed in [269], as follows:

Ŷ = (1− ζ − η)(I − ζ∆a − η∆b)−1Y (4.3)

4.3.3 Methods for Computing the Affinity Matrix

The single-label propagation algorithm was implemented using four different methods of com-
puting the affinity matrix and word representations. The first was a semantic lexicon-based
approach, called semantic lexicon-based label propagation (SLLP), in which the graph is built
based on the semantic relationships between words. The second was a distributional-based ap-
proach designated count-based label propagation (CLP), in which the vocabulary and weights
are derived from co-occurrence statistics in a corpus. The third method was neural word embed-
ding label propagation (NWELP), and the fourth was a combination of semantic and distributed
methods, termed semantic neural word embedding label propagation (SNWELP). The multi-
graph label propagation, on the other hand, was implemented using semantic and neural word
embeddings. The following subsections explain the different methods for constructing and com-
puting the affinity matrices for the work presented in this thesis.
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Semantic Lexicon-Based Label Propagation (SLLP)

Following the general principle of the graph-based label propagation approach described in the
previous section, in the SLLP method, a semantic graph is constructed, in which the affinity
matrix W is computed using features obtained from semantic lexicons. Two semantic lexi-
cons were used in this algorithm: WordNet dictionary (WN) [171] and the paraphrase database
(PPDB) [74].

WordNet, the most commonly used lexical resource or ontology in English, comprises words
from all categories. WordNet groups words into synsets (synonyms sets), each of which contains
a group of words that refer to the same concept. Words are also linked through other lexical
relationships such as antonym, which indicates a semantic contract relationship [e.g., “happy” is
an antonym of “sad”]) and hypernymy (which links general synsets to more specific ones like
[e.g., “colour” is a hypernymy of “red”). The current English version of WordNet contains about
117,659 synsets that correspond to the sense of a word, and a total of 155,287 words. The PPDB
is an English database that contains more than 220 million paraphrase pairs, of which 8 million
are lexical paraphrases. The PPDB was constructed from a large bilingual parallel corpus using
the distributional similarity scores of the paraphrases in Google n-grams [30] and the Annotated
Gigaword corpus [86].

The SLLP algorithm constructs a vocabulary V from words derived from the dictionaries
and computes the weight matrix W using the synonym and hypernymy lexical relationships in
WordNet or the lexical paraphraser relationships in the PPDB. The semantic similarity wi,j of
any pair of words xi and xj in vocabulary V is calculated as follows:

wi,j =

1.0 if xj is related to xi

0.0 otherwise
(4.4)

Count-Based Label Propagation (CLP)

Distributional word representation is the approach most commonly used in a graph-based learn-
ing algorithm for sentiment lexicon induction. The distributional representations are obtained in
an unsupervised fashion from co-occurrence statistics aggregated from real-world corpora (e.g.,
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news articles and Twitter), which are then utilized for building the similarity graph in a graph-
based learning algorithm. In this work, for the implementation of label propagation using dis-
tributional word vectors, co-occurrence statistics aggregated from two real-world news corpora
(section 4.4.1) were used. The word vectors are constructed by computing the context distribu-
tion smoothing (CDS) of the positive pointwise mutual information (PMI) (PPMIα) [144] from
the co-occurrence matrix. This smoothing technique has been found to perform better than PMI
and other word embeddings for a variety of natural language processing (NLP) tasks because it
reduces the PMI bias toward rare words [144]. This CDS is rendered transferable to the PMI
through the raising of the frequency of the context word by a smoothing factor α, as follows:

PPMIα(w, c) = max{log2
p(w, c)

p(w)pα(c)
, 0.0} (4.5)

where p(w, c) is the empirical co-occurrence probability, p(w) is the marginal probability of a
wordw, and pα(c) is the smoothed marginal probability of word context c. In this work, α = 0.75

was used since it was found to give better results [144] [170], and the unsmoothed PPMI was
also investigated. The PPMIα is then factorized with truncated Singular Value Decomposition
(SVD) [84], as follows:

PPMIα = U ∗ Σ ∗ V T (4.6)

The singular value decomposition word vector (WSV D) is then computed by taking the top k
rows of U (in the new method, k = 100 and k = 300 were used) and by adding an eigenvalue
weighting score p (values experimented with were p = 0.5, p = 0.0) to the eigenvalue matrix
Σd [144]. Details about hyperparameter tuning approaches for count-based word embeddings
are provided in section 2.3.1.

WSV D = UkΣ
p
k (4.7)

The affinity matrix is then calculated using the cosine similarity between the SVD word vectors
in the corpus, as follows:

wij = cos(vi, vj) =
vivj
‖vi‖‖vj‖

, ∀vi, vj ∈ WSV D (4.8)

Neural Word Embeddings Label-Propagation (NWELP)

Neural word embeddings that are learned in an unsupervised manner using feed-forward neural
network have recently gained considerable attention in the NLP field because they have provided
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state-of-the-art results with respect to numerous NLP tasks. This continuous and dense word
representation has replaced distributional word representation, including latent semantic analy-
sis (LSA) and latent Dirichlet allocation (LDA) in many NLP problems. The work presented
here involved the use of neural word embeddings (word vectors) that capture the syntactic and
semantic properties of words in order to induce sentiment lexicons in a semi-supervised fashion.
Two neural word embeddings were employed: an SGNS model [170] and the Global Vectors for
Word Representation (GloVe) [199]. 1 The NWELP algorithm was implemented on two com-
monly known pre-trained SGNS and GloVe models as well as a SGNS and GloVe that are trained
on a co-occurrence statistic obtained from Wikipedia dataset (section 4.4.1). The graph-based
label propagation algorithm described above was implemented by constructing a relational graph
that encodes the similarity between neural word embeddings. The graph was constructed using a
vocabulary V of all the words in the word embeddings set (with non-alpha words and words that
contain digits filtered out), and the affinity matrix W was computed using the cosine similarity
(Equation 4.8) between word vectors (each vi ∈ V is a 300 dimensional vector). Details about
the SGNS model and GloVe are provided in section 2.3.1.

Semantic and Neural Word Embeddings Label-Propagation (SNWELP)

To improve the results of label propagation based on a semantic lexicon and neural word em-
beddings, prior lexical knowledge (e.g., WordNet, PPDB) was linearly combined with neural
word embedding in the label propagation algorithm. With the use of neural word embedding
features (SGNS or GloVe) and semantic features obtained from a semantic lexicon (WordNet or
PPDB), this problem was treated as a multimodal graph learning problem, with the weight of the
semantic and the distributed graphs combined into a multigraph. The multigraph or multimodal
graph was then converted into a single weighted graph by means of a pre-propagation fusion
strategy that linearly combines the features obtained from the semantic and neural word embed-
dings. Given the weight matrices of two graphs W a and W b, which represent the weights of the
semantic and the neural word embeddings graphs, the weight matrix of the combination of W a

and W b is computed as follows:
1Several researchers, such as the author of [144], have considered GloVe to be a neural word embedding model

while others have regarded it as a factorization of the co-occurrence statistics. Here, GloVe is considered a neural
word embedding model.
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Wij = (ζ W a
ij + η W b

ij) (4.9)

where ζ and η are trade-off parameters in which 0 ≤ ζ, η ≤ 1 and ζ + η = 1. The graph in this
algorithm is constructed from vocabulary V , which is the intersection between the words in the
lexicon and the words in the set of filtered embeddings.

4.4 Evaluation

4.4.1 Dataset

Semantic-based label propagation was performed on two semantic lexicons: WordNet and PPDB.
Distributed (neural-network-based) and distributional (count-based) label propagation was im-
plemented in two different settings, one of which involved the use of pre-trained word embed-
dings and the other, the use of word embeddings trained on a single corpus.

Pre-Trained Word Embeddings

Distributed or neural word embedding label propagation was implemented on two pre-trained
word embeddings obtained from co-occurrence statistics aggregated from real-world datasets:
the SGNS word2vector [170] and GloVe [199]. The SGNS model is trained on co-occurrence
statistics aggregated from a Google News dataset and consisting of∼3M words, each represented
by a 300-dimensional vector. GloVe, on the other hand, is trained on co-occurrence statistics
collected from Wikipedia and contains a total of ∼1.9M words that are also represented by a
300-dimensional vector.

The count-based label propagation method was trained on co-occurrence statistics (n-gram
features) obtained from two news corpora: the signal media (SM) one-million-news-article
dataset, which contains∼265K blog articles and∼734K news articles [47], and the North Amer-
ican News (NAN) text corpus [85], which has ∼931K articles from a variety of news sources.
The co-occurrence matrix of the count-based approach was computed for a window size of four
words after the removal of stop words, words shorter than three letters, proper nouns, non-alpha
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words, and bigrams that occur no more than ten times. These heuristics reduced the set to ∼80K
and ∼40K, for SM and NAN corpora, respectively.

Trained Word Embeddings

In the pre-trained approach described above, the label propagation algorithms were implemented
using different pre-trained word embeddings, with each being trained on a different corpus.
SGNS embeddings are trained on the Google news article dataset while GloVe ones are trained
on the Wikipedia dataset, and the count-based (SVD and PMI) versions are trained on another
dataset of news articles. To make the results generalizable and independent of the corpus used
for training, the label propagation algorithm was trained on SGNS, GloVe, and count-based word
embeddings, all obtained from a single corpus (the 10M-word English Wikipedia corpus). The
word embedding models were trained on a window size of 10 words, with a minimum frequency
of five times. The most frequent and infrequent words were also removed from the vocabulary,
which was restricted to only 30K words since both the GloVe and the count-based approaches
(SVD and PMI) require an amount of memory that is quadratic in terms of the number of words.
The SGNS model was trained on negative sampling k = 10 and 1 epoch. The GloVe model was
trained on the same set of words with a learning rate = 0.05 and 10 epochs. Count-based word
embedding was also achieved using the same set of words and co-occurrence matrix, employing
different values of the CDS parameter α, the number of truncated rows k, and the eigenvalue
weighting parameter p of the PPMIα and SVD.

4.4.2 Method for Sampling Seed Words

The choice of labelled words (also called paradigm or seed words) has a significant impact on
the performance of graph-based learning algorithms. Most of the proposed methods for ex-
panding or regenerating sentiment lexicons have used different sets of seed words that are se-
lected manually [90]. In this study, two sets of seed words were used: 1) fixed seed sets (fixed-
paradigms) adopted from the research by Osgood et al. [191] (Table 4.1), and 2) words that are
randomly sampled from the vocabularies V used in the label propagation algorithm (vocabulary-
paradigms). The vocabulary-paradigms set is randomly sampled from the words with the highest
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EPA Seed Words
E+={good, nice, excellent, positive, warm, correct, superior}
E-={bad, awful, nasty, negative, cold, wrong, inferior}
P+={powerful, strong, potent, dominant, big, forceful, hard}
P-={powerless, weak, impotent, small, incapable, hopeless, soft}
A+={active, fast, noisy, lively, energetic, dynamic, quick, vital}
A-={quiet, calm, inactive, slow, stagnant, inoperative, passive}

Table 4.1: Osgood’s fixed seed words (+ positive words and - negative words)

EPA Seed Words
E+={good, lovely, excellent, fortunate, pleasant, delightful, perfect, loved, love, happy}
E-={bad, horrible, poor, unfortunate, unpleasant, disgusting, evil, hated, hate, unhappy}

Table 4.2: Standard English seed words(+ positive words and - negative words)

and lowest EPA values (e.g., words with E, P or A≤ −2.5 or≥ 2.5). To sample an equal number
of words from each polarity, sets were first created of all of the words with the highest and low-
est EPA scores ( E+, E-, P+,P-, A+, and A-) in the vocabulary and then from each set a sample
number of words was taken equal to (s− 1) where s is the minimum number of words in all the
four lists. The objective of employing this sampling procedure is to use words at the extremes
of each E, P, and A dimension as paradigm words in order to propagate these highly influen-
tial EPA scores throughout the graph. The algorithms were implemented with seed words that
represent a contribution of no more than 1% of all of the words in the vocabulary. Experiments
were also conducted with the fixed-paradigm sets, but the results of the vocabulary-paradigms
were significantly better. To compare the newly developed label propagation algorithm against
state-of-the-art methods, another set of seed words was also used, called the standard English
seed set, which is utilized by some researchers [90] in the field for inducing one-dimensional
sentiment lexicons from standard-English-paradigms (Table 4.2).
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4.4.3 Evaluation Metrics

To assess the performance of the label propagation algorithm with respect to generating a multi-
dimensional sentiment lexicon, the most recent manually annotated affective dictionary by War-
riner et al. [291] was chosen as a baseline. In the lexicon induction procedure, paradigm words
were also sampled from the Warriner et al. dictionary, and the generated lexicon was compared
against it. The affective dictionary was randomly divided into EPA-training (one-third of the set,
equal to 5566 words) and EPA-testing (two-thirds of the set, equal to 8, 349 words). The seed
words for all algorithms are sampled from EPA-training set only, and all results are presented on
the EPA-testing set. The initial Warriner et al. [291] EPA scores were in the range of ∈ [1, 9],
and they were rescaled to ∈ [−4.3,+4.3] to conform to the EPA scale used in the other lexicons
under consideration [100]. The [−4.3,+4.3] scale is the standard scale used by most sociology
researchers who study or measure individuals’ emotions toward words.

Four evaluation metrics were used for comparing the induced EPA (EPA-induced) scores
against the manually annotated EPA (EPA-testing) ones: mean absolute error (MAE), Kendall
τ rank correlation, F1-binary (positive and negative), and F1-ternary (positive, neutral, and neg-
ative). The F1-binary is used for evaluating the binary classification performance of the model
(positive ≥ 0 and negative < 0 ). As in most recently proposed studies in the field [90], the
F1-ternary is computed in order to measure the accuracy of the ternary classification: positive
∈ (1, 4.3], neutral ∈ [−1, 1], and negative ∈ [−4.3,−1). The calculation of the F1-ternary was
achieved using class-mass normalization (CMN) methods [315], which rescales the predicted
label (ŷi,l) for a point xi by incorporating the prior class, as follows:

argmax
l

wl ŷi,l

wherewl is the label mass normalization, which is equal to pl/ml, where pl is the prior probability
of a label l (computed from the labelled data), and ml is the estimated weight of label l over the
unlabelled sets. This scaling method is known to improve results more effectively than the typical
decision function argmaxl ŷi,l.
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4.4.4 Baseline and State-of-the-art Comparison

To compare the new approach against state-of-the-art algorithms for inducing valence (evaluation
scores), an unsupervised learning algorithm (PMI-IR [275]) was implemented in order to esti-
mate the sentiment orientation (either positive or negative) of a word by using the co-occurrence
statistics aggregated from search engine results in order to compute the difference between the
strength of the word associations with positive paradigm words and with negative paradigm
words. The results were also compared against the results reported using the orthogonal transfor-
mation of word vectors developed by Rothe et al. [218], and against those from a label-spreading
algorithm trained on a (domain-specific) SVD word vector model [90]. Experiments were also
conducted with a retrofitted word vector model that improves neural word embedding vectors
using semantic features obtained from lexical resources (WordNet, PPDB) [66]. To make a fair
assessment and to compare the results with those reported in [90] and [218], the label propa-
gation algorithm and the retrofitted word vector approach [66] were implemented in order to
recreate the General Inquirer lexicon [253] with a valence score ∈ R from the Warriner et al.
lexicon [291] using standard-English-paradigms (Table 4.2). The neutral class was ignored, and
the same seed set employed by the authors of [90] and other researchers in the field was used.

All of the results were also compared against the EPA scores obtained from a supervised
learning algorithm. A support vector regression (SVR) model was trained on a co-occurrence
statistics model derived from the SGNS word embedding model [170] and the sentiment lexicon
resource [291]. The SVR model was trained using two different sets of labelled words: the
sampled seed words (vocabulary-paradigms) and the full training set (EPA-training). The SVR
model uses a radial basis function (RBF) kernel with C = 10, and γ = 0.0 for training and
evaluation against the test set EPA-testing.

4.5 Results and Discussion

This section presents an evaluation of the label propagation algorithm using different graph struc-
tures, word representations, and sets of seed words, which can be divided into four parts: eval-
uation of the semi-supervised learning approach with respect to extending a multidimensional
lexicon (EPA) using the single-graph approach, pre-trained word embeddings, and sampled seed
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words (vocabulary-paradigms) (Part One); assessment of the performance of the label propaga-
tion algorithm with respect to regenerating a one-dimensional lexicon using single-graph learn-
ing methods, pre-trained word representations, and the Standard-English-paradigms, including
a comparison of the results against the state-of-the-art methods (Part Two); evaluation of the
performance of the count-based and distributed-based label propagation model using the trained
word embeddings (Part Three); and evaluation of the performance of the multigraph learning ap-
proach implemented using semantic and distributed word representation against the single-graph
learning approach (Part Four).

Part One: Table 4.3 shows the results of the comparison of the EPA scores induced using
the label propagation algorithms against their corresponding values in the Warriner et al. lexi-
con [291]. As indicated in the table, the count-based word embeddings label propagation (CLP)
algorithm generated the lowest ranking correlation τ and the highest error rate (MAE) compared
with the other label propagation methods. The results of the comparison of the induced EPA
scores against their true values in the testing set show that the MAE ranged between 0.99 and 1.3

and that, based on the cosine similarity and hard clamping (α = 1.0) assumption, the ranking
correlation τ was less than 0.2. 2 Experiments were also conducted with the unsmoothed PMI
and the shifted positive PMI (SPPMI) [143] (with the number of negative samples n = 10), but
no significant difference between them was evident. Tests also included different dimensions of
the SVD word vector k = 100 and k = 300, but no significant difference was observed between
the 100- and 300-dimension SVD word embeddings.

The semantic lexicon label propagation (SLL) approach, which uses the lexical features ob-
tained from either WordNet or PPDB lexicons, generated a total of ∼50K words, with ∼4K
words in the testing set (EPA-testing). When the induced EPA scores are compared with their
corresponding values in (EPA-testing), the results reveal a reasonable amount of agreement be-
tween the EPA scores induced using dictionary-based features and the manually labelled EPA
values. They also show that the two semantic lexicons produced relatively similar results.

The τ correlation scores for both of the neural word embedding label propagating approaches
(NWELP) were higher than for the semantic lexicon or the count-based approach, as shown in
Table 4.3. The MAE and F1-scores for the semantic-based and neural word embedding label

2For all reported τ scores, the p-value is less than 0.001
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Method Corpus τ F1-binary F1-ternary MAE

E P A E P A E P A E P A

CLP
SM 0.219 0.0263 0.162 0.53 0.44 0.56 0.42 0.45 0.44 1.1 1.09 0.85

NAN 0.122 0.060 0.084 0.51 0.54 0.54 0.50 0.42 0.45 1.3 1.0 0.99

SLLP
WN 0.388 0.244 0.329 0.72 0.83 0.73 0.65 0.60 0.75 0.91 0.79 0.71

PPDB 0.391 0.181 0.309 0.73 0.76 0.71 0.62 0.60 0.65 0.92 0.89 0.79

NWELP
SGNS 0.437 0.283 0.350 0.70 0.80 0.67 0.69 0.65 0.79* 0.84 1.08 0.88

GloVe 0.430 0.113 0.357 0.73 0.81 0.70 0.68 0.64 0.78 1.09 1.07 0.84

SNWELP

PPDB+GloVe 0.434 0.209 0.360 0.74 0.81 0.70 0.68 0.64 0.77 1.09 1.07 0.84

WN+GloVe 0.445 0.220 0.366 0.75 0.82 0.71 0.68 0.64 0.78 1.07 1.05 0.84

PPDB+SGNS 0.510 0.284 0.459 0.76 0.80 0.75 0.68 0.64 0.78 1.10 0.97 0.84

WN+SGNS 0.510 0.291 0.461 0.76 0.80 0.75 0.68 0.64 0.78 1.10 0.95 0.83

SVR
SGNS-Seed Words 0.52 0.34 0.42 0.81 0.82 0.78 0.62 0.64 0.73 0.75 0.67 0.63

SGNS-Training Set 0.628* 0.422* 0.500* 0.83* 0.84* 0.78* 0.72* 0.65* 0.68 0.60* 0.60* 0.56*

Table 4.3: Results of the label propagation algorithms and the supervised learning (SL) method (sup-

port vector regression (WESVR)) using the sampled seed words as compared with the ground truth EPA

values (Method= the algorithm used for lexicon induction, τ = Kendall’s τ correlation, F1-binary= F1

measure of the binary classification, F1-ternary= F1 scores of the ternary classification, MAE=mean ab-

solute error). The highest scores of the label propagation algorithms are in boldface. The highest scores

of all the algorithms are designated by boldface*.

propagation were close. A comparison of the results of the two pre-trained neural word em-
bedding models against each other indicates that the skip-gram-based (SGNS) model performed
better than GloVe for all three dimensions (EPA). Experiments were performed with different
thresholds (0.0, 0.3, and 0.5) of the cosine similarities, and the results of using different thresh-
olds varied a great deal with respect to the number of induced words and the level of accuracy.
Higher thresholds provided more accurate results with less noise, but with fewer induced words.
The results reported in Table 4.3 and Table 4.5 were obtained using a cosine similarity threshold
equal to 0.0 since both the SGNS and GloVe adjacency matrices contain negative values.

Linearly combining the semantic and neural word embedding features improved the results
with τ ranging between 0.43 and 0.51 and the MAE ≤ 1.1 for the evaluation scores (E). Exper-
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Word Method Induced EPA True EPA

injustice WN [-1.9, 0.3, -1.7] [-2.7, 1.6, -1.86]

injustice GloVe [-1.3, 1.4 , -1.8] [-2.7, 1.6, -1.86]

injustice GloVe+WN [-1.4, 0.2, -1.3] [-2.7, 1.6, -1.86]

injustice SG+WN [-1.9, 0.3, -1.7 ]* [-2.7, 1.6, -1.86]

evil PPDB [-1.3 , 0.05, -1.1] [-2.9, 0.7, -1.5]

evil GloVe [-2.1, 2.5, -3.1] [-2.9, 0.7, -1.5]

evil GloVe+PPDB [-1.7 , 0.08, -1.2] [-2.9, 0.7, -1.5]

evil SG+PPDB [-2.1, 0.1, -1.5] [-2.9, 0.7, -1.5]

successful SG [ 2.15, 0.04, 1.6] [2.97, 0.09, 2.9]

successful SG+PPDB [ 2.5, -0.6, 2.0] [2.97, 0.09, 2.9]

Table 4.4: Examples of the induced EPA scores and their EPA ratings from the Warinner et al. lexicon,
and the induced EPA values using label propagation and different word representations. WN = WordNet,
PPDB = paraphrase database, SGNS = skip-gram negative-sampling word vector, and GLoVe = the Global
Vector for Word Representation. The starred example * shows no change after the addition of neural word
vector features.

iments were conducted with different values of the trade-off parameters (e.g., ζ = 0.8, η = 0.2

and ζ = 0.5, η = 0.5), but no significant differences between them were evident. The reported
results were obtained with obtained with ζ = 0.5, η = 0.5. The findings also show that the
results produced with the semi-supervised methods were in line with those from the supervised
SVR model that is trained on the seed words (vocabulary-paradigms). However, the SVR model
trained on the whole training set significantly outperformed the semi-supervised methods.

A comparison of the results across the different affective dimensions (E, P, and A) reveals
that, in both the semi-supervised and the supervised learning algorithms, the rank correlation
score τ for comparing the potency (P) values to their counterpart scores in the testing set was
low relative to the scores for evaluation (E) and activity (A). In contrast, in all the algorithms, the
rank correlations τ were the highest for the evaluation (E) scores, followed by the rank correlation
τ values for activity (A), which indicates that the semantic and distributed similarities between
words are strong indicators of how close the words are in the evaluation and activity space.
Table 4.4 shows some of the induced EPA scores and their corresponding values in the Warriner

81



Figure 4.1: Root mean square error (RMSE), mean absolute error (MAE), and τ rank correlation scores

using different numbers of seed words

et al. [291] dataset. The table also provides some examples of the same words and their induced
EPA scores when different word representations are used.

Figure 4.1 shows the performance of the label propagation algorithm with the use of different
numbers of seed words. As indicated in the figure, the addition of more seed words improves the
error rate and τ correlation scores for evaluation and activity, but it lowers the τ correlation scores
for the potency. The figure shows that, for evaluation and activity, the error rate decreases and the
τ correlation score increases as the number of seed words rises, while for potency, the error rate
and τ correlation score both increase as the number of seed words decreases. The reported error
rates and correlation scores were obtained using the semantic and neural word embedding label
propagation (SNWELP) model, and an equal number of samples are taken from each dimension.
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Figure 4.2: Root mean square error (RMSE), mean absolute error (MAE), and τ rank correlation by

sampling method

The performance of the label propagation methods was also compared using three different
sampling strategies: sampling from the set of words at the extremes of each dimension (Extreme);
equal sampling from each category in the EPA space (neutral ∈ [−1, 1], negative ∈ [−4.3,−1),
and positive∈ (1, 4.3]) (Equal); and random sampling from the entire EPA space (Random). The
results of a comparison of the error rates associated with the three sampling strategies reveal no
significant difference among them, but for all of the EPA dimensions, the τ correlation scores for
the approach that samples from the words with the highest and lowest EPA scores were higher
than those for the other two approaches (Figure 4.2). The number of seed words was identical
for each of the sampling strategies.

Part Two: Table 4.5 shows the results when the new approach for inducing evaluation scores
(E) from the General Inquirer lexicon was compared with state-of-the-art methods. The results
indicate that the label propagation algorithms performed significantly better than the unsuper-
vised learning method and that the semantic neural word embedding (SNWELP) model outper-
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Method τ F1-ternary ACC

SNWELP (SGNS+WN) 0.51 0.68 0.94
Hamilton et al. [90] 0.50 0.62 0.93
NWELP (SGNS) 0.48 0.67 0.94
Rothe et al. [218] 0.44 0.59 0.91
Faruqui et al. [66] 0.40 0.62 0.84

SLLP (WN) 0.16 0.65 0.64
Turney et al. [274] 0.14 0.47 0.55

Table 4.5: Results of comparing the evaluation (E) scores for the lexicon induced from the General
Inquirer induced lexicon using pre-trained neural word embedding label propagation (NWELP) and the

semantic neural word embedding label propagation (SNWELP) against the results reported for state-of-

the-art methods for lexicon induction (τ = Kendall’s τ correlation, ACC= the binary accuracy, F1= the

ternary F-measure)

formed both the Rothe et al. [218] and the Hamilton et al. [90] approaches. The neural word
embedding and semantic neural word embedding algorithms also perform better than label prop-
agation based on the retrofitted word vector approach. The results reported were obtained using
the improved skip-gram (SG) model and the semantic features obtained from WordNet [66]).

Part Three: To evaluate the word representations or embeddings independently of the cor-
pora, the distributed and the count-based word embedding models were trained on the same
corpus and co-occurrence statistics. As shown in Table 4.6, the results of the comparison of
the induced evaluation scores (E) in the General Inquirer lexicons against their corresponding
values in the hand-coded lexicon were consistent with the results obtained using the pre-trained
models, since the SGNS model provided the best performance. However, the results with the
count-based approaches that use CDS (PPMIα + SVD, and PPMIα ) were better than those us-
ing GloVe. The findings also reveal that the use of the truncated SVD improved the correlation
score of the PPMIα. As indicated in the table, the results from all of the trained word embedding
approaches are inferior to those from their corresponding pre-trained models because the trained
word embeddings were obtained using a relatively smaller vocabulary set (|V|= 30K) than that
used with the pre-trained model.

Part Four: Multigraph label propagation produced outcomes that were almost identical to
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Method τ F1-ternary ACC MAE

SGNS 0.43 0.65 0.70 1.19
PPMIα + SVD 0.35 0.65 0.66 1.21

PPMIα 0.33 0.67 0.68 1.20
GloVe 0.27 0.65 0.66 1.21

Table 4.6: Results of a comparison of the evaluation (E) scores from the lexicon induced from the

General Inquirer using the trained neural word embedding label propagation (NWELP) against count-

based word embeddings ( τ = Kendall’s τ correlation, ACC= the binary accuracy, F1-ternary= the ternary

F-measure, MAS=mean absolute error)

Trade-off parameters τ F1-ternary ACC MAE

ζ = 0.8 η = 0.2 0.47 0.67 0.70 1.2
ζ = 0.5 η = 0.5 0.46 0.67 0.71 1.2
ζ = 0.2 η = 0.8 0.39 0.67 0.71 1.2

Table 4.7: Results of a comparison of the evaluation (E) scores from the lexicon induced from the Gen-
eral Inquirer using multi-graph label propagation based on different values of the trade-off parameters

( τ = Kendall’s τ correlation, ACC= the binary accuracy, F1-ternary= the ternary F-measure, MAE=mean

absolute error)

those that resulted from the single-graph learning approach. The results reported in Table 4.7
were obtained using semantic and neural word embeddings with different values of the trade-
off η and ζ . The findings show no significant differences among the error rates and accuracy
scores obtained using different values of trade-off scores, but the greater weight associated with
semantic similarity (0.8) than with distributed similarity (0.2) significantly improved the rank
correlation scores.

4.6 Conclusion

One of the methods most commonly used for addressing SA problems is the use of sentiment
lexicons in addition to distributional and semantic features. Sentiment dictionaries are typically

85



composed of a relatively small set of words that are manually annotated by human judges or
automatically generated using distributional word representations (count-based statistics) and
some seed words. These lexicons often fail to include new words that emerge on the Internet or
through social media (e.g., selfie, sexting, photobomb), fail to measure current attitudes toward
these words and terms (e.g., homosexuality, abortion), and represent human emotions in only
one-dimensional space.

With the goals of overcoming these limitations, reducing the costs associated with manual
annotation, and increasing the number of annotated terms, this thesis presents a novel approach
that implements a graph-based learning method using a linear combination of semantic and dis-
tributed word representations to regenerate sentiment lexicons as well as to provide an intensive
evaluation of corpus- and thesaurus-based graph-based semi-supervised algorithms. The pro-
posed approach was evaluated with respect to the regeneration of a three-dimensional and a
one-dimensional sentiment lexicon, and the results were compared against manually annotated
scores and the performance of some of the state-of-the-art sentiment induction methods.

The results of the evaluation show that incorporating distributed features into label propa-
gation based on a semantic lexicon significantly improves performance. When different word
embedding approaches (SGNS, GloVe, and count-based word embeddings) were evaluated, the
results were generally consistent with those from other studies whose goal was to assess the
performance of word vector models in regard to word ontology and other NLP tasks, since the
word2vec (SGNS) model outperformed the count-based and GloVe algorithms with respect to
pre-trained and trained word embeddings. When the results produced by the semantic neural
label propagation algorithm are viewed against those generated using a supervised learning al-
gorithm (SVR) trained on word embeddings and a sentiment lexicon, the results for the semi-
supervised and unsupervised learning methods are comparable. The semi-supervised algorithm,
however, does not require a large training dataset and permits the re-estimation of the labels of
previously-labelled words.
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Chapter 5

Entity-Based Reader Affect Recognitions
with Single-Event Sentences

5.1 Introduction

Sentiment analysis (SA) studies and applications have been a recent target of increased attention
in the scientific community, especially in the computer science and natural language processing
(NLP) fields. The mainstream research in SA focuses on analysing subjective text, such as
review documents, that describes an explicit opinion or belief about an object or entity (e.g.,
“Seventh Son is a terrible movie”). They also utilizes count-based or distributional word features
to classify textual content to a set of pre-defined labels (e.g., happy, sad, and neutral). Using the
distributional or count-based word features revealed many limitations. The distributional features
might impair the sentiment analysis capability, since they are built upon corpus frequency that
unlikely to be sentiment-relevant (e.g., “good” and “bad” may have similar distributional word
representations if they appeared in a similar context). They also make the sentiment analysis
models context-sensitive since they are obtained from corpus-based feature (e.g., movie review,
product review), and thereby not generalizable to other type of corpora. Most of the studies in
the sentiment analysis field have also performed coarse-grained analyses in which a piece of text
(such as a sentence or an article) is mapped to a label or a point between polarities. Only a handful
of studies have performed entity-based sentiment analyses where sentiment labels or scores are
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attached to an aspect of an object, such as “the lens of the camera was stuck many times”.
There have been an insufficient number of studies that have incorporated linguistic structure, or
psychological or linguistics theory or knowledge into statistical language models.

The focus of this chapter is the analysis of fact-based or objective sentences that describe
events. Despite limited research related to fact-based SA, many factual statements carry or trigger
sentiments, including such sources as news articles and blog comments. Subjective documents
contain highly opinionated words or phrases about a situation or aspect that is classifiable by
means of shallow parsing or a basic word look-up strategy. In contrast, performing SA on fact-
based textual information requires an understanding of the meaning and syntactic structure of
the sentence. A need thus exists for a new approach that analyzes the sentiment associated with
objective, or factual, text as well as its components. For example, a sentence such as “x kills
y” will clearly evoke a negative sentiment for the reader, and highly negative (yet different)
sentiments toward each of x and y (e.g., angry at x and sorry for y). Further, the initial sentiment
felt for each entity participating in an event might affect the reader’s judgement regarding the
situation. For example, if it is known that x is a victim and y is a criminal, then the sentiment
triggered is likely to be positive in general and positive toward x, yet remain negative toward y.

This chapter introduces a fine-grained SA approach that utilizes socio-mathematical theory,
or affect control theory (ACT), to model reader emotions arising from text about real-world
events and their associated entities (i.e., actor and object) in a three-dimensional space. ACT
is based on the premise that social situations involve a range of culturally shared sentiments
toward the entities (identities and behaviours) in a social situation, and that these sentiments
develop or generate a situated sentiment (transient impression) whereby individuals try to remain
close to their fundamental sentiment. An additional ACT principle posits that human social
and emotional responses are controlled by differences between culturally shared and transient
sentiments.

The approach presented in this chapter is based on ACT impression and emotion forma-
tion equations for predicting human sentiments about events by first extracting the sentence
components (subject, verb, and object) using the syntactic event extraction method described
in (Chapter 3). The next step was to establish the affective meaning of each element from an
augmented affective meaning lexicon. The affective meaning dictionary was expanded using a
semi-supervised graph-based learning algorithm built from lexical resources (WordNet) (Chap-
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ter 4). ACT equations were then used for computing the predicted emotions toward the actor,
behaviour, and object. The estimated emotions are then compared against manually annotated
news headline dataset. This approach yielded accuracy levels of 72% and 85% with respect to
predicting reader emotions regarding the subject and object in the news headlines. These results
are significantly better than those obtained from a model trained using bag-of-words and the
SentiWordNet lexicon.

5.2 Background

The hypothesis underlying ACT is that individuals perceive identities, behaviour, and objects, in-
cluding words, in terms of affective meanings represented by a score along a three-dimensional
space (evaluation, potency, and activity (EPA)). These affective meanings are associated with
interpersonal social identity and behaviour control perceptions and interactions. In any given sit-
uation, these initial affective meanings or fundamental sentiments develop transient impressions
that individuals use as a means of remaining close to the fundamental sentiments in the EPA
space. Concretely, ACT models an emotion as a function of the difference between the transient
impressions and the fundamental sentiments. Thus, when a situation causes a discrepancy be-
tween fundamental and transient impressions, the emotions are likely to be more prominent. For
example, in a situation such as “An employee yelled at an employer”, the employer, who initially
felt powerful and has been made to feel powerless (situated feeling), is likely to feel “angry”.

ACT provides a mathematical formulation for modelling the situated impression, as well
as the emotions arising from fundamental sentiment interactions (i.e., their effective meanings)
regarding self, others, the settings in which they are embedded, and the behaviours occurring
throughout. These mathematical formulations are obtained through empirical studies and re-
gression analysis. This chapter provides a brief review of fundamental and transient impression
calculation and then focuses on emotional dynamics and deflection equations. Additional detail
regarding ACT is included in section 2.2.
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5.2.1 ACT Mathematical Model

In ACT, events are represented in terms of three or four main elements: subject (S) or actor, verb
(V) or behaviour, object (O), and sometimes the setting or the location (L) where the event is
embedded. Three values (EPA) represent the “fundamental sentiments” of these elements, cap-
turing the culturally shared sentiments they evoke in terms of evaluation, potency, and activity. A
nine-dimensional vector (or 12-dimensional vector when the locations or settings are considered)
represents the fundamental sentiment of an event:

F = {fse , fsp , fsa , fve , fvp , fva , foe , fop , foa}

where, e.g., fse is the fundamental sentiment of the subject (S) on the evaluative dimen-
sion. The situated or transient impression arising from an event is also represented in a nine-
dimensional vector:

T = {tse , tsp , tsa , tve , tvp , tva , toe , top , toa}

The transient impression T is computed by multiplying a vector of the combinations of terms
from the fundamental sentiment f , by a matrix M of prediction coefficients estimated based on
impression-formation research. Sections 2.2 and 6.2 provide additional details.

5.2.2 Events Likelihood and The Deflection

The difference between a fundamental sentiment and a situated impression that an event gener-
ates is an important measure of the likelihood or normality of an event. A large deflection (d > 4)
indicates an inconsistency between the behaviour and the identities involved in an event, such as
one that describes “ a student yells at a teacher”, for which the level of deflection is equal to 7.7.
On the other hand, a small deflection indicates consistency between the behaviour performed and
the role identities of the subject and object. For example, in an event such as “a teacher teaches a
student”, the deflection level is equal to 1.1. In ACT, deflection is computed either as the squared
Euclidean distance between the fundamental sentiments (F) and the transient impressions (T)
(Equation 2.5), or as a probability distribution as proposed by Hoey et al. [107, 106, 108].

d = e−
∑
σ(F−T )2 (5.1)
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where σ is a weight vector. In this study, the deterministic Euclidean distance approach was used
for computing deflection.

5.2.3 Emotion Dynamics

In ACT, like identities and behaviours, emotions are grounded in three affective dimensions
(EPA). For example, feeling “thrilled” has an EPA profile of {2.08, 1.95, 2.37}, meaning that
such an emotion feels quite good, slightly potent, and quite active. ACT parameters specify that
individuals experience emotional responses as result of the difference between the fundamental
sentiments and the transient impressions that arise from an event. ACT models the emotions that
a person feels when interacting in a social event as a function of the fundamental identity and
transient identity of the actor Fr ≡ {fse , fsp , fsa} and Tr ≡ {tse , tsp , tsa} or of the fundamental
identity and transient identity of the object Fr ≡ {foe , fop , foa} and Tr ≡ {toe , top , toa}. The
emotion ε that each participant in the event is experiencing is defined in terms of an empirically
measured equation that is approximately equal to the difference between the fundamental Fr and
the transient identity Tr and is represented in three-dimensional space {εe, εp, εa}. The emotional
response that individuals in a social event experience is computed as follows:

ε ∝ E (Tr − I Fr − δ) (5.2)

where E is a 3 × 3 matrix coefficient of the emotion profile, I is a 3 × 3 matrix coefficient
for identity, and δ is a vector of equation constants. Chapter 6 includes a detailed discussion of
this function.

Amalgamation of the identities and the modifiers, such as the salient characteristics or the
mood, plays a significant role in forming the emotional response of the participants of an event.
For example, a “physician” is associated with an identity considered to be {2.01, 1.67,−0.10},
while the EPA profile of “ female physician” is equal to {1.58, 0.22,−0.23}. This latter value is
less positive, less powerful, and less active than “physician”. In ACT, this amalgamation of the
modifiers and the identities is achieved through the linear combination of the EPA profile of the
identity and the EPA profile of the modifier, on one hand, with the multiplication of empirically
driven coefficients, on the other (Equation 2.4).
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Researchers have analyzed the empirically driven emotion equation (Equation 5.2) in order
to determine the main factors involved in shaping the emotional experience that accompanies
social events [156]. They found that fundamental identity Fr plays an important part in shaping
individuals’ emotions by setting expectations regarding the role that each participant plays in
social events. The positivity of individuals’ emotions εe in particular, has been found to be
affected primarily by the evaluation of transient identities. For example, if an actor performs
an act that makes her/him look good, he/she will feel good. The positivity of emotions is also
affected by the transient activity (i.e., toa or tsa) and the fundamental activity (i.e., foa or fsa). For
example, if the transient impression of one’s activity is greater than one’s fundamental activity,
one will feel more positive emotions, and vice versa.

The potency factor associated with an individual’s emotions εp, which corresponds to the
dominance or vulnerability aspects of their emotion (e.g., anger or fear), also varies with the
evaluation and activity, and evaluation and potency processes. For example, if the evaluation
(i.e., toe or tse) is negative and the potency (i.e., top or tsp) is positive, individuals will feel
negative but potent feelings (e.g., anger). If the transient has a higher evaluation (i.e., toe or tse)
level and activity (i.e., toa or tsa) level than those of the fundamental, a higher-potency emotion
will be experienced. The dynamics of the emotion on the activity dimension εa also vary with
the transient activity and evaluation (i.e., toa or tsa , and toe or tse). For example, if the transient
activity is higher than the fundamental activity, a high-arousal emotion will result.

5.3 Method

To compute reader emotions triggered by event-based sentences, the event entities (i.e., subject,
verb, object, setting, and modifiers) are first extracted, and the EPA scores of each entity are
then obtained from the extended EPA lexicon (section 5.3.2). Next, the amalgamation of the
modifiers and identities is computed using Equation 2.4, and the fundamental sentiments (F )
are constructed based on the EPAs of the extracted and modified entities. Given the fundamen-
tal sentiment (F ), the transient impression (T ) is calculated using Equations 2.1 and 2.2. The
deflection d is then determined using Equation 2.5, the emotions about the subject and object
are calculated using Equation 5.2, and the EPAs of the estimated emotions are mapped to the
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nearest emotion label in ACT by means of a Euclidean distance measure. The ACT dataset [161]
has 135 emotion labels, each with an EPA score (e.g., delighted={2.04, 0.96, 1.48}). The final
step is to compare the estimated emotions ε about the subject and object of a given event to the
corresponding ground truth in the news headline dataset (section 5.4).

5.3.1 Extracting Sentence Quintets from Event-Based Text

The extraction of sentence entities or quintets involved the development of a syntactic-based
algorithm inspired by the one created by Rusu et al. [225], which takes a syntactic parse tree
of a given sentence and returns the subject, verb, and object. The event extraction algorithm
constructed for this study includes consideration of the syntactic structures of news headlines.
News headlines do not follow typical English syntactic structures, and may have several noun
phrases without articles or may be missing the verb “to be”. They even use the present tense
to describe current or past events, such as “ Terror strikes police base”. Past-tense verbs are
rarely used in news headlines, and passive voice sentences are common. Passive voice sentences
are often written without an auxiliary verb, making it more difficult for standard parsers to ac-
curately distinguish the subject, verb, and object (e.g., “Six killed in accident”). Details about
syntactic-based event extraction methods are provided in Chapter 3. Models implemented for
this work also include an ACT-based SA model that employs a semantic and syntactic-based
event extraction method that provides the highest level of accuracy of the available approaches
(Chapter 3).

Consideration also included whether a verb type is transitive, which is a direct indication of
positive or negative sentiment about something (e.g., x killed y), or intransitive, which transfers
sentiments into nouns (e.g., x provides help to y). For intransitive verbs, the second verb is
chosen as the behaviour (verb) in the sentence (e.g., “x provides help to y” will be “x helps
y”). The process also involved the use of part-of-speech tagging as a means of determining the
elements of an event and identifying places and names. The gender of the names is taken into
account through the training of a naïve Bayes classifier on names-gender corpus of 5, 001 female
and 2, 943 male names1, yielding a gender classification accuracy level of 86%.

1www.nltk.corpus
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5.3.2 Lexicon Induction Expansion Using WordNet

To augment the affective meaning dictionary, a graph-based semi-supervised label-propagation
algorithm was implemented in order to build a graph that encodes similarity between nodes and
propagates the labels from the labelled nodes to the rest of the graph. Further details about the
algorithm are provided in Chapter 4. This chapter describes the implementation of the graph-
based label algorithm according to the semantic similarity obtained from the WordNet dictionary
and from randomly sampled seed words derived from an affective meaning dictionary.

To obtain the seed words, or the labelled nods, for the label propagation algorithm, a relatively
large affective meaning dictionary was created by combining three manually annotated English
lexicons: an ACT lexicon that contains 2, 293 words (ACT-lexicon) [161]; the Affective Norm
for English Words (ANEW) [29] lexicon, which has 2, 476 English words; and the Warriner et al.
data-set [291] that contains 13, 915 words. Both ANEW and Warriner et al. datasets were scaled
from a range of [1,9] to a range of [-4.3,4.3] [92]. These two affective meaning lexicons were
selected to be added because they are the most recent affective meaning dictionaries that contain
larger sets of words. Combining the three dictionaries generated a lexicon containing 17, 347

words, which was randomly divided into a training-EPA-lexicon and a testing-EPA-lexicon with
5, 782 and 11, 565 words, respectively.

The vocabulary sets in the label propagation algorithm were formed through the addition of
all the synonyms and lemmas of a specific part of speech (verb, noun, adjective, or adverbs) in
the WordNet dictionary, and the labels of the seed words were obtained from the training-EPA-
lexicon. The weight matrix or adjacency matrix was computed using the Wu and Palmer (wup)
similarity measure [298], based on the idea that concepts with greater depth in each taxonomy are
more similar. The Wu and Palmer similarity measure is equal to the depth of the least common
subsumer (LCS), also called the least common ancestor, divided by the summation of the depth
of the two words in the WordNet taxonomy:

wup(w1, w2) =
2 ∗ depth(LCS(w1, w2))

depth(w1) + depth(w2)

where w1 and w2 are two words in the dictionary, depth(LCS(w1, w2)) is the depth of the
least common ancestor of w1 and w2 in a taxonomy, and depth(w) is the depth of a given word.
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POS W RMSE MSA
E P A E P A

Adjectives 378 1.2 1.2 0.9 0.9 1.0 0.8

Adverbs 5 1.0 1.1 1.3 0.7 0.8 0.9

Verbs 2,787 1.2 1.1 0.8 1.0 0.9 0.6

Nouns 7,079 1.3 1.1 0.9 1.0 0.9 0.7

Total 10,249 1.3 1.1 0.9 1.0 0.9 0.7

Table 5.1: Results of a comparison of the lexicon induced using label propagation and the ground truth
EPA values (POS = part-of-speech, W = the number of induced words, MAS = mean absolute error, and
RMSE = root mean square error)

The wup similarity measure will take a value ∈ (0, 1], in which 1 indicates that the two concepts
are the same. This formulation also indicates that any value that is close to zero means that the
two concepts are entirely different (wup similarity cannot be equal to zero because the depth
of the root of a taxonomy is equal to one). For example, the wup similarity measure of “car”
and “bike” is equal to 0.82, where depth(car)= 9, depth (bike)=8, and depth(LCS(car,bike))=
depth(wheeled vehicle)=7.

The label propagation algorithm generated 167 adverbs; 3, 809 adjectives; 11, 531 verbs; and
81, 347 nouns. Of these, 10, 249 were in the testing-EPA-lexicon. A comparison of the EPA
ratings generated for these 10,249 words against those from the testing-EPA-lexicon reveals a
reasonable amount of agreement between the induced and manually labelled EPA values, as
indicated in Tables 5.1 and 5.2. The results also show that adjectives and adverbs were associated
with the highest level of agreement. It is worth mentioning that, due to the limited numbers of
adverbs in the ACT lexicon and the fact that the WordNet similarity measure compares only
words of the same part of speech (POS), only a limited number of adverbs were generated using
the label propagation algorithm.
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Words Testing-EPA-lexicon LP-lexicon
Incapable (adj.) [-1.83, -1.40, -0.54] [-1.56, -1.18, -2.59]
Wrongly (adv.) [-1.96, -0.22, 0.17] [-2.02, -0.23, 0.18]

Gauge (v.) [0.12, -0.55, 0.13] [0.18, -1.61, 0.25]
Loser (n.) [-1.30, -1.75, 0.30] [-1.14, -1.52, 0.28]

Table 5.2: Words and their EPA ratings from the testing-EPA-lexicon and the LP-lexicon (LP = label
propagation)

5.4 Datasets

The approach proposed in this study was evaluated using a newly collected news headline dataset.
A total of 2, 080 news headlines were aggregated from a group of online newswires and news
archives (BBC, CNN, Reuters, The Telegraph, The New York Times, and several other newswire
sites.) from the period 1999 to 2014. Participants were recruited to use Mechanical Turk to
annotate the headlines according to several criteria: being in North America, having more than
500 accepted hits, and having an acceptance rate of 90% or more. Participants were given a
description of the annotation scheme (details in Appendix A) as well as 26 randomly selected
headlines. They were also asked to identify the subject (actor), behaviour (verb), and object of
each headline as well as their sentiment towards them in the EPA format ∈ [−4.3,+4.3] (where
-4.3 indicates a strongly negative EPA value and +4.3 indicates a strongly positive EPA value)
(Appendix A).

At least three participants annotated each headline in the dataset, but any annotations with
blanks, zeros, or similar values in all fields were excluded, as were answers that identified an
inappropriate subject, verb, or object form (e.g., behaviour = Obama, subject = as). Also elimi-
nated were all answers rated by fewer than three participants. This screening resulted in 1, 658

headlines, all of which had mean EPA ratings of 0.80, 1.04, and 1.02. Of these, 995 headlines
had a positive evaluation score and 663 had a negative one.

The inter-rater agreement (Kappa Cohen inter-rater agreement) among the three participants
ranged from 0.6 to 0.62, 0.55 to 0.60, and 0.36 to 0.39 with respect to annotating the subject,
behaviour, and object, respectively (Table 3.2). The inter-rater agreement among participants
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in regard to rating their emotions about the subject, behaviour, and object ranged from 0.18 to
0.26 and 0.11 to 0.15 for annotating the evaluation of the subject and the object, respectively,
which is considered unsatisfactory agreement. The levels of inter-rater agreement with respect
to the potency and activity dimensions were even lower. These scores were obtained from a
comparison of the discretized emotions (i.e., negative ≤ 0 and positive > 0). All of the entries
provided by the participants for annotating the subject, verb, and object were also considered,
and the average of the EPA ratings by the three annotators for each emotion rating was computed.
Table 5.5 exhibits some examples from this dataset.

5.5 Evaluation

This study included an evaluation of the proposed model with respect to predicting the senti-
ment evoked toward the headlines as a whole based on a comparison of the discretized averaged
evaluation scores of the emotions toward the subject (εse) and the object (εoe) against the ground
truth (examples can be found in Table 5.5). The proposed approach was assessed for a num-
ber of configurations (Table 5.3): 1) users’ manually annotated triplets (ACT-UA) (i.e., subject,
verb, and object); 2) parse tree triplet methods (only the subject, verb, and object) (ACT-PTT)
(details in section 5.3.1); 3) the parse tree quintet approach (i.e., subject, verb, object, modifiers,
and settings) (ACT-PTQ); and 4) the semantic-syntactic parser (ACT-SSQP) (Chapter 3) plus
the extended affective meaning dictionary augmented by the support vector regression model
(SVR) and the ACT lexicon (Chapter 4). The results were also compared against those obtained
using a standard sentiment classifier (STD-classifier) that applies a voting strategy based on the
frequencies of positive vs. negative words according to the SentiWordNet dictionary [53].

To evaluate the effectiveness of the ACT-based approach to fine-grained sentiment analysis
of the subject and object, the estimated emotions of the subject and object were compared to
the corresponding ground truth in the news headline dataset (section 5.4). For this phase of the
study, root mean square error (RMSE) and mean absolute error (MAE) metrics were employed
for assessing the real EPA scores ∈ [−4.3,+4.3] as a means of establishing the ground truth.
To compare the discretized EPA scores for the estimated emotions ε (i.e., positive > 0 versus
negative≤ 0) with the ground truth, an F1-measure was also computed, and the level of accuracy
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Classifier Precision Recall F1-score
ACT-SSQP .90 .82 .85
ACT-PTQ .82 .67 .73
ACT-UA .75 .62 .67
ACT-PTT .71 .63 .66
STD-classifier .57 .51 .53

Table 5.3: Results of a comparison of reader sentiment (discretized evaluation score (E)) with regard to
news headlines against the ground truth using ACT with different parsing techniques and a standard senti-
ment classier (ACT-SSQP = the semantic and syntactic quintet approach, ACT-PTQ = syntactic parse tree
quintet, ACT-UA = users’ annotations, ACT-PTT = parse tree triplet, STD-classifier = standard classifier
built from SentiWordNet)

Emotions ACC F1-score RMSE MAE
E P A E P A E P A E P A

εs .72 .83 .89 .69 .79 .85 1.27 1.0 .95 0.99 0.78 0.75

εo .85 .26 .83 .80 .14 .75 0.74 1.5 0.80 0.95 1.72 0.99

Table 5.4: Results of a comparison of the predicted emotions toward the subject εs and object εo against
the ground truth (MAS = mean absolute error, RMSE = root mean square error, F1-score = F1-measure of
the discretized EPA value, ACC = the accuracy of the discretized EPA value)

was examined. For the semantic-syntactic parsing approach (ACT-SSQP), the event entities of
this task were extracted because, relative to the other parsing methods, this technique yielded the
best event extraction performance (Table 5.4).

5.6 Results

Table 5.3 lists the results obtained from the manually annotated triplets and indicates how these
outcomes yielded an F1-score of 67% compared to the ground truth. When the parse tree triplet
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(ACT-PTT) method was used, the F1-score dropped to 66%. Adding adjectives (modifiers) and
settings to the subject, verb, and object (ACT-PTQ) elevated the performance, resulting in a
73% F1-score compared to the ground truth. The highest F1-score of 85% was obtained using
the semantic and syntactic event extraction algorithm along with the newly generated affective
meaning dictionary that contains ∼ 3M words (Chapter 4). According to the results, the pro-
posed approach outperformed the classifier built from SentiWordNet, which yielded an F1-score
of 53% compared to the ground truth (Table 5.3).

The evaluation of the ACT-based approach with respect to modelling the reader affect toward
the subject and object, as shown in Table 5.4 yielded an RMSE and MAS that were less than
1.3, and an F1-score that varied from 14% to 85% across the discretized EPA values for sub-
ject and object. The results also demonstrate that the accuracy of the scores for estimating the
emotions (EPA) toward the subject were more accurate than toward the object. Overall, these
findings are consistent with the results of the fine-grained event extraction methods, in which
the extraction of the subject proved easier than the extraction of the object (Chapter 3). Contex-
tually, a difference of 1.4 in the EPA space would equate to the difference between “accusing”
({−1.03, 0.26, 0.29}) and “punishing” someone ({0.19, 0.79, 0.76}), or between the identity of
“mother” ({2.48, 1.96, 1.15}) and “girl”({1.96, 0.67, 0.99}), or between the emotion of “joyful”
({2.43, 1.97, 1.33}) and “euphoric” ({1.42, 1.09, 0.99}). These pairs of words seem, in an affec-
tive sense, quite close, indicating that the proposed SA method can uncover sentiments at a level
that is reasonable on an intuitive level. These considerations are also evidence of the power of
the new method with respect to uncovering sentiments about specific elements of sentences.

5.7 Discussion

The approach proposed in this chapter entails fine-grained sentiment analysis of reader emotions
triggered by event-based textual information. Using ACT, the emotions of the readers were
modelled in a three-dimensional space that had been empirically and theoretically verified by
several researchers [70, 15, 221, 191] to provide a comprehensive and universal representation
of human emotions. ACT models emotions as a function of the difference between the pre-
event (fundamental) sentiment and the post-event (transient) sentiment. Empirical survey data
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Headline d εs εo εe εe εse εoe
Press sees hope in Mecca . . . . .talks 2.57 happy reverent 1.33 2.50 1.53 1.59

Brazil deploys troops to secure borders for World . . . .Cup 2.32 proud apathetic 1.70 1.61 0.66 1.22

Gunfire injures three Napoli fans 6.80 furious melancholy -1.13 -0.86 -1.25 0.54

Three political candidates slain before Iraqi . . . .vote 11.24 furious sorry -1.33 -1.46 -1.80 0.05

Lily Allen wins web music award 2.74 proud reverent 1.67 2.45 1.46 1.36

Finland Air crash kills skydivers 12.54 furious cheerless -1.33 -3.20 -3.0 -0.10

Bomb kills 18 on military . . .bus in Iran 3.40 impatient overwhelmed -1.60 -1.23 -2.30 -0.11

Russia says 4 militants killed in Dagestan siege 11.37 furious sorry -0.20 -1.46 -2.34 -0.58

Baby dies after being left in car for over 8 . . . . . .hours 17.42 furious overwhelmed -1.67 -2.10 -1.57 0.06

Female astronaut sets record 0.79 contented reverent 3.50 0.91 1.37 0.46

Table 5.5: ACT model results for news headlines (d=deflection, εs,εo= emotion toward subject and
object, εe = evaluation of emotion toward the event (ground truth), εe=estimated evaluation of emotion
toward an event (average of εse , εoe ), and εse , εoe = evaluation of emotion toward the subject and object.
Parse elements are coded as: subject, verb, object, and setting.

drove the emotional dynamics that guided the modelling of the emotions of participants in social
events. The dynamics and impression-formation equations were employed for modelling reader
emotions regarding event-based textual information.

As with the emotional dynamics of the interactants and their relationship with transient and
fundamental sentiments (section 5.2.3), it was found that the positivity of the reader impressions
toward the participants in an event (subject or object) varied greatly and were dependent on the
positivity of the transient identity, with a Pearson correlation of (r = 0.30, p < 0.01). For
example, if the subject held a positive identity and he/she performed an act that made him/her
look negative, the reader valence toward the subject will also be negative. The intensity of the
readers’ emotional pleasure or displeasure toward the actor or the object was also affected by
the extremity of the positive or negative situated impression of the actor or the object. It was
also discovered that the dynamics of the readers’ emotional potency correlated with the transient
evaluation (Te) and the transient potency (Tp), with Pearson correlations of (r = 0.35, p < 0.01

and r = 0.16, p < 0.1), respectively. The dynamics of the activity also varied with the transient
evaluation and the transient potency (Tp), with Pearson correlations of (r = 0.34, p < 0.01 and
r = 0.20, p < 0.01), respectively.
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(a) Relationship among Fe, Te, and εe (b) Relationship among Fe, Te, and εe

Figure 5.1: For emotions toward the subject, relationships among the fundamental evaluation,
the transient evaluation, and (a) the estimated emotion evaluation (εe) and (b) the readers’ true
emotion evaluation (εe) (Here we show the emotions toward the subject).

Unlike interactant emotions, the reader valence in the developed dataset showed a negative
weak correlation with the transient activity, as evidenced by a Pearson correlation of (r = −0.14,
p < 0.01). There was also no significant correlation between the readers’ true emotions and their
fundamental identities. Despite the small number of participants in the experiment and the low
level of inter-rater agreement among the annotators, many similarities were evident between the
readers’ true emotions and the interactants’ emotions. Using the emotion equation, the read-
ers’ triggered emotion was estimated with a high degree of accuracy, as shown in Table 5.4.
Figure 5.1a illustrates the relationships among the fundamental evaluation (Fe), the impression
evaluation (Te), and the emotion evaluation (εe) (i.e., positive> 0 and negative≤ 0), as estimated
using the emotion equations. Figure 5.1b, on the other hand, depicts the relationships among the
fundamental evaluation (Fe), the impression evaluation (Te), and the evaluation of the readers’
true emotion (εe). The figures show how the fundamental and impression evaluations were com-
bined to provide an estimation of the emotional response of individuals to social events, and how
these estimated emotions were similar to readers’ true emotions toward participants.

To evaluate the proposed approach, the sentiments arising from news headlines were chosen
for analysis because they represent real-world events that describe particular single events. An-
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alyzing sentiment in news headlines is challenging for several reasons: 1) news headlines are
non-grammatically structured, and standard syntactic parsers fail to extract the events and their
associated entities correctly; (2) they are written to be short and precise, providing little infor-
mation to enable the effective functioning of typical bag-of-words classifiers; and (3) they are
objective, containing words that might not exist in the commonly used sentiment lexicon. To
overcome such challenges and facilitate fine-grained SA using ACT, the events and their asso-
ciated entities were extracted based on consideration of the grammatical and syntactic structure
of the headlines, the ACT lexicon was augmented using label propagation built on semantic
similarity, and interactions between words in a sentence were taken into account through the
computation of transient and fundamental sentiments.

The label propagation algorithm generated 96, 853 words, of which 10, 249 are in the testing
dataset. In the affective space, the EPA values for these words were found to be quite close to
those for their corresponding ground truths (Table 5.1). Table 5.2 also shows several examples
of generated EPAs and their corresponding ground truths. The label-propagation results were
further improved by an assessment of similarity between word embeddings and the employment
of another similarity measure (Chapter 4). As indicated in Tables 5.4, 5.3, and 5.5 the pre-
diction results with respect to sentiments toward events and their entities were computed using
only ACT augmented lexicons, impression formation, and emotion dynamics equations. Such a
simple parsimonious and theoretically well-grounded approach enables the performance of fine-
grained event-based sentiment analysis that models emotions toward a subject and object in a
multidimensional space and that provides a relatively high degree of accuracy.

Mapping these three-dimensional EPA scores to a specific emotion label offers detailed infor-
mation about the emotions that individuals feel toward the objects and subjects within an event,
a process demonstrated in Table 5.5. For example, in a sentence such as “ Russia says 4 militants
killed in Dagestan siege”, the reader will experience negative feelings and at the same time enter-
tain different emotions toward the subject “furious” and the object “sorry”. Table 5.5 (obtained
using ACT-PTQ) lists the deflection (d), the emotions toward the event (ε), and those toward the
subject and object (ea) and (eo) for some of the examples in the dataset. Table 5.5 shows that the
deflection (d) is very high when an unexpected event occurs (e.g.,“Baby dies after being left in
car for over 8 hours”). The deflection in this sentence is high (17.42) because the EPA value of
the object “baby” is equal to [2.40,−2.28, 2.58], which is considered a quite good, quite weak,
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and quite active identity, and “car” is considered a quite positive place, with an EPA value equal
to [1.62, 1.65, 2.01]. However, if an event took place in a war zone or if the subject has a negative
evaluation, the deflection will not be very high (e.g., “Bomb kills 18 on military bus in Iran”),
for which the deflection is equal to 3.40 because “bomb” has a negative evaluation. Table 5.5
demonstrates that the estimated emotions evaluation (εe) and the ground truth evaluation toward
events (εe) are often quite close.

The above results were obtained based on the extraction of a single subject, verb, object, mod-
ifier, and setting, but they could be further improved if adverbs (e.g., “lived happily”), phrasal
verbs (e.g.,“get along” and “get back”), numbers (e.g.,“45 killed”), and negations (e.g.,“no
more funding”) were taken into account as well. An additional consideration is that accumu-
lating the emotions related to multiple consequent behaviours could also be very useful. For
example, in the sentence “Man arrested after beating cops in a restaurant” the previous be-
haviour “beating” is not taken into account and only “arrested” is considered at this stage. This
deficiency could be addressed if complex parse trees were used and if the emotions of multiple
behaviours were accumulated through consideration of the previously generated sentiment as
the fundamental sentiment. A final possibility is that the use of ACT predictions to bootstrap
supervised learning could also lead to enhanced performance.

5.8 Conclusion

A new direction in sentiment analysis has been proposed, whereby ACT is employed for as-
signing different emotions toward event-based/objective textual information and its associated
entities (subject, object). Unlike the majority of SA models, which researchers have trained on
highly subjective words in order to obtain descriptive labels, the new model is unique in that it
incorporates ACT. ACT models emotions as points in three-dimensional space and analyzes how
objective texts trigger different emotions toward event components. Using an extended affective
meaning lexicon and a syntactic-semantic event extraction method, an integration of ACT and
sentiment analysis was performed and assessed on real-world dataset. The proposed model was
evaluated on a news headline dataset providing a higher degree of accuracy than a bag-of-word
sentiment classifier. The sentiment evaluation using ACT (actors/subjects and the objects) as
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it pertained to news headlines was also analyzed, resulting in 72% and 85% accuracy, for the
estimation of emotional evaluations of subjects and objects, respectively. These results were
obtained without the performance of any supervised learning and without consideration of any
consequent behaviours, phrasal verbs, or sentence negations. The results demonstrate the poten-
tial of ACT for SA use. Since ACT can also handle consequent behaviours and modifiers, future
plans include the augmentation of the developed method with the addition of more complex lev-
els of detail, the collection of more extensive datasets, and the evaluation of ACT with respect to
more precise and detailed sentiments.
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Chapter 6

Modelling Interactants’ Emotions and
Optimal Behaviour in Event-Based Articles

6.1 Introduction

Our emotional perception of the social events we observe or participate in every day has a sig-
nificant impact on our judgements and reactions toward those events and any associated entities
(identities or objects). The pre-event and post-event feelings of the entities involved in an event
are the main drivers behind changes in individuals’ reactions to and feelings about the event.
The fundamental (pre-event) sentiments that people have about any entities may change or de-
velop over the course of the event. Textual information, whether opinionated or fact-based, is
also written with the intent to trigger or change individuals’ opinions or emotions toward the
identities/objects described. News articles, for example, represent a set of real-world or political
events that impact or modify individuals’ initial sentiments toward event participants. For exam-
ple, individuals who feel outraged by a political event may protest or go on strike owing to the
difference between their pre-event and post-event feelings. Fairy tales are another example of
textual information written to influence and change individuals’ emotions over the course of the
story. This point can be illustrated by this manually annotated example from a fairy tale dataset
[4],
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“Then the door opened, and the King walked in, and there stood a maiden . . . .

The maiden was frightened when she saw . . . .

The King looked kindly at her, stretched out his hand, and said, “Will you go with me to my
palace and be my dear wife?” . . . ”

This example shows the development of the feelings of the main characters throughout the
story which goes from “surprise” in the first sentence, to “afraid” in the second, and “happy” in
the third.

This thesis presents a proposed approach for the performance of fine-grained emotion/senti-
ment analysis of event-based/fact-based documents from the perspectives of the interactants. Un-
like most previously proposed sentiment analysis (SA) methods that train a supervised machine-
learning (ML) algorithm on a “bag-of-words” distributional representation in order to clas-
sify textual information into predefined classes, the approach proposed here integrates socio-
mathematical theory (affect control theory (ACT)), linguistic-based sentence structure analysis,
and distributional word representations. Together, these constituents model human emotions as-
sociated with event-based articles in a three-dimensional space. The proposed method models the
dynamics of these emotions over a series of interactions, but it also predicts the most affectively
aligned behaviour each participant will take at the next event. The new methodology involves the
recursive computation of the dynamics of emotions and behaviour, so that previously produced
emotions or transient impressions are considered while the identities are being re-identified in
the current event. For example, if an actor such as “a teacher”, who holds an identity that con-
sidered “good, potent, and active” performs a very negative behaviour, such as “slap”, toward
“a very positive, weak, and active” object, in this case “child”, he or she will be perceived as
“bad, more potent, and less active”. This outcome is the result of the fundamental identity of “a
teacher” being modified by the negative action, and this modified identity is thenceforth used for
estimating the sentiments and behaviour associated with subsequent events.

The proposed method models the entities in each event as a distribution of all of their related
words, allowing consideration of the other aspects/roles of the identities and behaviours with
respect to estimating pre-event and post-event feelings. For example, the evaluation, potency,
and activity (EPA) of an actor described as “a father, professional kick-boxer, and shop owner”
will be drawn from a distribution of “father”, “professional kick-boxer” and “shop owner”. The
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sampling approach was also compared to a method that uses a recursive linear combination of
the words that describe the entities (i.e., identities and behaviour). The new model was evaluated
using two text corpora (i.e., fairy tales and news articles), and the results generated were then
compared against the ground truth [4, 254]. The results were also applied for a toy event-based
story that was created in order to assess the efficacy of the fine-grained emotional modelling for
simple structure sentences.

A premise of ACT [99], which is a socio-mathematical theory that models individuals’ emo-
tions and actions in social interactions, is that people’s social perceptions, actions, and emotional
experiences are governed by a psychological need to minimize the difference between cultur-
ally shared fundamental sentiments about social situations and transient impressions resulting
from the dynamic behaviours of the interactants in those situations. The generated transient im-
pressions progress over the course of the interaction and impact the interactants’ behavioural
decision-making processes according to empirically measured temporal dynamics. If the tran-
sient impression of an actor who initially holds a positive fundamental identity (e.g.,“good, po-
tent, and active”) is very negative as a result of performing a very negative behaviour, the new
estimated identity will influence the transient impression estimation in subsequent events, that
is, unless the actor performed a very positive behaviour. The interactants’ emotions are also
represented in a three-dimensional EPA vector (e.g., “delighted” ≡ [2.45, 1.8, 1.62]) [161] and
modelled as a function of the fundamental sentiments and transient impressions. The optimal
behaviour that each interactant will perform after any event is computed as the behaviour that
minimizes the difference between the fundamental sentiment and the transient impression. In
this study, the focus is on the emotional dynamics and optimal behaviour estimations within the
theory. Section 2.2 provides detailed background information about ACT.

To compute the interactants’ emotions and optimal behaviour, each sentence in the articles
was parsed into events, and event entities (i.e., subject, verb, object, location, and modifiers)
were extracted using the semantic and syntactic parsing and extraction method (Chapter 3). The
fundamental sentiment was then estimated based on sampling from the distributions of the EPA
values for each entity in the event, and the transient impression and the interactants’ emotions
were computed in a deterministic manner through existing impression-formation and emotion
equations. The work involved the use of an extended three-dimensional lexicon that was gen-
erated using a pre-trained word2vec model [168] and a support vector regression (SVR) model
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Figure 6.1: Sentiment analysis model based on affect control theory

(Chapter 4). The new ACT-based approach has shown promising results with respect to the
handcrafted story, yielding an accuracy level ranging from 67% to 93%; however, the evaluation
of the proposed approach for the real-world event-based sentences uncovered a number of chal-
lenges, as these sentences might describe non-behavioural events or multiple events that occur at
different times.

The results of the ACT-based approach also demonstrate that estimating the evaluative factor
of the emotions and the optimal behaviour is more accurate than estimating other dimensions of
the affective space. It was also found that estimates of object emotions and optimal behaviours
were, in general, more accurate than estimations of subject emotions and behaviours. An addi-
tional finding was that the sampling approach generated results that were very similar to those
obtained using the recursive linear fusion method.
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6.2 Methods

This research has resulted in the proposal of a model that computes the interactants’ emo-
tions and optimal behaviours/reactions that are produced by a single behavioural event or a
sequence of such events (e.g., news articles or fairy tales). Assuming a corpus of documents C =

{d1, d2, ....dm}with each document d ∈ C containing a sequence of eventsEd = {e1, e2, ........en},
each event is itself a phrase or a sentence that can be parsed using the event extraction method de-
scribed in Chapter 3. Each event has at least three entities: actor (subject, s), behaviour (verb, v),
and object (o). The ith event of the document, for example, will be represented as ei = {si, vi, oi}
(Figure 6.1). Events might also include the location l of the event.

Each element (term) is associated with fundamental sentiment that represents the commonly
shared EPA toward this term (identity and behaviour) within specific cultures F = {fs, fv, fo},
where for example, fs is the fundamental sentiment of the subject(s), and each event generates a
transient feeling T = {ts, tv, to}. Each element of the fundamental and transient is represented
in a three-dimensional EPA vector. A nine-dimensional or 12-dimensional vector represents the
fundamental and transient sentiments with or without the l, respectively.

F = {fse , fsp , fsa , fve , fvp , fva , foe , fop , foa , fle , flp , fla}

where, for example, fse represents the fundamental sentiment of the subject (s) with respect to
the evaluation (e) (i.e., how nice or bad the subject is).

T = {tse , tsp , tsa , tve , tvp , tva , toe , top , toa , tle , tlp , tla}

The transient impression T is computed deterministically by multiplying G (F ), a 29-dimensional
or a 34-dimensional vector, with or without the location of the event of the interactions between
the terms from the fundamental sentiment F , by a matrix M of prediction coefficients estimated
based on impression-formation research and regression analysis [100]:

G (F ) = (1 fse fsp fsa fve fvp fva foe fop foa fle flp fla

fsefve fsefvp fsefoe fspfve fspfvp fspfva fspfoe fspfop

fspfoa fsafvp fsafva fvefoe fvefop fvpfoe fvpfop fvpfoa

fvafop fsefvefoe fsefvpfop fspfvpfop fspfvpfoa)

(6.1)
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T = MG (F ) (6.2)

Modelling a Sequence of Emotions

Fundamental and transient feelings can be used for computing the interactants’ emotions ε in
each time step i as well as the ultimate emotions ε generated from a sequence of events. The
emotions at each time step εi are computed as proposed by [100] deterministically as a function of
the fundamental identity of the subject (actor) or object, Fr ≡ {fse , fsp , fsa} or≡ {foe , fop , foa},
and the transient identity of the actor or object, Tr ≡ {fse , fsp , fsa} or ≡ {foe , fop , foa}. To
compute the emotions that a subject (actor) or object εr is experiencing after a single interaction
at time step i, the difference between the fundamental identity (Fri) and the transient identity
(Tri) is computed as follows:

εri(Fri , Tri) ∝ E (Tri − I Fri − δ) (6.3)

where E is a 3 × 3 matrix coefficient of the emotion profile, I is a 3 × 3 matrix coefficient
for identity, and δ is a vector of equation constants. The interactants’ emotions at any time step i
are computed using Equation 6.2 and 6.3 if i = 0 or if the identity has not been observed before.
However, the transient impression of the previous event Tri−1

is used to compute the transient
identity of the current event Tri instead of the fundamental sentiment if the two events ei−1 and
ei are relevant/related (i.e., the role identity of the subject or object has been observed before).

The ultimate sentiments/emotions of the interactants described in a sequence of events can
be computed using Equations 6.2 and 6.3 with consideration to previous transient impressions.
Event-based articles describe either related events or unrelated events in which the subject and/or
the object of an event ei are the same as in a previous event ei−1, or the subject and the object of
an event ei are not the same as in any previous events ei−1. If the object or subject of any given
event ei+1 happens to be mentioned in a previous event, the fundamental feeling of the event
ei+1 will be the transient feeling of ei, but if they are different, the emotions are computed using
Equation 6.3.
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Optimal Behaviour

The optimal behaviour Vi+1 that the subject (s) or object (o) would perform during the next time
step i + 1 can be computed in a deterministic way as proposed in [100]. In ACT, the optimal
behaviour is typically regarded as the one that minimizes the unlikeliness υ of an event. The
deterministic unlikeness of an event υ is the difference between the fundamental and transient:

υ = k +

foe∑
j=fsa

Wj(Fj − Tj)2 (6.4)

where k is an empirically estimated arbitrary constant, and j is the index of the elements in
F and T . The behaviour can be computed analytically by calculating the partial derivative of the
unlikeness υ and solving for the behaviour, as proposed in [100].

To compute the optimal behaviour that minimizes unlikeliness, as proposed by Hesie [100],
the first step is to construct a vector Z (F ,G (T )) where F is the fundamental sentiment and
G (T ) is a vector of the features of the terms from the transient impression T (Equation 6.1), but
the behaviour will be recalled from memory and remains unchanged over any set of interactions.

Z (F ,G (T )) = (fse fsp fsa fve fvp fva foe fop foa fle flp fla

1 tse tsp tsa fve fvp fva toe top toa tle tlp tla

tsefve tsefvp tsetoe tspfve tspfvp tspfva tsptoe tsptop

tsptoa tsafvp tsafva fvetoe fvetop fvptoe fvptop fvptoa

fvatop tsefvetoe tsefvptop tspfvptop tspfvptoa)

(6.5)

From Z , Zv can be constructed to hold only the value of the behaviour and Iv, which is a
vector that contains the terms in Z that indicate identity (subject S , object O, and location L),
but not the behaviour:
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Zv = (1 1 1 fve fvp fva 1 1 1 1 1 1

1 1 1 1 fve fvp fva 1 1 1 1 1 1

fve fvp 1 fve fvp fva 1 1

1 fvp fva fve fve fvp fvp fvp

fva fve fvp fvp fvp)

Iv = (fse fsp fsa 1 1 1 foe fop foa fle flp fla

1 tse tsp tsa 1 1 1 toe top toa tle tlp tla

tse tse tsetoe tsp tsp tsp tsptoe tsptop

tsptoa tsa tsa toe top toe top toa

top tsetoe tsetop tsptop tsptoa)

Zv is formed by means of selection matrices Sv and Gv, where Zv = Sv b + Gv. Sv is a
matrix of 34 by 3, which has ones where fve , fvp , and fva are located, and zeros elsewhere. Gv

is a 34-vector of ones where there is no behaviour and one elsewhere. H here is a 34x34 matrix
of constant parameters of W (a diagonal matrix of the weight) and M . The unlikelihood of an
event will therefore be equal to:

υ = k + (Sv b+Gv)Iv H Iv(Sv b+Gv) (6.6)

Following the computation of the partial derivative and the solving for the behaviour, the optimal
behaviour at time i + 1 that minimizes the unlikelihood of the event is computed using the
following equation:

Vi+1(Fi, Ti) = (S ′v Iv H Sv Iv)
−1

(S ′v Iv H Gv)
(6.7)

The inclusion of the previously produced sentiment εi, or mood, in calculating the optimal
behaviour can be achieved through the addition to Equation 6.7 of a vector h of the fundamental
emotions εf and transient emotions εt:
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Vi+1(Fi, Ti, εi) = (S ′v Iv H Sv Iv)
−1

(S ′v Iv H Gv) + ω(S ′vIv)h
(6.8)

where h′ = [εf ,Mεt] is a vector of the pre-event and post-event sentiments, M is a coefficient
matrix, and ω is a constant = 0.5.

These equations can help predict any missing values for behaviour or identities or predict the
behaviour during the next time step. In this study, optimal behaviour equations have been used
for predicting the optimal behaviour that each identity (subject or object) could take during the
next time step, more details can be found in [99].

Optimal Role Identity

To estimate the optimal role identity Ri for missing or implicit identities (subject (s) or object(o))
or to re-estimate the identity of the subject or object according to current events (e.g., a father
who is physically abusive to their children should have the identity of predator), the optimal
identity is computed similar to the optimal behaviour by choosing the identity that minimizes the
unlikeliness of the described event. Using the analytical approach proposed by Heise [99], the
optimal identity (solving for the subject S) is computed as follows:

Ri(Fi−1, Ti−1) = (S ′s Is H Ss Is)
−1

(S ′s Is H Gs)
(6.9)

Similar to Equation 6.8 taking the emotions from the previous time step εi−1 into considera-
tion is calculated as follows:

Ri(Fi−1, Ti−1, εi−1) = (S ′s Is H Ss Is)
−1

(S ′s Is H Gs) + ω(S ′sIs)h
(6.10)

6.2.1 Sampling

Instead of modelling each entity in an event as a point in the affective space (EPA), and to con-
sider the other roles of the subject and object (e.g, “father and widower”) and other aspects of a
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given behaviour (e.g., “killed accidentally”), each entity in the event (i.e, subject, behaviour, and
object) was represented as a distribution of the EPAs of all the relevant words. Let {w1, . . . , wd}
be a set of words that refers to an entity in an event (e.g., the subject), with each word represented
in terms of a set of EPA values {x1, . . . , xn} ∈ Rd independently drawn from a multivariate dis-
tribution X ∼ Nk(~µ,Σ), where ~µ is a mean vector of |k|, k is the number of random variables
(in this case the EPA), and Σ is a k × k covariance matrix with σ = {σ1, . . . , σk}. To obtain
the EPA values for each entities in a given event, a multivariate distributions d is first generated
where d is a set of words describing a single entity (e.g., John, young, man). Then, n points were
sampled from each distribution, and the mean of all of the samples was computed to obtain the
fundamental sentiment (F), followed by a deterministic computation of the transient impression
(τ ). To compute the emotions and the optimal behaviour, an n samples were taken from F and
T to estimate ε and V .

For example, for a set of words (e.g., John, young, man) that describes the subject (S), the
EPA values are first obtained for each word from the extended lexicon, in this case, the English
US Indiana lexicon [71], which was extended using SVR and word2vec [170] (Chapter 4). A
multivariate distribution is then generated based on the EPA values of the words ~µ and Σ, and n
samples are drawn from each distribution. In this example, if n = 100, there will be a total of
300 samples to represent the EPA values of the subjects. The mean of the weighted samples is
then computed in order to obtain the fundamental sentiment of the subject Fs. Values for Fb, Fo,
and Fl are similarly obtained as a means of composing the fundamental sentiment (F ).

6.3 Datasets

The proposed ACT-based model was evaluated using three datasets that describe various kinds
of behavioural events: a toy handcrafted story, a fairy tale dataset, and a news article dataset.
For effective testing of the model, a short story was used because it would permit an assessment
of how the model would respond to simply structured sentences that describe a single event
and would provide an opportunity to test it on a dataset annotated with three-dimensional EPA
scores. The story was inspired by real-world events and has a total of 15 sentences. Two external
judges (an undergraduate computer engineering student and a graduate computer science student)
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annotated the story. They were asked to annotate each event in the story by identifying the
subject, verb, object, location, and modifiers, as well as the subjects’, objects’, and readers’
emotions.

The fairytale [4] corpus comprises three sets of children’s stories by different writers: Beat-
rix Potter, H. C. Anderson, and the Brothers Grimm. The corpus contains 176 fairy tales, each
having an average of 68 sentences, and each annotated with the feelers’ (main characters’) pri-
mary emotions and moods. The judges annotated the primary emotions and moods according to
Ekman’s basic emotions [60], namely angry (A), disgusted (D), fearful (F), happy (H), neutral
(N), sad (S), positively surprised (Su+), and negatively surprised (Su-). For example, the anno-
tation for a sentence such as “Once upon a time there was a small town” is N:N N:N, where the
first part (on the left) is the label representing the primary emotion identified by the first and the
second annotators, and the second part is the label for the mood indicated by the first and second
annotators, respectively. The results of our proposed method were compared against the original
annotations for the primary emotions.

The goodFor/badFor dataset is part of the Multi-Perspective Question Answering (MPQA)
sentiment analysis datasets and contains 134 documents from political articles that have been
manually annotated to indicate how the events described positively or negatively affect (good
for/bad for) the objects and what the writer’s attitudes are toward the agents and the objects
in the events. For example, the annotation for a sentence such as “John helped Sally” is the
subject=“John”, the behaviour=“helped,” the object =“Sally”, and the polarity =“good for”. This
corpus contains 1, 764 annotated good for/bad for triplets, of which 691 are good for and 1, 073

are bad for. Additional information about the dataset and the annotation scheme can be found
in [56, 254].

6.4 Evaluation

To evaluate the performance of the model for the annotated datasets, the emotions and optimal be-
haviours of the main characters were computed after each interaction using Equations 6.2, 6.3, 6.7,
and 6.8. The estimated emotions were compared to the ground truth, and the optimal behaviour,
to the behaviours exhibited in the subsequent event. To compare the resultant three-dimensional
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emotions with the hand-coded annotations, the emotion labels in the fairy tale and news article
datasets were mapped to their EPA values from the original EPA lexicon (e.g., sad ≡ [-1.88,-
1.46,-1.25]). The labels missing from the EPA lexicon, such as neutral, positively surprised
(Su+), negatively surprised (Su-), good for, and bad for were mapped to the EPA values of “no
emotions”, “awe-struck”, “shocked”, “good”, and “bad”, respectively. To evaluate the optimal
behaviour estimations, the subject’s and object’s behaviours were extracted from subsequent
events and mapped to their EPA values. For example, in these two consecutive events, e1 = “
John said hi to the elderly woman” and e2 = “The elderly woman welcomed John”, the optimal
behaviour of the object in e1 is “welcome”.

To compute the interactants’ emotions and optimal behaviours, each sentence is parsed and
divided into a set of events E = {e1, e2, e3, e4 . . . }, and the subject-verb-object-setting and their
modifiers are then extracted from each event ei (Chapter 3). The fundamental Fi and transient
Ti sentiments are then computed based on the extracted entities, for which two approaches were
employed for computing the fundamental and transient sentiments: a sampling approach (sec-
tion 6.2.1) and a recursive linear fusion (RLF) approach.

In the recursive approach, if event ei has multiple identities and modifiers describing the
subject or object, they are recursively combined using Equation 2.4 according to the word order
from right to left. For example, if the subject of an event is “Super Bowl-winning quarterback
Russell Wilson divorces wife”, the model will first compute the linear combination of “quarter-
back” and “ Bowl-winning” and then the linear combination between “Super” and “Bowl-winning
quarterback”. Fi and Ti are then constructed using the recursively computed identities and be-
haviour, and finally, the emotion εi is computed using Equation 6.3 and the optimal behaviour Vi

is calculated using Equations 6.7, and 6.8.

Through the sampling approach, a distribution of the identities (subjects and objects) and
the behaviours is created from the extracted entities, and samples from these distributions are
used for constructing the fundamental F and transient T sentiments. For example, if an event
has multiple identities and modifiers, all describing the subject (e.g., “a poor farmer who has
three children and who recently lost his wife”), the identity of the subject will be a weighted
averaged of samples drawn from a distribution of “farmer”, “poor”, “father”, and “widower”.
The emotions εi and the optimal behaviour Vi are then computed by sampling from Fi, and Ti
with εi being computed using Equations 6.3 and Vi using Equations 6.7, and 6.8.
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The EPA scores of the extracted words were obtained from the augmented lexicon using
an SVR model trained on word features that were acquired from the pre-trained word2vec
model [170] and an EPA lexicon [71] (original-EPA lexicon) (Chapter 4). When a word is not
contained in the augmented lexicon, the default value of the identity or behaviour is obtained,
which is equal to the average of all the identities or the average of all the behaviours in the
original-EPA-lexicon, respectively. For example, the default identity in original-EPA lexicon
≡ [0.95, 1.15, 0.55], which is close to the EPA value of “consultant”.

To evaluate the proposed model, the resultant emotions and optimal behaviour were com-
pared with the ground truth based on four metrics: the τ rank correlation and mean absolute
error (MAE) for comparing the real value EPA scores, and an F-1 measure and the accuracy
level (ACC) for comparing the binary EPA scores (i.e., positive ≥ 0 and negative < 0).

6.5 Results and Discussion

This section presents the results of the evaluation of the proposed model with respect to three
different datasets: a toy handcrafted story (Part One), a fairy tale dataset (Part Two), and a news
article dataset (Part Three).
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ID Subject SM Verb VM Object OM Location
0 John young man visit town small
1 John walk the street
2 John say hi woman elderly
3 woman elderly welcomed John
4 woman elderly introduce John nice places
5 woman elderly say goodbye John
6 biker driving very fast hit accidentally woman elderly
7 woman elderly fall down and injured the street
8 John help woman elderly
9 paramedics help -take woman elderly hospital

10 policeman arrest biker
11 biker found guilty
12 biker apologize woman elderly
13 woman elderly thank John
14 woman elderly invited John her house

Table 6.1: Manual annotations of the handcrafted story (ID≡event ID, SM ≡ subject modifiers,
VM≡verb modifiers, and OM ≡object modifiers)

Part One involved the computation of the interactants’ emotions and optimal behaviours
exhibited in the handcrafted story, using the manually annotated subjects, verbs, objects, settings
(locations), and modifiers shown in Table 6.1. Both the sampling and recursive linear fusion
approaches were employed for calculating fundamental identities and behaviours for each event.
Both methods provided highly correlated interactant emotions and optimal behaviours, but it was
the sampling approach that yielded results that were slightly closer to the ground truth. Figure 6.2
and Table 6.2 elaborate on this.
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Fusion Methods Task τ F1 ACC MAE

E P A E P A E P A E P A

RLF
SE 0.29 0.19 0.31 0.75 0.53 0.80 0.80 0.67 0.87 1.58 1.71 1.25

OE 0.43 0.22 -0.18 0.90 0.65 0.53 0.93 0.67 0.67 1.37 1.3 1.31

Sampling
SE 0.40 0.27 0.29 0.75 0.53 0.80 0.80 0.67 0.87 1.51 1.69 1.22

OE 0.38 0.20 -0.24 0.90 0.59 0.53 0.93 0.60 0.67 1.34 1.31 1.30

Table 6.2: Estimated subject emotions (SE) and object emotions (OE) using the sampling and
recursive linear fusion (RLF) methods

Figure 6.2: Emotional development (E) of the interactants in the handcrafted story using the sampling

method and the recursive linear fusion (RLF) method

Figure 6.2 provides linear representations of the emotional development of the subject and
object plotted alongside the subjects’ behaviours. The figure clearly shows the high amount of
agreement between the estimated emotions and the ground truth, as well as the fact that when an
actor performs a negative behaviour (e.g., “hit”), he/she is perceived negatively, but if the actor

119



performs a positive action after a negative act (e.g., “apologize”) people view him/her more pos-
itively. The figure also demonstrates that the performance of a negative action affects both the
subject and object as individuals, and the observers, according to ACT, tend to reconceptualize
the other identities involved in the events in order to reduce the difference between the funda-
mental and transient sentiments. Figure 6.3 shows how the transient impression (EPA) evolves
for the three main characters in the story. The figure indicates slight changes in the EPA scores
of “John” and “the woman”, especially following “say goodbye” and “help”. The variations are
more pronounced in the potency dimension: for example, after “the woman says goodbye to
John”, she is viewed as being stronger, while he is perceived as being more powerless. Moderate
variations were also evident in the EPA scores for “the biker” after he/she performed the negative
behaviour “hit” and the positive behaviour “apologize”.

Figure 6.3: Development of the transient impression (EPA) for the three main identities in the story:

John, the woman, and the biker
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Figure 6.4: Optimal behaviour (E) of the subject and object, along with the nearest label in ACT

dictionary(y-axis = the evaluation scores, x-axis = event ID in the handcrafted story

Figure 6.4 displays the results of the subjects’ and objects’ optimal behaviours along with
the nearest label in the original-EPA-lexicon. The outcomes of the RLF and sampling proce-
dures were relatively similar with respect to estimating the optimal behaviours, but the results
shown in this figure were obtained using the sampling approach. Comparing the predicted opti-
mal behaviour of the interactants to their behaviour in the subsequent event yielded a relatively
low degree of accuracy (< 0.5), F1-score (< 0.5), and τ(< 0.1) scores (Table 6.2). These lev-
els might be due to the choice of true labels because not all event-based articles contain very
descriptive accounts of the interactions between the subject and the object. Despite the low eval-
uation scores, many true estimations of the interactants’ reactions were observed and are worth
further analysis; for example, the optimal behaviour of the subject after performing the act “hit”
is “halt” while the optimal behaviour of the object is “gawk at”, and the optimal behaviour for
the policeman after arresting the biker is “jail”.

121



Figure 6.5: Optimal profile (E) of the subject and object along with the nearest label (y-axis = the

evaluation scores, x-axis = event ID in the handcrafted story

Figure 6.5 shows the re-estimated subject and object identities based on the events described
along with the labels of the nearest identity. The results of the re-estimated identity merit further
analysis; however, the figure shows interesting results, such as the fact that the optimal identity of
the subject “the biker” after performing the negative action “hit” is “suspect”, while the object’s
re-estimated identity is “klutz”. The optimal behaviour and optimal profile (optimal identity)
were also computed based on the inclusion of the previously triggered mood or emotions in
Equation 6.8, and 6.10. The results were inconsistent with the ground truth and with the opti-
mal behaviour and optimal profile obtained without taking into account the previously triggered
emotions. After further analysis, these results will be the topic of future studies.

In Part Two, the estimated performance of the interactants’ emotions and optimal behaviours
were evaluated with respect to a real-world fairy tale dataset. After the sentences in the fairy
tales were parsed using the semantic syntactic parser and the event entities were extracted, the
interactants’ emotions and optimal behaviours were then computed. Table 6.3 reports the results,
which were compared across all the sentences in the dataset against the first annotator annota-
tions. No significant difference was evident between the performances identified by the first and
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Figure 6.6: Plots of variations in the emotions predicted for the subject and object compared
with the ground truth emotions (the annotation of the first annotator). The evaluation scores of
the labels are compared to the estimated evaluation scores. (y-axis = the evaluation scores, x-axis
= event ID in the fairy tale)

second annotators. The results of the evaluation of the performance of the proposed approach
with respect to the fairy tale dataset show there was a moderate agreement between estimated
emotions and their corresponding actual values with a correlation scores (τ < 0.3) and accuracy
scores ranging from 0.46 to 0.76 for all dimensions. The agreement scores were different, vary-
ing greatly from story to story. The highest levels of agreement ( τ > 0.2 and accuracy > 0.70)
were obtained with stories that used a simple sentence structure to describe anthropomorphic in-
teractions between two or three characters, such as “The mouse, the bird, and the sausage”,“The
tailor in heaven”, and “The straw, the coal, and the bean”, while the least amount of agreement
was obtained with stories that described interactions among many characters, such as “The salad
story”, “The seven ravens”, and “Sweetheart Roland”.

Figure 6.6 shows the estimated interactant emotions in one of the fairy tales and the ground
truth scores. The figure also demonstrates the agreement between the estimated emotions and
the ground truth in this story, as well as indicating that the stories generally induce “neutral”
or “no emotion” feelings at the beginning, while other emotions, such as surprise and anger,
might be evoked in the middle and toward the end. The results also led to the conclusion that the
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Corpus Task F1 ACC MAE

E P A E P A E P A

GFBF

SE 0.67 0.66 0.65 0.56 0.52 0.48 1.4 1.1 1.1

SO 0.78 0.12 0.78 0.64 0.40 0.63 1.3 1.4 0.51

SOB 0.78 0.85 0.55 0.67 0.78 0.44 0.93 0.66 0.49

OOB 0.72 0.93 0.61 0.60 0.86 0.50 0.80 0.74 0.47

FT

SE 0.76 0.59 0.60 0.64 0.46 0.60 1.47 0.99 0.80

OE 0.78 0.78 0.76 0.66 0.67 0.63 1.40 0.97 0.68

SOB 0.59 0.63 0.93 0.44 0.47 0.88 1.53 1.38 0.51

OOB 0.68 0.89 0.75 0.54 0.88 0.61 1.32 0.66 0.85

Table 6.3: Results of the comparison of interactant optimal behaviour and emotions with the ground truth

in the good for/bad for (GFBF) and the fairy tale (FT) datasets (SE = subject’s emotions, OE = object’s

emotions, SOB = subject’s optimal behaviour, OOB = object’s optimal behaviour, F-1 = F-1 binary score,

ACC = binary accuracy, and MAE = mean absolute error)

estimates of the objects’ emotions and optimal behaviours were closer to the annotations of the
main characters’ feelings and subsequent behaviours (Table 6.3).

In Part Three, for which the testing was conducted using news articles, the goodFor/badFor
dataset was annotated with the subjects, behaviours, and objects, with each of these elements
being either a word or a phrase. To evaluate the proposed model using this dataset, each phrase
is parsed, the EPA scores of each word are extracted, and the fundamental sentiment is computed
by employing a linear fusion approach using Equation 2.4 (section 6.4). The fundamental F ,
the transient T , the optimal behaviour V , and the subject/object emotions ε are then estimated
using Equations 6.3 and 6.7. Each sentence in the dataset is annotated with a “good for/bad
for” value ∈ {goodfor, badfor}, indicating that the event described is positively or negatively
affecting the object as well as the writers’ sentiment toward the subject (SE) and toward the
object (OE) ∈ {positive, negative}. The binary scores of the SE and OE were compared against
their true value and the EPA score of the true behaviour was compared with the estimated optimal
behaviour by employing ACT. The results show a high level of agreement between the estimated
optimal behaviour and the true behaviour, with an MAE < 0.93 and an F1-score > 0.61. A
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comparison of the estimated sentiment toward the subject and the object with the ground truth
revealed agreement between them, with evaluation scores of ACC ≥ 0.56 and F1-score ≥ 0.67

for the evaluation.

6.6 Conclusion

Most sentiment analysis studies are devoted to opinionated documents/articles, with researchers
devoting less attention to event-based documents. This study has proposed a socio-mathematical-
based approach that performs fine-grained three-dimensional modelling of the interactants’ emo-
tions and their affectively aligned behaviours in event-based texts. The documents are first parsed
into sentences and events, followed by the computation of the interactants’ emotions and optimal
behaviour after each event, with the previously estimated impression also being taken into ac-
count. The estimated interactants’ emotions and behaviours were evaluated using two real-world
datasets and a handcrafted story composed of simple event-based sentences. The results of the
performance evaluation using the handcrafted dataset yielded correlation scores of (τ > 0.30)
and an accuracy level of (< 80) for evaluation (E). Extraction of the event entities from the
real-world datasets, firy tales and news articles, proved challenging, since they involve multiple
events and conversational behaviours (e.g.,“One small business owner says the new law’s tax
credits to help small business owners provide health insurance for their employees is working”).
Despite problems with the structure of the sentences and the accuracy of the annotation, the re-
sults observed were promising and exhibited a high level of agreement between the estimated
emotions and behaviours and their corresponding ground truths.
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Chapter 7

Summary and Future Research

Sentiment analysis (SA) has received greater attention in the last few years, as it plays a sig-
nificant role in finding solutions for numerous real-world problems in a variety of contexts. In
commercial settings, for example, effective SA applications can assist with the building of brand
awareness for a given product on social media and with the management of its online reputation.
For brands and companies that are launching new products, SA will help them obtain nearly
real-time feedback about how consumers perceive the new products. SA applications can also
contribute to the enhancement of consumer experience, the identification and prediction of mar-
ket trends, and the creation of consumer-tailored advertising aligned with individual interests. In
social science settings, SA tools can measure historical changes and shifts in individuals’ opin-
ions or sentiments, which will help with the tracking of those changes and the determination of
the most influential factors that have contributed to the shifts. Similarly, in political settings,
SA techniques can be used for following public attitudes over time and establishing the primary
factors that impact people’s opinions, thereby steering a political campaign toward success.

SA researchers have made great strides with respect to the analysis of user sentiments re-
garding textual information, focusing in general on opinionated and review documents, along
with the use of machine-learning (ML) techniques and corpus-based frequency features. Most
of the proposed ML approaches in the SA area, however, have produced black-box models that
are hard to fine-tune or adapt to other types of textual information because they are trained on a
specific type of annotated data. In addition to the scalability issue, most SA research has been
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related to unsupervised vector representations of words (count-based or distributional-based fea-
tures), which might be able to model rich lexical meanings but will most likely fail to capture
the sentiment information central to many SA and natural language processing (NLP) tasks. The
majority of the proposed SA methods have also involved coarse-grained sentiment analyses that
map a piece of text to a categorical label or to a point between two polarities. Only a handful of
attempts have been made to incorporate linguistic structure and psychological theory or knowl-
edge into statistical-based SA models, and most of these attempts have met with only modest
success.

This thesis has proposed a contextual model that performs fine-grained SA of non-review
and objective text and that models the emotional responses arising from this textual information
in a three-dimensional space through the incorporation of features associated with affect control
theory (ACT). Analysis of the sentiments emerging from non-review or event-based documents
requires a deep understanding of the syntactic structure of the sentences and the event described,
since they do not express an explicit opinion about a product or services and also do not con-
tain highly opinionated words and adjectives. ACT and, more specifically, impression-formation
equations represent a fruitful resource for measuring and predicting individuals’ emotions and
reactions toward social events, because they are theoretically grounded and have been empiri-
cally validated through extensive impression-formation studies. The socio-mathematical ACT
equations are built on affective meaning, a three-dimensional representation of sentiments that
is thought to provide a universal and comprehensive representation of people’s sentiments. Like
the compositional semantic model, which states that the meaning of a sentence is a function of
its words, the empirically driven ACT equations also include consideration of the interactions
between the terms that describe an event, and these factors are incorporated into the calculation
of the impressions and emotions that emerge from the event. For many NLP tasks, including
sentiment analysis, structured and contextual-based models that take into account the interaction
between words often perform better than flat bag-of-words-based methods.

In ACT, each event is modelled as a vector of the actor, behaviour, object, and setting, and
each of these elements is grounded in a three-dimensional affective meaning. To model in-
dividuals’ sentiments that arise from interactions during social events or that are triggered by
event-based text, an implementation of a fine-grained event extraction method that uses semantic
and syntactic knowledge was performed to extract the events’ entities. The developed algorithm
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first conducts a semantic search for the predicate of the sentence, and then, based on the extracted
predicate, performs a breadth and depth search in the syntactic parse tree in order to identify the
subject and object. With respect to the extraction of event components from grammatically or
ungrammatically structured sentences, the semantic-syntactic event extraction method has shown
results that are competitive with those produced using syntactic-based, dependency-based, and
ML-based approaches.

ACT comprises a set of lexicons that measure the emotional or affective meanings associ-
ated with concepts (identities, behaviour, settings, and modifiers) in various cultures. To expand
affective meaning dictionaries that contain a relatively small number of terms, this research in-
cluded the development of a semi-supervised graph-based label propagation algorithm based on
a similarity graph that encodes the semantic- and distributional-based similarity between words
in order to propagate the affective meaning from the labelled nodes to the unlabelled nodes.
The performance of the semantic- and neural-embedding-based approach was compared against
several semi-supervised learning methods built on semantic, distributed, and distributional word
similarities; a supervised learning approach trained on neural word embedding features; and spe-
cific state-of-the-art methods for valence-based lexicon expansion. The results showed that the
performance of the semantic neural word embedding label propagation approach was better than
that of the other similarity measures and state-of-the-art methods and that it approached that of
the semi-supervised learning algorithm.

In ACT an emotional dynamic is computed as the difference between a culturally shared pre-
event sentiment and the post-event (transient) sentiment emerging from an event. The event ex-
traction approach, the augmented affective meaning lexicons, and the empirically driven impression-
formation and emotion dynamic equations were applied for the creation of a proposed fine-
grained SA approach that models readers’ triggered emotions toward the actor and object in
event-based sentences (e.g., a news headline). This simple and theoretically grounded approach
yielded performance superior to that obtained with a bag-of-words-based sentiment classifier.
Also modelled were the emotional dynamics and optimal behaviour of the interactants in event-
based stories or articles (e.g., a fairy tale or news article). The emotional responses of the inter-
actants were computed as a function of the pre-event and post-event sentiment, and an optimal
behaviour was calculated as the behaviour that minimizes the difference between those senti-
ments. This approach included consideration of the dynamics of emotions that emerge from a
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sequence of consecutive events, and the identities and behaviours were modelled as distributions
of the words associated with them. The proposed model was evaluated using a simple hand-
crafted story, a fairy tale dataset, and a news article dataset, and despite the challenges associated
with working on unstructured real-world text, the proposed approach achieved reasonable agree-
ment with the user annotations. Interesting patterns that are worth further analysis were also
uncovered with respect to emotional response development and affectively aligned behaviour.

7.1 Future Research

The approach presented in this thesis represents the first attempt to tackle the problem of mod-
elling sentiments toward different entities (i.e., actors and objects) in an event-based text, the
first to incorporate socio-mathematical ACT into an SA model, the first to include multimodal
features (semantic and distributed) into a lexicon induction and label propagation algorithm,
and the first to extend a multidimensional sentiment lexicon in a semi-supervised or supervised
fashion. As a result, in each of the four proposed pioneering methods, a substantial number of
improvements are possible, and numerous directions are available for future research.

With respect to the event extraction approach, a potential enhancement to the semantic and
syntactic event extraction method would be to identify “performed” events and “non-performed”
events. In the current version, the assumption is that all events are completed, when in fact, many
unperformed events might exist in real-world articles (e.g.,“He is thinking about moving to the
state”, or“He might join the army”). The performance of the event extraction method could be
further elevated by the inclusion of other lexical resources (Verbnet [239], and FrameNet [9]) for
extracting the predicate of the sentence and by the utilization of semantic parsing for locating
the subject and object of the sentence. The results could also be improved if multi-word verbs
(e.g.,“ rolls out ”), negation (e.g.,“did not visit”), numbers (e.g.,“3 killed in an accident”), and
other types of phrases (e.g.,“Our neighbour who works as an officer had an accident yesterday”)
were taken into account. An interesting future direction would be the evaluation of the extrac-
tion algorithms using social media data (e.g., Twitter, Facebook, or GitHub), which can contain
spelling mistakes, acronyms, abbreviations, emoticons, hyperlinks, or expressive lengthening
(e.g., “Noooooo”,“omgggg”).
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With regard to the semi-supervised lexicon expansion method, several approaches can be ap-
plied for enhancing the performance of the label propagation algorithm, such as improving the
distributional similarities between words by adding some supervised lexical constraints to the un-
supervised word embedding learning algorithm. Another possible avenue for obtaining affective
meaning ratings would be to perform a directed principle component analysis (directed-PCA),
which reduces the dimensionality of the neural word embeddings based on knowledge obtained
from affective meaning lexicons. Another area for future investigation could be the computa-
tion of the affective meaning (EPA) of phrases and multi-word terms (e.g.,“Chinese restaurant”)
using the label propagation algorithm and the similarity between neural word embeddings.

The ACT-based approach can be enhanced through the re-estimation of the coefficient ma-
trices using real-world events aggregated from social media. It is also important to estimate
the emotional dynamics of the writers, readers, and interactants for a single dataset and then to
compare them in order to identify the similarities and differences associated with each of the
dynamics. Many potential applications could be explored in relation to the proposed event-based
SA method, which include but are not limited to the tracking of public attitudes toward an event
in social media, the detection of prejudice and discrimination in news media, the estimation
of event likelihood using deflection (i.e., the difference between pre-event and post-event sen-
timents), the predicting of trial outcomes through the analysis of case text using ACT, and the
uncovering of cyberbullying in social media. The proposed model can also be used for improv-
ing the text-to-speech quality of auto-readers by incorporating the affective modelling of human
emotions into the text-to-speech model. The ACT-based SA model can also be used for analyzing
the emotional development of readers and interactants as a means of predicting the popularity of
a story or of event-based content [311]. This model could be also employed for auto-generating
children’s fairy tales by, for example, giving the model two identities and creating the entire story
based on the estimated interactant emotions and optimal behaviours.

Collectively, the approaches proposed in this thesis provide the basis for fine-grained and
event-based sentiment analysis and contribute toward an enhanced understanding of the ways
event-based text and the associated entities influence individuals’ emotions and their situational
impressions. Numerous directions for future investigation can be explored with respect to this
still insufficiently investigated research problem, and many real-world applications could be
modelled using the proposed framework.
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