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Abstract

Tensor networks are a class of methods for studying many-body systems. They give
a geometrical description of the internal structure of many-body states, operators, and
partition functions, that can be used to implement efficient algorithms to simulate them
numerically. In this thesis, after providing a very brief overview of the field, we present new
tensor network methods for three different use cases.

First, we present a new real-space renormalization group algorithm for tensor networks.
Compared to existing methods, its advantages are its low computational cost, simplicity of
implementation, and applicability to any network. We benchmark it on the 2D classical Ising
model and find accuracy comparable with the best existing tensor network methods. Due
to its simplicity and generalizability, we consider our algorithm to be an excellent candidate
for implementation of real-space renormalization in higher dimensions, and discuss some of
the details and the remaining challenges in 3D.

Second, we show how certain topological conformal defects of critical lattice theories can
be represented as tensor networks, using the 2D classical Ising model as an example. Fur-
thermore, we show how such tensor network descriptions, combined with a renormalization
group algorithm, can be used to obtain accurate estimates of the universal properties of
these defects. We also show how coarse-graining of defects can be applied to any conformal
defect (i.e. not just topological ones), and yields a set of associated scaling dimensions.

Finally, we leave behind the focus on renormalization group methods, and present a
method for spatially resolving the overlap between two tensor network states, to obtain
localized information about the similarities and differences between them. For a given
region, the similarity of two states in this region can be quantified by the Uhlmann fidelity of
their reduced density matrices, and we show how such fidelities can be efficiently computed
in many cases when the two states are represented as tensor networks. We demonstrate the
usefulness of evaluating such subsystem fidelities with three example applications: studying
local quenches, comparing critical and non-critical states, and quantifying convergence in
tensor network simulations.
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Chapter 1

Introduction

A major theme of modern physics is understanding the collective behavior of systems of
many constituents. Simple interactions between microscopic degrees of freedom lead to
complex and hard to predict emergent phenomena, when macroscopic numbers of them
are present. This phenomenon of emergence permeates the modern scientific worldview,
and is central to understanding systems from biology to economics. Closer to the topic
of this thesis, it is the foundation of material physics and statistical physics. Various
phases of matter from magnets to superconductors arise from local interactions between
individual atoms or electrons, with transitions between phases happening abruptly when
the interactions are slightly changed, or more energy is injected into the system. Emergence
is a key concept in modern high energy physics too, from particle physics to quantum
gravity, where recent ideas propose that gravity, or in fact spacetime itself, is emergent in
nature.

A dominant paradigm in many-body physics since the 1970s has been that of the
renormalization group. Starting from the early ideas of Kadanoff and others in the
60s [64, 65], and reaching full fruition in the work of Wilson [109], renormalization has
since come to dominate the way physicists think of nature. It has put quantum field
theories on a solid foundation as being intrinsically effective in nature, explained the curious
similarity in the emergent behavior of entirely disparate systems, known as universality,
and underlies most of modern statistical and high energy physics. The core philosophy of
the renormalization group hinges on the observation, that even though physicists typically
define theories on the microscopic level, the measurements we care about happen at far
larger length scales. Thus it makes sense to clump together chunks of the microscopic
degrees of freedom into a smaller number of coarse-grained degrees of freedom, and to
describe the system in terms of these new, coarser variables. The interactions between the
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coarse-grained degrees of freedom are determined from the microscopic interactions, but
have lost some of the details in the transformation, such that only the long-range behavior
of the system remains as it was. This allows one to move from one theory, valid at some
range of length scales, to another one, that is valid only at the longer end of this range, but
that is often simpler in nature. This creates a flow, known as the renormalization group
flow, in the space of physical theories, usually thought of as a flow in the space of couplings
in a Hamiltonian or Lagrangian. This flow is parametrized by length scale, and the usual
question to ask is, given a microscopic theory, at long length scales, what kind of theory it
flows to. Successfully answering this question means distilling the macroscopic physics out
of the microscopic.

In quantum many-body physics in particular, a parallel theme has emerged since
the 1990s, where systems are understood more through information theory. Instead of
thinking in terms of order parameters, people coming to many-body physics from a quantum
information background brought in the view point of entanglement, fidelities, and complexity.
Whether one takes Wheeler’s radical “everything is information” stance, or a more pragmatic
approach rooted in concrete observables, the notion of entanglement and other quantum
information concepts are nowadays considered standard tools in understanding emergent
quantum phenomena.

One might ask, what is so difficult about many-body systems in the first place, that all
this talk about different perspectives to approach it is necessary. Without attempting to
give a complete answer, let us comment on the issue from the point of view of numerical
simulations. After all, only a tiny fraction of systems of interest yield themselves to exact
analytic solutions, and in the generic case computational methods are necessary. Much
of the difficulty in simulating many-body systems can be summarized by the statement,
“the state space is just too big”. To be more concrete, consider a system of N classical
spins, i.e. degrees of freedom that only have two possible states. This system as a whole
has 2N different configurations it can be in. Leaving aside scales of Avogadro’s number,
N = 1023, and considering just a measly N = 100 spins, the number of states is 2100 ≈ 1030.
If this does not yet seem imposing, consider making the spins quantum mechanical in
nature, and the state space becomes a vector space with 2N dimensions. This means that
simply storing a single state of the 100 quantum spins would require storing 1030 coefficients.
Any straight-forward approach to simulate such a system with any imaginable (classical)
computer is clearly doomed to fail.

Tensor networks are a class methods for studying many-body systems, that draws most
of its inspiration from the renormalization group and from quantum information theory.
The core of its pitch is this: Even though the state space of a many-body system is huge,
locality strongly restricts which parts of this space are relevant. Interactions are local in
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spacetime, and consequently correlations between different degrees of freedom are typically
restricted by locality too. In other words, even though the quantum state of N spins
is a 2N dimensional object, a tensor networker would say, “Let’s assume the states we
are studying can be built out of local pieces, that may directly share information with
their neighbours only. Not every state in the state space fits this mold, in fact only a
vanishingly small fraction does, but because of locality, many physically interesting states
probably do.” Likewise, for a system of classical statistical physics, when asked to compute
a partition function that is a sum over 2N terms, she would say, “Granted, there are 2N
terms, but we know that they are made up of independent contributions coming from local
neighbourhoods, and I bet there is a way to use that to simplify things and speed them up.”

This turns out to be an immensely fruitful approach. By placing locality-informed
constraints on the possibilities we consider, much of the interesting physics is still captured,
but vast simplifications are allowed, where the 2N parameters may be replaced by order
O(N), O(logN), or even O(1) parameters. Since their birth in the early 90s [27, 40, 83,
106, 107], tensor networks have come to dominate simulations of 1-dimensional quantum
systems [11, 23, 66, 85, 86, 100, 101, 103, 108], and are a strong candidate for the state-of-
the-art for many models in two dimensions [16, 17, 18, 24, 60, 91, 95, 98, 112]. Lately they
have also been recognized as an efficient tool for studying classical lattice models, especially
in two dimensions [3, 37, 47, 68, 111, 113]. In addition to being potent numerical tools,
one of the key advantages of tensor networks is that their explicit geometrical structure
provides plenty of intuition about the physics at play. Partially because of this, over the
last 10 years tensor networks have seen a proliferation of applications to a range of subjects
outside their original domain in condensed matter and statistical physics, including in
holography [20, 22, 56, 78, 94], quantum field theories [41, 44, 48, 49, 59, 99], and even
machine learning [6, 15, 74, 90].

In this thesis, we study various questions related to tensor networks, mostly concentrating
on their relation to the renormalization group. Below, we give a basic, high-level introduction
to what tensor networks are. In Chapter 2, we discuss the challenges of tensor network
renormalization group algorithms, present a new algorithm that we call Gilt, demonstrate
its usefulness, and discuss its merits as compared to other methods of the same nature. In
Chapter 3 we show how one can describe conformal defects of critical lattice models in
tensor networks, and use this description, together with tensor network coarse-graining
methods, to extract conformal data of these defects to high accuracy. In Chapter 4 we
leave behind the focus on renormalization, and show how one can spatially resolve overlaps
between tensor network states using Uhlmann fidelities of their reduced density matrices,
and present example cases where such fidelities are of interest or use.
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1.1 Tensor networks

Tensor networks are a way of describing many-body systems, that is geometrically intuitive,
and leads to efficient algorithms for simulating them. They can be utilized to describe both
classical and quantum lattice systems. Starting from White’s Density Matrix Renormaliza-
tion Group [106, 107] and its description in terms of Matrix Product States (MPS) [27, 83]
in the 1990s, tensor networks have grown over the last 20 years to cover various kinds of
systems and allow for answering many different types of questions, such as finding low
energy subspaces of quantum systems, simulating quenches, and computing RG flows of
classical and quantum lattice systems.

The core idea of tensor networks is the following. Both in classical and quantum physics,
many quantities of interest are either vectors in or operators on a vector space, whose number
of dimensions is exponential in the system size: The state space of a quantum many-body
system of N qudits is of dimension dN , and the sum over all configurations in a classical
partition function can be seen as a trace in a dN -dimensional space. However, the operators
and vectors that we are interested in are often far from generic, but rather are restricted
by locality. For instance, in low-energy states of quantum systems, most entanglement is
between sites that are close to each other, leading to the area law of entanglement [29].
Tensor networks exploit this structure, by proposing that various operators and states in
these dN -dimensional vector spaces can be, at least approximately, built out of smaller
pieces, namely various tensors, multiplied and contracted together in a pattern that is often
easiest to write down as a network graph, and that mimics the locality-imposed structure
of the object.

As an example, consider the 2N dimensional state of a chain of N quantum spins:

|ψ〉 =
2∑

i1,...,iN=1
ψi1...iN |i1 . . . iN ]〉. (1.1)

The coefficients ψi1...iN can be thought of as a rank-N tensor in ⊗N
i=1 C2, and a tensor

network description of it decomposes it into a contraction of many smaller tensors. 1 For
example, a Matrix Product State (MPS) description of ψ consists of rank-3 tensors of
dimensions χ× χ× 2, for some χ. There is a tensor A(n)

invnvn+1 for each spin n, and together
they make up

ψi1...iN =
χ∑

v1,...vN=1
A

(1)
i1v1v2A

(2)
i2v2v3 . . . A

(N)
iNvNv1 . (1.2)

1Note that when we use the word tensor, we mean it in the multilinear algebra sense of a multilinear
map, i.e. an array of numbers. This should not be confused with the usage common in field theory and
gravity, where by “tensor” physicists often mean a tensor field, with specific covariance properties.
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Expressions like the one on the right are cumbersome and hard to read, and we thus describe
them instead in a graphical notation, where each tensor is represented as some shape, and
each of its indices is a link, often called a leg or bond, sticking out of it. Contracted indices
join two tensors, whereas uncontracted ones have one end dangling free. In this notation,
the above equation can be written as

. (1.3)

Key to understanding the power and limitations of tensor networks is the dimension
χ of the contracted indices, known as the bond dimension. It may be different for each
of the contracted indices, but for simplicity we assume here that it is not. In the MPS
decomposition above, we have described the 2N -dimensional ψ with N tensors A(n), each of
which has 2χ2 elements, and thus in total we have used only 2χ2N parameters. That such
a description is possible for ψ, is an ansatz, the power of which depends on χ. For a large
enough χ (exponential in N), any state ψ can be decomposed as an MPS. However, for a
large class of states of interest, a much smaller χ is sufficient. For χ = 1, the MPS ansatz
can describe all product states, but nothing else. For χ = 2, a small amount of entanglement
is possible. Moreover, due to the contracted legs connecting nearest neighbours only, most
χ = 2 MPS states have entanglement only between near-by sites. With larger values of χ,
more entanglement is made possible, but the locality structure is still retained. Ground
states of gapped Hamiltonians typically obey the area law of entanglement, which for 1D
systems means that the entanglement between left-right partitions may first grow as one
increases the system size, but then saturates to a constant. This means that a finite bond
dimension χ, that does not depend on N , is sufficient to write such states accurately as an
MPS. Thanks to this, the computational cost of handling the MPS representation of ψ,
and computing many of its properties such as correlation functions of local operators, scales
only linearly in N . This is efficiency gained by relying on the special structure of low-energy
states arising from locality, and it allows accurate study of spin chains of thousands of spins,
or by assuming translation invariance, even infinite spin chains.

MPS was the first tensor network method proposed, and remains the most important
one, as it is a superb tool for 1-dimensional quantum systems. However, many other tensor
networks have since been created, for various other use cases. If, for instance, in the above
example the N spins were organized in a 2-dimensional grid, a different tensor network,
with nearest-neighbour tensors being contracted with each other in a 2-dimensional pattern,
would be a more natural ansatz. Such higher dimensional generalizations of MPSes are

5



known as Tensor Product States (TPS) or Projected Entangled Pair States (PEPS) [73, 98].
Later in this thesis we will meet a few other networks with different structures, as well as
networks used for describing classical partition functions.

Simply drawing a tensor network diagram does not yet guarantee that one has created
a useful method. The structure of the network must respect the internal structure of the
state or other object that it is describing, or otherwise the various bond dimensions in
the network have a tendency to grow exponentially in system size. There must also be an
efficient way to contract the network when evaluating observables or other quantities of
interest, and there must be efficient ways of finding tensor network decompositions of a
given form for an object of interest. The latter typically involves some optimization method,
that may for instance minimize the energy within the set of tensor network states of a
given structure, to find the ground state. A well-designed tensor network algorithm has
a computational cost for all the necessary operations that is at most polynomial in the
system size and the various bond dimensions involved. All tensor network algorithms are
inherently immune to the sign-problem, that plagues Monte Carlo based approaches, and
can thus equally well be used on bosons and fermions [19].

As mentioned in the previous section, in addition to providing an efficient method
for simulating a given system, a good tensor network description tells us much about
the qualitative nature of the physics at play. For instance, whenever a state can be
described as an MPS of finite bond dimension, one immediately knows that this state
has exponentially decaying two-point correlators at large distances, and can easily extract
the leading exponent [85].2 One also knows that the state must have at most area law
entanglement, and can easily obtain the Schmidt decomposition (and thus the entanglement
spectrum) for any left-right bipartition. Moreover, simply by looking at the graphical picture
of the network, the structure of correlations is immediately obvious: Each contracted index
of dimension χ can be roughly speaking seen as having the potential to carry logχ bits
of entanglement (or more generally, correlations) across it. For some networks other
properties may be evident, such as for the Multiscale Entanglement Renormalization Ansatz
(MERA) [103], which has an internal causal structure, and an interesting connection to the
circuit complexity of states, among other properties.

The development of tensor network techniques has been guided by the renormalization
group philosophy from the beginning, and many prominent tensor network methods im-
plement various notions of scale transformations. Most relevant for this thesis are Tree

2An exception to this are states with long-range order, which may also be represented with MPSes. They
too, however, are easy to identify given the MPS tensors, and one can observe the amount of long-range
entanglement and extract the leading order decay in two-point correlators.

6



Tensor Networks (TTNs) [86] and the Multiscale Entanglement Renormalization Ansatz
(MERA) [103], which apply to quantum systems formulated using operators on Hilbert
spaces, and especially their Lagrangian equivalents, the Tensor Renormalization Group
(TRG) [68] and Tensor Network Renormalization (TNR) [37], that can be applied to
D-dimensional quantum systems or D + 1-dimensional classical ones. They implement
transformations, much in the spirit of Kadanoff’s original spin-blocking proposal, where
each local patch of microscopic degrees of freedom is mapped to a single coarse-grained
degree of freedom. The TTN and MERA networks do this for quantum systems, through
applying local, finite-depth quantum circuits to the state space of the lattice, to separate
the long distance physics from the short, and then project the short distance physics onto a
product state, leaving only the coarse-grained degrees of freedom. TRG and TNR give an
analogous treatment to networks that represent partition functions of classical statistical
physics models, again locally deforming the physics to remove short-range details, and
joining degrees of freedom together to form a coarse-grained model. These algorithms are
of interest both for conceptually understanding renormalization and related concepts, such
as criticality, conformal field theories and holographic dualities, and for the purpose of
simulating many-body physics, especially critical phenomena, efficiently. TNR and TRG
will be discussed in more detail in Chapter 2, where we propose a competing method for
TNR, and in Chapter 3, where we show how methods like these can be used to study
topological defects. Much more information about tensor networks in general can be found
in the references, with the reviews of Orus [75] and Bridgeman & Chubb [7], as well as
Glen Evenbly’s website [30], being good places to start.
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Chapter 2

Graph Independent Local
Truncations

2.1 Introduction

As mentioned in the introduction, tensor networks can be used to study both classical
and quantum lattice systems. In this chapter we focus on the former case, where a tensor
network representing a classical partition function ought to be contracted in an efficient
way. The best-known algorithm for doing this is the Tensor Renormalization Group
(TRG) [68]. Owing to its simplicity and efficiency, it has proven to be a potent tool for
evaluating observables for 2D lattice models in statistical physics [13, 57, 69, 70, 115]. It is
based on replacing tensors with their low-rank approximations using a truncated singular
value decomposition (SVD), and contracting the tensors together in a way reminiscent of
Kadanoff’s spin blocking [64, 65]. Although TRG draws inspiration from Renormalization
Group (RG) methods and performs a kind of coarse-graining transformation, it is well
known that it does not properly implement an RG transformation [47, 67]: Some details of
the UV physics survive the coarse-graining, and thus the RG flows produced by TRG are
not the physically correct ones. We review TRG and its key properties in Sect. 2.2.

The issues of TRG were first addressed with the introduction of the Tensor Network
Renormalization (TNR) algorithm [37]. It is a proper RG transformation, that yields the
physically correct RG flows. Furthermore, it provides significantly more accurate observables
than TRG at the same bond dimension, although at a higher computational cost. TNR has
been studied in many contexts, including holography, topological defects, and conformal
field theories [8, 9, 20, 21, 39, 53, 71]. Other algorithms have also been proposed, such as
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Loop-TNR [113] and TNR+ [3]. They all solve the problems of TRG in their own way,
removing all UV details during the coarse-graining transformation.

However, both TNR and Loop-TNR have their shortcomings (TNR+ shares most of its
features with Loop-TNR, so we leave it out of the comparison for now). Most importantly,
generalizing them to other lattice types, in particular 3D lattices, is not easy. TNR is
specifically designed for the square lattice, and although the philosophy is clear, applying it
in some other context would require significantly redesigning the algorithm. Loop-TNR
is somewhat easier to adapt to other lattices in 2D, but for it too, a generalization to
3D is far from being trivial. Although various schemes generalizing these algorithms to
3D can be constructed [51, 102], they seem to be characteristically plagued by unfeasibly
high computational costs. In addition, both TNR and Loop-TNR are significantly more
complicated to implement than TRG, since they replace a straightforward truncated SVD
with iterative optimizations, that depend on an initial guess and may have issues with
convergence and local minima of the cost function.

In this light, we ask whether there exists a simpler and easier-to-generalize way of
performing real-space RG on tensor networks. The first question is, what exactly are the
UV details, or local correlations, that TRG fails to renormalize properly? The usual answer
is given using a toy model called corner-double-line (CDL) tensors, which we review in
Sect. 2.2. Beyond CDL, the discussion regarding local correlations has remained on a purely
qualitative level. In Sect. 2.3 we make it more concrete by introducing the environment
spectrum, which gives a quantitative measure of what is meant by such local correlations.

Using this measure, the next natural question to ask is, can we use it to remove these
local correlations from the network? After all, the problem with TRG is that a subset of
such correlations, which correspond to short-range details and thus should be removed
(or “integrated out” in the momentum-space RG terminology) in the RG transformation,
remain in the network after the coarse-graining. In Sect. 2.4 we present a solution in the
form of an algorithm for performing what we call graph independent local truncations, or
Gilts. The Gilt procedure uses the environment spectrum to truncate a bond dimension of a
single leg in a network, and in the process can remove local correlations in a neighborhood
of this leg. It can be applied equally easily to any network or lattice, and only modifies the
tensors next to the leg that is being truncated, leaving the network geometry intact. Using
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the graphical notation, this can be summarized as

χ
Gilt−→

χ′

with bond dimensions χ′ < χ.
Gilt provides a way of fixing the shortcoming of TRG with minimal changes: We can

simply precede a TRG coarse-graining transformation with a step where Gilt is applied
to deal with the UV details that TRG is unable to handle properly. This combination
of Gilt and TRG, which we call Gilt-TNR, is a fast, simple and generalizable proper RG
transformation for tensor networks. We discuss it in detail in Sect. 2.5.

In Sect. 2.6 we benchmark Gilt-TNR with the 2D classical Ising model. We confirm that
Gilt-TNR leads to the correct scale-invariant tensors in the phases and at criticality, which
explicitly demonstrates that it fixes the conceptual shortcomings of TRG by properly [37]
implementing the philosophy of RG. We show that estimates for observables, such as free
energy at criticality or spectrum of scaling dimensions, calculated with Gilt-TNR, are on
par with the best ones obtained with TNR and Loop-TNR, and require only moderate
computational effort.

In Sect. 2.7 we discuss applying Gilt-TNR in 3D. Its basic design is straightforward,
and comes with a surprisingly low computational cost. However, we show evidence that
significantly higher bond dimensions will be needed in 3D to achieve high quality physical
results, and comment on the status 3D tensor network coarse-graining algorithms in general,
and the implementation of Gilt-TNR on the cubical lattice in particular.

We briefly discuss the way Gilt-TNR can be used to represent ground and thermal
states for quantum Hamiltonians in Sect. 2.8, before concluding this chapter in Sect. 2.9.

It should be noted that during the development of the Gilt procedure, another RG
method called Tensor Network Skeletonization (TNS) [114] was published, which shares
some of the features with Gilt-TNR. More specifically, TNS also focuses on truncating
individual legs in a network, separates the coarse-graining step from the step removing local
correlations, and can be applied to any network or lattice. However, unlike Gilt-TNR, TNS
relies on an iterative optimization procedure, which is highly dependent on the initial guess
and blind to the nature of the local correlations which it is trying to remove. Since Ref. [114]
presents only limited numerical results, we cannot perform quantitative comparison between
our methods.
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This work is accompanied by ready-to-use source code implementing Gilt-TNR for the
square lattice, which is freely available at arxiv.org/src/1709.07460v1/anc. It can be used
to reproduce all the numerical results presented in Sect. 2.6. Another version of the source,
which remains under development and includes an ongoing effort to produce an efficient
implementation of Gilt-TNR on the cubical lattice, can be found at github.com/Gilt-
TNR/Gilt-TNR. We discuss the source code in more detail in App. A.3.

2.2 Background

In this section we introduce in detail the tensor networks that we are dealing with in
this chapter, namely ones describing classical partition functions and ground or thermal
states of quantum Hamiltonians. We also review known coarse-graining algorithms for such
networks. A reader familiar with tensor networks in this context may want to move to the
next section.

2.2.1 Partition functions as tensor networks

Consider a square lattice with a classical configuration variable σi on each lattice site i.
For a given configuration {σ}, assume the energy of the system is given by a Hamiltonian
H({σ}) that consists of only local terms. The Boltzmann weights are

W ({σ}) = e−βH({σ}) (2.1)

and their sum yields the partition function

Z =
∑
{σ}

e−βH({σ}) (2.2)

with β = 1
T
and T the temperature of the system.

Let us now derive a tensor network representation of the partition function (2.2).
For concreteness, let us work with the 2D classical Ising model, which we later use as
a benchmark model. The configuration variables are spins which can take two values
σ ∈ {↑, ↓}, and the Hamiltonian is

H({σ}) =
∑
〈i,j〉

h(σi, σj) (2.3)
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where h(σi, σj) = −1 when σi = σj, and +1 otherwise, and 〈i, j〉 denotes nearest–neighbor
vertices. To each pair of neighboring sites i and j, we can associate a local Boltzmann
weight Wσiσj = e−βh(σi,σj), which can be written as the following matrix:

W =
(
W↑↑ W↑↓
W↓↑ W↓↓

)
=
(
eβ e−β

e−β eβ

)
=: W

. (2.4)

In the last equality we have used the graphical tensor network notation, introduced in
Chapter 1. As a reminder, in this notation each solid shape, such as the above circle,
represents a tensor, and each leg (or link or bond) of it represents an index of the tensor.
Connecting two legs means identifying them, and summing over them, i.e., performing a
tensor contraction. W only has two legs which indicates that we are dealing with a rank-2
tensor, i.e., a matrix.

To obtain the partition function (2.2), we can take the tensor product of all the W ’s
between different nearest-neighbor pairs, and sum over the spins:

Z =
∑
{σ}

⊗
〈i,j〉

Wσiσj . (2.5)

In the case of a 2× 2 lattice, the above can be written as a tensor network as

Z = with δabcd = a
b

c
d

. (2.6)

The Kronecker δ fixes all the four indices to have the same value. Each δabcd tensor represents
a spin that is summed over, and the W matrices connect nearest-neighbor spins. From this
point on, we keep drawing such networks without explicitly showing the periodic boundary
conditions, but they are always implicitly assumed.1

To transform this into a network with one tensor per lattice site, we can decompose W
as

W = MM> with M =
(√

cosh β
√

sinh β√
cosh β −

√
sinh β

)
(2.7)

for which the graphical representation is

W
=

MM⊤
. (2.8)

1Other kinds of boundary conditions are just as easy to incorporate into the tensor network description,
as we will see in Chapter 3.
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σ σ σ σ

σ σ σ σ
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σ σ σ σ

(i ii)

M

Figure 2.1: Graphical depiction of the construction of the tensor network associated to a
given classical Hamiltonian. To each vertex of the square lattice is associated a configuration
variable. We can associate (i) to each edge of the lattice a local Boltzmann weight W which
is a function of its neighboring configuration variables. In step (ii), we decompose each W
into two matrices M and M>. The contraction (iii) of such four matrices define the initial
tensor A of the tensor network.

We then define the tensor

Aijkl = i
j

k
l

= (2.9)

=
∑
a,b,c,d

δabcdMaiMbjMckMdl . (2.10)

Using this Aijkl, we can rewrite the partition function as the contraction of a homogeneous
tensor network. In the case of a 4× 4 lattice, these steps are summarized Fig. 2.1.

So far we have been focusing on the case of 2D classical statistical systems. However,
the same kind of tensor networks arise when trying to represent ground or thermal states of
quantum Hamiltonians H in 1D. More precisely, using a Suzuki–Trotter decomposition [92,
93] of the Hamiltonian H, the Euclidean path integral e−βH can be written as a network of
the same form as the one in Fig. 2.1, but with open boundaries at the top and the bottom.
For more details, see for instance Refs. [47, 61]. In this chapter we focus mostly on 2D
classical models, but everything we do could also be applied to 1+1D quantum systems, as
explained in Sect. 2.8.

2.2.2 Tensor network coarse-graining

In order to study a statistical model, such as the square lattice Ising model, we are interested
in computing the partition function Z for a lattice of size L× L, with L large, using the
tensor network decomposition in Fig. 2.1. However, the computational cost of contracting
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such a tensor network is exponential in L, and hence only small values of L can be accessed.
Numerous tensor network algorithms exist for doing the contraction approximately, but in
polynomial time. They often rely on the philosophy of the real-space renormalization group,
where some local patch of tensors is contracted together to create a coarse-grained tensor,
describing physics at a larger length scale. To keep the bond dimension from growing in this
process, and thus avoiding the exponential growth of computation time, a local replacement
is done, where a single tensor (or a patch of tensors) is replaced with others, lowering the
bond dimension in the process. The fact that such a replacement can be done with only a
small error relies on the requirement that some of the elements in the tensors only describe
short-range physics, i.e., are irrelevant when moving to a coarser lattice. Such a tensor
network coarse-graining can be iterated until the infrared length scale is reached, where the
whole system to be studied consists of only a few sites. Such a process yields an RG flow in
the space of tensors.

The first tensor network coarse-graining algorithm of this kind was TRG [68]. It is a
highly successful algorithm, which is simple to implement and efficient at obtaining accurate
observables for 2D classical lattice models or ground and thermal states of 1+1D quantum
lattice models, especially in gapped phases. The TRG algorithm is summarized in Fig. 2.2,
and further details can be found in the original paper [68]. At the heart of the algorithm is
the step where tensors are replaced with their truncated singular value decomposition,2
where the truncation ensures that the bond dimensions do not grow unmanageably high.3

In spite of its success as a numerical tool, it has been known for several years that
TRG does not implement a proper RG transformation on the lattice [37]. The TRG
coarse-graining transformation removes some short-range details from the tensors, but
not all, and hence the coarse-grained tensors are polluted with details about UV physics.
Because of this, the fixed point tensor reached at the end of the RG flow depends on
non-universal features, such as the exact temperature. Why this happens is well illustrated
by the so-called the corner-double-line (CDL) tensors, a toy model for extremely short-range
physics [47, 67]. For instance, a four-valent CDL-tensor is obtained as the tensor product
of four (arbitrarily chosen) matrices M := such that

ACDL := (2.11)

2Singular value decomposition of a matrix M is given by M = USV †, where U and V are unitary
matrices and S is a diagonal matrix. Its entries Sij = Siδij ≥ 0 are referred to as singular values. The
optimal [28] low-rank approximation of M is then given by Mij ≈

∑χ
k=1 UikSkV

∗
jk, where χ < rankM is

the new rank.
3We discuss a variation of TRG known as HOTRG [110], based on higher-order singular value decompo-

sition, in Sects. 2.7 and 2.8.
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≡(i ii)

A(s+1)

A(s)

Figure 2.2: Single iteration of the TRG algorithm, producing coarse-grained tensor A(s+1)

starting from tensor A(s). In step (i), the A(s) tensors of the homogeneous network are
split via a truncated SVD along two different diagonals. In step (ii), sets of four tensors
are contracted together to form A(s+1). This results in a new square lattice, rotated by
45° and with the lattice spacing multiplied

√
2. The same two steps can be repeated to

return the lattice to the original orientation, now with the lattice spacing doubled. The red
shading represents short-range correlations of the CDL-type, introduced in Fig. 2.3. Half of
the red loops are captured in the contraction of A(s+1), but the rest remain, and become
nearest-neighbor correlations of the coarse-grained tensors. This violates the principle of
RG, that the coarse-grained description of physics should not include UV details. A detailed
analysis of how CDL-tensors are a fixed point of the TRG transformation, to complement
the more schematic picture here, is given in App. A.1.1.
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CDLA

−→

A

Figure 2.3: Lattice of ACDL tensors forms closed loops within plaquettes. Any observable
inserted on a leg would be highly correlated with other observables around the same
plaquette, but entirely uncorrelated with anything further away. Thus the CDL model is a
toy model for purely short-range physics, and having it flow to a trivial RG fixed point is a
common test for tensor network RG algorithms. In this chapter we often accompany tensor
network diagrams with the red shading shown here, that schematically represents loops
of CDL-type correlations. We use it to illustrate how CDL-tensors behave under different
algorithms. A more detailed and rigorous analysis of how the algorithms discussed in this
chapter apply to CDL-tensors is given in App. A.1.

and ACDL
ijkl ≡ ACDL

(i1i2)(j1j2)(k1k2)(l1l2)

= Mi1j2Mj1k2Mk1l2Ml1i2 (2.12)

where the blue shading represents the ACDL tensor whose internal internal structure is
explicitly shown in red and white. Note that if the legs of ACDL are of bond dimension χ,
then the CDL-matrices M are √χ×√χ. Fig. 2.3 displays a 4× 4 square lattice of such
CDL-tensors. Even though the CDL model is entirely trivial at length scales larger than
the lattice spacing, it is an RG fixed point of the TRG transformation, as schematically
illustrated in Fig. 2.2, and explained in detail in App. A.1.1.

The failure of TRG to produce proper RG flows is a conceptual shortcoming of the
algorithm. Numerically, in 2D the remaining UV details in the tensors are a nuisance,
that puts a strain on the bond dimension and thus makes computations somewhat slower
or less accurate. This does not undermine usefulness of the algorithm though, and TRG
remains a very potent tool in 2D. However, in higher dimensions, and to a lesser degree at
critical points, the same problem emerges in a much worse form, and causes an exponential
growth in the bond dimension. This is often called accumulation of local, or short–range,
correlations [37]. Ultimately this issue stems from the area law of entanglement, which
in gapped 1+1D quantum systems gives a constant contribution regardless of the length
scale, but in higher dimensions grows as one considers larger and larger coarse-graining

16



blocks. This connection to the area law and the rampant growth of these UV remnants in
3D classical/2+1D quantum systems is discussed in Sect. 2.7.

To solve this shortcoming of TRG, several more advanced tensor network renormalization
group algorithms have been designed. Tensor Network Renormalization or TNR [37], Loop-
TNR [113] and TNR+ [3] introduce more complicated local replacements and optimizations,
and manage to remove all short-range details during the RG transformation. This is
exemplified by their treatment of the CDL-model, that is coarse-grained to trivial tensors
of bond dimension 1. They yield proper RG flows with correct fixed point structures, and
produce more accurate results than TRG when the same bond dimensions are used, but
come with higher computational costs. In principle all of these algorithms generalize to
higher dimensions as well. However, in practice, designing the details of the implementation
in higher dimensions is far from trivial, and most importantly, the computational cost tends
to be prohibitively high. Consequently, the only algorithm for which a concrete proposal
for a generalization to higher dimensions exists is HOTRG [110], a variant of TRG. For the
algorithms that deal with all local correlations and produce proper RG flows, no concrete
proposals for generalizations to 3D have thus been put forth.

2.3 Environment spectrum

Numerous tensor network algorithms are based on performing local replacements in the
network: A part of the network is replaced with something else, in such a way that the
network as a whole is not affected. Moreover, typically the network that is kept invariant,
which we call here T , is in fact a local neighborhood of the global network:

T
. (2.13)

For instance, in TRG [68] a tensor is replaced by its truncated singular value decomposition,
and in TNR [37] a plaquette of tensors is replaced with the same plaquette, but now
surrounded by a number of isometric and unitary tensors.

Typically a small error is caused when performing such a replacement, so that the value
of T remains only approximately the same. Since the purpose of most such replacements is
to truncate, or lower the dimension of, a bond in the network, this error is usually called a
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“truncation error”. Tensor network algorithms are therefore characterized by the kind of
replacements they perform, as well as the optimization methods used in order to minimize
the truncation error caused by such replacements.

Underlying all these algorithms is, however, the same question: What can we change
about a local patch of a network, without affecting its neighborhood? We propose a
general answer to this question. Consider a tensor network T (the neighborhood) and some
subnetwork of it, R (the local patch):

T = = = R . (2.14)

Assume we want to make changes to R, without affecting T , and would like to know which
changes are allowed. For this purpose, define E to be the network obtained by removing R
from T ,

E = . (2.15)

We call E the environment of R in T . Define Vext to be the vector space of all the external,
open legs of T (the tensor product of the vector spaces of the individual legs), excluding any
possible external legs in R, and VR to be the vector space of the legs that connect R to E.
Now consider E as a linear map from VR to Vext. In other words, think of E as a matrix,
where the legs with ingoing arrows in the following figure are grouped together to form one
matrix index, and the legs with outgoing arrows are grouped together to form the other.
Now perform a singular value decomposition of E as such a matrix, yielding E = USV †,

= svd=
U

S

V †

. (2.16)

We call the singular values Si the environment spectrum of R with respect to T . It quantifies
what is referred to as local correlations of the network: It tells us to what extent R can
affect the external legs of T , and to what extent it only affects physics internal, or local, to
T . Examples of environment spectra for physical models are shown in Sect. 2.7, in Fig. 2.7.

To clarify, consider a case where there are singular values in S that are equal to zero.
The corresponding singular vectors in U span the kernel of E, i.e., the subspace of VR that

18



is mapped to the zero vector by E. Any components that R may have in this subspace are
therefore irrelevant when R is contracted with E to form T . This means that as long as we
replace R with something else, R′, so that R−R′ stays in this kernel, we know that

= R = R′ . (2.17)

Conversely, if R−R′ is not contained in the kernel of E, then we know that T = ER 6= ER′.
Thus we have a full characterization of the local replacements of R in T that can be
done without affecting T . In practice, the smallest singular values in S are usually only
approximately zero and such a local replacement of R causes a small error.

In the case where every tensor in T represents Boltzmann weights for some Hamiltonian,
each of the legs is some degree of freedom of the system. From this point of view, if there
are small values in the environment spectrum, then some subspace of the configuration
space VR is irrelevant for describing the physics on the external legs Vext. Thus some
degrees of freedom can safely be discarded without affecting the physics as observed on the
scale of T . Connections to renormalization group ideas can begin to be seen here, and are
made clear later.

Although the above procedure to find the environment spectrum can in principle be
applied to any subnetwork R, we find that its importance and usefulness are clearest when
R is a single tensor, a set of legs, or even a single leg. The latter case is the focus of the
next section.

2.4 Truncating bonds using the environment spectrum

In this section, we present how the environment spectrum can be used in order to define
a general strategy to truncate bonds in a given network. First, we briefly show how the
SVD decomposition is a special case of such a strategy. Then we consider a more general
case, and show how the environment spectrum approach implements a structure preserving
truncation [32, 114].
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2.4.1 Truncated singular value decomposition

The step at the heart of the TRG algorithm consists in replacing a tensor by its truncated
SVD. The SVD in question is

svd=
U S

V † . (2.18)

An approximate decomposition is then obtained by truncating this SVD as Ũ S̃Ṽ †. Here S̃
is a diagonal matrix with the χ′ largest singular values from S, and Ũ and Ṽ contain the
corresponding singular vectors.

This approximate decomposition can be expressed using the environment spectrum,
by considering the tensor to be decomposed as the network T , and the left and top legs
together as the subnetwork R:

T =
R

with R = . (2.19)

In other words, R is the tensor product of two identity matrices. The environment E is just
T , since cutting away identity matrices from open legs does nothing, and the environment
spectrum is just the singular value spectrum S. Furthermore, the truncation of the SVD
can be rephrased as replacing R with the projector

R′ = χ

χ

χ χ
χ′
≡ Ũ Ũ † . (2.20)

This R′ simply projects out the subspace to which the environment spectrum S gives the
lowest weight. Replacing R by R′ can be seen to be equivalent with the truncated SVD as
follows.

R 7→R′

≈
U U † (2.18)=

U U †

U
V †

=
U

V †
. (2.21)

In the same way, the truncated SVD of any tensor can be formulated in terms of replacing
legs R with a projector R′, that projects out the vanishing part of the environment spectrum.
This is of course only an unnecessarily complicated rephrasing of a well-known procedure.
In the next section, we reveal the genuine usefulness of the environment spectrum as it can
be used to truncate a single leg in a general setting.
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2.4.2 Gilt: Graph independent local truncation

Consider again a tensor network T and a leg R in it that we want to truncate. As before,
think of R as a subnetwork in the sense of Sect. 2.3. However, this time allow for R to be
any leg in T , including any of the contracted, internal legs. Although T can be an arbitrary
tensor network, for concreteness we focus on the case of a square plaquette:

T =
R

. (2.22)

As we explain later, by truncating the leg R using the Gilt method, we can remove for
instance a loop of CDL correlations within such a plaquette, and solve the issue TRG has
with accumulating short-range correlations.

The environment for R in T is simply T with the leg R cut,

E = ≡ (2.23)

and the singular value decomposition that yields the environment spectrum is the following:

E = svd=

U
S

V †
. (2.24)

Note that if the bond dimension of R is χ, then S has χ2 elements in it.
As before, the spectrum S is telling us which part of the vector space of R is important

only for physics strictly internal to the plaquette T . We use this information to truncate
the leg R as follows.

Take the leg R and perform on it the following change of basis:

R = = =
U

U †
=

t
U † (2.25)

where we have defined the vector ti as

ti = TrUi with Ui = i . (2.26)
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Here we have introduced the symbol i for the vector |i〉 that has its i-th component be 1
and all the others 0.

We could of course do this change of basis with any unitary, since UU † = 1, but choosing
the basis of the singular vectors of E lets us immediately see how we can modify R without
causing a large error. To see this, observe that

T = (2.25)=

t

(2.24)=

t

S

=

t

S

. (2.27)

At the last step, a pair of U and U † have cancelled, and we see that the environment
spectrum S, which is a diagonal matrix, is directly multiplying the elements of t. Thus if
we assume that out of the χ2 elements in S only the first D are non-zero, then changing any
of the first D elements of t would result in a significant change in T . However, changing ti
for i = D + 1, . . . , χ2 has no effect on T . In other words, we can replace the original leg R,
which was just the identity matrix, with a matrix

R′ = =
t′

U †
(2.28)

and as long as t′i = ti for i = 1, . . . , D, we know that

≈ = T. (2.29)

Here the approximation in the first equation arises from the fact that in reality smallest
elements in S are only approximately zero. The remaining elements t′i, i = D + 1, . . . , χ2

we are free to choose as we wish, because they provide weights for those contributions in R′
that are in the kernel of E.

To truncate the leg we are working on, we would like to use this freedom in t′ to make the
matrix R′ have as low rank χ′ as possible. We could then singular value decompose R′ with
only χ′ singular values, and multiply the parts of the decomposition into the neighboring
tensors in the environment:

χ (2.29)
≈ χ χ svd=

χ′

=
χ′

. (2.30)

22



This way we would have performed a structure preserving truncation of the leg R from
dimension χ down to χ′.

So how do we choose t′ to minimize the rank of R′? Several approaches for this
optimization are possible, and unfortunately we do not know of a general algorithm to make
an optimal choice. After trying several approaches, we have settled to using a way that (a)
is fast, (b) is optimal according to a cost function that indirectly favors choices of R′ that
have low rank, (c) produces good results when used in a renormalization group algorithm.

We explain the details of the cost function and how to optimize t′ for it in App. A.2.
The final result is

t′i = ti
S2
i

ε2 + S2
i

. (2.31)

Here ε is a parameter that sets the scale in the environment spectrum S, such that any
values smaller than ε are considered to be close enough to zero to allow changing the
corresponding t′i. The value of ε is chosen by the user. The larger it is, the more the
algorithm will truncate, but causing a larger truncation error.

In summary, we have have designed an algorithm to truncate a leg R in a given
environment E, that we call Gilt. It consists of the following steps:

1. Singular value decompose the environment E to obtain the unitary U and the environment
spectrum S.4

2. Compute the traces ti = TrUi.
3. Set the vector t′ as in (2.31).
4. Compute the matrix R′ = ∑χ2

i=1 t
′
iU
†
i .

5. Singular value decompose R′ as R′ = usv† = (u
√
s)(
√
sv†), and multiply the matrices

u
√
s and

√
sv† into the neighboring tensors as in (2.30). The rank of this singular value

decomposition determines the new bond dimension χ′.

A pictorial summary of this algorithm is in (2.30).
Often applying Gilt once does not yet lead to a significant reduction in the bond

dimension. However, it can be applied repeatedly on the same leg, and this procedure quickly
converges so that further attempts to truncate yield R′ = R, meaning no further progress

4Since we only need U and S, instead of singular value decomposing E = USV †, we can eigenvalue
decompose the Hermitian EE† as EE† = US2U†. This is computationally much cheaper, and reduces the
cost of doing this for the square plaquette to O(χ6).
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is possible. These repeated iterations do not significantly increase the computational cost,
since the most time-consuming part, the SVD of the environment, needs to be performed
only once.5

Finally, we come back to the CDL toy model for local correlations. If there is a CDL-loop
within the plaquette T , then by truncating R using Gilt we can cut this loop, and by
applying such a truncation to all the legs around the plaquette we can completely remove
it. The details of how this happens when Gilt is applied to CDL-tensors is explained in
App. A.1.2. That discussion also clarifies why several iterations of Gilt on the same leg are
often required.

2.5 Gilt-TNR

The Gilt algorithm described in the previous section can be used in various ways as a
part of different tensor network schemes. Here we use it to fix the problem TRG had (see
Sect. 2.2) with accumulating short-range correlations.

Recall that the issue with TRG was that it only properly dealt with local correlations
around every other plaquette (see Fig. 2.2). This can be easily fixed by preceding each
TRG step with a step where Gilt is applied to the problematic plaquettes. Matrices R′ can
be created on all the legs surrounding a plaquette, using this plaquette as the neighborhood
T . Note that these matrices need to be created and applied in serial, not parallel, since
each one modifies the environment for the others. They truncate away any details internal
to the plaquette, by modifying the tensors at the corners:

≈ svd= = .

We call this combination of Gilt and TRG Gilt-TNR. One complete iteration of it is shown
in Fig. 2.4. It can be seen to properly remove all short-range details, and as is proven by
the results shown in Sect. 2.6, Gilt-TNR is indeed a proper RG transformation, with the
correct structure of universal fixed points. Here, the red shadings illustrate how the removal
of UV details happens, but a more rigorous discussion of how Gilt-TNR deals with the

5See the source code for details.
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Figure 2.4: Single iteration of Gilt-TNR. In step (i), four matrices R′1, . . . , R′4 are inserted
between neighboring tensors, using Gilt. These matrices are factorized in step (ii) via an
SVD, and the pieces are absorbed into the neighboring tensors in step (iii). This results in
a checkerboard network with two kinds of tensors which then undergoes a regular TRG
iteration, depicted in steps (iv) and (v). It shows in particular that the TRG iteration
restores the homogeneity of the network. As before, the red shading represents short-range
correlations which behave like CDL-loops. By the end of the coarse-graining step all such
correlations have been removed. Note that in step (iii) short-range correlations are only
removed from around every other plaquette, since these were the plaquettes that were used
as the neighborhood T when creating R′1, . . . , R′4.

CDL-model can be found in App. A.1.3. Note that this combination of performing local
replacements on single legs with TRG is of the same form as the one proposed in Ref. [114].

By fixing TRG’s issue with short-range details, Gilt-TNR provides another way of solving
the same problem that TNR, Loop-TNR and TNR+ solve. As shown in Sect. 2.6, Gilt-TNR
can produce results competitive with the best achieved with these other algorithms. The
leading order in its computational cost is O(χ6), the same as for TNR and Loop-TNR. The
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bottle necks are the truncated SVD in TRG6 and the singular value decomposition that
yields the environment spectrum of a plaquette. Subtleties and caveats exist in comparing
the performance of different algorithms, that are discussed in Sect. 2.6.

We consider the main advantages of Gilt-TNR over the other algorithms to be its
simplicity and generalizability: Implementing Gilt-TNR requires only adding a relatively
simple, additional step to TRG, and a minimal working implementation takes a mere
hundred lines of code (see App. A.3). Unlike any other proper tensor network RG algorithm,
Gilt-TNR does not require an iterative optimization procedure, which would require an
initial guess and could suffer from varying speed of convergence or getting stuck in local
minima. Moreover, applying Gilt-TNR to lattices other than the square lattice is a matter
of simply changing the neighborhood T that is used for the Gilt step (on a hexagonal
lattice for instance, T would naturally consist of a single hexagon), and choosing a way
of putting tensors together to move to the next length scale. This is in stark contrast
especially to TNR, where adapting it to different lattices requires significant redesigning of
the algorithm. Moreover, the generalization of Gilt to a cubical lattice in 3D (as well as
many other lattices) has a remarkably low computational cost, only slightly more expensive
than HOTRG. We discuss the case of a cubical lattice in Sect. 2.7.

Note that, because the truncation procedure which removes short-range correlations
preserves the graph and is independent of the coarse-graining step, there are many other
possible ways of combining Gilt and TRG, or other tensor network coarse-graining algorithms.
They would presumably also yield proper RG flows. Some possibilities include applying
Gilt to all plaquettes instead of just half of them, or considering larger neighborhoods, such
as ones consisting of two neighboring plaquettes, in the Gilt procedure. Our method of
optimizing for the R′ matrices could also be combined with that of the TNS algorithm [114].
We have chosen the implementation here because it is simple, faster than some other options,
and yields accurate results.

2.6 Benchmark results

To illustrate the efficiency of the RG algorithm we explained in the previous section, we
present benchmark results for the 2D classical Ising model.

In Fig. 2.5, we show the error in the free energy at the critical point as a function of the
bond dimension χ, comparing plain TRG and our Gilt-TNR algorithm. Running times of
the two algorithms are also compared. Note that the TRG results have been obtained with

6 Note that a O(χ5) implementation of TRG is also possible [26].
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Figure 2.5: Error in free energy of the critical 2D classical Ising model at different bond
dimensions, for TRG and for Gilt-TNR. The numbers next to the data points are total
running times in minutes, for the simulation consisting of 25 iterations of the algorithm. The
exact running times of course depend on hardware and implementation details, but worth
noting is the relatively small difference between the TRG and Gilt-TNR algorithms. Even
though adding Gilt into the algorithm slows it down a bit, this is more than compensated
for in the quality of the results. For the Gilt-TNR results shown here, the parameter ε
has been chosen to be 8 · 10−7. Note that this is not the optimal choice of ε for this whole
range of χ. Instead, one should vary ε as one varies χ, making it smaller as χ grows. It is
only for simplicity of presentation that we have chosen to stick to a single value of ε that
performs well over the whole range of χ’s shown.
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Figure 2.6: RG flow of the coarse-grained tensors, illustrated for TRG (top row) and
Gilt-TNR (bottom row) for five different temperatures. The horizontal axis is the linear
system size, or in other words the number of RG transformations applied. At each system
size, the data points are the 60 largest singular values of the coarse-grained tensor, with the
same decomposition as that shown in (2.18). Thus each of the lines follows the development
of one of the singular values along the RG flow. These singular values provide a rough,
basis independent characterization of the structure of the tensor. Note how, for TRG, the
spectrum is different at every temperature, even at the end of RG flow, when a fixed point
has been reached. In contrast, for Gilt-TNR, on both sides of the critical point the RG flow
ends in a trivial fixed point characteristic of that phase, with either one or two dominant
singular values. At the critical point a complex fixed point structure is found, that comes
from the CFT. This critical fixed point is maintained over several orders of magnitude in
linear system size. These results were obtained with χ = 110 for both TRG and Gilt-TNR,
and ε = 5 · 10−8 for Gilt-TNR.

the same code, by simply turning off the Gilt algorithm. In these results, Gilt is seen to
improve accuracy by up to three orders of magnitude for the same bond dimension χ, with

28



only a moderate increase in running time. The results, which are all achievable in a couple
of hours on a laptop, reach down to a relative error of 10−10, which is comparable with the
best results achieved with other tensor network algorithms [37, 113].

At this point, let us remark on comparing Gilt-TNR to other algorithms in the literature.
First of all, since Gilt-TNR builds on top of TRG, a fair comparison can be made by simply
switching on and off the additional Gilt performed in between coarse-graining steps of TRG.
In this setting, we find that Gilt-TNR consistently outperforms TRG by a large margin in
terms of the accuracy of physical observables.

A much more interesting comparison, however, would be to other algorithms that
implement proper RG transformations, such as TNR [37] and Loop-TNR [113]. Although
their asymptotic computational complexity is the same as that of Gilt-TNR, namely O(χ6),
actual computational times can vary drastically, as both TNR and Loop-TNR include
iterative optimization procedures, where thousands of iterations may be necessary to reach
convergence. No such optimization is necessary for Gilt-TNR, which, for the same bond
dimension, makes it significantly faster to run in practice. However, at the same bond
dimension the other two algorithms produce more accurate results, which exemplifies the
usual trade-off between speed and accuracy.7 Since a robust comparison of Gilt-TNR to
these algorithms would depend on a specific implementation of each scheme and vary from
machine to machine, we attempt no such benchmark.8 Instead, we present published data
for TNR [37] and Loop-TNR [113] alongside our results to demonstrate that we obtain
results of comparable accuracy with modest computational effort.9.

In Tab. 2.1 we show the first few scaling dimensions of the Ising CFT, obtained by
diagonalizing a transfer matrix on a cylinder/torus [10, 47], contrasted with the same
numbers obtained with other algorithms. All the more advanced algorithms, that produce
correct RG flows, clearly outperform TRG. Between them, similar quality of results can be
achieved, with the above issues preventing fair comparison beyond this statement.

In Fig. 2.6 we show how the Gilt-TNR algorithm produces physically correct RG flows
in the tensors. Shown there are the singular value spectra of the coarse-grained tensors,
as they develop through repeated applications of the RG transformation. Five different

7Note that when we quote the bond dimension χ for Gilt-TNR, this refers to the bond dimension in the
TRG step of the algorithm. This dimension is further reduced by Gilt. The bond dimension Gilt truncates
to is determined dynamically by the threshold ε, but as an example, in the run that produces the Gilt-TNR
results in Fig. 2.6 at criticality, Gilt typically truncates the bond dimension from 110 to around 30.

8As a qualitative comparison, our implementation of TNR achieves similar results to Gilt-TNR in
running time of the same order.

9We used the Mammouth Parallèle 2 nodes of the Calcul Québec cluster with 24 Opteron cores and
32GB of RAM.
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Exact TRG TNR Loop-TNR Gilt-TNR
χ = 120 χ = 24 χ = 24 χ = 120

0.125 0.124993 0.1250004 0.12500011 0.12500015
1 1.0002 1.00009 1.000006 1.00002
1.125 1.1255 1.12492 1.124994 1.12504
1.125 1.1255 1.12510 1.125005 1.12506
2 2.002 1.9992 1.9997 2.0002
2 2.002 1.99986 2.0002 2.0002
2 2.003 2.00006 2.0003 2.0003
2 2.002 2.0017 2.0013 2.0004

Table 2.1: First few scaling dimensions of the Ising CFT, as obtained by diagonalizing
a transfer matrix on a cylinder/torus [47]. In all these cases the cylinder consists of two
coarse-grained sites, but the amount of coarse-graining varies. In the Gilt-TNR results a
linear system size of 28 sites has been used, and ε was chosen to be 4 · 10−9. We are able to
reach similar quality as with TNR and Loop-TNR, with moderate computational effort
(the simulation in question finished in a little less than 12 hours on the machines we use, cf.
footnote 9).

temperatures are used, and for Gilt-TNR, one can see how on both sides of the critical point
the tensors flow to a simple fixed point structure with either one dominant singular value
(in the high temperature, disordered phase) or two dominant singular values (in the low
temperature, symmetry-breaking phase). These fixed points are the same within a phase,
regardless of the exact temperature, although flowing into them takes longer (requires
“zooming out” further) as one gets closer to the critical point. Such behaviour is compatible
with having a second-order phase transition. At the critical point a more complex fixed
point is reached, which arises from the rich structure of the conformally invariant theory.
For comparison, similar spectra for TRG are shown, and there the fixed point at the end of
the RG flow shows non-universal characteristics, dependent on the temperature.

In all of these results, Z2 symmetry preserving tensors, as described in Refs. [87, 88],
have been used to speed up the computations. We have also used the algorithm from
Ref. [81] to find efficient contraction sequences of tensor networks we use.
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2.7 Gilt-TNR in 3D

Let us now consider a cubical lattice with a classical configuration variable at each site, and
a nearest-neighbor Hamiltonian. Applying the same procedure as for 2D systems described
in Sect. 2.2, we obtain a tensor network representation of the classical partition function
of a 3D classical lattice model. The idea of applying the philosophy of RG to implement
efficient algorithms to contract these networks is also equally valid in higher dimensions.
However, due to the larger number of legs of the tensors and more complicated connectivity
of the network, the computational cost in higher dimensions is starkly higher than in 2D.

The only computationally viable algorithm, that we are aware of, for contracting networks
on a cubical lattice is the Higher-Order Tensor Renormalization Group, or HOTRG [110].
It is a variant of the TRG algorithm and is based on repeated truncated SVDs, which
together amount to what is known as a higher-order SVD, hence the name. One iteration
of the HOTRG algorithm consist of performing three coarse-graining steps, each one being
along a different spatial direction. One such coarse-graining consists of contracting two
neighboring tensors via four isometries, which are found with a higher-order SVD:

→ = . (2.32)

The cost of contracting the network above is O(χ11), with χ the bond dimension. Recall that
the leading order for coarse-graining a 2D network using TRG is O(χ6), which illustrates
the increase of computational cost in higher dimensions. Furthermore, as for TRG in 2D,
HOTRG removes some, but not all, short-range details during the coarse-graining.

However, the problem of some UV details “leaking” into the coarse-grained tensors is far
more serious in 3D than it was in 2D. This is essentially a consequence of the area law of
entanglement. For 2+1D quantum states, this law states that a block of size L× L has an
amount of local entanglement between it and the rest of the lattice that is proportional to
L (note that in 2D this amount is a constant, instead). This local entanglement translates
for classical systems into the kind of local correlations discussed in Sect. 2.2. As one keeps
coarse-graining, and L grows, if these local correlations are not properly removed, they
accumulate, forcing either an exponential growth in the bond dimension or an explosion of
the truncation error.

We explained in Sect. 2.2 that in 2D this mechanism can be understood using the CDL
toy model. Similarly, we can introduce a generalization of the CDL-model to 3D in order
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to appreciate the accumulation of local correlations under coarse-graining. In 2D, the
CDL-tensors consist of the tensor product of four matrices, one for each corner. When
organized in a square, they give rise to a loop of correlations. The 3D generalization has
instead three-valent tensors Mijk = , one for each 3D corner. When organized in a cube,
these tensors give rise to a closed network of correlations within the cube, that we illustrate
below with a sphere.

→ . (2.33)

Repeating the analysis of how CDL-tensors behave under the TRG transformation
in 2D (see App. A.1.1), but using the above 3D generalization of CDL and the HOTRG
coarse-graining, one can see that in 3D this generalized CDL is no longer a fixed point of
TRG-like algorithms, but the local correlations keep accumulating over the RG flow. Thus
the failure of TRG-like algorithms to clean these UV details up during the coarse-graining
is in 3D no longer only a conceptual issue, but a serious numerical obstacle. This makes
the need for a proper RG algorithm even more dire.

However, as we mentioned in Sect. 2.1, so far no concrete proposals to generalize TNR,
Loop-TNR or any other proper RG algorithm to 3D has existed. In principle the idea
is clear, but putting together the details of the algorithm is highly non-trivial, and most
schemes have computational costs that are unfeasibly high. For context, we can keep
in mind the connection between 3D classical systems and 2+1D quantum systems, and
conclude that the quest for a proper RG algorithm for 3D classical systems is comparable
to designing a 2D MERA scheme. For 2D MERAs, the most economical implementation
for the square lattice [35] has computational cost that grows as O(χ16), which is already a
great improvement over previous, more straight-forward generalizations of MERA to 2D,
which scales as O(χ28) [35]. This illustrates the difficulty of keeping the computational cost
at bay in 3D/2+1D.

Gilt-TNR was specifically designed with the goal of having it generalize trivially to any
network, including a cubical lattice. Just like in 2D, where we simply “cleaned up” the
problematic local correlations using Gilt and then applied the usual TRG procedure, on
the cubical lattice we can combine Gilt with HOTRG. The neighborhood T for Gilt, which
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in 2D was a plaquette, should now be a cube of neighboring tensors:

T =
R

and E = . (2.34)

This is because a cube is the smallest local unit that can hold within it local correlations
of a general form, such as those in (2.33). The computational cost of applying Gilt to
the environment in (2.34) is O(χ12) when implemented straightforwardly, and avenues for
reducing it further exist. A face of the cube can also be used as a neighborhood when
applying Gilt, especially as a preliminary step, as it should already allow to remove some
types of local correlations that HOTRG cannot deal with. The computational cost of such
a step is only O(χ8).

In many ways Gilt-TNR is thus a promising candidate for bringing proper RG trans-
formations to 3D tensor networks. However, significant challenges are still in sight. Most
importantly, it seems that in 3D higher bond dimensions are required to reach the same
level of accuracy, compared to 2D. We argue this based on differences in the environment
spectra in 2D and in 3D, which are exemplified in Fig. 2.7. First, observe how the 3D
spectra decay more slowly, and remain well above the 2D spectra. Recall that having small
values in the environment spectrum is what gives us the freedom to perform a truncation.
Thus truncating in 3D with a small error seems much harder. Second, note how the
spectra change when we increase the bond dimension χ. In 2D, new values are mainly
added at the end of spectrum, and with each increase in χ the tail of the spectrum sinks
significantly lower. In 3D, in contrast, the spectra grow much more horizontally, with new
values appearing at many scales. This indicates that with the low values of χ that can be
reached, in 3D HOTRG is still truncating away very significant parts of the tensors, that
describe relatively long-range physics. This signals a severe need for higher bond dimensions
for HOTRG. This conclusion is further supported by the relatively strong oscillations in
physical observables as bond dimension is increased for HOTRG, as shown in Refs. [50, 110].

In summary, we have strong reasons to believe that Gilt-TNR, as described above,
should be able to perform proper RG transformations on 3D tensor networks. In addition,
its computational cost is considerably low, when compared to other algorithms with similar
aims, such as 2D MERA. However, in 3D, higher bond dimensions will be necessary to
reach high accuracy physical observables, which makes optimizing both the asymptotic
cost and the implementation details of any algorithm a high priority. As of the writing of
this thesis, we are working on an implementation of Gilt-TNR on the cubical lattice. The
source code is freely available, as described in App. A.3.
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Figure 2.7: Typical environment spectra of a single leg with respect to a square plaquette
in 2D (bottom four spectra) and a cube in 3D (top four spectra), each labeled with the
corresponding bond dimension χ. Recall that in each spectrum, the large values correspond
to parts of the vector space of the leg that are relevant for physics outside the plaquette or
the cube, whereas small values signify contributions relevant only for short-range details.
The spectra in 3D can be seen to decay much more slowly, indicating that larger bond
dimensions are necessary, before truncations with a small error are possible. The behavior
of the spectra as χ is increased, is also somewhat different in 2D and 3D. In 2D the longer
spectra have more values mainly at the bottom-end, whereas in 3D new values appear
almost throughout the whole spectrum. The example spectra shown here are for the Ising
model, from systems that have been coarse-grained thrice. Many other choices of system
sizes would yield qualitatively similar results, and the same overall difference between 2D
and 3D can also be seen with the 3-state Potts model.
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Figure 2.8: Top left panel displays the tensor network representation of the quantum state
|ψ〉 on an infinite lattice covering the half-plane. The hatched strip represents an open
boundary, where the boundary indices are uncontracted. In steps (i) to (v), we apply
one full step of the Gilt-TNR algorithm leaving open indices untouched. Note that in the
coarse-graining steps (iv) and (v) we have chosen to use a slightly different, but qualitatively
equivalent, coarse-graining procedure, which more resembles 2D HOTRG [110]. A final
contraction is performed in step (vi), resulting in a new homogeneous network with an
additional strip of tensors. By iterating this procedure we can obtain a representation for
|ψ〉 as a network of the form shown in Fig. 2.9.

2.8 Quantum states

As mentioned in Sect. 2.2, the kind of tensor networks we have been considering can be used
either to represent partition functions of classical systems or ground and thermal states of
quantum Hamiltonians. In this section, we explore in more detail the latter scenario.

Given a quantum Hamiltonian H, we can obtain a tensor network representation of the
Euclidean path integral e−βH using a Suzuki–Trotter decomposition [92, 93]. The result of
this procedure is a 2D tensor network which extends both in the space direction and the
Euclidean time direction, with the height of the network being proportional to β [47, 61].
The difference between the tensor network representation of the Euclidean path integral
e−βH and the tensor network representation of a classical partition function (see Fig. 2.1) is

35



that instead of tracing over the upper and lower boundaries, they are left uncontracted,
and represent the indices of the quantum state.

As first explained in Ref. [38], when applied to the tensor network representation of the
Euclidean path integral restricted to the upper-half plane, a proper renormalization scheme
yields an efficient, approximate representation for the corresponding quantum ground state.
The resulting network is organized in layers, each describing a length scale in the state,
hence representing an RG flow in the space of wave functions. Using a horizontally infinite
strip of width β, instead of the half-plane, yields a representation of a thermal state.

The most common example of such a procedure is using TNR to create a Multiscale
Entanglement Renormalization Ansatz (MERA) [38] network. Since our Gilt-TNR algorithm
produces a proper RG flow for classical systems, it can also yield efficient representations of
quantum states. As shown in Fig. 2.8, when applying Gilt-TNR to a network representing
the Euclidean path integral for a ground state |ψ〉, the RG transformation creates a layer
of five-valent tensors at the boundary, that describe the short-range properties of |ψ〉, while
the longer-range properties are stored in the usual coarse-grained tensors. By iterating
this procedure, we obtain a representation for |ψ〉 as shown in Fig. 2.9, where the physical
features of the state are organized in layers corresponding to length scale. Unlike MERA, it
does not have unitarity and isometricity constraints, and thus no strict causal cones.

As mentioned before, Gilt-TNR algorithm bears a resemblance to TNS [114], with the
important difference being how the truncating matrices are created. Therefore, it leads to
the same kind of networks for quantum states as considered in Ref. [114]. Furthermore,
the network we obtain after iterating the Gilt-TNR algorithm (Fig. 2.9) is of the same
form as the ones discussed in Ref. [4] in the context of coarse-graining of transfer matrices
using a Matrix Product State (MPS) representation. However, these networks come with
an additional isometricity condition, which is absent in our case. In the future, we hope to
study further the potential of such networks as representations of quantum systems.

2.9 Discussion

We propose a novel approach to truncating bonds in an arbitrary tensor network, based
on measuring the environment spectrum of a leg in relation to its neighborhood. We
call this method Gilt, which stands for graph independent local truncation. It works by
inserting matrices on the legs to be truncated, and does not modify the graph of the network.
Furthermore, in the process of truncating, local correlations within the neighborhood of the
leg are removed. Together with a simple coarse-graining procedure such as TRG, this yields
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Figure 2.9: Approximate representation of a ground state of a quantum Hamiltonian H
obtained by iterating the Gilt-TNR algorithm on a network for the Euclidean path integral,
while leaving the indices ending at the open boundary untouched.

a proper RG transformation on tensor networks. Overall this new approach stands out due
to its simplicity and flexibility. In particular, thanks to its graph independence, it could be
used to implement real-space RG in higher dimensions, and is thus a suitable candidate for
the study of 3D classical partitions functions or 2+1D Euclidean path integrals. We apply
the Gilt-TNR algorithm to the 2D classical Ising model and obtain results of comparable
accuracy with other available algorithms.

It is also worth noting, that although here we have concentrated on applying Gilt in the
context of coarse-graining algorithms, it is a generic method to truncate legs in any tensor
network, and could have many other uses as well. Possible applications include optimizing
various tensor network ansätze, such as a PEPS or a periodic MPS, and speeding up the
contraction of various networks, such as expectation values of PEPS states.
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Chapter 3

Topological defects

3.1 Introduction

A conformal defect is a universality class of critical behavior at the junction of two critical
systems. Relevant examples include point impurities, interfaces and boundary phenomena
in critical 1D quantum systems, as well as line defects, interfaces and boundaries in critical
2D classical systems [2, 25, 58, 77, 82]. A topological conformal defect in a conformal
field theory (CFT) is a particular type of conformal defect that can be deformed without
affecting the value of correlators as long as it is not taken across a field insertion [82]. It
can be regarded as defining a form of twisted boundary conditions for that CFT.

The goal of this chapter is to investigate the use of tensor network techniques to describe
topological conformal defects in microscopic lattice models. For simplicity, we analyze the
two-dimensional critical Ising model, working mostly with the 2D classical statistical spin
system, but also repeatedly connecting to the (1+1)D quantum spin chain. The critical Ising
model turns out to have two non-trivial topological conformal defects: a symmetry defect
Dε and a duality defect Dσ [80]. The symmetry defect Dε relates to the global Z2 spin-flip
symmetry of the Ising model and implements antiperiodic boundary conditions, whereas
the duality defect Dσ relates to the Kramers-Wannier self-duality of the critical Ising model
and can be thought of as implementing some form of twisted boundary conditions.

3.1.1 Defects and transfer matrices

Consider the statistical partition function Z of the critical 2D classical Ising model on a
square lattice with periodic boundary conditions (that is, on a torus), made of m× n sites.
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Figure 3.1: (a) Partition function Z on a square lattice made of n×m sites with periodic
boundary conditions in both directions (a torus), and the corresponding transfer matrix M ,
such that Z = Tr (Mm). (b) Partition function ZD on the same torus, where the defect D
implements some form of boundary conditions, and the generalized transfer matrix MD,
such that ZD = Tr ((ZD)m).

By the operator-state correspondence of CFT [25], this partition function is expressed in
terms of the scaling dimensions ∆α and conformal spins sα of some specific set of scaling
operators φα, namely, those in the conformal towers of the three local primary fields of the
Ising CFT: the identity, energy-density and spin primaries. We can extract {∆α, sα} from
the spectrum of eigenvalues of a transfer matrix M for the partition function Z, fulfilling
Z = Tr (Mm) [see Fig. 3.1(a)].

In the presence of a topological conformal defect D, the modified partition function
ZD is expressed now in terms of the scaling dimensions and conformal spins {∆α, sα}D of
other conformal towers, corresponding to a different set of primary fields. We can again
extract {∆α, sα}D from the spectrum of eigenvalues of a modified transfer matrix MD for
the partition function ZD, fulfilling ZD = Tr ((MD)m) [see Fig. 3.1(b)].

In this chapter of the thesis, we build tensor network representations of the transfer
matrices MDε and MDσ for the two topological conformal defects Dε and Dσ of the critical
Ising model and explain how to extract accurate estimates of the corresponding scaling
dimensions and conformal spins {∆α, sα}Dε and {∆α, sα}Dσ , which we regard as a charac-
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terization of these defects. These estimates are obtained by first coarse-graining and then
diagonalizing the transfer matrices MDε and MDσ .

We emphasize that on a sufficiently small m×n torus, say in the range n ∼ 10− 20, one
can already diagonalize the transfer matrix MD for defect D, and thus obtain numerical
estimates of {∆α, sα}D, by using exact diagonalization techniques. Why do we then need
to use tensor networks? As we will review, these estimates for {∆α, sα}D are affected by
non-universal, finite-size corrections, which diminish with growing n. The merit of tensor
network techniques is then merely that, through proper coarse-graining, they allow us
to consider a much larger n than exact diagonalization techniques, thus producing more
accurate numerical estimates. However, the coarse-graining of the tensor network introduces
truncation errors, which must be kept under check and effectively limit the size n that can
be reliably considered.

In the absence of defects, the use of tensor networks to obtain more accurate estimates of
the conformal data {∆α, sα} by diagonalizing a transfer matrix M for the partition function
Z was proposed and demonstrated in Ref. [47]. Here we generalize the proposal of Ref. [47]
to the presence of defects, focusing on topological conformal defects for concreteness. This
requires several new steps, which we list here. The first two steps, which apply to generic line
defects on a 2D classical partition function (equivalent to a point defect in a 1D quantum
model), are: (i) encoding of the defect D as a 1D tensor network, which upon insertion
in the 2D tensor network for the clean partition function Z produces a tensor network for
the defect partition function ZD, as well as a tensor network for the corresponding defect
transfer matrix MD; (ii) coarse-graining of the partition function ZD / transfer matrix MD.
Diagonalization of the coarse-grained transfer matrix MD will yield the scaling dimensions
∆α associated to defect D. Steps (i) and (ii) apply to a generic type of conformal defect.
Topological conformal defects are special in that we can extract additional conformal data,
namely, the conformal spins sα, by following two additional new steps: (iii) identification of
a local unitary transformation that moves the location of the topological defect, so as to be
able to define a generalized translation operator TD that commutes with the transfer matrix
MD; (iv) coarse-graining of the generalized translation operator TD and diagonalization
of the product TDMD of coarse-grained versions of the translation operator TD and the
transfer matrix MD.

The main result of this chapter of the thesis is the proposal of the steps (i) and (iv)
described above to extract accurate estimates of the {∆α, sα}D associated to a topological
conformal defect, together with a thorough demonstration of the approach for the symmetry
defect Dε and duality defect Dσ of the critical Ising model. We also propose steps (i)-(ii) to
extract accurate estimates of the ∆α associated to a generic (i.e. non-topological) conformal
defect D, which we demonstrate with specific examples.
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3.1.2 Structure of this chapter

Sections 3.2–3.4 are mostly devoted to discussing background material, whereas Secs. 3.5-3.8
contain our main results.

In Sec. 3.2, we review the Ising model in the absence of a defect. This includes the
2D classical Ising model on the square lattice, the 1D quantum Ising model, and the Ising
CFT that effectively describes the previous two lattice models at criticality. We introduce
the partition function Z and transfer matrix M , and relate the eigenvalue spectrum of M
to the conformal data {∆α, sα} of the three local primary fields of the Ising model. In
Sec. 3.3, we review the use of tensor networks to represent the partition function Z and
transfer matrix M , and of coarse-graining algorithms for tensor networks, which allow us
to obtain estimates of {∆α, sα} with smaller finite-size errors than is possible with exact
diagonalization. In Sec. 3.4, we review the properties of the topological defects Dε and Dσ

of the critical Ising model, including their associated field content and their fusion rules.
Sections 3.5 and 3.6 analyze the symmetry defect Dε and the duality defect Dσ, respec-

tively. On the lattice, the topological character of a defect appears to be related to the
existence of a local unitary transformation that changes the location of the defect. We
identify such local unitary transformations for Dε and Dσ, which also allow us to fuse
these defects and confirm the expected fusion rules. We express the partition functions
ZDε and ZDσ of the critical Ising model in terms of transfer matrices MDε and MDσ , and
propose generalized translation operators TDε and TDσ , which commute with MDε and MDσ ,
respectively. Working with a tensor network representation of all the above objects, we then
consider a coarse-graining transformation for the products MDεTDε and MDσTDσ , whose
eigenvalue spectra yield the conformal data {∆α, sα}Dε and {∆α, sα}Dσ .

It turns out that, from a tensor network perspective, the two topological conformal
defects of the Ising model are very different. Indeed, as we will see in Sec. 3.5, the symmetry
defect Dε can be readily incorporated into a tensor network by employing Z2-symmetric
tensors [88], in which case Dε is represented by a simple unitary matrix V acting on a bond
index. This implies, in particular, that the defect transfer matrix MDε and translation
operator TDε are obtained from the clean transfer matrix M and translation operator T
by insertions of V . This also applies to the coarse-grained version of MDε and TDε , and
we conclude that one can extract the new set of {∆α, sα}Dε with remarkably little effort
by recycling the coarse-grained tensor networks used for the critical Ising model without a
defect. On the other hand, we will see in Sec. 3.6 that representing the duality defect Dσ

requires using different tensors altogether (as does a generic conformal defect), which one
needs to explicitly coarse-grain.

In Sec. 3.7 we then briefly discuss the case of a generic (i.e. non-topological) conformal
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defect D, for which we can also extract the scaling dimensions {∆α}D by diagonalizing a
transfer matrix MD for the defect partition function ZD, and demonstrate the performance
of the approach for a known continuous family of conformal defects of the critical Ising
model.

Section 3.8 concludes this chapter with a discussion of the present tensor network
approach, including its extension to defects in other critical lattice models, a discussion of
different coarse-graining transformations one can use, and a comparison to other tensor
network approaches (based on explicitly realizing scale invariance of the tensor network
under coarse-graining) that can also be used to extract conformal data. Finally, several
appendices contain technical discussions, as well as a study of the Z3 symmetry defects of
the three-level Potts model.

3.1.3 Source code

The numerical results we present were obtained using a Python 3 implementation of the
algorithms we describe. The source code is available at https://arxiv.org/src/1512.
03846/anc, licensed under the MIT License, a permissive free software license. It can be
used to reproduce our results and as the ultimate reference on details of the algorithms we
describe here.

3.2 Critical Ising model

In this section, we review the critical Ising model on the lattice, both the 2D classical
partition function and the 1D quantum spin chain. We also review their continuum limit,
the Ising conformal field theory. Universal properties of the phase transition (conformal
data) can be numerically estimated using exact diagonalization. The accuracy of these
numerical estimates is limited by non-universal, finite-size corrections.

3.2.1 Classical partition function

The classical Ising model is defined by its Hamiltonian K = −∑〈i,j〉 σiσj, where i and j
label sites on the lattice and σi is a classical spin variable on site i that can take the values
±1. ∑〈i,j〉 is a sum over nearest-neighbor pairs of sites. The partition function at inverse
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temperature β is

Z =
∑
{σ}

e−βK =
∑
{σ}

e
β
∑

〈i,j〉 σiσj , (3.1)

where ∑{σ} is a sum over all the spin configurations. Here, we consider that the spins
inhabit the sites of a square lattice with periodic boundaries in both directions (a torus).
The Ising Hamiltonian K is invariant under a simultaneous flip of all the spins so that if
we map σi 7→ −σi for all sites i the Hamiltonian remains unchanged: K 7→ K. Flipping a
spin twice recovers the original configuration, so the spin-flip symmetry is a global, internal
Z2 symmetry. This symmetry is preserved at high temperatures (low β) and spontaneously
broken at low temperatures (large β). At β = 1

2 log(1 +
√

2) there is a second-order phase
transition that separates the low temperature symmetry-breaking, ordered phase from the
high temperature disordered phase.

The Ising model on the square lattice also has a order-disorder duality called the
Kramers-Wannier duality which states that a low temperature Ising model is equivalent to
a high temperature model on the dual lattice. At the critical point, the model is self-dual
under this duality map. [5]

On a torus made of m × n spins we can write down a transfer matrix M such that
Z = Tr(Mm). The transfer matrix M (which is made of 2n × 2n entries) is associated to a
row of n spins. Many questions about the model can be answered in terms of the eigenvalue
spectrum of M . We omit here the explicit form of M , which we will later build using tensor
networks.

3.2.2 Quantum spin chain

The one-dimensional quantum Ising model is defined by the Hamiltonian

H(h) = −
(

n∑
i=1

σzi σ
z
i+1 + h

n∑
i=1

σxi

)
. (3.2)

On every site i there is a quantum spin and σz and σx are Pauli matrices. The parameter
h is the strength of a transverse field.

The Hamiltonian is symmetric under a global spin-flip or, in other words,

ΣxH (Σx)† = H, (3.3)
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where Σx = ⊗n
i=1 σ

x
i , and there are again two phases: a symmetry-breaking phase for small

transverse magnetic field, and a disordered phase for large magnetic field, with a continuous
quantum phase transition at h = 1.

The Kramers-Wannier duality for the quantum model equates it with another spin chain
living on the dual lattice with a similar Hamiltonian but with external field [46] h̃ = 1

h
. As

in the classical model, the spin chain is Kramers-Wannier self-dual at the critical point.
The partition function of the quantum model for inverse temperature βQ is ZQ =

Tr
(
e−βQH

)
. A transfer matrix for this partition function can be written as MQ ≡ e−

βQ
m
H ,

so that ZQ = Tr ((MQ)m). Through the standard classical-quantum mapping, MQ also
corresponds to a transfer matrix for the partition function of a classical two-dimensional
Ising model [84]. However, this classical dual is not the isotropic Ising model that we
discussed above, but an extremely anisotropic one with very different couplings in different
directions. The anisotropic and isotropic classical models are, nevertheless, in the same
universality class, and hence the universal properties of the quantum and the classical Ising
models are the same. To extract these universal properties we will mostly concentrate on
studying the classical model.

3.2.3 Ising CFT

As we have mentioned above, the classical square lattice Ising model has a critical point
at β = 1

2 log(1 +
√

2) and the Ising spin chain has a quantum critical point at h = 1. The
continuum limits of both of these critical points are described by the Ising CFT. The
universal properties of the phase transition are captured by the conformal data of this CFT.

Consider the torus formed by parameterizing the two coordinates (x, y) of the plane
by a complex variable w ≡ x + iy and by identifying the points w, w + 2π and w + 2πτ ,
for τ = τ1 + iτ2 a complex modular parameter that defines the shape of the torus. A
purely imaginary modular parameter τ = iτ2 produces a torus consisting of a rectangle
with periodic boundaries.

On a torus defined by a complex modular parameter τ , the partition function of a CFT
is

ZCFT = Tr
(
e−2πτ2(L0+L0− c

12 )e2πiτ1(L0−L0)
)

= Tr
(
e−2πτ2HCFTe2πiτ1P

)
. (3.4)

Here L0 and L0 are the Virasoro generators and HCFT = L0 + L0 − c
12 and P = L0 − L0
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are the Hamiltonian and momentum operators that generate translations in the directions
Im(w) and Re(w), respectively, while c is the central charge. [45]

The scaling operators φα of the CFT are eigenoperators of dilations on an infinite
plane. The operator-state correspondence identifies them with states |φα〉 that are the
eigenstates of L0 and L0: L0|φα〉 = hα|φα〉 and L0|φα〉 = hα|φα〉. hα and hα are known
as the holomorphic and antiholomorphic conformal dimensions of φα. In terms of the
eigenvalues of L0 and L0 we can rewrite the partition function as

ZCFT =
∑
α

e−2πτ2(hα+h̄α− c
12 )+2πiτ1(hα−h̄α), (3.5)

=
∑
α

e−2πτ2(∆α− c
12 )+2πiτ1sα , (3.6)

where ∆α = hα + hα and sα = hα − hα are known as the scaling dimension and conformal
spin of φα, respectively. [45] The scaling operators come in conformal towers built up from
the primary operators. If hp and hp are the conformal dimensions of a primary operator,
then the scaling operators in its conformal tower have conformal dimensions of the form
h = hp + k and h = hp + l, where k, l ∈ N. [45]

The Ising CFT is a conformal field theory of central charge c = 1
2 . For a unitary c = 1

2
CFT the conformal dimensions h and h̄ of the primaries can take the values 0, 1

2 and 1
16 . [25]

However, not all the possible combinations of these values of h and h̄ are realized as local
primary operators in the CFT. The Ising CFT only includes the three “diagonal” primary
operators that have h = h. They are called the identity 1 for (0, 0), the energy density ε for
(1

2 ,
1
2) and the spin σ for ( 1

16 ,
1
16). Because of the Z2 symmetry of the model, the conformal

towers come with a parity (a Z2 charge). This parity is +1 for 1 and ε, and −1 for σ.
We will see later in Sec. 3.4 that the non-diagonal combinations of h and h are relevant

to the discussion of topological conformal defects of the Ising CFT.

3.2.4 Extracting the universal data

For a critical, classical lattice model that has a CFT as its continuum limit, the partition
function on an m× n torus (corresponding to τ = im

n
) can be written as [10]

Z =
∑
α

e2πm
n ( c

12−∆α)+mnf+O( m
nγ ), γ > 1. (3.7)

The sum is again over scaling operators. Equation (3.7) only differs from Eq. (3.5) in two
non-universal terms. One non-universal term is the free energy term mnf , where f is the
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free energy per site at the thermodynamic limit. The second is the subleading finite-size
corrections O

(
m
nγ

)
, which become negligible for a large torus. The transfer matrix M

corresponding to a row of n sites of the lattice so that Z = Tr (Mm) then has eigenvalues
[10]

λα = e2π 1
n( c

12−∆α)+nf+O( 1
nγ ). (3.8)

More generally, if the transfer matrix M corresponds instead to l rows of n sites, so that
now Z = Tr

(
M

m
l

)
, then its eigenvalues are [10]

λα = e2π l
n( c

12−∆α)+lnf+O( l
nγ ). (3.9)

Thus, if we manage to diagonalize a transfer matrix for large n, the subleading, non-
universal corrections will become negligible, whereas we can extract f by varying l and n
while keeping l

n
fixed. We can then rescale M by elnf (or equivalently we can rescale the

Boltzmann weights eβσiσj in the partition function Z) to get rid of the free energy term in
the eigenvalue spectrum. From now on we will always assume the transfer matrix M has
been rescaled in this way, so that its spectrum is

λα ≈ e2π l
n( c

12−∆α). (3.10)

The equality is approximate because we have left out the subleading, non-universal, finite-
size terms. Each of the eigenvalues λα then tells us the value of c

12 −∆α for one of the
scaling operators φα. The scaling dimension ∆1 of the identity operator is always 0 and for
a unitary CFT this is the smallest scaling dimension possible. Thus we can obtain c from
the largest eigenvalue λ0 and the rest of the λα’s give us the rest of the scaling dimensions.1

For a critical quantum spin chain of n spins the spectrum of the Hamiltonian is [10]

Eα = a+ b
[
2π 1
n

(
c

12 −∆α

)
+ nf +O

( 1
nγ

)]
(3.11)

where a and b are non-universal constants and γ > 1 as before. We could thus extract all
the same critical data by diagonalizing the quantum Hamiltonian H instead of the transfer
matrix M of the classical partition function Z. Here we choose, however, to work mostly
with the transfer matrix.

1In a finite system M only has a finite number of eigenvalues whereas there is an infinite number of
scaling operators. However, we do observe that at least the largest λα’s correspond to the scaling operators
with smallest ∆α, see Fig. 3.2.
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For a translationally invariant lattice model, such as the Ising model, the transfer
matrix M commutes with the translation operator T = e

2πi
n
P that implements a discrete

translation by one lattice site. Each eigenstate of T , with eigenvalue e 2πi
n
pα , has well-defined

momentum pα. As discussed above, the momentum operator is P = L0 − L0 and thus the
momentum pα corresponds to a conformal spin sα = h−h. Hence we can diagonalize T and
M simultaneously to obtain both the scaling dimensions ∆α and the conformal spins sα for
the scaling operators φα. In fact, we can get away with even less work by diagonalizing only
the product T ·M , which corresponds to the transfer matrix on a torus with a modular
parameter τ that has real part τ1 = Re(τ) = 1/n and imaginary part τ2 = Im(τ) = l/n.
The eigenvalues of T ·M are the products of the eigenvalues of T and M ,

λ̃α = λα · e
2πi
n
pα ≈ e2π l

n( c
12−∆α)+ 2πi

n
sα , (3.12)

where we have again scaled away the free energy contribution and ignored the subleading
finite-size corrections. The real part Re(log λ̃α) = 2π l

n

(
c

12 −∆α

)
then yields the scaling

dimension ∆α and the imaginary part Im(log λ̃α) = 2πi
n
sα the conformal spin sα. Note that

because of the periodicity of e 2πi
n
sα , the spin can only be determined modulo n, a point we

will come back to later.
Thus to obtain scaling dimensions and conformal spins {∆α, sα} of the CFT numerically

we can construct T ·M for a finite but sufficiently large system and diagonalize it using an
exact diagonalization algorithm. Results obtained in this manner are shown in Fig. 3.2. They
clearly show the structure of the conformal towers coming out correctly and the accuracy
of the estimates of ∆α for the operators with lowest scaling dimensions is remarkably good.
However, for operators with higher scaling dimensions the numerical estimates start to
deteriorate significantly. This is due to the subleading finite-size corrections, which are still
large at the system size n = 18 that we used here.

Unfortunately if we try to push for larger systems the computations quickly become
prohibitively expensive because the dimension of the transfer matrix grows as 2n, and the
cost of exact diagonalization grows as the third power of this dimension. To diminish the
effect of these non-universal corrections, we can describe the system using tensor networks
and apply tensor network coarse-graining algorithms to reach large system sizes, as we
review in the next section.

3.3 Tensor networks

In this section, we first review how tensor networks can be used to express the partition
function Z and its transfer matrix M . We then describe how a coarse-graining algorithm
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Figure 3.2: The scaling dimensions (vertical axis) and conformal spins (horizontal axis)
of the first scaling operators of the Ising CFT obtained from exact diagonalization of a
transfer matrix of n = 18 sites. The scaling operators are divided by their parity, i.e. their
eigenvalue under the Z2 symmetry operator Σx that commutes with the transfer matrix.
The crosses mark the numerical values that can be compared with the circles that are
centered at the exact values. Several concentric circles denote the degeneracy Nα of that
(∆α, sα) pair. The primary fields identity I, spin σ and energy density ε appear at the basis
of their three conformal towers.
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Figure 3.3: (a) The partition function Z of a classical two dimensional lattice model on a
torus as a tensor network, first using the Boltzmann weights Bij = e−βEij and then in terms
of the tensor Aijkl = BijBjkBklBli. We call the network on the right Zn,m(A). δijk and δijkl
are three- and four-way Kronecker deltas that fix all their indices to have the same value.
(b) The transfer matrix M as a tensor network. (c) The one-site translation operator T .
(d) The translation operator composed with the transfer matrix.

for tensor networks can be used to analyze larger systems than with exact diagonalization,
as first proposed and demonstrated in Ref. [47]. By diagonalizing a transfer matrix M
corresponding to a large number n of sites we can reduce very significantly the errors, due to
finite-size corrections, in the estimates of scaling dimensions and conformal spins {∆α, sα}.
This comes at the price of introducing truncation errors.

3.3.1 Tensor network representation

In terms of the Boltzmann weights Bij = eβσiσj the partition function is

Z =
∑
{σ}

∏
〈i,j〉

Bij, (3.13)

with the sum and the product being over all spin configurations and all nearest-neighbor
pairs, respectively. Periodic boundary conditions in both directions are again assumed. As
explained in Chapter 2, such a partition function can be written as a tensor network in a
natural way. In this chapter we will use a slightly different, but equivalent of expressing
Z as a network, shown in Fig. 3.3(a) at the bottom. The first network in Fig. 3.3(a) is a
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straight-forward translation of Eq. (3.13) into the graphical tensor network notation. In it
for every spin there is a four-index Kronecker delta δijkl. Each of the four indices connects
to one of the neighboring spins through the matrix B. On the right this is then rewritten
in terms of tensor Aijkl = BijBjkBklBli that encodes the interactions around a plaquette
of spins. Every index of A corresponds to one spin. We will be working with this latter
network, which we denote Zn,m(A). Notice that here m and n label the number of rows
and columns of tensors A, not of spins, with each tensor accounting for two spins. However,
all the expressions in the preceding section can be seen to remain valid due to the isotropy
of the original spin model. Note that the construction from Section 2.2 could equally well
be used, and the reasons for different choices in the two chapters are circumstantial.

From Fig. 3.3(a) it is clear that we can write Z = Tr (Mm) where the transfer matrix is
as in Fig. 3.3(b), or in other words

Mk1k2...kn
j1j2...jn =

∑
i1,i2,...,in

n∏
α=1

Aiαjαiα+1kα . (3.14)

Here all the iα indices are summed over and in+1 is identified with i1. When writing Tr (Mm)
we have interpreted M as a linear map from Vj to Vk, where Vj (respectively Vk) is the
tensor product of the vector spaces of the indices jα (respectively kα).

Implementing a lattice translation in the network is straight-forward, and shown in
Fig. 3.3(c). In Fig. 3.3(d) is the operator T ·M , which we want to diagonalize in order to
extract universal data of a phase transition (see previous section).

It should be noted here that when we translate between network diagrams and equations,
our convention is that reading an equation from left to right corresponds to reading a
diagram from either left to right or bottom to top, but never right to left or top to bottom.

The Z2 symmetry of the Ising model plays an important role in the tensor network
representation, as we will see later when we consider a system with a topological defect.
For a model with a global internal symmetry, the symmetry can be made manifest in the
tensors themselves. This is covered in length in Refs. [87, 88, 89]. For the present discussion
it suffices to know that for the Ising model, we use tensors that fulfill the identity in Fig. 3.4,
namely, tensors that are left unchanged if we apply a spin-flip matrix V on each of the
indices. The spin-flip matrix V here is nothing but σx, but we call it V for consistency
with the case where it acts on a coarse-grained index. As explained in Appendix B.1, in
general V is some unitary representation of the non-trivial element of the symmetry group
Z2. In other words it is a unitary matrix such that V 2 = 1. We call a tensor that obeys
the invariance property of Fig. 3.4 a Z2 invariant tensor. The vector space attached to
each index of a Z2 invariant tensor can be understood as the direct sum of two subspaces,
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Figure 3.4: The invariance of tensor A under the symmetry transformation V .

one for each parity ± (i.e. each Z2 charge). In this way, we can attach a parity to each
eigenvalue/vector of the transfer matrix and, by extension, to the corresponding scaling
operators φα (discussed in the previous section).

3.3.2 Coarse-graining

In Chapter 2 we discussed in length coarse-graining methods for tensor networks, and here,
too, we shall use one. For the purposes of this chapter, the exact details of the method are
not of qualitative importance. Rather we can consider in general a transformation that
maps a network like Zn,m(A) [see Fig. 3.3(a)] to a smaller network Zn′,m′(A′) that is of the
same form but consists of tensors A′. Each A′ corresponds to a small region of the original
network Zn,m(A) and describes longer length scale features of the system. For concreteness
we consider a coarse-graining where each A′ corresponds to four of the original tensors A
and n′ = n

2 and m′ = m
2 , i.e. the coarse-graining has scaled the linear size of the system by

a factor of 1
2 . Ideally the coarse-grained and the original network would contract to exactly

the same value, the partition function, but in practice this is true only up to truncation
errors incurred in the coarse-graining.

Any such map produces a sequence of coarse-grained tensors that we call A(s), with
A(0) ≡ A and s labeling the number of coarse-grainings. Each tensor network Z n

2s ,
m
2s

(
A(s)

)
is an approximate representation of the original network Zn,m(A(0)). This is illustrated
in Fig. 3.5. As first proposed and demonstrated in Ref. [47], we can then use the coarse-
grained tensors A(s) to produce a transfer matrix M representing many spins and extract
{∆α, sα} with smaller finite-size corrections. We emphasize that although Ref. [47] described
this approach in the context of a particular coarse-graining scheme, namely the Tensor
Entanglement-Filtering Renormalization (TEFR) method, it can be used with any coarse-
graining scheme that accurately preserves the partition function Z or transfer matrix
M .

As always with tensor networks, a key role is played by the bond dimension χ of the
indices of A(s), which controls both the computational cost and the truncation errors. For
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Figure 3.5: Repeating a coarse-graining produces a series of tensors A(s) and corresponding
networks that all contract to approximately the same value. We think of each A(s) as
representing a local patch of the system at a different length scale. With a 2 × 2 7→ 1
coarse-graining like the one we consider, a network Z2k,2k(A) can be coarse-grained to a
single tensor in k steps.

a fixed χ, i.e. for fixed computational cost per coarse-graining step, the best numerical
estimates are obtained by applying a number of iterations s such that the finite-size
corrections and truncation errors are of the same magnitude, and their cumulative effect on
the results is at a minimum.

The specific coarse-graining scheme that we use in this chapter of the thesis is Vidal &
Evenbly’s Tensor Network Renormalization (TNR) [37]. It is based on inserting approximate
partitions of unity into the network, consisting of isometric and unitary tensors, that can be
optimized to minimize the truncation error. We will not explain the details of the algorithm,
but refer the reader to Refs. [31] and [37]. However, an outline of the algorithm can be
found in Appendix B.1. Similar results to the ones obtained in this chapter with TNR
could equally well be obtained (with varying computational cost and accuracy) using any
coarse-graining that acts sufficiently locally, such as the simpler Tensor Renormalization
Group algorithm [68] or the Gilt-TNR algorithm of Chapter 2. This point is elaborated
further in the discussion section.

Applying a 2 × 2 7→ 1 coarse-graining transformation s times, a transfer matrix of
2s × (2s · ns) tensors A can be coarse-grained down to the transfer matrix M (s) in Fig. 3.6,
consisting of a row of ns tensors A(s). The computational cost thus scales logarithmically
in system size. Interpreted as a matrix, M (s) has dimensions χns × χns , and can be
diagonalized for sufficiently small values of ns and χ. We diagonalize M (s) simultaneously
with a translation operator T (s), also shown in Fig. 3.6. T (s) is a translation by 2s sites in
the original system and its eigenvalues yield the conformal spins modulo ns, as explained in
Appendix B.1. In Appendix B.2 we show how to perform a final coarse-graining step on
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Figure 3.6: The coarse-grained transfer matrix and translation operator.

Primary
(
h, h

)
∆TNR ∆exact sTNR sexact

1 (0, 0) – 0 0 0
ε (1/2, 1/2) 1.000256 1 0 0
σ (1/16, 1/16) 0.125109 0.125 0 0

Table 3.1: The scaling dimensions and conformal spins of the primary fields of the Ising
CFT obtained using TNR, contrasted with the exact values. No numerical value for the
scaling dimension of the identity operator is provided because we extract the central charge
c by assuming that ∆1 = 0 exactly. The central charge we get is c = 0.500091 whereas the
exact one is c = 1

2 . The conformal spins we obtain are exactly zero without any numerical
errors, because we know that the possible eigenvalues of the translation operator for a four
site system are ±1 and ±i, which yields the possible conformal spins −1, 0, 1 and 2.

the composite operator T (s) ·M (s) to raise the periodicity of the conformal spins to 2ns.

3.3.3 Numerical results

In Fig. 3.7, we show scaling dimensions and conformal spins {∆α, sα} obtained by diago-
nalizing a transfer matrix that has been coarse-grained using TNR. To obtain the scaling
dimensions we have diagonalized a transfer matrix of 4 tensors A(s) for s = 7 (corresponding
to 2 × 4 × 27 × 27 = 217 ≈ 130 000 spins) using bond dimensions χ′ = 14 and χ = 28
(the TNR scheme we use has two relevant bond dimensions, see Appendix B.1). For the
conformal spins a slightly larger system was used, as explained in Appendix B.2. The
numerical results are in excellent agreement with the exact values even higher up in the
conformal towers, in contrast with the exact diagonalization results in Fig. 3.2. Table 3.1
shows a comparison of the numerical values to the exact ones for the primary fields. For
the central charge we obtain c = 0.500091 where the exact value would be 1

2 .
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Figure 3.7: By coarse-graining and diagonalizing a transfer matrix for the classical square
lattice Ising model we have obtained scaling dimensions (vertical axis) and conformal spins
(horizontal axis) of the first few scaling operators with lowest dimensions in the Ising CFT.
The crosses mark the numerical values that should be compared with the circles that are
centered at the exact values. The scaling operators are divided according to their Z2 charge,
that is their parity under a global spin-flip. Several concentric circles denote the degeneracy
Nα of that (∆α, sα) pair. Although it is not clear from the figure, these degeneracies also
come out correctly.
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Figure 3.8: A MERA for a state of eight spins in a system with periodic boundaries. Such
a network for the ground state of a spin chain can be obtained by applying TNR to a
tensor network describing the Euclidean path integral of the quantum Hamiltonian [38].
The tensors in the network are the same unitaries and isometries as used in Appendix B.1.
Even though our notation does not reflect it, the unitaries and isometries on different layers
generally differ from each other.

3.3.4 Multiscale Entanglement Renormalization Ansatz

We conclude this section by recalling that, as explained in Ref. [38], if we apply TNR to a
tensor network representing the Euclidean path integral e−βQH of a quantum Hamiltonian
H, we obtain a Multiscale Entanglement Renormalization Ansatz (MERA) for the ground
state of H. Such a MERA, shown in Fig. 3.8, is built of disentaglers and isometries that
are produced during the coarse-graining of the Euclidean path integral. We have observed
empirically that the partition function of the 2D classical Ising model that we study is also
the Euclidean path integral of the 1D quantum model. It then follows that the disentanglers
and isometries produced during the coarse-graining of the classical partition function Z
can be put together into a MERA that represents the ground state of the Hamiltonian H
for the 1D quantum Ising model. This observation will extend to the case of topological
defects, discussed in Secs. 3.5 and 3.6.

3.4 Topological defects

In this section, we review the topological conformal defects (often referred to simply as
topological defects) of the Ising CFT. On a torus these defects can be thought of as
different boundary conditions, and their presence modifies the operator content of the
partition function. The Ising CFT has two different non-trivial topological defects, which
we introduce in this section and whose lattice realization will be analyzed in the next two
sections.

As stated earlier in Eq. (3.4), the partition function of a CFT on a torus can be written
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as

ZCFT = Tr
(
e−2πτ2HCFTe2πiτ1P

)
. (3.15)

We consider now a twisted partition function ZD of the form2

ZD = Tr
(
De−2πτ2HCFTe2πiτ1P

)
. (3.16)

D is the twist operator, which can be thought of as implementing a special type of boundary
condition on the torus. If D commutes with all the generators of the Virasoro algebra it is
called a topological conformal defect (topological defect for simplicity). A twist operator
can be seen as a line defect that loops around the torus. If the defect is topological the
loop can be freely deformed without affecting correlation functions in the system as long as
the defect is not moved across a field insertion. The conformality of the defect also means
that it is invariant under scale transformations. [43, 80]

The twisted partition function ZD for a topological defect can be written as a sum of
terms corresponding to scaling dimensions and conformal spins {∆α, sα}D, similarly as for
the non-twisted Z in Eq. (3.5). However, the {∆α, sα}D present in the sum are in general
different from those of the non-twisted Z. [43, 80]

For the Ising CFT, all possible topological defects can be built as linear combinations
of three defects which we denote D1, Dε and Dσ. They are known as the simple defects
of the Ising CFT and are related to the same irreducible representations of the Virasoro
algebra as the primary fields 1, ε and σ, hence the names. [42, 80] The D1 defect is the
trivial defect or rather the lack of any defect where the twist operator is just the identity.
The partition function for it, ZD1

= Z, has been the topic of the last two sections. Dε is
also known as the (Z2) symmetry defect and Dσ is called the (Kramers-Wannier) duality
defect.

The operators present in the twisted partition functions ZDε and ZDσ come organized
in conformal towers built on top of primary operators, each of which is identified with
conformal dimensions (h, h) that may take values 0, 1

2 and 1
16 , just like for the operators

of the non-twisted ZD1
. The combinations of h and h that are present in each partition

function are shown in Table 3.2. Note that together the three partition functions include
all the possible pairs (h, h). [80]

Consider bringing two defects next to each other so that they effectively behave as
one defect. This gives rise to fusion rules for topological defects. The fusion rules of the

2We have dropped here the previous distinction between the partition function Z of a lattice model and
ZCFT of the CFT: Here by ZD we mean a field theory partition function, whereas later we will use the
same symbol to refer to its lattice realization. Context should make clear which one we are referring to.
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ZD1
0 1

2
1
16

0 1

1
2 ε
1
16 σ

ZDε 0 1
2

1
16

0 ψ
1
2 ψ
1
16 µ

ZDσ 0 1
2

1
16

0 X
1
2 Y
1
16 X Y

Table 3.2: The primary operators with conformal dimensions (h, h) included in the Ising
partition functions with different defects in them. The horizontal axis is h, the vertical one
is h. The operators in ZD1

and ZDε have established names shown in the table, with the
ZD1

ones already familiar to us from earlier in the chapter. The ones included in ZDσ we
denote X, X, Y and Y in the absence of more a established convention.

topological defects of the Ising model are the same as the fusion rules of the primary
operators, namely

Dε ×Dε = D1 (3.17)
Dσ ×Dε = Dσ (3.18)
Dσ ×Dσ = D1 +Dε. (3.19)

The next two sections are devoted to analyzing the two non-trivial defects Dε and Dσ

on the lattice. Similarly as we have done in the two preceding sections for the trivial defect
D1, we will first study the realization of each defect in the quantum and classical lattice
models, then discuss how to represent them using tensor networks, and finally study how
to coarse-grain these networks. We will then diagonalize transfer matrices for the twisted
partition functions and extract the scaling dimensions and conformal spins of the scaling
operators. In the process we will also end up discussing how these defects can be moved
around and how their fusion rules manifest in the lattice models.

3.5 Symmetry defect Dε

In this section, we review how to realize, on the lattice, the symmetry defect Dε of the Ising
CFT in the classical and quantum Ising models and present a way of implementing Dε in a
tensor network. We discuss how to coarse-grain this tensor network representation and use
it to numerically evaluate the scaling dimensions and conformal spins {∆α, sα}Dε of the
operators in the twisted partition function ZDε .

57



3.5.1 Lattice representation

The symmetry defect Dε is directly related to the Z2 spin-flip symmetry of the Ising model.
Consider the classical Ising model on a square lattice and draw a closed loop around a
connected region of spins. If one flips the spins encircled by the loop, then most of the
terms −σiσj in the Hamiltonian are unaffected, but along the loop there is a string of
nearest-neighbor pairs where one of the spins is flipped and the other one is not and their
couplings become σiσj. This string is the classical lattice realization of the Dε defect.

We are interested in a partition function ZDε where such a defect forms a non-contractible
loop around a torus. ZDε is said to have antiperiodic boundary conditions due to how
most of the spins are coupled ferromagnetically but along the boundary the coupling is
antiferromagnetic.

Analogously, in the quantum spin chain the Dε defect is realized by changing the sign
of one of the nearest-neighbor terms to obtain

HDε = −
(
n−1∑
i=1

σzi σ
z
i+1 − σznσz1 +

n∑
i=1

σxi

)
. (3.20)

Let us concentrate on the quantum case for a moment and consider moving and fusing
Dε defects. In the Hamiltonian 3.20 the defect is located on the coupling between spins n
and 1. If we conjugate the Hamiltonian with σxn, we effectively move the defect by one site:

σxnHDεσ
x
n = −

n−2∑
i=1

σzi σ
z
i+1 +

n∑
i=1

σxi (3.21)

−σzn−1σ
z
n + σznσ

z
1

. (3.22)

σxn is unitary and Hermitian and conjugating by it does not affect the spectrum of the
Hamiltonian. Using σx to move defects one can easily check that taking a Hamiltonian
with two Dε defects and moving them to the same site gives the usual Ising Hamiltonian
H. This is the fusion rule Dε ×Dε = D1.

Similarly in the classical model a Dε defect can be moved by flipping a spin that is
next to it. This is because flipping a spin changes all its couplings from ferromagnetic to
antiferromagnetic or vice versa. Such a spin-flip is only a matter of relabeling a degree
of freedom and does not affect the partition function. Now consider a system with two
Dε defects parallel to each other and move one of them until there is only a string of
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Figure 3.9: (a) The tensor networks for the partition function ZDε and its transfer matrix
MDε , that fulfills ZDε = Tr

(
Mm

Dε

)
. V is the Pauli matrix σx that flips a spin. (b) The

invariance property of A and the fact that V 2 = 1 imply that conjugating the tensor next
to the defect from above and below with V moves the defect by one site. (c) The operator
TDε ·MDε whose diagonalization produces the conformal data {∆α, sα}Dε for ZDε . Here,
TDε is the translation operator that commutes with the transfer matrix MDε .

spins between the two defects. Flipping the spins between the defects changes all the
antiferromagnetic couplings to ferromagnetic and we are left with the usual Ising model —
a D1 defect.

3.5.2 Tensor network representation

In a tensor network Zn,m(A) that represents a partition function ZD1
[see Fig. 3.3(a)], every

bond corresponds to one classical spin. If we multiply one of the legs i of a tensor Aijlk
with a spin-flip matrix V this makes the corresponding spin i couple antiferromagnetically
to its neighbors on one side. Thus, the network for ZDε is as depicted in Fig. 3.9(a), where
the defect lives on a string of bonds. The same figure shows the transfer matrix MDε for
this twisted partition function.

Just as in the system without a defect, by diagonalizing MDε we can extract the scaling
dimensions of the operators in ZDε . For the conformal spins we would need to diagonalize
MDε simultaneously with the translation operator. However, the usual lattice translation T
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does not commute with MDε because the translation moves the defect by one lattice site.
We can move the defect back to where it was by conjugating the tensor A that is next to
the defect with V from above and below, as shown in Fig. 3.9(b).

Thus the operator TDε = V T commutes with MDε . We call TDε the generalized
translation operator for the Dε defect. It is the notion of translation under which the
partition function with a Dε defect is translation invariant. [12, 105] TDε ·MDε , shown in
Fig. 3.9(c), has a spectrum of the form in Eq. (3.12) from which the conformal spins and
scaling dimensions of the operators in ZDε can be obtained. Figure 3.10 shows estimates
for {∆α, sα} obtained numerically by diagonalizing a transfer matrix consisting of n = 18
tensors. The structure of the bottom of the conformal towers can be clearly recognized, but
the accuracy of the estimates deteriorates quickly as we look at larger scaling dimensions.
We shall see below that again increasing the system size by using a coarse-graining algorithm
will greatly improve these estimates.

3.5.3 Coarse-graining

Coarse-graining the symmetry defect is trivial when we use a coarse-graining scheme that is
based on using Z2 invariant tensors: By utilizing the invariance of all the tensors involved
we can move the string of spin-flip matrices V to the next scale without any additional
numerical effort. In other words, as is shown in Fig. 3.11, a network Zn,m(A) that has
V matrices on a string of bonds coarse-grains into a network Zn

2 ,
m
2

(A′) with matrices
V ′ on a string of bonds. A′ is the same tensor that we obtain when coarse-graining a
network without a defect. V ′’s are the spin-flip matrices of the bonds of the coarse-grained
network, i.e. the unitary representations of the non-trivial element of Z2 under which A′
is Z2 invariant. Similarly, the generalized translation operator TDε coarse-grains into a
translation operator T ′Dε at next scale with a V ′ on one of the legs. How, exactly, this
happens when using TNR is explained in Appendix B.1. However, this also holds for other
coarse-graining schemes, provided that Z2 symmetric tensors are used.

The coarse-graining of ZDε or MDε can be iterated. We then diagonalize an operator
TDε · MDε similar to that in Fig. 3.9(c), but with A(s)’s and V (s)’s instead of A’s and
V ’s. The form of V (s) is determined by the Z2 invariance property of A(s). Notice that
if we had already coarse-grained an equivalent network without defects, then we already
have the tensors A(s) and V (s) and the only additional computational work required is the
diagonalization of TDε ·MDε .
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Figure 3.10: The scaling dimensions (vertical axis) and conformal spins (horizontal axis) of
the first scaling operators in ZDε obtained from exact diagonalization of a transfer matrix
of n = 18 sites. The scaling operators are again divided by their Z2 charge. The crosses
mark the numerical values that can be compared with the circles that are centered at the
exact values. Several concentric circles denote the degeneracy Nα of that (∆α, sα) pair.
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Figure 3.11: Coarse-graining a Dε defect produces a similar defect at the next scale. A(i)

and A(i+1) are the same tensors that we obtain when coarse-graining a system without a
defect and V (i) and V (i+1) are the spin-flip matrices of the bonds they are on.

3.5.4 Numerical results

As mentioned earlier in Sec. 3.4, the primary fields present in ZDε are µ, ψ and ψ with the
conformal dimensions ( 1

16 ,
1
16), (1

2 , 0) and (0, 1
2) [80]. µ has parity +1, ψ and ψ have parity

−1. Numerical results for the scaling dimensions and conformal spins of these primaries
obtained with the TNR method are shown in Table 3.3. Similar values for some of the
first descendants are shown in Fig. 3.12. The results are in excellent agreement with the
exact results even higher up in the conformal towers. The parameters used to obtain these
results are the same as for the D1 case: A transfer matrix of 27 × (4 × 27) tensors A(0)

(corresponding to 2× 4× 27 × 27 = 217 spins) coarse-grained with bond dimensions χ′ = 14
and χ = 28 for the scaling dimensions and a transfer matrix twice as wide and with one
additional coarse-graining step for the conformal spins, as explained in Appendix B.2.

3.5.5 MERA

By using TNR to coarse-grain the tensor network for ZDε we get a MERA for the ground
state of the quantum model with a Dε defect. As shown in Fig. 3.13 it is like the defectless
MERA, but with a spin-flip matrix V (s) at every layer and a different top tensor. Note that
this is a special case of an impurity MERA, discussed in Ref. [36].
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Figure 3.12: The scaling dimensions (vertical axis) and conformal spins (horizontal axis)
of the first scaling operators of the two-dimensional classical Ising model with a Dε defect
as obtained with TNR. The crosses mark the numerical values and the circles mark the
exact values. The scaling operators are divided according to their Z2 charge, that is their
parity under a global spin-flip. Several concentric circles denote the degeneracy Nα of that
(∆α, sα) pair.
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Primary
(
h, h

)
∆TNR ∆exact sTNR sexact

µ (1/16, 1/16) 0.1249287 0.125 10−16 0
ψ (1/2, 0) 0.5000704 0.5 0.4999847 0.5
ψ (0, 1/2) 0.5000704 0.5 −0.4999847 −0.5

Table 3.3: The scaling dimensions ∆ and conformal spins s for the primaries of ZDε as
obtained with TNR compared with the exact values. Note that one could easily see that the
conformal spins must be half-integers in the parity −1 sector and integers in the parity +1
sector by observing that (TDε)

n = Σx, the Z2 symmetry operator. However, we choose to
present the numerical values for the conformal spins, including the small numerical errors,
to demonstrate the accuracy of our method.

Figure 3.13: A MERA for the ground state of the quantum spin chain that has a symmetry
defect in it, produced by coarse-graining the tensor network for ZDε with TNR. Compared
to the MERA without a defect [Fig. 3.8] the only differences here are the spin-flip matrices
and the different top tensor. Like the V ’s, the new top tensor can also be obtained without
additional numerical work. The dotted green line traces the path of the defect through
the coarse-graining. Note how at every layer of the MERA the defect is situated between
two sites. We could have chosen the defect to take different paths through the network by
choosing slightly different coarse-graining schemes (see Appendix B.1 for details on the
scheme we use). Shown in pale blue is the causal cone of the site that is situated next to
the defect. The dotted green line of the defect follows the edge of this causal cone. This is
a special case of the more general situation where a defect may affect the tensors within,
and only within, its causal cone. We shall encounter the more general situation in the next
section, specifically in Fig. 3.19.
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3.6 Duality defect Dσ

In this section, we first review the realization, on a quantum spin chain, of the Kramers-
Wannier duality defect Dσ of the Ising CFT, and how one can move the defect with a local
unitary operator. We then construct a tensor network representation of the duality defect
Dσ for the classical partition function. We discuss how the defect can be coarse-grained
following a strategy that is common to any type of line defect since, in contrast to the
symmetry defect Dε, we are not able to incorporate the duality defect Dσ into the bond
index. Finally, we present numerical results for the scaling dimensions and conformal spins
{∆α, sα}Dσ of the scaling operators in the twisted partition function ZDσ .

3.6.1 Lattice representation

The duality defect Dσ is related to the Kramers-Wannier self-duality of the critical Ising
model in a manner similar to how the symmetry defect Dε is related to the Z2 symmetry of
the model. To the best of our knowledge, its explicit realization on the classical partition
function was not known (although Ref. [14] reports related work). For the quantum spin
chain, the Dσ defect is realized in the Hamiltonian [46]

HDσ = −
(
n−1∑
i=1

σzi σ
z
i+1 +

n−1∑
i=1

σxi + σynσ
z
1

)
. (3.23)

Note that, in addition to the new term involving σy, the one-site term σx is missing from
the nth site. We say that in this Hamiltonian the defect is on site n.

As before for the Dε defect, we need a way to move the Dσ defect from one site to the
next. The quantum Ising model can be mapped to a theory of free Majorana fermions
with a Jordan-Wigner transformation. In the Majorana fermion picture the Dσ defect
corresponds to one fermion missing from the chain. There it is then clear what moving the
defect means. Translating this back to the spin chain language gives the two-site unitary
operator [46] (acting here on sites 1 and n)

UDσ =
[(
R

π
4
z

)
n
⊗
(
R

π
4
y R

π
4
x

)
1

]
CZ1,n. (3.24)

Here Rα
a = eiασ

a = 1 cos(α) + iσa sin(α) with σa’s being the Pauli matrices and CZ1,n is a
controlled-Z gate |0〉〈0|n ⊗ 11 + |1〉〈1|n ⊗ σz1 . Which site is considered the control qubit for
CZ does not matter because CZ is symmetric under swapping of the two sites. UDσ moves
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the defect in the sense that

UDσHDσU
†
Dσ = −

(
n∑
i=2

σzi σ
z
i+1 +

n∑
i=2

σxi + σy1σ
z
2

)
, (3.25)

which is like HDσ but with the defect now on site 1. We will be referring to UDσ , HDσ and
U †Dσ without mentioning which site the defect is on and which sites UDσ operates on as this
should be clear from the context.

Next, we briefly investigate how the fusion rules come about in the quantum Hamiltonian.
We take a Hamiltonian that has a Dε defect on one site and a Dσ defect on another. By
moving either one (or both) of the defects by conjugating with UDσ or V we can bring both
of the two defects to site n. The resulting Hamiltonian is

HDε×Dσ = −
(
n−1∑
i=1

σzi σ
z
i+1 +

n−1∑
i=1

σxi − σynσz1

)
. (3.26)

This is related to HDσ by conjugation with the unitary σzn. Therefore it is the same defect
Dσ up to a local change of basis, thus demonstrating the fusion rule Dε ×Dσ = Dσ.

Next consider a Hamiltonian with two Dσ defects on different sites, such as

−

∑
i 6=1,4

σzi σ
z
i+1 +

∑
i 6=1,4

σxi + σy1σ
z
2 + σy4σ

z
5

 . (3.27)

If we use conjugation by UDσ to bring the defect on site 1 to site 4 we get the Hamiltonian

HDσ×Dσ = −
∑
i 6=3,4

σzi σ
z
i+1 +

∑
i 6=4

σxi + σz3σ
x
4σ

z
5

 . (3.28)

This is like the usual Ising Hamiltonian of n− 1 spins but now with an extra spin (the 4th
one) that is otherwise decoupled, but controls the coupling between spins 3 and 5. HDσ×Dσ
is invariant under σx4HDσ×Dσσ

x
4 and we can decompose it into two sectors according to the

parity of the 4th spin. In the +1 sector the coupling between spins 3 and 5 is ferromagnetic
and we have the usual Ising chain of n− 1 spins. In the parity −1 sector the coupling is
antiferromagnetic and we get the Hamiltonian for the Ising model with Dε defect. This is
the sense in which Dσ ×Dσ = D1 +Dε in the quantum Ising model.

3.6.2 Tensor network representation

Since we do not know how to represent the duality defect Dσ in the classical Ising model, a
priori we also do not know how to insert it into a tensor network Zn,m(A) [see Fig. 3.3(a)].
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Figure 3.14: The partition function ZD1+Dε and its transfer matrix MD1+Dε that is the
classical equivalent of HDσ×Dσ . CNOT is a controlled-NOT gate |0〉〈0| ⊗ 1 + |1〉〈1| ⊗ σx
with the dot marking the control qubit. H = 1

2(σx + σz) is the Hadamard matrix that
transforms between the spin basis and the parity eigenbasis. Because H2 = 1 the presence
of the Hadamards in the transfer matrix does not affect the partition function but it ensures
the transfer matrix is spin-flip invariant.

However, because of the duality between the classical transfer matrix and the quantum
Hamiltonian, one would expect that if we had a transfer matrix MDσ with a Dσ line defect
looping through it, conjugating MDσ with the unitary UDσ would move the defect. We can
make use of this intuition and the fusion rule Dσ ×Dσ = D1 + Dε to construct a tensor
for Dσ. As a reminder, in Fig. 3.15(a) we have written the operator UDσ using the tensor
network notation. In the quantum Hamiltonian HDσ×Dσ , having two duality defects Dσ on
site k appeared as the term σzk−1σ

x
kσ

z
k+1. The tensor network analog of this is an auxiliary

spin in the network that, when written in the parity eigenbasis, controls the coupling along a
defect line. The partition function ZD1+Dε and the transfer matrix MD1+Dε that implement
such defect are shown in Fig. 3.14.

We now have a tensor representing two duality defects Dσ on the same site: the CNOT
with the two Hadamard gates. We can move one of the defects away by conjugating with
UDσ , thus obtaining the tensor for a single Dσ defect, as shown in Fig. 3.15(b). The explicit
form of the tensor we obtain is shown in Fig. 3.15(c). We have omitted the calculation
deriving this form as it is a long and uninformative exercise in using the properties of Pauli
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Figure 3.15: (a) The unitary that moves the Dσ defect by one site. Here Rα
a = eiασ

a =
1 cos(α) + iσa sin(α) with σa’s being the Pauli matrices. CZ denotes a controlled-Z gate
|0〉〈0|⊗1+ |1〉〈1|⊗σz. Compared to the UDσ in Eq. (3.24) this one has an additional factor
of −i. We are in fact free to multiply UDσ with an arbitrary phase, because to move a defect
we multiply it with UDσ and U †Dσ and the phases cancel. Because of this phase freedom in
UDσ , when extracting the conformal spins from the eigenvalues of the translation operator
[see Eq. (3.12)] the conformal spins are only determined up to an additive constant. The
phase has been chosen here so that the conformal spins come out correctly, which relies on
us knowing at least one of the exact conformal spins of the operators in ZDσ . (b) Taking
the tensor network equivalent of having two Dσ defects on the same site and moving one
of them away with UDσ yields two copies of the same tensor contracted with each other.
We call this tensor Dσ and identify it as the tensor representing a single duality defect.
Its explicit form is shown in (c). (c) The Dσ tensor obtained using the procedure in (b).
Bij = eβσiσj are the Boltzmann weights of the Ising model, H is the Hadamard operator
H = 1√

2(σz + σx), and the dots are Kronecker δ’s that fix all their indices to have the same
value. Note how the tensor marked with a Y , defined at the bottom as 1⊗ 〈0|+ σy ⊗ 〈1|,
is almost like a controlled-Y gate. Y denotes the same tensor but with the indices i and j
transposed. (d) The Dσ defect as represented by the tensor in (c) can be unitarily moved
by conjugating with UDσ . (e) The fusion rule Dσ ×Dε = Dσ as it manifests in the defect
tensors. z denotes the σz Pauli matrix. (f) MDσ composed with the translation operator
TDσ that commutes with it.
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matrices.
The form of the Dσ tensor shown in Fig. 3.15(c) is physically intuitive though: The

Kramers-Wannier duality maps the Ising model to an equivalent model on the dual lattice
(with a degree of freedom in every plaquette). Recall how the Dε defect can be seen as
separating two parts of the system, one of which has been transformed with a spin-flip and
the other one has not. Similarly the Dσ defect is the boundary separating a part of the
system that has been mapped with the Kramers-Wannier duality from the part that has
not. At this boundary we would expect spins on the dual lattice side [in Fig. 3.15(c) on the
right] to represent domain walls between spins of the original lattice [left, top and bottom
in Fig. 3.15(c)]. The tensor Yijk = 1ij δ0,k + σyij δ1,k does exactly that: Yijk 6= 0 if and only if
k = 0 and i = j (no domain wall between spins i and j) or k = 1 and i 6= j (a domain wall
between spins i and j). The index k of Yijk (marked in the figure with a small arrowhead)
thus directly represents a domain wall and it is related to the free index on the right by a
simple Hadamard rotation. The B matrices meanwhile provide the usual Ising couplings
between the spins of the original lattice.

The tensor for the duality defect Dσ fulfills the property that it moves by one lattice
site under conjugation by UDσ , as illustrated in Fig. 3.15(d). We can also observe the fusion
rule Dσ × Dε = Dσ by multiplying the Dσ tensor with V as in Fig. 3.15(e). The result
is the same tensor Dσ multiplied by two Pauli matrices σz from above and below. This
represents the same defect, because the Pauli matrices only provide a local change of basis.

Thus we propose the transfer matrix MDσ for the twisted partition function ZDσ to
be the one in Fig. 3.15(f). The validity of this this choice is ultimately confirmed by
the numerical results shown below. As with the symmetry defect Dε, the usual lattice
translation T moves the duality defect Dσ and we need to build a generalized translation
operator TDσ = UDσT that commutes with MDσ . This, too, is shown in Fig. 3.15(f).

In Fig. 3.16, we show scaling dimensions and conformal spins {∆α, sα}Dσ for the operators
in ZDσ , obtained by diagonalizing TDσ ·MDσ for 18 sites. The results reproduce the expected
conformal towers, confirming that our choice of tensor Dσ indeed represents the duality
defect. Again, the accuracy of the numerical estimates quickly deteriorates with increasing
scaling dimensions. Next, we will discuss how to coarse-grain in the presence of a Dσ defect,
which will let us reach larger system sizes and more accurate results.

3.6.3 Coarse-graining

Coarse-graining the symmetry defect Dε was particularly simple because the global Z2
symmetry is explicitly realized in the individual tensors of the tensor network. This is no
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Figure 3.16: The scaling dimensions (vertical axis) and conformal spins (horizontal axis) of
the first scaling operators in ZDσ obtained from exact diagonalization of a transfer matrix
of n = 18 sites. The scaling operators are again divided by their Z2 charge. The crosses
mark the numerical values that can be compared with the circles that are centered at the
exact values. Several concentric circles denote the degeneracy Nα of that (∆α, sα) pair.
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Figure 3.17: The coarse-grained transfer matrix for the Dσ defect composed with the
generalized translation T (s)

Dσ .

longer the case for the Kramers-Wannier self-duality. As a result, we need to coarse-grain
the tensors for Dσ as we would coarse-grain any other line of impurity tensors (representing
a generic conformal defect), that is, without being able to exploit that they correspond
to a topological defect. For a sufficiently local coarse-graining scheme, such as TNR [37]
(but also TRG [68] and its generalizations, see Sec. 3.8), a line defect is coarse-grained into
a line defect at the next scale. The details of how we coarse-grain the line defect using
TNR are explained in Appendix B.1. The same appendix also shows how the translation
operator TDσ is coarse-grained in this process.

Under TNR, the duality defect Dσ is coarse-grained into a line defect with a width of
two tensors. The coarse-grained transfer matrix M (s)

Dσ and translation operator T (s)
Dσ are

thus as shown in Fig. 3.17. The operator T (s)
Dσ ·M

(s)
Dσ can then be exactly diagonalized and

its eigenvalue spectrum yields the scaling dimensions and conformal spins {∆α, sα}Dσ of
the scaling operators with lowest dimensions in ZDσ . There is, however, a small technical
subtlety in how to extract the conformal data from the spectrum that is discussed in
Appendix B.4.

3.6.4 Numerical results

As discussed earlier, the primaries present in ZDσ are the ones with the conformal dimensions
(1

2 ,
1
16), (0, 1

16), ( 1
16 ,

1
2) and ( 1

16 , 0). The first two have parity +1, the latter two −1. Numerical
results for the scaling dimensions and conformal spins of these primaries obtained with
the TNR method are shown in Table 3.4. Similar values for some of the first descendants
are shown in Fig. 3.18. The results are again in excellent agreement with the exact results
even higher up in the conformal towers. These results were obtained by coarse-graining a
transfer matrix of 25 × (4× 25) A(0) tensors using TNR with bond dimensions χ = 22 and
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Primary
(
h, h

)
∆TNR ∆exact sTNR sexact

X (1/16, 0) 0.0626656 0.0625 0.0624974 0.0625
X (0, 1/16) 0.0626656 0.0625 −0.0624974 −0.0625
Y (1/16, 1/2) 0.5627685 0.5625 −0.4374828 −0.4375
Y (1/2, 1/16) 0.5627685 0.5625 0.4374828 0.4375

Table 3.4: The scaling dimensions ∆ and conformal spins s for the primaries of ZDσ as
obtained with TNR compared with the exact values. Note that, as with Dε, one can
analytically deduce the possible values of the conformal spins in the two parity sectors
by observing that (TDσ)2n−1 = 1√

2 (1 + iΣx), where Σx is the global spin-flip operator.
However, we choose to present the numerical values for the conformal spins, including the
small numerical errors, to demonstrate the accuracy of our method.

χ′ = 11. Again, a slightly larger system was used for obtaining the conformal spins, see
Appendix B.2.

3.6.5 MERA

As was the case with the D1 and Dε defects, coarse-graining the network for ZDσ with TNR
produces a MERA for the ground state of the spin chain with Dσ defect. This MERA is
shown in Fig. 3.19. As the figure shows, only the tensors within the causal cone of the
defect are different from the ones in the D1 MERA in Fig. 3.8. Such a MERA is known as
an impurity MERA [36]. It should be noted that unlike for a general impurity MERA the
impurity tensors in Fig. 3.19 can be moved with the unitary operator UDσ .

3.7 Generic conformal defects

This chapter is devoted to the study of topological conformal defects using tensor network
techniques. As discussed in the introduction, the main difference between a generic (i.e.
non-topological) conformal defect and a topological conformal defect is that in the latter
case there is a local unitary transformation that moves the location of the defect. This
allowed us to define a generalized translation operator TD whose eigenvalues yield the
conformal spins sα associated with the defect D.

For a non-topological defect, the absence of a local unitary transformation that moves
the defect implies that we can no longer define the translation operator TD, and therefore we
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Figure 3.18: The scaling dimensions (vertical axis) and conformal spins (horizontal axis) of
the first scaling operators of the two-dimensional classical Ising model with a Dσ defect
as obtained with TNR. The crosses mark the numerical values that can be compared
with the circles that are centered at the exact values. Several concentric circles denote the
degeneracy Nα of that (∆α, sα) pair. The keen-eyed reader may notice that high up in
the conformal towers some of the momenta differ from those shown in Fig. 3.16. This is
because the periodicity of the momenta in these results is lower, so that for instance the
conformal spins −4 + 7

16 and 4 + 7
16 are indistinguishable.
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Figure 3.19: A MERA for the ground state of the quantum spin chain that has a duality
defect in it, produced by coarse-graining ZDσ with TNR. The tensors in this MERA are
the same ones that are used in coarse-graining the Dσ defect in Fig. B.6. Even though our
notation does not reflect it, the unitaries and isometries on different layers generally differ
from each other. The arrow marks the position of the defect and the pale blue region is the
causal cone of the defect site.

cannot extract conformal spins. However, we can still build a tensor network representation
of a non-topological defect D, and thus of the corresponding partition function ZD on a
torus and its transfer matrix MD. In addition, we can still coarse-grain and diagonalize
the transfer matrix MD corresponding to a number n of sites much larger than what is
accessible with exact diagonalization. The spectrum of MD for a non-topological defect is
no longer given by Eq. (3.10), but it still provides information about the universal properties
of the system.

3.7.1 Family of defects for the Ising model

As a simple example, we consider a continuous family of conformal defects Dγ of the critical
Ising model [2, 77] where the coupling between spins across the defect is proportional to
a real number γ ∈ [0, 1]. The choice γ = 0 corresponds to no coupling across the line
and thus to open boundary conditions, whereas γ = 1 corresponds to periodic boundary
conditions, and thus no defect. Ignoring again finite-size corrections of higher order in n−1,
the eigenvalues λα(γ) of MDγ can be expressed as

λα(γ)
λ0(γ) = e−

2π
n

∆α(γ). (3.29)

At γ = 1, ∆α are the scaling dimensions of the Ising CFT. For general γ, ∆α can be
predicted analytically using a description in terms of fermionic operators. This will be

74



discussed in detail in future work (Ref. [54]). The result is that ∆α behave linearly in
θ = tan−1

(
1−γ
1+γ

)
.

3.7.2 Numerical results

Figure 3.20 shows estimates for ∆α as functions of θ, obtained by diagonalizing MDγ for
a system of size n = 18, using exact diagonalization. The results are compared with the
analytic values, which appear as lines. Figure 3.21 shows similar estimates obtained by
diagonalizing a coarse-grained transfer matrix M (s)

Dγ , effectively reaching a system size of
roughly 4 000 spins. Here we have used the same coarse-graining strategy as for the duality
defect Dσ in Sec. 3.6, with bond dimension χ = 22 and χ′ = 11. Again, the results obtained
using coarse-graining show greater accuracy with respect to the analytic predictions, but
even exact diagonalization gets many of the qualitative features of the spectrum correct.

3.8 Discussion

In this chapter, we have explained how to compute accurate numerical estimates of the
scaling dimensions and conformal spins {∆α, sα}D associated to a topological conformal
defect D, or the scaling dimensions {∆α}D associated to a generic (i.e., non-topological)
conformal defect D. For simplicity, we have focused on the topological conformal defects of
the critical Ising model, namely the symmetry defect Dε and duality defect Dσ, and have
briefly considered also a family of non-topological, conformal defects. In order to improve
significantly on the numerical estimates readily available through exact diagonalization, we
have used a particular coarse-graining transformation: Tensor Network Renormalization
(TNR). Our numerical results clearly demonstrated that tensor network techniques are a
useful tool to characterize conformal defects in critical lattice models.

We conclude with a short discussion on applying this approach to other lattice models,
on using other coarse-graining schemes for the same purpose, and on an alternative, more
direct route to extracting conformal data from critical lattice models based on building a
lattice version of the scaling operators of the theory.

3.8.1 Conformal defects in other models

The tensor network approach described in this chapter can be applied to line defects on
any critical 2D classical partition function on the lattice (or point defects on any critical
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Figure 3.20: Numerical estimates for ∆α(θ) = − n
2π log

(
λα(θ)
λ0(θ)

)
obtained using exact di-

agonalization on a system of size n = 18. Here λα(θ) are the eigenvalues of MDγ and
θ = tan−1

(
1−γ
1+γ

)
. The lines are the analytic predictions coming from free fermion calcula-

tions [54]. The blue and red colors mark the parity odd and parity even sectors, respectively.
At the extreme left at θ = 0 is the case of periodic boundary conditions, where the ∆α are
the scaling dimensions of the Ising CFT. At the extreme right at θ = π

4 is the case of open
boundary conditions. The numerical results clearly show qualitative agreement with the
analytic values, but accuracy deteriorates significantly after the first few ∆α’s.
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Figure 3.21: Numerical estimates for ∆α(θ) = − n
2π log

(
λα(θ)
λ0(θ)

)
obtained by coarse-graining

and then diagonalizing a transfer matrix for a system of roughly 4 000 spins. λα(θ) are the
eigenvalues of MDγ and θ = tan−1

(
1−γ
1+γ

)
. As in Fig. 3.20, θ = 0 corresponds to periodic

boundary conditions, θ = π
4 corresponds to open boundary conditions and the lines are the

analytic predictions coming from free fermion calculations [54]. The blue and red colors
mark the parity odd and parity even sectors, respectively. The numerical and analytic
values are seen to agree to a high precision, owing to the fact that the coarse-graining has
significantly reduced finite-size effects.
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1D quantum lattice system). Let us recall what the requirements of the approach are.
The scaling dimensions {∆α}D associated to a conformal defect D can be extracted

from the eigenvalues of the transfer matrix MD for the partition function ZD that includes
that defect. Thus, we only need to have a lattice representation of the line defect D, from
which to build ZD and MD.

In addition, for a topological conformal defect D, the associated conformal spins {sα}D
can be extracted from the eigenvalues of a generalized translation operator TD, built by
composing a one-site translation with the application of the local unitary transformation
that moves the defect back to its initial position, as explained in Secs. 3.5 and 3.6 for the
symmetry defect Dε and duality defect Dσ of the critical Ising model. Thus, in this case we
also need to have a lattice representation of the local unitary transformation that moves
the location of the defect D.

Symmetry defects, associated to a global internal symmetry group G, are a type of
topological conformal defect that is particularly easy to deal with within the tensor network
formalism. Indeed, as we did in the case of the Z2 group of the Ising model, for each group
element g ∈ G we can create a line defect Dg as a form of twisted boundary conditions by
inserting copies of a unitary representation Vg along a vertical line of bond indices. This
is remarkably simple when using G-symmetric tensors to represent the tensor network.
In this case, each tensor index is labeled by irreducible representations of G, and Vg acts
diagonally on the irreducible representations by placing a different complex phase on each
of them. As in the Ising model, the position of the line defect can be moved by a local
unitary transformation that acts on single sites. Thus, we have all the required elements to
extract both scaling dimensions and conformal spins for any defect arising from an internal
symmetry. This is illustrated in Appendix B.3 by presenting results for the symmetry
defects of the 3-state Potts model.

Duality defects are in general more difficult to characterize, but a lattice representation
is known in several models (see Ref. [14]). Finding a unitary transformation that moves
the duality defect ought to also be possible after a case-by-case analysis. Then, we would
be able to use the tools described in this chapter.

3.8.2 Why Tensor Network Renormalization?

In this chapter, we have employed a particular choice of coarse-graining transformation,
namely, the Tensor Network Renormalization (TNR) scheme, to coarse-grain the tensor
network representation of the generalized transfer matrix MD and translation operator
TD corresponding to a topological defect D, in order to extract accurate estimates of the
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associated scaling dimensions and conformal spins {∆α, sα}D. However, we could have used
many other coarse-graining schemes.

Indeed, any coarse-graining transformation that accurately preserves the spectra of
MD and TD will allow us to extract the conformal data. Examples of such coarse-graining
transformations include Tensor Renormalization Group (TRG) [68], Higher-Order Tensor
Renormalization Group (HOTRG) [110], Tensor Entanglement-Filtering Renormaliza-
tion (TEFR) [47], the Second Renormalization Group (SRG) [111], Higher-Order Second
Renormalization Group (HOSRG) [110], Loop-TNR [113], TNR+ [3], and the Gilt-TNR
algorithm of the previous chapter.

TRG is the simplest option, and already produces a very significant gain of accuracy
with respect to exact diagonalization, since much larger systems can be considered for an
equivalent computational cost, without introducing significant truncation errors, so that
the estimates for {∆α, sα}D are less affected by non-universal, finite-size corrections.

The accuracy of TRG can be further increased, for the same bond dimension and similar
computational cost, in a number of ways. Several improved algorithms, such as SRG and
HOSRG, are based on computing an environment that accounts for the rest of the tensor
network during the truncation step of the coarse-graining. The use of a global environment
has the important advantage that it leads to a better truncation of bond indices, and thus
to more accurate results, compared to an equivalent scheme that does not employ the
environment (for instance, SRG compared to TRG, or HOSRG compared to HOTRG).

However, in the context of studying defects, the use of a global environment also has a
second, less favorable implication. Since in order to truncate a given bond index we use a
cost function that is aware of the whole tensor network, the resulting coarse-grained tensors
will notice the presence of the defect even when the defect is away from those tensors (recall
that in a critical systems correlations decay as a power-law with the distance). Consider a
tensor network for the partition function ZD with line defect D, where the line defect is
initially characterized by a column of tensors that is inserted into the tensor network for
the partition function Z in the absence of the defect, as we have done in this work. Then
under a coarse-graining transformation such as SRG or HOSRG, the coarse-grained tensor
network will consist of a collection of different tensors that depend on their distance to the
defect. In other words, the representation of the defect will spread throughout the whole
tensor network, instead of remaining contained in a (single or double) column of tensors, as
was the case here. As a matter of fact, for topological defects this can be prevented through
a careful analysis, since in some sense these defects can be made invisible to neighboring
tensors (since their location can be changed through local unitary transformations). For
generic conformal defects, however, one needs to consider a mixed strategy where the global
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environment is used in order to coarse-grain the partition function Z in the absence of a
defect, as well as the defect tensors in ZD, but is not used in order to coarse-grain the rest
of tensors in ZD, which are recycled from Z.

A direct comparison of computational resources required by several of these approaches
has shown that TNR provides significantly more accurate estimates than the methods
that do not remove all short-range correlations, such as (HO)TRG and (HO)SRG, when
evaluating {∆α, sα} from the transfer matrix M and translation operator T in the absence
of a defect, see e.g. Ref. [37]. The ultimate reason is that TNR provides a much more
accurate description of the partition function when using tensors with the same bond
dimension. We expect the same to be true for the estimation of {∆α, sα}D from the transfer
matrix MD and translation operator TD in the presence of a topological defect D (or just
{∆α}D from MD in the presence of a generic conformal defect D). As shown in Chapter 2,
other proper RG algorithms, such as Gilt-TNR, Loop-TNR, and TNR+, perform on par
with TNR in the case clean partition functions, and we expect that this would be the case
in the presence of a defect as well.

3.8.3 Alternative approach to extracting conformal data from a
critical lattice model

In this chapter, we have extracted the scaling dimensions and conformal spins {∆α, sα}D
associated to a topological conformal defect D by diagonalizing the transfer matrix MD

and translation operator TD of a corresponding partition function ZD on the lattice. This
approach is based on generalizing, to the case of a line defect, the observation of Ref. [47] that
the operator-state correspondence of a CFT allows us to extract the scaling dimensions and
conformal spins {∆α, sα} of local scaling operators of the underlying CFT by diagonalizing
the transfer matrix M and translation operator T of the clean partition function ZD on
the lattice. Indeed, as discussed in Sec. 3.2, the operator-state correspondence relates the
scaling operators φα of the theory with the energy and momentum eigenvectors |α〉 of
the Hamiltonian H and momentum P operators of the same theory (where the transfer
matrix M and the translation operator T can be thought of as the exponentials of H and
P , respectively), allowing the extraction of {∆α, sα} directly from (a properly normalized
version of) the spectra of energies and momenta {Eα, pα}.

An alternative, more direct way of extracting {∆α, sα} from a lattice system is also
possible, by identifying a lattice version of the corresponding scaling operators φα, and
studying their transformation properties under changes of scale and rotations. This
alternative approach was recently made possible by the introduction of the Tensor Network
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Renormalization (TNR) [37, 39]. The key of the approach is that, through the use of
disentanglers that eliminate short-range correlations / entanglement from the coarse-grained
partition function Z, at criticality it is possible to explicitly realize scale invariance: the
tensor network before and after coarse-graining is expressed in terms of the same critical
fixed-point tensor. As explained in Ref. [39], it is then possible to build a transfer matrix R
in scale, representing a lattice version of the dilation operator of the CFT, whose eigenvectors
correspond to a lattice version of the scaling operators φα, while the eigenvalues are the
exponential of the scaling dimensions ∆α (conformal spins sα are also extracted by analysis
of two-point correlators). Similar constructions are also possible with other algorithms that
realize proper RG transformations.

This direct approach is computationally more challenging, since it requires ensuring
that scale invariance is explicitly realized during the coarse-graining, before building and
diagonalizing the scale transfer matrix R. However, it also has some remarkable advantages.
On the one hand, it appears to provide even more accurate results for {∆α, sα} than the
diagonalization of the space-time transfer matrix M discussed in this chapter, see Appendix
in Ref. [39]. Even more important is the fact that, using the explicit lattice representation of
the scaling operators φα obtained from the scale transfer matrix R, we can study the fusion
of two such operators into a third one, thus yielding the operator product expansion (OPE)
coefficients of the CFT, which can not be obtained from the space-time transfer matrix M .
These possibilities extend to the presence of defects, as demonstrated in Ref. [39] for the
symmetry defect Dε of the Ising model.

Finally, we also emphasize that in the context of quantum spin systems, conformal
defects have already been studied using MERA. In that case, scale invariance was explicitly
used to extract the scaling dimensions ∆α attached to a conformal defect that represented
an impurity, an open boundary or an interface between two critical systems, see Refs. [33]
and [36].

3.8.4 Related work

A few weeks after the work presented in this chapter was originally posted on the arXiv,
Aasen, Mong, and Fendley posted a paper with independent, closely related work on
topological defects of the classical square-lattice Ising model [1]. While the emphasis here
is on the use of tensor network methods, Ref. [1] is centered on constructing analytical
models. Thus, the two nicely complement each other.
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Chapter 4

Uhlmann fidelities for tensor
networks

4.1 Introduction

Given two, pure many-body quantum states |ψ〉 and |φ〉, their similarity can be quantified
by their fidelity |〈ψ|φ〉|. It is intuitively clear, however, that there is more to say: One can
discuss the similarity of the two states with regard to certain parts of the system, and make
statements such as “the two states are similar at short length scales, but not at long length
scales”, or “the two states only significantly differ from each other in this particular region”.
This intuition is quantified by the Uhlmann fidelity of the reduced states of |ψ〉 and |φ〉 on
the subsystems in question, which for two density matrices ρ and σ is defined as [72, 96]

F (ρ, σ) = Tr
√√

ρσ
√
ρ. (4.1)

When ρ and σ are reduced density matrices arising from pure states restricted to a subsystem,
we call such fidelities subsystem fidelities.

As an example of a situation where subsystem fidelities are useful quantities to evaluate,
consider the following experiment: Take the ground state |E0〉 of a many-body system,
disturb it locally with an operator O, that could for example flip a single spin, and let
the state evolve for some time t. The result of this local quench is an evolved state
|ψ(t)〉 = eitHO |E0〉. In the top half of Fig 4.1, we can see the progression of such a quench
in the Ising model, as measured by the magnetization. The effect of the disturbance can be
seen propagating out ballistically. One might wonder, how the time evolved state |ψ(t)〉
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Figure 4.1: Above, the expectation value of the Pauli σz operator, on the locally quenched
state |ψ(t)〉, as a function of position x and time t, obtained using a Matrix Product State
simulation. The model in question is the critical 1D Ising model, and the quench consisted
of perturbing the ground state with σz. This plot serves to merely illustrate the progression
of the quench. Below, subsystem fidelities between the ground state |E0〉 and the quenched
state |ψ(t = 10)〉, as functions of position x. The three different fidelities plotted are the
half-system Uhlmann fidelities to the left and to the right of x, and the two-site fidelity at
x.
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is different from the ground state |E0〉. It is natural to guess that far away from the
local disturbance |ψ(t)〉 still looks like the ground state, but closer by, the effect of the
disturbance has evolved and spread. This question can be answered by resolving the overlap
between |ψ(t)〉 and |E0〉 in space, using subsystem fidelities. As an example of what such a
resolution may look like, in the bottom half of Fig. 4.1 we show three different types of
subsystem fidelities between |ψ(t)〉 and |E0〉 for the case of the critical 1D Ising model:
One is the fidelity between two-site reduced density matrices, positioned at different places,
showing local differences. The two others are fidelities between reduced density matrices on
either the left or right half of the system, where the left-right bipartition is with respect to
different points on the lattice. From the profiles of these fidelities across the spin chain one
can clearly see the spread of the disturbance, with the difference between the ground state
|E0〉 and the quenched state |ψ(t)〉 being the most prominent at the ballistic front, where
the effect of the disturbance is propagating outwards.

Note that to be able to do this comparison between the quenched state and the ground
state, we did not need to specify any observables to use as probes, nor any other further
information about the system. Like other quantum information concepts that are nowadays
used to analyze many-body systems, such as entanglement entropies, fidelities are entirely
agnostic about the nature of the physics in the system, or even the degrees of freedom in
question. Moreover, they are a more sensitive probe than any single observable, in the
sense that for any observable to differ between two states, their reduced density matrices
on the support of the observable must be different.

To be able to compute subsystem fidelities for many-body states, two main obstacles
need to be overcome: We need a way to efficiently represent many-body states in an
exponentially large state space, and second, given representations of two pure states, we
need to be able to compute their fidelity on a subsystem of interest. We will use tensor
network states to overcome these obstacles. In Sect. 4.2 we discuss Uhlmann fidelities in
detail, and in particular how they can be formulated in terms of purifications of the reduced
density matrices, while avoiding constructing the reduced density matrices themselves.
Then, in Sect. 4.3, we turn our attention to tensor network states, which we can use to
efficiently represent low-entanglement states of many-body systems, and for many choices of
subsystems, also purifications of their reduced density matrices. We concentrate on Matrix
Product States and Tree Tensor Networks, and show in detail how fidelities between two
such tensor network states can be evaluated for certain choices of subsystems, at the same
leading order computational cost as producing the states. In Sect. 4.4 we return to the above
example of a local quench to discuss it in more detail, and present two other applications
of subsystem fidelities: resolving the difference between a critical and an off-critical state as
a function of scale, and quantifying convergence and the effects of limited bond dimension
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in tensor network simulations. Finally, we conclude in Sect. 4.5.
Python 3 source code that implements the Matrix Product State algorithms for evaluating

subsystem fidelities described in Sect. 4.3.1 and produces the results shown in Sect. 4.4, is
available in the ancillary files at arxiv.org/src/1807.01640.

4.2 Uhlmann fidelity of subsystems

Let |ψ〉 and |φ〉 be two states of the same lattice system. Consider some part of this
lattice, call it M , and its complement M {, and suppose we want to compare |ψ〉 and |φ〉
on M . For this purpose, the natural objects to consider are the reduced density matrices
ρ = TrM{ |ψ〉〈ψ| and σ = TrM{ |φ〉〈φ|, and their similarity can be quantified by their
Uhlmann fidelity

F (ρ, σ) = Tr
√√

ρσ
√
ρ. (4.2)

The Uhlmann fidelity (4.2) is usually considered to be the most natural generalization of the
overlap |〈ψ|φ〉| of pure states to mixed states [72]. It fulfills Jozsa’s axioms for fidelities [63],
meaning that it

• is symmetric between ρ and σ

• ranges from 0 to 1, and is 1 if and only if ρ = σ,

• is invariant under unitary transformations of the state space of M ,

• reduces to |〈φ|ρ|φ〉| if σ = |φ〉〈φ| is pure.

Instead of trying to evaluate Eq. (4.2) directly, we will make use of Uhlmann’s theo-
rem [72]. It states that for any reduced density matrices ρ and σ, the Uhlmann fidelity can
equivalently be defined as

F (ρ, σ) = max
|ϕρ〉,|ϕσ〉

|〈ϕρ|ϕσ〉|, (4.3)

where |ϕρ〉 and |ϕσ〉 are purifications of ρ and σ, and the maximum is taken over all possible
purifications. As an aside, note at this point, that Uhlmann’s theorem makes it obvious
that when ρ and σ are reduced density matrices arising from pure states restricted to a
subsystem M , then the Uhlmann fidelity is monotonic in M , in that if one increases M to
include more of the system, the fidelity must decrease.

To use Eq. (4.3) to evaluate Uhlmann fidelities, we need to construct the generic form of
purifications of ρ and σ. A priori this may seem like a daunting task. However, concentrating
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for the moment on ρ, assume that we have access to a decomposition of the form ρ = XX†,
with some matrix X. This may for instance arise from being able to compute the Schmidt
decomposition of |ψ〉 between M and M {, or from some other structure of the state we
have access to. Then, as we review in App. C.1, all purifications ϕρ of ρ, when viewed as
matrices between M and the ancilla1, can be written in the form

ϕρ = XWρ, (4.4)

withWρ being some isometric matrix, meaning it fulfillsWρW
†
ρ = 1. Given this, if ρ = XX†

and σ = Y Y †, we can write the Uhlmann fidelity between them as

F (ρ, σ) = max
|ϕρ〉,|ϕσ〉

|〈ϕρ|ϕσ〉| = max
ϕρ,ϕσ

∣∣∣Tr[ϕρϕ†σ]
∣∣∣ = max

Wρ,Wσ

∣∣∣Tr
[
XWρW

†
σY
†
]∣∣∣ , (4.5)

where the last maximum is over all isometries Wρ and Wσ. As we show in App. C.2,
Eq. (4.5) can be further simplified to

F (ρ, σ) = max
W

∣∣∣Tr
[
XWY †

]∣∣∣ , (4.6)

where W is again an isometry. Note that the dimensions of W are determined by the
dimensions of X and Y , and whether W ’s isometricity means WW † = 1 or W †W = 1,
depends on these dimensions. Furthermore, the solution to the maximization problem of
Eq. (4.6) is straight-forward (see App. C.2), and given by W = V U †, where Y †X = USV †

is the singular value decomposition (SVD) of Y †X. This yields for the Uhlmann fidelity,
using the cyclicity of trace,

F (ρ, σ) = max
W

∣∣∣Tr
[
WY †X

]∣∣∣ =
∣∣∣Tr

[
V U †USV †

]∣∣∣ = |TrS| = ‖Y †X‖tr, (4.7)

with ‖·‖tr being the trace norm.

Thus we conclude that to be able to compute the fidelity between ρ and σ, all we need
is decompositions of the form ρ = XX† and σ = Y Y †, in such a format that calculating
the trace norm of Y †X is computationally feasible. As we shall see in the next section,
when the states |ψ〉 and |φ〉 are described as tensor networks, this is often possible.

1Throughout this chapter we often consider bipartite states |ϕ〉 ∈ H1 ⊗H2 as matrices ϕ : H1 → H2.
Switching between the two is simply a question of changing between the space H2 and its dual, or in other
words, the defining relation between |ϕ〉 and ϕ is that 〈i|ϕ|j〉 = [〈i| ⊗ 〈j|]|ϕ〉 for all |i〉 ∈ H1 and |j〉 ∈ H2.
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4.3 Evaluating subsystem fidelities for tensor network
states

In this section, we describe how many subsystem fidelities can be easily evaluated for states
that are described as Matrix Product States (MPSes) or Tree Tensor Networks (TTNs),
using Uhlmann’s theorem as explained in Sect. 4.2.

4.3.1 Matrix Product States

Here we show how to evaluate subsystem fidelities between two MPSes, for two different
choices of the subsystem: the left (or right) side of a system partitioned at some point x,
and a finite window between two points x0 and x1.

Left-right bipartitions

Let |ψ〉 and |φ〉 be two Matrix Product States, given by the MPS tensors A(n) and B(n),
where n labels lattice sites. Let x be a point of the lattice, that divides it into a left (L)
and a right (R) half (not necessarily of the same size). Using |ψ〉 as an example, this can
be expressed graphically as

|ψ〉 = . (4.8)

We now ask what is the Uhlmann fidelity between the reduced density matrices ρL =
TrR |ψ〉〈ψ| and σL = TrR |φ〉〈φ|, that describe the left half of the system. Here the MPSes
may be finite with open boundaries, semi-infinite, or infinite. We concentrate on the left
half and call ρL = ρ and σL = σ, but the right half can be treated the same way.

Let us concentrate on finding a decomposition ρ = XX†, as discussed in Sect. 4.2. Given
an MPS like the one in Eq. (4.8), one can follow a standard procedure [76, 79] to gauge
transform it, i.e. to insert partitions of the identity on the contracted indices, to put it into
the canonical form

|ψ〉 = . (4.9)
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Here S(n)’s are diagonal matrices with the Schmidt values of the left-right bipartition at n
on the diagonal, and together with the Γ(n)’s they fulfill the orthogonality conditions

. (4.10)

Here and in many equations later on, red boundaries denote complex conjugation of the
tensor. The orthogonality condition (4.10) guarantees that

ρ = (4.11)

= . (4.12)

This is of the desired form ρ = XX† as indicated above, and thus invoking Eq (4.4), we
know that every purification of ρ can be written as

, (4.13)

where = Wρ from Eq. (4.4), and the right-most leg, bent down, is the ancilla.
Based on this, we can write Uhlmann’s theorem as formulated in Eqs. (4.5) and (4.6)

for the case of MPSes as

F (ρ, σ) = max
WA,WB

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ (4.14)

= max
W

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣ . (4.15)

Here the green tensors on the bottom row are the canonical form of the MPS |φ〉, and
together form Y † of σ = Y Y †. As discussed in Sect. 4.2, the optimal W to maximize the
expression in Eq. (4.15) is easily obtained from the singular value decomposition of the
matrix

, (4.16)
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as , which then yields

F (ρ, σ) = TrS =

∥∥∥∥∥∥∥∥
∥∥∥∥∥∥∥∥

tr

. (4.17)

where we have bent the external legs of the matrix for which to trace norm is taken, for
readability. If the two MPSes have bond dimension χψ and χφ, then this matrix is of
dimensions χψ × χφ.

We thus arrive at the following algorithm to evaluate the Uhlmann fidelity in Eq. (4.2):

1. Gauge transform the MPSes for |ψ〉 and |φ〉 into the canonical form, shown in Eqs. (4.9)
and (4.10).2

2. Construct the matrix of Eq. (4.17).

3. Evaluate the trace norm of this matrix. This norm is the Uhlmann fidelity F (ρ, σ).

The computational time cost of this procedure scales as O(χ3) for an MPS of bond dimension
χ, which is the same as the scaling of other typical MPS operations.

Windows

Consider now the same setup as before, of two MPSes |ψ〉 and |φ〉, but this time assume
we want to evaluate the fidelity of their reduced density matrices ρ and σ, not on half the
system, but on a finite window in the middle. We call this window M , and say that it is
between two half-integer points on the lattice, x0 and x1. We denote the parts of the lattice
to the left and the right of M by L and R:

|ψ〉 = . (4.18)

2In fact, transforming the whole MPS into the canonical form is not necessary. It is sufficient to only
gauge transform the bond at x, such that it labels the Schmidt values and vectors of the left-right bipartition
at x.
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As above in Sect. 4.3.1, we wish to use Uhlmann’s theorem, and thus need the generic form
of a purification |ϕρ〉 of ρ = TrM{ |ψ〉〈ψ| (and similarly for |φ〉 and σ).3 Again we rely on
the canonical form

|ψ〉 = , (4.19)

and using its orthogonality properties from Eq. (4.10), we obtain

ρ = (4.20)

= , (4.21)

which is of the form ρ = XX† that we need to make use of the results in Sect. 4.2. Based
on this we know that the generic form of a purification of ρ is

, (4.22)

and that the fidelity of |ψ〉 and |φ〉 on M is

F (ρ, σ) = max
W

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ (4.23)

=

∥∥∥∥∥∥
∥∥∥∥∥∥

tr

, (4.24)

where again W is constrained to be isometric between the top and the bottom legs, and
thus the solution to the maximization problem is the trace norm of the transfer matrix in
Eq. (4.24), when viewed as matrix between the top two and the bottom two legs.

Eq. (4.23) can be a useful quantity to evaluate, but computing it does require O(χ6)
time, compared to all the usual MPS operations, which can be done in O(χ3) time. (Notice

3As in Sect. 4.3.1 the MPS may be infinite or finite, as long as it does not have periodic boundaries.
The periodic boundary condition case can also be treated, and at the same computational cost, but the
procedure needs smalls changes due to the lack of a canonical form.
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that for a periodic MPS, O(χ6) is the usual leading order cost [117].) This is because the
isometry W is a χ2×χ2 matrix4, that connects both ends of the region M . W is answering
the question “How large can the overlap of the two states be, if outside of M they are
allowed to match each other perfectly?”, and it is answering it in a way that allows the
two, disconnected ends of the system, L and R, to conspire with each other. One natural
question to ask is, whether it is necessary for the left and the right ends to be correlated to
maximize this overlap. This can be answered by doing the maximization of Eq. (4.23), but
with the restriction that W is a tensor product of two disjoint isometries at the two ends:

Fd(ρ, σ) = max
WL,WR

∣∣∣∣∣
∣∣∣∣∣ , (4.25)

with WL and WR isometric. The optimal choice of WL and WR is no longer a single
straight-forward SVD, since choice of one affects the other. However, the optimization can
be done by holding one of WL and WR fixed while optimizing the other as in Eq. (4.15),
and repeating this procedure, alternating between WL and WR until convergence is reached.
Each iteration can be done in O(χ3) time, and we find that the process usually converges
in just a few iterations.

This new measure of fidelity over M from Eq. (4.25), which we call Fd or disjoint fidelity,
can be compared to the usual Uhlmann fidelity F . First, note that since the product
WL ⊗WR is a valid choice for the isometry W in Eq (4.23), Fd is a strict lower bound
for F . Second, if the region M is larger than the correlation lengths of the MPSes, then
Fd ≈ F , as one end of M is essentially uncorrelated from the other. Fd can be seen either
as a cheap and conservative approximation to F , or as a separate notion of fidelity, that
forbids collusion between disjoint parts of M { in the purification.

4.3.2 Tree Tensor Networks

In this section, we concentrate on Tree Tensor Networks, or TTNs. Like MPSes, they too
can be used to represent low entanglement states of 1D lattice systems. They naturally
support entanglement structures that resemble a tree, and implement a notion of coarse-
graining for lattice systems. More background about TTNs can be found for instance in
Refs. [86, 95, 104].

4Or more generally χ2
ψ × χ2

φ, if the two MPSes have different bond dimensions.
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A TTN is a tensor network of the following form:

. (4.26)

The open indices at the bottom are the physical lattice sites, and for simplicity of discussion
we assume that all the contracted indices have bond dimension χ. The tensors in a TTN
are constrained to be isometric in the sense that

. (4.27)

Written in the traditional linear algebra notation, if w, of dimensions χ× χ2, is the tensor
of the TTN, then the isometricity condition is ww† = 1.

As with MPSes, certain subsystem fidelities are more natural and efficient to compute for
TTNs than others. The characterizing criterion is, how many indices need to be cut to be
able to separate a given subsystem from its complement. For MPSes, left-right bipartitions
can be done by cutting only one index, and thus evaluating subsystem fidelities for them
was simple and computationally cheap. Similarly for a TTN, the subsystems that can be
separated from the rest by cutting a single leg allow for computing the fidelity with the
lowest effort and computational cost. These subsystems are finite windows of size 2n, that
correspond to branches of the tree. This means every single-site subsystem, every second
contiguous two-site block, every fourth contiguous four-site block, etc. Below are shown
some examples of such subsystems, underlined in red, together with the single-leg cuts that
separate them from their complements.

. (4.28)

As an example, let us show how to compute the subsystem fidelity between two TTN
states on the subsystem marked above as M . Call the state in Eq. (4.28) |ψ〉, and the
reduced density matrix ρ = TrM{ |ψ〉〈ψ|. Using the isometricity condition (4.27), it is easy
to see that

ρ = , (4.29)
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where again red boundaries on tensors mark complex conjugation. Eq. (4.29) is already of
the form ρ = XX† that we need, but X has a very large number of columns, namely χn,
with n being the number of vertical legs passing through the middle of the diagram, in this
case 3. To improve the situation, we contract the middle part of the diagram in Eq. (4.29)
and then decompose it:

ρ = = = . (4.30)

At the final step, the decomposition of the round matrix in the middle uses its positive
semidefiniteness.

Eq. (4.30) is of the ρ = XX† form, but with X now having only χ columns, which makes
it computationally manageable. From this point on we can invoke Eqs. (4.5) and (4.6)
as we did with MPSes, and arrive at the following expression for the Uhlmann fidelity of
ρ = TrM{ |ψ〉〈ψ| and σ = TrM{ |φ〉〈φ|:

F (ρ, σ) = max
W

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣
=

∥∥∥∥∥∥∥∥∥∥

∥∥∥∥∥∥∥∥∥∥
tr

. (4.31)

Here, again, W is an isometry, and the green tensors are the tensors from the TTN |φ〉,
whereas the blue ones are from |ψ〉.

Constructing the matrix in Eq. (4.31) and evaluating its trace norm can be done in
O(χ4 log2 L) time, with L being the system size and χ the bond dimension5. Since most
TTN operations necessary to optimize such a state or evaluate observables from it scale as
O(χ4 log2 L) or worse, evaluating these subsystem fidelities is never the bottleneck of the
computation. Although we presented here how to evaluate fidelities for the subsystem M
from Eq. (4.28), the same procedure applies to any subsystem that can be separated by a
single cut.

As in the case of MPSes, fidelities for other subsystems can also be evaluated, although
typically at higher computationally cost. Similar notions of disjoint fidelity as the one in

5We assume again for simplicity that |ψ〉 and |φ〉 have the same bond dimension. This need not be the
case.
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Sect. 4.3.1 can also be defined, by restricting the maximization in Uhlmann’s theorem to
purifications that limit correlations between disjoint parts of M {. We omit the general
analysis due to its complexity, but specific choices of M can easily be analysed case-by-case.

Here we have concentrated on TTNs as they are most commonly used in many-body
physics, with the isometricity constraint (4.27). Consider now relaxing the isometricity
condition, and furthermore allowing the graph of contractions for the tensor network to be
any tree, as opposed to the binary trees of fixed depth discussed above. This larger class of
tensor networks is exactly that of acyclic graphs, meaning networks that have no closed
loops. Again we can consider subsystems that can be separated by cutting a single index in
the network, and the above analysis requires slight modifications, but the result remains
the same: Subsystem fidelities for these subsystems, between two states that have the same
tree-graph of contractions, can be evaluated efficiently and easily. The computational cost
scales with a power of the bond dimension χ, that is the same as for most operations needed
for the tensor networks in question (for instance, for a ternary tree, most basic operations
scale as O(χ5) in χ). For more details on how to implement this for a generic tree, see
Ref. [86].

4.4 Applications

The ability to evaluate Uhlmann fidelities for subsystems allows us to spatially resolve the
overlaps of pure states. In this section we give some example applications of where this is
useful. When a benchmark model is needed, we use the 1D Ising model with a transverse
field:

HIsing = −1
2
∑
i

(
σxi σ

x
i+1 + hσzi −

4
2π1

)
. (4.32)

The external magnetic field h, chosen to be h ≥ 0, distinguishes two phases, a symmetry
breaking one for h < 1 and a disordered one for h > 1, which are separated by a critical
point at h = 1. Note that the normalization in the Hamiltonian (4.32) is slightly different
from what was used in the previous chapters: It has been chosen such that the ground
state energy is 0 and the slope of the dispersion relation at low energies is 1.

All the results presented here are computed using MPS simulations.

4.4.1 Local quench

Consider a Hamiltonian H and its ground state |E0〉. We may ask what happens in the
time-evolution after a local quench, where the state is perturbed with some local operator
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Figure 4.2: Subsystem fidelities between the ground state |E0〉 of the infinite, critical Ising
model, and the locally quenched state eitHIsing σz0 |E0〉, as functions of position x, at various
times t after the quench. The three different fidelities plotted are the half-system Uhlmann
fidelities to the left and to the right of x, and the two-site fidelity at x.

Ox at site x, and then time evolved by time t, to reach the state |ψ(t)〉 = eitH Ox |E0〉.
Presumably the effect of the perturbation has spread to a region around x, and we may ask
for instance, where is most of the perturbation “located”, and has some part of the system
returned to its original state. These questions can be answered by computing subsystem
fidelities between |ψ(t)〉 and the unperturbed |E0〉.

To illustrate the idea, we perturb the ground state of the infinite, critical Ising model,
represented as an MPS, with the Pauli σz operator, and time evolve to obtain |ψ(t)〉 =
eitHIsing σz0 |E0〉, where we have chosen to call the position of the σz insertion the origin.
For various positions x, ranging from x � t to t � x, we then compute three different
fidelities between |ψ(t)〉 and |E0〉: The window fidelity for a two-site window around x; the
half-system fidelity for the system left of x; and a similar half-system fidelity but for the
right. These fidelities, evaluated at various times t, are shown in Fig. 4.2, and one of them,
for t = 10, was already used as an example in the introduction.

Several observations can be made from these results. To start off, as a sanity check,
it is good notice that the half-system fidelities start from 1, since far away from the
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perturbation its effect is not seen, then decay monotonously as the size of the subsystem
that they are computed on increases, and finally asymptote to the expectation value
|〈ψ(t)|E0〉| = |〈E0|σz|E0〉|. Next, note that with the normalization of the Hamiltonian
chosen in Eq. (4.32), the ballistic front propagates at speed 1, and correspondingly we see
that the time evolved state |ψ(t)〉 differs from the unperturbed state |E0〉 most strongly
at the fronts x ≈ t and x ≈ −t. In the region −t� x� t, where the propagation of the
perturbation has already “passed by”, the two-site fidelity reports that the state mostly
looks like the ground state, but the half-system fidelities keep decreasing. Finally, notice
an interesting asymmetry in the behavior of the half-system fidelities: They show a sharp
decline when they meet the first ballistic front, but the final dip down to the asymptotic
value at the second front is only a very small one.

4.4.2 Comparing states at different scales

Another instance where spatially resolving the overlap between two states is of interest are
cases where the states are translation invariant, and similar at some length scales, while
different at others. One such circumstance is comparing ground states of the same model at
slightly different values of the couplings. Such ground state fidelities are useful to explore
many-body physics, including first order and continuous phase transitions, as discussed in
Ref. [116]. As an example, we again consider the Ising Hamiltonian (4.32) on an infinite
system. We take its ground states at the critical point h = 1.0 and slightly in the disordered
phase at h = 1.01, and compare their fidelities over finite windows of varying sizes.

Results are shown in Fig. 4.3. The most immediately visible feature is the disagreement
between the Uhlmann fidelity (dotted blue line) and the disjoint fidelity (solid blue line).
This is a consequence of the long-ranged nature of the critical state, where correlations
persist over all length scales. This means that the optimization for the isometry W in
Eq. (4.23) benefits from being able to bridge the two ends of the window, compared to
the disjoint fidelity that forbids this. The two fidelities get closer to each other at larger
distances.

Let us now concentrate on the Uhlmann fidelity, as it is a more sensitive measure of the
similarity of the two states. Intuition based on the renormalization group would suggest
that the almost-critical state at h = 1.01 should look mostly like the critical one at short
length scales, and then significantly differ at long length scales. This behavior can be seen
in the Uhlmann fidelity (dotted blue line) in Fig. 4.3: The slope of the curve starts mostly
flat, and then dips down around the correlation length of the off-critical state, marked
with the grey vertical line, before settling into a steady exponential decay. This feature
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Figure 4.3: Window fidelities between the ground states of the infinite, critical Ising model
at the critical point h = 1.0 and slightly in the disordered phase h = 1.01, as a function
of the size of the window. The blue lines are the fidelities, dotted line for the Uhlmann
fidelity F and solid line for the disjoint fidelity Fd, with their axis on the left. The green
lines are the discrete derivatives of the blue lines, with their axis on the right. The vertical
grey line marks the correlation length of the h = 1.01 ground state.

is easier to see in the derivative ∂F
∂|M | , which is plotted with the green dotted line, and

shows a minimum close to the correlation length. In other words, adding one more site to
the window M causes the largest change in the fidelity when the size of M is close to the
correlation length, demonstrating that the difference between the critical and the off-critical
states is the most pronounced at these length scales. In results not shown here, we observe
that the minimum of the derivative follows the correlation length of the off-critical state for
a wide range of values for h.

4.4.3 Convergence of simulations

As with most numerical methods, tensor network algorithms typically require iterative
optimizations, and have parameters that control the level of approximations, namely
the bond dimensions. When simulating a given system, one needs to then ask, has the
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optimization converged, and were the bond dimensions used large enough to faithfully
describe the physics. In this section, we demonstrate using fidelities F and Fd to answer
these kinds of questions, using convergence in bond dimension as our example.

Consider two MPSes |ψ〉 and |φ〉, with different bond dimensions χψ and χφ, that have
both been optimized to minimize the energy for a given Hamiltonian H.6 Especially if
H is critical or nearly critical, we may worry that the bond dimensions we have chosen
may not be sufficient to accurately represent the ground state of H. For critical systems,
we in fact know that no finite bond dimension is sufficient to describe the long distance
physics correctly, but we would still hope that for distances shorter than the effective
correlation lengths of |ψ〉 and |φ〉 (imposed by the finite bond dimension), the MPSes would
approximate the ground state well. To test whether our hopes are fulfilled or our bond
dimensions are too small, we can compute F or Fd of |ψ〉 and |φ〉, for finite windows of
various sizes: If for a window of size |M |, the subsystem fidelity of |ψ〉 and |φ〉 is far from
one, the simulations can not be trusted to faithfully represent the physics at distances of
order |M |.

In Fig. 4.4 we benchmark this idea, using again the Ising model. On its vertical axis is
1− fidelity, where fidelity is the Uhlmann fidelity F for the dotted lines and the disjoint
fidelity Fd for the solid lines. Each line in the figure is the fidelity between two MPS
approximations to the same state, at bond dimensions 10 and 20.

The green lines show fidelities at h = 1.05. Both the Uhlmann fidelity and the disjoint
fidelity remain very close to one, which signals that bond dimension 10 is probably already
sufficient for accurately describing the state, at least up to distances of 300 sites. At short
distances the disjoint fidelity significantly underestimates the Uhlmann fidelity, but it is
always a lower bound for it, and for high bond dimensions would be much faster to compute.

The blue lines show a similar comparison, but now at the critical point h = 1.0. The
more entangled nature of the ground state makes it harder for the MPS to faithfully
represent the state, which shows as a large difference between the χψ = 10 and χφ = 20
states, calling any long-range properties evaluated from these MPSes into question. The
disjoint fidelity is seen to much more grossly underestimate the Uhlmann fidelity at short
distances, due to the long-range correlations in the state. Finally, note that at short
distances the Uhlmann fidelity remains quite large, which means that up to a distance
of a few dozen sites, the state already has converged in bond dimension to a reasonable
accuracy.

6Many different optimization algorithms could be used, we choose here to use imaginary time evolution,
implemented using a Matrix Product Operator representation of e−τH .
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Figure 4.4: Window fidelities of pairs of MPSes, representing the same ground state, but
with different bond dimensions 10 and 20, as functions of the window size |M |. In the
optimal case these fidelities would be exactly one, so the vertical axis is the difference
1− fidelity, on a logarithmic scale. Dotted lines mark the Uhlmann fidelities F , solid lines
are disjoint fidelities Fd. In both cases the model is the infinite Ising model, with the blue
lines being for ground states of the h = 1.0 critical Hamiltonian, and the green ones for
h = 1.05.

Although we have used subsystem fidelities to analyze convergence in bond dimension,
similar comparisons could be made for instance between states at different stages of an
optimization procedure, or at different temperatures.

4.5 Conclusion

In this chapter we explain how to compute subsystem fidelities for many-body systems
using tensor network states. Such fidelities give a spatial characterization of differences
between two states, that is agnostic about the nature of the degrees of freedom or the
interactions. We demonstrate their usefulness with example applications: We study a local
quench, resolve in scale the difference between a critical and an off-critical state, and use
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similarity between states as a measure of convergence in a simulation.
Other applications, not discussed here, are also possible. For instance, one could study

the effect of an impurity in the Hamiltonian, by comparing low-energy states with and
without the purity. One could also study the bipartite entanglement between two halves
of a system, and characterize it beyond the entanglement spectrum, by resolving the
orthogonality of the Schmidt vectors: The Schmidt vectors are by definition orthogonal to
each other, but their subsystems fidelities may decay in different ways as functions of the
size of the subsystem, informing us of how different parts of the system contribute to the
entanglement. We leave these, and possible other applications, for future study.

In Sect. 4.3 we discussed how to evaluate subsystem fidelities for Matrix Product States
and Tree Tensor Networks. The reason we concentrated on these two network types is
that they allow for separating certain subsystems from their complements by cutting only
one or two indices. This means that the corresponding reduced density matrices have
small-rank decompositions of the form ρ = XX†, which allowed us to evaluate Uhlmann
fidelities at relatively low cost. It is worth pointing out, that for some other networks, such
as MERA or PEPS, this is not the case. For instance, in a PEPS, separating an L × L
region requires cutting n ∼ O(L) indices, and the cost of of computing Uhlmann fidelities
grows exponentially in n.

Finally, note that both MPS and TTN are useful ansätze for 2-dimensional systems
too [16, 24, 60, 91, 95, 112], and the methods we describe can be applied in that context as
well.
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A

Appendices for Chapter 2

A.1 Corner-double-line tensors

In this appendix we explain in detail how the TRG, Gilt and Gilt-TNR algorithms handle
the CDL toy model introduced in Refs. [47, 67] and illustrated in Fig. 2.3.

A.1.1 CDL and TRG

The progression of the TRG algorithm when applied to CDL-tensors is shown in Fig. A.1.
Note how the CDL-model, even though it represents extremely local physics, which is trivial
at length scales larger than the lattice spacing, is a fixed point of the TRG coarse-graining.
This indicates that TRG does not properly implement the philosophy of RG.

≡(i ii)

Figure A.1: The TRG algorithm, as it applies to the CDL-model. In step (i) the CDL-
tensors are split with an SVD. In step (ii) the pieces are contracted together, as shown in
the inset, to form the new coarse-grained tensors, which are of the CDL-form as well.
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A.1.2 CDL and Gilt

Consider the following plaquette of CDL-tensors:

T =
R

≡ M

R

(A.1)

with M = ≡ .

We would like to truncate the leg R using Gilt, as explained in Sect. 2.4.2. For simplicity,
we assume that the CDL-matrices are normalized so that their Frobenius norm is 1,
although this may not hold for M .

The first observation to make, is that the SVD which yields the environment spectrum
can be written as

E = svd=

U

S

V † (A.2)

with ≡
‖ ‖

= M

‖M‖
.

Notice how the CDL-line which goes from one external leg to another and passes through
R, goes through the environment spectrum S, but the loop that is internal to T does not,
and is instead captured in U . For clarity, let us write down U and S explicitly:

Ui = i ≡ j k

= |j〉〈k| ⊗ M

‖M‖
for i = 1, . . . , χ , (A.3)

Si =

‖M‖ for i = 1, . . . , χ,
0 for i = χ+ 1, . . . , χ2 .

(A.4)

The integers j and k range from 1 to √χ, and are such that i = √χ(k − 1) + j. For i > χ,
Ui are some matrices orthogonal to the other Ui’s, that play no role in this discussion.
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Using the choice (2.31), we get

t′i = ti
S2
i

ε2 + S2
i

≈

ti for i = 1, . . . , χ ,
0 for i = χ+ 1, . . . , χ2 ,

(A.5)

where the approximation becomes sharp when ε is small compared to ‖M‖. Recall that

ti = TrUi = i = j k

=


TrM
‖M‖ when k = j ,

0 otherwise .
(A.6)

Based on this, the matrix R′ that shall replace R is

R′ =
χ2∑
i=1

t′iU
†
i ≡ =

t′

U †
=

= TrM
‖M‖2 · (1⊗M

†) . (A.7)

At this point it is useful to stop and reflect on what we have shown. If Gilt is applied
once to a plaquette of CDL-tensors, where the CDL-matrix on the closed loop is M , then
the R′ matrix that is introduced on one of the legs is TrM

‖M‖2 · (1⊗M †).

Now recall that the next step in Gilt is decomposing R′ as R′ = usv†. If the SVD of M
is M = xςy†, then clearly

u = (1⊗ y) , (A.8)

s = TrM
‖M‖2 · (1⊗ ς) , (A.9)

v = (1⊗ x†) . (A.10)
Presenting the whole procedure graphically,

M

R

= M

R′

(A.11)

= TrM
‖M‖2

x†
y†
y

x

ς

ς

= TrM
‖M‖2 2ς .
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Hence by applying Gilt once, we have replaced the matrix M on the closed CDL-loop with
M ′ = Tr[M ] ς2

‖M‖2 = Tr[M ] ς2

Tr[ς2] , where ς is the diagonal matrix with singular values of M .
The CDL-lines between the external legs have not been affected, and no truncation error
has been caused. By applying the same procedure repeatedly n times, through a simple
recursion argument we find that the matrix on the closed CDL-loop becomes

M (n) = Tr[M ] ς2n

Tr[ς2n ] . (A.12)

As n grows, assuming the largest singular value of M is not degenerate, this very quickly
approaches

M (∞) = Tr[M ]|0〉〈0| =


Tr[M ] 0 · · · 0

0
... 0
0

 . (A.13)

Thus, by applying Gilt repeatedly, the CDL-loop can be truncated down to a bond dimension
of 1, and the value it contracts to, Tr[M ], is stored as a scalar factor on the tensors around
the loop. This concludes the proof that the Gilt method can remove CDL-type local
correlations.

The only caveat above is the assumption that the dominant singular value of M is not
degenerate. If it is, with some degeneracy D, then the CDL-loop is truncated down to
a bond dimension of D. In working with physical models, we have not encountered this
situation, nor would we expect to, since any, even small, breaking of the degeneracy would
quickly get blown up by the double exponential ς2n . Note also, that the failure to deal with
CDL-matrices with exact degeneracy is not a shortcoming of the Gilt procedure as a whole,
but a blind spot of the way we optimize for t′. Indeed, for any CDL-matrix, a choice of
t′ can be manually designed such that the CDL-loop is truncated away in a single step.
However, the more generic approach of (2.31) for choosing t′ that we use is necessary when
dealing with physical models.

Above, we applied Gilt to create the matrix R′, decomposed it and absorbed the pieces
of the SVD into the environment. Then this procedure was repeated. Instead of repeatedly
absorbing the matrices R′ into the environment, we can also combine all of them together
to form a matrix R(n), and insert this matrix into the environment. We give details of
this simple procedure in the source code. For sufficiently large n, R(n) has rank 1, and
inserting it in the original plaquette truncates the CDL-loop in one go. This operation can
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be graphically represented as

R(n)

≡ svd= = ,

svd= = .

The same plaquette can be used as an environment for creating an R(n) matrix one-by-one
on all the four legs, resulting in a complete removal of the CDL-loop:

svd= = . (A.14)

For clarity of notation we have neglected to show the accumulated scalar factor Tr[M ].

A.1.3 CDL and Gilt-TNR

As explained in Sect. 2.5, combining Gilt with TRG leads to a proper RG transformation,
called Gilt-TNR. In Fig. A.2 we show how Gilt-TNR handles the CDL-model. The analysis
is simply a matter of combining what we learned in the previous two sections about how
TRG and Gilt apply to CDL. Notice how at the last step the coarse-grained tensors have
been reduced to bond dimension 1, i.e., scalars. This is the physically correct RG fixed
point for the CDL-model.

A.2 Choosing t′

The rank of R′ as a function of the coefficients t′i in the sum R′ = ∑χ2

i=1 t
′
iU
†
i is a complicated

cost function to optimize for. Therefore we instead use a cost function which is easier to
optimize and favors similar choices of R′. This cost function is Cnorm = ‖R′‖2 = Tr[R′R′†] =∑
i s

2
i . Here, si are the singular values of R′ (not to be confused with the environment

spectrum S). Since each contribution from a singular value is positive, bringing any of the
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(iii)

(i ii)

(iv)(v)

≡

Figure A.2: Gilt-TNR algorithm applied to the CDL-model. In steps (i)− (iii), the R(n)

matrices are inserted on all the legs, using every second plaquette as the environment, as
explained in Fig. 2.4. This results in the removal of half of the CDL-loops. Note that
truncating each of these loops results in a multiplicative scalar factor Tr[M ], which we
omit from the figure. In step (iv) and (v) TRG is applied to the remaining tensors, which
disposes of the remaining CDL-loops, yielding trivial tensors of bond dimension 1.
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si close to zero, i.e., reducing the rank of R′, would bring the cost function Cnorm down.
The “blind spot” for this cost function are situations where one singular value could be
brought down at the cost of making the others significantly larger. Such solutions would be
heavily penalized by Cnorm, although they could be a viable way of minimizing the rank of
R′. It seems, however, that such solutions are not typically needed when truncating bonds
in a network representing a partition function, as proven by the quality of the results we
show in Sect. 2.6.

Using R′ = ∑χ2

i=1 t
′
iU
†
i and the unitarity of U , we see further that Cnorm = ‖R′‖2 =

Tr[R′R′†] = ∑χ2

i=1 |t′i|2. So clearly the elements t′i that we are free to choose should be
chosen to be as small as possible. However, the picture where some singular values in the
environment spectrumS are exactly zero, and thus the corresponding t′i’s can be chosen
with complete freedom, is of course a simplification. In reality, the singular values are only
approximately zero, and a small error is caused when replacing t with t′. This error can be
quantified as

Cerror =

∥∥∥∥∥∥ −

∥∥∥∥∥∥
2

=

∥∥∥∥∥∥
t′

S

−

t

S ∥∥∥∥∥∥
2

=
∥∥∥∥∥ t′

S
−

S

t
∥∥∥∥∥

2

=
χ2∑
i=1
|t′i − ti|2S2

i . (A.15)

The final cost function we want to use is a weighted sum of this error term and the
above-described Cnorm term, weighted with a small constant ε2 > 0:

Ctotal = Cerror + ε2Cnorm

=
χ2∑
i=1
|t′i − ti|2S2

i + ε2|t′i|2 (A.16)

which is minimized by choosing

t′i = ti
S2
i

ε2 + S2
i

. (A.17)

This is the choice of t′ that we use.
The final remaining question is how to choose the coefficient ε, which sets the balance

between the term favoring a low-rank R′ and the one measuring the truncation error. The
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factor S2
i

ε2+S2
i
which weighs ti in (A.17) is close to 0 when Si � ε and close to 1 when Si � ε.

Thus ε sets a scale below which the values in the environment spectrum are considered
small enough, so that we can safely change the corresponding coefficient t′i. Typically we
find a choice of ε in the range 10−6 to 10−8 suitable, depending on the model and the bond
dimension. The larger ε, the more the algorithm will truncate (the smaller χ′ will be),
causing a larger error.

Note that this means we cannot choose a bond dimension χ′ to truncate to, but only
set the threshold ε. Compared to other truncation algorithms, such as the truncated SVD,
where the bond dimension is chosen directly, this feature has good and bad sides. The
negative side is that, when this truncation is used as a part of a larger program, the
computational time is harder to predict, since we do not know the bond dimensions before
running the algorithm. A few values of ε need to be tried to see how the network in question
responds. The bright side is that the algorithm naturally adapts to the ease of the problem:
For the same ε, the truncation errors caused tend to be roughly comparable, and the bond
dimension χ′ then adjusts automatically according to whether the leg and the environment
in question allow for easy squeezing or not.

A.3 Source code

The work in Chapter 2 is supplemented with ready-to-use source code implementing Gilt-
TNR for the square lattice. It can be found at arxiv.org/src/1709.07460v1/anc. The code
is written in Python 3, and makes extensive use of the NumPy and SciPy libraries [62, 97].
It can be used to reproduce all the results shown in Sect. 2.6. For details on how to do this,
see the README file that comes with the code.

In addition, a different version of the code is available on GitHub at github.com/Gilt-
TNR/Gilt-TNR. For this version, no permanence is guaranteed, and it remains under active
development for the time being. In addition to the well-tested square lattice implementation,
the GitHub repository also includes an unfinished implementation of the Gilt-TNR algorithm
on the cubical lattice, that we are currently working on. We welcome contributions for
the development of the code, as well as invitations to collaborate on projects that would
use our code. All the source code, both on arXiv and on GitHub, is licensed under the
permissive free software MIT license.
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B

Appendices for Chapter 3

B.1 Tensor network renormalization

This appendix gives a quick overview of the Tensor Network Renormalization (TNR) scheme
that we use and shows how to adapt it to coarse-graining the topological defects Dε and
Dσ of the Ising model. It also shows how the translation operators T , TDε and TDσ are
coarse-grained in the process.

TNR is a coarse-graining transformation for tensor networks that is based on inserting
approximate partitions of unity into the network and optimizing them to minimize the
truncation error. Like Gilt-TNR of Chapter 2, it removes all short-range correlations during
the coarse-graining and thus manages to realize a proper renormalization group flow with
the right fixed point structure. Full details of the algorithm can be found in Refs. [37]
and [31] and will not be repeated here. As a summary and a reminder, Fig. B.1 shows
the progression of a TNR coarse-graining step. It shows how a network Zn,m

(
A(i)

)
is

coarse-grained into a new network Zn
2 ,
m
2

(
A(i+1

)
, where each tensor A(i+1) corresponds to

four A(i)’s. χ and χ′ mark the dimensions of the bonds. They control the accuracy of
the approximations done in the algorithm but also the computational cost: Higher bond
dimensions mean smaller truncation errors but require more memory and computation
time.

All the tensors used in coarse-graining the Ising model are Z2 invariant in the following
sense: For every bond in the network there exists a unitary matrix representation V of the
non-trivial element of Z2, called the spin-flip matrix of that bond, such that for any tensor t
in the network, multiplying all the legs of t with the appropriate spin-flip matrix gives back
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Figure B.1: An overview of the Tensor Network Renormalization procedure that we use.
The network is assumed to repeat as exactly similar in all directions. χ and χ′ are the
(maximum allowed) dimensions of the bonds they point at and all similar bonds in the
network. The tensors with red borders are complex conjugates of the ones with the same
shape but with black borders. (a) The tensors used in TNR. (b) The u tensor is unitary
whereas vL, vR and w are isometric. (c) Insertion of u’s, vL’s and vR’s as approximate
partitions of unity. The fact that vL and vR are not unitary introduces a truncation error.
u, vL and vR are optimized to minimize this error. (d) Some of the tensors have been
contracted together to the one defined in (h). Because the network repeats itself in all
directions the u’s and u†’s at the edges of the network have disappeared: they cancel with
their counterparts in the next, similar blocks of tensors above and below the one shown.
(e) Another approximate partition of unity has been inserted into the network as ww† and
the purple tensor has been split into two using a truncated singular value decomposition,
as is done in Levin & Nave’s Tensor Renormalization Group [68]. (f) Tensors in (e) are
contracted to form the new network of tensors A(i+1), defined in (g).
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Figure B.2: The Z2 invariance property of the w tensor (in yellow). V is the spin-flip matrix
of the index it is on. Note that all the three V ’s in this figure may in fact be different
matrices, although our naming convention does not reflect this. Similar properties hold for
all the tensors involved in coarse-graining the Ising model.

t again. The spin-flip matrices for the different bonds are in general different, but we use V
or V (i) to denote all of them: The bond they are on defines the correct V unambiguously.
Figure B.2 illustrates, as an example, the Z2 invariance of the w tensor. Information on
how such symmetry properties can be implemented and how to make computational use of
them can be found in Refs. [87, 88, 89].

If we coarse-grain a transfer matrix multiplied with a lattice translation by two sites,
the translation is coarse-grained into translation by one site at the next scale, as shown
in Fig. B.3. More generally, a translation by an even number of sites n is coarse-grained
into a translation by n

2 sites at the next scale. Because of this, the translation operator
T (s) [Fig. 3.6, back in Sec. 3.3] is a translation by 2s sites at the original scale. Thus the
eigenvalues of T (s) are

(
e

2πi
2sns

sα
)2s

= e
2πi
ns
sα and the conformal spins are determined modulo

ns. To obtain the conformal spins with more possible values we can do an additional
coarse-graining step on T (s) ·M (s), as explained in Appendix B.2.

B.1.1 Coarse-graining the Dε defect

The TNR coarse-graining explained above can accommodate for a Dε defect without any
changes. As explained in Sec. 3.5, a Dε defect in a tensor network is a realized by having
spin-flip matrices on a string of bonds. Figure B.4 shows how, using the Z2 invariance
property of all the tensors in the network, such a defect coarse-grains into a similar string
of spin-flip matrices at the next scale. Hence, we can coarse-grain as if there was no defect,
and at any scale i we can insert a Dε defect into the system as a string of spin-flip matrices
V (i), that are the representations of the non-trivial element of Z2 under which the matrix
A(i) is Z2 invariant.

In Sec. 3.5, we introduced the generalized translation operator TDε that is the proper
notion of translation for a system with a Dε defect. Figure B.5 shows how the generalized
two-site translation operator is coarse-grained into a generalized one-site translation at the
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Figure B.3: One step of coarse-graining for the operator T (i) ·M (i). The lattice translation
by two sites gets coarse-grained into a translation by one site at the next scale. Periodic
boundaries in the horizontal direction are assumed even when they are not explicitly shown.
The tensors with red borders are complex conjugates of the ones with the same shape but
with black borders. (a) The first step of the TNR algorithm has been applied to the tensors
A(i). (b) A number of tensors are contracted to form A(i+1). We also define the operators
W and R. (c) The operator R has been conjugated with W . ∼ denotes that the operators
in (b) and (c) have the spectrum, or in other words that WRW † has the same spectrum as
R. This is true because, although W is isometric and not unitary, it acts like a unitary
on M , as shown in (e). (d) The unitaries and isometries cancel and we are left with the
coarse-grained transfer matrix and translation operator.
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Figure B.4: Coarse-graining a system with a Dε defect in it. By repeatedly using the Z2

invariance of the different tensors and the fact that
(
V (i)

)2
= 1 we can take the string

of spin-flip matrices V (i) “through” the TNR procedure to the next scale. In the figure,
the network is assumed to repeat as exactly similar in all directions. The tensors with red
borders are complex conjugates of the ones with the same shape but with black borders.
Steps (a), (b), (e) and (g) are the same steps as taken in the usual TNR algorithm [see
Fig. B.1]. At steps (c) and (f) we have moved the spin-flip matrices to different legs using
the Z2 invariance of the tensors and the fact that

(
V (i)

)2
= 1. At step (d) the spin-flip

matrices at the top and the bottom have canceled with similar matrices coming from the
parts of the network above and below the one shown here.
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Figure B.5: One step of coarse-graining for the operator T (i)
Dε · M

(i)
Dε . The generalized

translation by two sites gets coarse-grained into a generalized translation by one site at the
next scale. Periodic boundaries in the horizontal direction are again assumed even when
they are not explicitly shown. The tensors with red borders are complex conjugates of the
ones with the same shape but with black borders. Steps (a-d) are a repetition of what was
done in Fig. B.4, with some of the intermediate steps omitted. ∼ again denotes that the
two operators in (d) and (e) have the same spectrum. That they indeed do have the same
spectrum is not obvious, but can be shown with an argument exactly like the one used in
Fig. B.3(e). We have omitted this argument for the sake of brevity. In steps (f) and (h) we
use the Z2 invariance of u and w to move the spin-flip matrices in the network. In steps (g)
and (i) the u and w tensors cancel with their complex conjugates because of their unitarity
and isometricity.

next scale. The procedure is the same as what we did with the usual lattice translation in
Fig. B.3, except for the spin-flip matrices that get transferred to the next scale. Again, this
generalizes to a generalized translation by an even number of sites n that is coarse-grained
into a generalized translation by n

2 sites at the next scale. Thus we know how to construct
the generalized translation operator T (i)

Dε at any scale with no additional numerical work
needed.
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B.1.2 Coarse-graining the Dσ defect

Coarse-graining the symmetry defect Dε is easy because of the Z2 invariance of the tensors
in the TNR procedure. The Kramers-Wannier symmetry of the critical Ising model is not
similarly explicitly realized in the individual tensors and does not help in coarse-graining
the Dσ defect. Instead we treat the string of Dσ tensors as we would treat any other string
of impurity tensors. Coarse-graining such a string can be done using a variation of the usual
TNR scheme. The only change is that the unitaries and isometries that are in the vicinity
of the Dσ tensors need to be optimized for their respective environments [31]. The tensors
elsewhere in the network are the same ones used in coarse-graining D1. This modified
scheme is shown in Fig. B.6.

In Fig. B.6, we depict the Dσ defect as a two-tensor-wide string. This is because
regardless of whether we start with a two-tensor or one-tensor-wide string it is coarse-
grained into a two-tensor-wide string at the next scale.1 For the first coarse-graining step
we can simply choose D(0)

σ,I = Dσ and D(0)
σ,II = A and at all later scales the defect will consist

of two-tensor-wide string.

The generalized translation operator T (i)
Dσ is coarse-grained as in Fig. B.7. The principle

is the same as for T (i) and T (i)
Dε , but implementation is not quite as simple because the defect-

moving unitary U (i)
Dσ needs to be contracted with what is essentially a MERA ascending

superoperator [34] to get the U (i+1)
Dσ at the next scale. The computational time to perform

this coarse-graining of U (i)
Dσ scales asymptotically as O(χ10), whereas all the other steps in

the TNR procedure (with or without a defect) are at most O(χ7) [31], making this step the
computational bottleneck.

The argument in Fig. B.7 can be generalized to show that a generalized translation by
an even number of sites n is coarse-grained to a generalized translation by n

2 sites at the
next scale, with the unitary U (i+1) being the one defined in Fig. B.7(i). Analogously to how
a one-tensor string of Dσ’s becomes a two-tensor string under coarse-graining, the two-site
operator UDσ coarse-grains into a three-site operator U (1)

Dσ . Because of this in Fig. B.7 U (i)
Dσ is

shown as a three-site operator that is then coarse-grained into a three-site operator U (i+1)
Dσ .

1This is related to the causal cone of the binary MERA that is two sites wide for certain operators [38, 103].
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Figure B.6: The TNR procedure to coarse-grain a line defect of two tensors. The network
is assumed to repeat as similar above and below the part shown, where as on the left and
the right it is assumed to consist of tensors A(i). The tensors with red borders are complex
conjugates of the ones with the same shape but with black borders. (a) The new tensors
used in coarse-graining the defect. They have the same unitarity and isometricity properties
as their counterparts in the usual scheme [see Fig. B.1]. (b – d, f) The steps of the usual
TNR algorithm are repeated for the new isometries and unitaries that coarse-grain the
defect. The isometries and unitaries are optimized to again minimize truncation errors, but
for the environments that include the D(i)

σ,I and D
(i)
σ,II tensors. (e) The different tensors are

contracted together to form D
(i+1)
σ,I and D(i+1)

σ,II , defined in (g) and (h), that represent the
defect at next length scale.
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Figure B.7: One step of coarse-graining for the operator T (i)
Dσ · M

(i)
Dσ . The generalized

translation by two sites gets coarse-grained into a generalized translation by one site at the
next scale. Periodic boundaries in the horizontal direction are assumed even when they are
not explicitly shown. All the tensors used in these diagrams are familiar from Fig. B.6 and
Fig. B.1 and we have skipped a few intermediate steps that are just a repetition of what
is done in those figures. (a) Because U (i)

Dσ moves the Dσ defect we can move the unitaries
to the other side of the transfer matrix as shown. (b) Unitaries and isometries have been
inserted into the network. This is like the insertion in the first step of the TNR procedure
in Fig. B.6, but without the v isometries and only on one side of the transfer matrix. Thus
the truncation error introduced by this insertion is at most the truncation error introduced
in the TNR step, because less projections are performed. (c) Using again the property that
U

(i)
Dσ moves the defect allows us to move the unitaries back to where they were originally.

(d) The first step of the TNR procedure in Fig. B.6 has been applied to the tensors of
the transfer matrix. (e) Some of the tensors have been contracted to form A(i+1), D(i+1)

σ,I

and D(i+1)
σ,II , as in Fig. B.4(e). Again, ∼ denotes that the operators in (e) and (f) have the

same spectrum. This can be shown with an argument exactly analogous to the argument
in Fig. B.3(e). (g) Pair of unitaries uu† have canceled and the graph of the network has
been reorganized to make it easier to read. (h) The isometries and unitaries have been
contracted to form U

(i+1)
Dσ , defined in (i). Note that the definition of U (i+1)

Dσ is nothing but a
MERA ascending superoperator acting on two U (i)

Dσ ’s.
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Figure B.8: The additional coarse-graining step to increase the period of the conformal
spins. The tensors with red borders are complex conjugates of the ones with the same
shape but with black borders. (a) z is a coarse-graining isometry, with all of its legs having
dimension χ. B is the tensor obtained at the end of the coarse-graining. (b) zz† pairs have
been inserted in the network as approximate partitions of unity. They can be optimized the
same way the TNR isometries are optimized, see Ref. [31]. (c) ∼ denotes that the operators
in (b) and (c) have the same spectrum. This can be shown with an argument exactly
analogous to the argument in Fig. B.3(e). (d) The A tensors have been split into two using
a truncated singular value decomposition, as in Levin & Nave’s Tensor Renormalization
Group [68]. (e) Some of the tensors have been contracted together into B, defined in (a).
The bond dimension of B is the same as the bond dimension of the original tensor A.

B.2 Increasing the period of the conformal spins

The method we present in Sec. 3.3 and Appendix B.1 yields conformal spins modulo n, where
n is the number of tensors in the transfer matrix. This appendix describes an additional
coarse-graining step that can be taken to increase the period to 2n. We explain how to do
this for a model with no defect, but the method can easily be adapted to accommodate for
the presence of a defect.

To get conformal spins with a period of 2n we want to diagonalize the operator T ·M of
2n tensors. Assume, however, that we can numerically only afford to diagonalize a transfer
matrix of n tensors, i.e. a matrix with dimensions χn × χn. We can use an additional
layer of isometries to coarse-grain T ·M down to n tensors (without changing the bond
dimension). The scheme we use to do this is shown in Fig. B.8.

This additional coarse-graining does not utilize unitaries the same way TNR does and
thus does not remove all short-range correlations. Because of this it causes a truncation
error that is relatively large. In practice we find that doing a single such coarse-graining
does not qualitatively affect the results: Some accuracy is lost in the scaling dimensions
but the conformal spins come out correctly to high accuracy. This lets us match the results

129



obtained with and without the additional coarse-graining and pick the best of both worlds:
Use the additional coarse-graining to get the values for the conformal spins and for the
scaling dimensions use values obtained without the additional coarse-graining.

B.3 Results for the 3-state Potts model

In this appendix, we present results for the critical 3-state Potts model on the square lattice.
It is defined by the partition function

Z =
∑
{s}

∏
〈i,j〉

eβδsi,sj . (B.1)

si are the local degrees of freedom which take three values, say 0, 1 and 2, and δsi,sj is a
Kronecker δ that is 1 only if neighboring degrees of freedom are in the same state and 0
otherwise. The sum and the product are over all configurations and all nearest-neighbor
pairs, respectively. The model has a critical point at β = log(

√
3 + 1) and the continuum

limit at criticality is described by a c = 4
5 CFT.

If we permute the three different values of si, with the same permutation at every site,
the Boltzmann weights remain unchanged. Thus the 3-state Potts model has a global
internal S3 symmetry, S3 being the symmetric group for three elements. For every element
of S3, of which there are 6, there is topological defect for the CFT. We will concentrate
here on three elements 1, a and a2 that form the Z3 subgroup of S3. This is because Z3
is Abelian, and manipulating symmetry preserving tensors is computationally much less
intensive for Abelian symmetries than for non-Abelian symmetries.

We call the defects related to these three group elements D1, Da and Da2 and the
corresponding twisted partition functions ZD1

, ZDa and ZDa2 . As discussed in Sec. 3.8, the
tensor network methods used for the Dε defect of the Ising model can be generalized to
these symmetry defects of the Potts model. Hence we can extract the conformal spins and
scaling dimensions of the scaling operators present in the partition functions ZD1

, ZDa and
ZDa2 .

The numerical results we obtain are shown in Fig. B.9. Because of the Z3 symmetry
each scaling operator comes with a Z3 charge, and we have organized the results by this
charge. The agreement with the exact values is again excellent. To obtain these results we
coarse-grained and diagonalized a transfer matrix of 26 × 4× 26 A(0) tensors (≈ 32 000 of
the original degrees of freedom). The bond dimensions used in coarse-graining were χ = 30
and χ′ = 15. For the conformal spins, a slightly larger system was used, as explained in
Appendix B.2.
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Figure B.9: The scaling dimensions and conformal spins of the first scaling operators of
the square lattice 3-state Potts model with various defects as obtained with TNR. Every
row of three plots includes the results for one of the defects we study: at the top the
trivial defect D1, in the middle the defect Da and at the bottom the defect Da2 . Crosses
mark the numerical values, circles mark the exact values. Several concentric circles denote
the degeneracy Nα of that (∆α, sα) pair. Although it is not clear from the figure, these
degeneracies also come out correctly.

131



B.4 Number of degrees of freedom in ZDσ

In this appendix, we explain the correct way to count the degrees of freedom in a system
with a Dσ defect. This affects how we normalize the transfer matrix to extract conformal
data.

We build the transfer matrix M (s)
Dσ from the tensors A(s), D(s)

σ,I , and D
(s)
σ,II and diagonalize

it. We use the dependence of M (s)
Dσ on the system size to determine the free energy term

lnf in the spectrum, as explained in Sec. 3.2, and then normalize this term away. ln is the
number of spins included in the transfer matrix. For the usual Ising model network Zn,m(A)
every bond corresponds to a spin and there are twice as many spins as there are A(0) tensors.
However, the bonds on the right side of the Dσ tensor are special: they correspond to only
half a spin. This needs to taken into account when determining f .

That there is half a spin missing can be seen from the way the fusion rules manifest in
the lattice models, or straight from the explicit form of the Dσ tensor. Perhaps the clearest
way is to use the Jordan-Wigner transformation to map the quantum spin chain of n spins
into a chain of 2n Majorana fermions. There, the Dσ defect is realized as one Majorana
mode missing from the chain.
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C

Appendices for Chapter 4

C.1 Generic form of purifications

In this appendix, we prove the following theorem, that characterizes all purifications of a
given density matrix.

Theorem 1. Let ρ be a density matrix on the χ-dimensional state space H. Let X be
a χ × χX matrix such that ρ = XX†. Let |ϕ〉 ∈ H ⊗ Hanc. be a candidate for being a
purification of ρ. Hanc. is an ancilla space of dimension χϕ ≥ χX . Let ϕ be a χ×χϕ matrix
dual to the state |ϕ〉, in the sense that 〈i|ϕ|j〉 = [〈i| ⊗ 〈j|]|ϕ〉 for all |i〉 ∈ H and |j〉 ∈ Hanc..
Then |ϕ〉 is a purification of ρ if and only if there exists a matrix W of dimensions χX ×χϕ,
such that

• W is isometric in the sense that WW † = 1,

• ϕ = XW .

Proof. First, assume ϕ = XW , with W being isometric. Then

Tranc. |ϕ〉〈ϕ| = ϕϕ† = XWW †X† = XX† = ρ, (C.1)

and thus |ϕ〉 is a purification of ρ.
To prove the inverse statement, assume |ϕ〉 is a purification of ρ. Let X = UXSXV

†
X

and ϕ = UϕSϕV
†
ϕ be the singular value decompositions of X and ϕ. Then

ρ = XX† = UXSXS
†
XU

†
X (C.2)
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and
ρ = Tranc. |ϕ〉〈ϕ| = ϕϕ† = UϕSϕS

†
ϕU
†
ϕ. (C.3)

SXS
†
X and SϕS†ϕ are square and diagonal, and UX and Uϕ are unitary, and thus the above

are both eigenvalue decompositions of ρ. Furthermore, we can choose SX and Sϕ to have
the singular values ordered by magnitude, which then makes SXS†X and SϕS†ϕ be ordered
by magnitude. Since the eigenvalue decomposition of a Hermitian matrix is unique up
to unitaries that commute with the diagonal matrix of eigenvalues, we then know that
SϕS

†
ϕ = SXS

†
X = S2 and Uϕ = UXu, where u commutes with S2.

Sϕ and SX are in general non-square, and their right-most dimensions, χϕ and χX , may
be different. However, since they both square to S2 in the above sense, we know that the
values on their diagonals must be the same. Thus the only difference between them is that
Sϕ may be padded with columns of zeros compared to SX (keep in mind that χϕ ≥ χX).
We can in fact write Sϕ = SXE, with E (for embedding) being the χX × χϕ matrix

E =

 1χX×χX 0̄

 , (C.4)

where 0̄ is zero matrix of dimensions χX × (χϕ − χX).
For u, the fact that it commutes with S2 implies that there exist unitary matrices uX

and uϕ that fulfill uSX = SXuX and uSϕ = Sϕuϕ. They can be constructed by either
dropping rows and columns of u corresponding to the null space, or taking the direct sum
u⊕ 1 with an identity matrix of a suitable dimension, depending on whether χ is larger or
smaller than χX and χϕ.

With the above technicalities out of the way, let us finish the proof. Choose W =
VXuXEV

†
ϕ . Then

XW = UXSXV
†
XVXuXEV

†
ϕ = UXSXuXEV

†
ϕ = UXuSXEV

†
ϕ = UϕSϕV

†
ϕ = ϕ. (C.5)

Thus we have found a W such that ϕ = XW . To conclude the proof, we only need to
observe that

WW † = VXuXEV
†
ϕVϕE

†u†XV
†
X = VXuXEE

†u†XV
†
X = VXuXu

†V †X = VXV
†
X = 1, (C.6)

to see that W is isometric.

In the above, we have shown that if ρ = XX†, then any purification of ρ can be written
as XW for some isometry W . The only caveat here is the assumption that the ancilla space
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of the purification has a dimension χϕ ≥ χX . This, however, can be easily circumvented
by embedding any purification that uses a smaller ancilla, into a larger space. Thus we
conclude that Theorem 1 is a full characterization of all purifications of a density matrix of
the form ρ = XX†.

C.2 Solving the maximization

In this appendix, we show that for any matrix M ,

max
W1,W2

∣∣∣Tr[W1MW †
2 ]
∣∣∣ = max

W
|Tr [WM ]| = ‖M‖tr, (C.7)

where W1 and W2 are isometric matrices in the sense that W †
1W1 = 1 and W †

2W2 = 1. W
is also constrained to be isometric, and if we assume, with no loss of generality, that M is
of dimensions χ1 × χ2 with χ1 ≤ χ2, then the isometricity condition on W is W †W = 1.

To get started, singular value decompose M as M = USV †. Since U and V are unitary,
we can always redefine W1U 7→ W1 and W2V 7→ W2 without affecting the isometricity of
W1 or W2. Thus,

max
W1,W2

∣∣∣Tr[W1MW †
2 ]
∣∣∣ = max

W1,W2

∣∣∣Tr[W1SW
†
2 ]
∣∣∣ . (C.8)

We can further rewrite
∣∣∣Tr[W1SW

†
2 ]
∣∣∣ =

∣∣∣Tr[SW †
2W1]

∣∣∣ =
∣∣∣∣∣
rankM∑
i=1
〈W2,i|W1,i〉Si

∣∣∣∣∣ , (C.9)

where Si are the singular values of M , and |W1,i〉 and |W2,i〉 are the ith columns of W1 and
W2. The isometricity of the W ’s translates into

〈W1,i|W1,j〉 = δij & 〈W2,i|W2,j〉 = δij. (C.10)

Given that |W1,i〉 and |W2,i〉 are normalized, and that Si are real and non-negative, it is
clear that the best one can possibly hope to do in maximizing∣∣∣∣∣

rankM∑
i=1
〈W2,i|W1,i〉Si

∣∣∣∣∣ , (C.11)

is to have 〈W2,i|W1,i〉 = 1 for all i. This can be achieved by choosing |W1,i〉 = |W2,i〉 for
the first rankM columns. The remaining columns can be anything orthogonal to the first
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rankM ones, as they do not contribute, and similarly, what exactly |W1,i〉 are chosen to be
makes no difference. With this choice we see that

max
W1,W2

∣∣∣Tr[W1MW †
2 ]
∣∣∣ =

rankM∑
i=1

Si = ‖M‖tr, (C.12)

which proves the second part of Eq. (C.7).
In what may seem like bizarrely over-complicated way of reexpressing the above result,

we finally point out that with a logic very similar to the one above, one can easily show that

max
W
|Tr[WM ]| = max

W
|Tr[WS| = max

W

∣∣∣∣∣
rankM∑
i=1

WiiSi

∣∣∣∣∣ =
rankM∑
i=1

Si = ‖M‖tr. (C.13)

The usefulness of this first part of Eq. (C.7) can be found in the main text, where it is used
to justify the definition of the quantity we call disjoint fidelity.
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