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ABSTRACT
Gamification has been used in a variety of application domains to promote behaviour change. Nevertheless, the mechanisms behind it are still not fully understood. Recent empirical results have shown that personalized approaches can potentially achieve better results than generic approaches. However, we still lack a general framework for building personalized gamified applications. To address this gap, we present a novel general framework for personalized gamified applications using recommender systems (i.e., software tools and technologies to recommend suggestions to users that they might enjoy). This framework contributes to understanding and building effective persuasive and gamified applications by describing the different building blocks of a recommender system (users, items, and transactions) in a personalized gamification context.
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1 INTRODUCTION
Gamification is the use of game design elements in non-game contexts [19]. It can be used to create applications aimed at promoting behaviour change in a broad range of domains, such as health, wellness, education, training, online communities, customer loyalty, marketing, and staff management [43, 58, 63]. When used for behaviour change or promotion, gamified applications usually incorporate elements of persuasive technologies [21, 51] in addition to the game design elements, to increase the motivational power of the persuasive intervention. Nevertheless, the mechanisms behind gameful design and gamification are still not fully understood. Empirical studies have sometimes reported only partially positive or even negative results [27, 30, 51, 63]. A topic that has recently gained attention is understanding how to personalize these gameful persuasive applications. Results have shown the higher value of personalized over generic approaches in user interface (UI) design [3, 44], persuasive technologies [31, 33], and games [5, 14, 50, 53]. However, the study of personalized gamification is still in its infancy and publications so far have been mostly theoretical, for example, focusing on identifying different personality traits or preferences for personalization [29, 52, 64].

On the other hand, there is a more established research literature on recommender systems (RS). RS are software tools and techniques that provide suggestions for particular items to a user [59]. A RS can help the user find items that would probably match their preferences among the increasing amount of available information and products. Additionally, a RS relies on people making choices based on what other people recommend [59]. Recommender systems have been often used to help users select products in e-commerce sites, movies, or music, just to name a few common applications.

Gameful, persuasive applications support the feeling of autonomy. They do this by offering different activities and letting users select choices [16, 60, 61]. In this regard, they share similarities with recommender systems applications. Yet, information overload may occur when options increase. This makes informed choices more difficult. In a case like this, a recommender system could help users easily choose activities that would likely fit their preferences. However, to the best of our knowledge, the current literature has not yet addressed this topic.

This paper presents the first theory on how to use recommender systems in gamification to increase their efficacy. To this end, we describe a strategy by which gameful systems can automatically recommend personalized activities for each user with the goal of increasing user motivation and engagement. We combined existing knowledge from both research fields—recommender systems and personalized gamification—to create a general framework for using recommender systems for personalized gamification. We propose a new research direction on personalized gamification using recommender systems for human-computer interaction (HCI). The framework we propose in the present work can serve as a foundation for future research. The goal of this research would be building and evaluating these systems. With our framework, researchers can describe, design, and assemble recommender system components for gamification.
2 RELATED WORK

2.1 Recommender Systems

Recommender systems (RS) are software tools and techniques that can recommend items users might have a need for or could use [59]. They work to gather various kinds of data to build their recommendations. As a general classification, data used by RSs can refer to three kinds of entities: (1) items that are recommended to users, (2) users that will receive the recommendations, and (3) transactions (i.e., recorded interactions between items and users) [59]. There are many different ways of modelling users, which will depend on the application domain and the recommendation technique. Most personalization systems are based on some sort of user profile; this is an instance of data representing a single user [23].

More recently, RSs have also become context-aware. They consider information about a user’s situation in a specific time or location that can affect the recommended items (CARS; [1]).

The task domain, the knowledge used, and the recommendation algorithm all influence the recommender system type. In detail, the algorithms vary in how they compute the rating function and how they build the recommendation and present it to the user [59]. The common recommendation techniques include:

- **content-based recommendation** [36, 56, 59], which try to recommend items similar to those liked by the user in the past;
- **collaborative (or social) filtering** [17, 35, 59, 62], which recommend items that are also liked by similar users;
- **hybrid recommendation** [11, 59], which are based on the combination of the above-mentioned techniques;
- **context-aware recommendation** [1], which consider the context in which the recommendation occurs; and
- **machine-learning techniques** [9], which can be used to learn models to predict ratings and are generally employed to improve the precedent techniques.

Each recommendation technique has strengths and weaknesses that influence how we select the right option for each situation. For example, content-based recommenders are better at recommending items that have enough known properties. In contrast, collaborative filtering can only recommend items that many users have rated. Hybrid methods combine the strengths of each technique to balance out the shortcomings of the others.

2.2 Personalized Gamification

On the other hand, personalization has been a study topic in HCI for some time (e.g., focusing on personalizing web sites or e-commerce applications) [10]. However, investigating personalization in gamification and persuasive technologies is a new field. The first empirical studies have reported that personalization is more effective than standardization to create behaviour change [12, 46].

Gamification adds some game elements (or motivational affordances) to a non-game application. The goal of this is to engage and motivate the user [18, 40, 41]. For example, some of the most used elements are: points, badges, leaderboards, levels, avatars, narrative, quests, challenges, and rewards. Thus, several research efforts on personalized gamification have been focused on understanding different user preferences regarding each game element or affordance.

For example, Ferro et al. [20] studied personality models and player types. The goals were to find the similarities between them and to relate them to different game design elements. Their work grouped personality traits, player types, and game elements in five categories: (1) Dominant, (2) Objectivist, (3) Humanist, (4) Inquisitive, and (5) Creative. Jia et al. [29] studied the relation between the five-factor model (FFM) personality traits [15, 25] and individual gamification elements and found several significant correlations. Orji et al. [52] studied the relation between the FFM personality traits and several persuasive strategies used in gamification. They noted that personalization is the most effective strategy, which almost all the personalities perceived as positive.

Marczewski [37] built on the literature about player types [8, 28, 42, 67] and self-determination theory in games [16, 60, 61] to create the User Types Hexad model, which classifies user preferences in six distinct user types:

- **Philanthropists** are motivated by purpose;
- **Socialisers** are motivated by relatedness;
- **Free Spirits** are motivated by autonomy;
- **Achievers** are motivated by competence;
- **Players** are motivated by rewards; and
- **Disruptors** are motivated by the triggering of change.

Tondello et al. [64] tested the correlation of each Hexad user type with several used game elements. Results demonstrated that the Hexad model could help to personalize gameful applications. The authors suggest that designers would be able to screen their target audience with the Hexad user types to choose the adequate game elements for each user.

Barata et al. [6, 7] and Von Roy and Zaman [66] studied data regarding student performance and preferences in gamified university level courses and observed evident differences.

Furthermore, adopting some sort of virtual coach or personal assistant can personalize gameful applications. This coach or assistant would be able to learn the user’s preferences over time. It could then recommend interactions that the user would more likely enjoy. Application domains, such as smart communities [57] and health [65], have suggested using a coach like this. This approach would benefit from the use of recommender systems to empower the virtual assistant with useful recommendations for each user.

Gamification draws from research in persuasive technologies to further encourage adoption of behaviours. Theoretical and empirical studies have suggested different factors for persuasive technology personalization [46, 51], such as:

- Personality types [2, 4, 26],
- Age [49],
- Gender [48, 49, 54],
- Player types [50, 53],
- Culture or nationality [34, 45, 47], and
- Individual susceptibility to persuasive attempts [31, 32, 50].

To the best of our knowledge, this paper presents the first discussion of how to use recommender systems in personalized gamification. A few works discuss similar approaches; even so, there are significant differences in relation to our approach. Meder and Jain [39] studied the recommendation of game elements that would maximize each user’s contribution in gameful systems using matrix factorization (a collaborative filtering technique). While their work
3 RECOMMENDER SYSTEMS FOR PERSONALIZED GAMIFICATION

To advance future research for building recommender systems for personalized gamification, we propose a general framework that researchers can use to design these systems. We centre this framework on the core elements of a recommender system:

**Inputs:** the items to be rated and recommended by the system, the user profiles, the transactions between items and users that will be logged and analyzed, and the different types of context in which the recommendations can occur.

**Output:** the ratings that the RS will predict.

**Process:** the recommendation methods of the system.

Figure 1 shows how each of the elements above contribute to the recommendation process. Our framework shows the available design options for each element. The engineers can then choose them depending on the application (e.g., by selecting which recommendation algorithm to use).

![Diagram of recommendation process](image)

**Figure 1:** Inputs and outputs of the recommendation.

### 3.1 Items

The items are the user activities in the gameful application and how it communicates with and motivates the user. There might be different types of items that could be personalized in a gameful application. However, as Matthess et al. [38] noted, we need to choose a set of item types that will achieve a balance between personalization costs and returns. Based on the literature review documented in the previous section, we have identified three main item types to personalize, which would represent the most valuable returns: (1) the user activities, (2) the game elements that engage and motivate the user, and (3) the persuasive strategies.

#### 3.1.1 Activities.

The activities of a user in a gameful application depend on the domain. For example, in an e-commerce application, they would be browsing, visiting, and buying products; in a fitness application, they would be a variety of types of physical exercise; in a health application, they could be dieting or exercising, among others; and in a learning application, they could be reading lessons, watching videos, or taking quizzes, or completing challenges. The RS would need to rely on knowledge gathered from the application domain to analyze user preferences for different activities and recommend those that the user would be more likely to enjoy. For example, RSs in e-commerce applications have already been extensively studied and this knowledge could be used to inform the gamification RS. Similarly, much literature investigates the types of healthy activities more suited to each individual, or the differences between individual learning preferences and distinct learning activities that would be more effective for each individual. The RS can take advantage of this knowledge to recommend tailored activities according to predicted user preferences instead of suggesting the same activities to all users.

#### 3.1.2 Game elements.

There is evidence that users tend to enjoy some game elements more than others and that it is possible to assess these preferences with a user-type survey [64]. Thus, the RS could recommend different types of gaming activities to satisfy the user’s preferences. For example, after the RS identified that the user might enjoy carrying out a particular exercise type (e.g., walking, running, or hiking), or a particular learning activity (e.g., watching a video or taking a quiz), the system might combine it with a particular type of gaming activity that the user would be likely to enjoy, such as solving a challenge, completing a quest, competing with others, collaborating with others, or exploring different ways of completing a task.

#### 3.1.3 Persuasive strategies.

The RS can also adapt the persuasive strategies used to communicate with the user [52]. For example, using Cialdini’s strategies [13], if the system finds out the user is more susceptible to scarcity, it can suggest limited opportunities to complete a task; if the user seems more susceptible to authority, the system can show expert comments for each activity; and if the user is more susceptible to consensus, the system may show that a large quantity of people are already carrying out an activity.

### 3.2 Users

Several attributes might be of use to build a user profile for the RS. For example, an important piece of information is the user type [37], which could be obtained by asking the user to fill out a survey [64]. Similarly, knowing the user’s personality traits, age, gender, and nationality could be useful because there is evidence that these factors may affect a user’s preferences. Additionally, there might also be attributes specific to the domain. For example, in a health application, it might be useful to know the user’s health history and current condition; in a learning application, it might be useful to know about the user’s current expertise on the study topic or the user’s preferences for different learning styles.
3.3 Transactions
In a gameful application, the transactions will be the activities actually performed by a user. Each time the user performs an activity, the RS can take the opportunity to record the user’s rating for that particular activity, game element, or combination of both. These ratings can be collected implicitly (i.e., by assuming that the user carrying out an activity indicates they enjoy it, thus increasing the implicit rating for that activity and game element) or explicitly, by asking the user to rate the activity after its completion. Additionally, the RS can also rate the different persuasive strategies, either implicitly (i.e., by assuming that if the user took the suggested action, the persuasive strategy used might be a good fit) or explicitly (i.e., by asking the user about the effectiveness of each used message). It is also possible to use frequency of visit or click at a particular feature or element, or the time spend on a task or using a particular element, to determine the user’s preference.

3.4 Context Types
The different types of context that need to be considered by the RS depend on the domain. Thus, it is also possible to learn from knowledge already documented in each specific domain to inform the RS. For example, in a health or fitness application, the season, time, or location might limit the kind of activities that the user can perform. In an e-commerce application, the location or seasonal factors may also limit the availability or cost of some products.

3.5 Ratings
The ratings are the output of the RS and correspond to the predicted likelihood that the user will enjoy each item not previously rated for that user. The complexity of a RS for persuasive gamification is that there are three different types of items to analyze and recommend: activities, game elements, and persuasive strategies.

In the simpler approach, the RS would receive input data about transactions and ratings for each of these types of items and would attempt to predict new ratings for activities, game elements, and persuasive strategies separately. This approach would simplify the implementation; but, it would defer the decision on how to combine these different types of items to another application component before making the recommendation to the user. Thus, the complexity is only being transferred to another subsystem, that might not have the capability to assess the user’s preferences when performing the combinations.

A more comprehensive approach would be to have the RS receive ratings for each different item type separately, as well as for the specific combinations of items, then try to predict the ratings for complex combinations based on the input data. This approach would increase the complexity of the RS; however, it would enable the system to provide more accurate and useful recommendations because all the combinations between activities, game elements, and persuasive strategies will be rated according to the user preferences analyzed from the input data.

3.6 Recommendation Methods
The choice of the recommendation method to use will depend on the application domain and the resources available.

3.6.1 Content-based recommender. A content-based recommender can take advantage of knowledge from the application domain, if available, to implement recommendation based on the user profile and information about the items. Additionally, there is theoretical and empirical information available to enable the implementation of game elements recommendation based on the user’s type [64]. The advantage of this approach is that it does not suffer from the problems of cold start or lack of coverage. However, it depends on having enough information about the user’s type and the game elements themselves. Thus, this approach might not work if the user is not willing to fill out the user types survey.

3.6.2 Collaborative filtering. Collaborative filtering is also a viable solution for any of the types of items. It can overcome the lack of theoretical or empirical knowledge to build a content-based recommender. It only depends on the ratings collected explicitly or implicitly from user transactions. Yet, collaborative filtering suffers from cold start and coverage problems. A recommender algorithm will be less likely to provide good recommendations for new users (or new items) without enough initial ratings.

3.6.3 Context-aware recommender. Contextual information allows us to filter the recommended items within limitations of a domain. The decision to use a context-aware recommender will depend on the application domain and our existing knowledge about contextual information. This approach could be used together with either a content-based or a collaborative recommender system.

3.6.4 Hybrid recommender. A hybrid recommender could be used to take advantage of the best characteristics of each of the above methods. For example, a content-based recommendation algorithm can be used to provide initial recommendations based on theoretical and empirical models while a transaction history is not yet available to feed a collaborative filter. After that, the collaborative filtering algorithm might be used to improve or completely replace the content-based recommendations. Contextual information can further be used to improve or filter the recommendations based on the limitations of the application domain.

4 CONCLUSION AND FUTURE WORK
We have presented a new framework for building recommender systems for personalized gamification. This general framework describes the possible inputs for this type of RS (items, users, transactions, and contextual information), the possible approaches to choose a recommendation algorithm, and the process’s output (the predicted ratings for each gameful activity per user). Additionally, we have described three potential types of items that can be personalized: the activities carried out by the user, the gameful elements employed to motivate the user, and the persuasive strategies used to trigger the desired behaviours. Likewise, we have described the user attributes that might be used as factors for personalization, in particular the user’s gamification type scores.

Still, the currently available knowledge on personalized gamification limits our current framework. The theoretical models and empirical studies in this field will evolve in the next years. This evolution will enable more precise decisions on how to design good recommender systems for personalized gamification.
Furthermore, we decided not to choose or test any particular approach or algorithm for building a personalized gamification recommender system to keep our framework generic. Instead, we choose to present the available options to inform future research on this topic. Future work will need to put in place and test this framework in specific application areas, by deciding on specific approaches to implement each one of its components. At this point, it is probable that new issues and questions will be encountered that our general overview did not identify.

This work contributes a new research direction on personalized gamification based on recommender systems. The proposed framework can inform the design of these systems in future research, which will then be able to evaluate the effectiveness of personalized systems over generic approaches. This novel research area opens new possibilities on investigating and building personalized persuasive gameful applications based on the empirical studies on personalized gamification described in the literature review.

Continuing this research, we plan to apply the suggested framework within different gamification projects in different domains. This will give us the opportunity to further improve the framework and to investigate specific approaches for particular domains. Moreover, we will follow with empirical user studies to evaluate the effectiveness of the recommendations for real users of gameful applications. This will allow us to further validate the framework and the specific approaches for each application domain, as well as collect valuable data to further improve the framework and advance future research on this new topic.
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