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Abstract 

The massive amount of current data has led to many different forms of data analysis 

processes that aim to explore this data to uncover valuable insights such as trends, anomalies 

and patterns. These processes support decision makers in their analysis of varied and 

changing data ranging from financial transactions to customer interactions and social 

network postings. These data analysis processes use a wide variety of methods, including 

machine learning, in several domains such as business, finance, health and smart cities.  

Several data analysis processes have been proposed by academia and industry, including 

CRISP-DM and SEMMA, to describe the phases that data analysis experts go through when 

solving their problems. Specifically, CRISP-DM has modeling as one of its phases, which 

involves selecting a modeling technique, generating a test design, building a model, and 

assessing the model. However, automating these data analysis modeling processes faces 

numerous challenges, from a software engineering perspective. First, software users expect 

increased flexibility from the software as to the possible variations in techniques, types of 

data, and parameter settings. The software is required to accommodate complex usage and 

deployment variations, which are difficult for non-experts. Second, variability in 

functionality or quality attributes increases the complexity of these systems and makes them 

harder to design and implement. There is a lack of a framework design that takes variability 

into account. Third, the lack of a more comprehensive analysis of variability makes it 

difficult to evaluate opportunities for automating data analysis modeling. 

This thesis proposes a variability-aware design approach to the data analysis modeling 

process. The approach involves: (i) the assessment of the variabilities inherent in CRISP-DM 

data analysis modeling and the provision of feature models that represent these variabilities; 

(ii) the definition of a preliminary framework design that captures the identified variabilities; 

and (iii) evaluation of the framework design in terms of possibilities of automation. Overall, 

this work presents, to the best of our knowledge, the first approach based on variability 

assessment to design data modeling process such as CRISP-DM. The approach advances the 
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state of the art by offering a variability-aware design a solution that can enhance system 

flexibility and a novel software design framework to support data analysis modeling. 
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Chapter 1 

Introduction 

The massive amount of current data has led to many different forms of data analysis 

processes that aim to explore this data to uncover valuable insights such as trends, anomalies 

and patterns. These processes support decision makers in their analysis of varied and 

changing data ranging from financial transactions to customer interactions and social 

network postings. These data analysis processes use a wide variety of methods, including 

machine learning and statistical data analysis, in several domains such as business, finance, 

health and smart cities [1], [2], [3]. In general, data analysis approaches have the potential to 

advance significantly the development of descriptive, diagnostic and predictive data analysis 

applications. 

The process of data analysis involves phases such as data understanding, data preparation, 

modeling, evaluation and deployment. Specifically, the data modeling phase uses specific 

data analysis models to generate results in various situations. This phase in general has tasks 

such as select modeling technique, generate test design, build model and assess model. Each 

of these tasks has numerous variations. For example, the selection of specific models to be 

applied depends on factors such as the application domain, business goal, suitability of the 

model type, and data assumptions and available data types.  

The high-level goal of this work is to make it easier to perform the data analysis modeling 

process. To accomplish this goal there is a need to increase the extent to which this process 

can be automated.  

This thesis assumes that the analysis of the variabilities associated with the data modeling 

process can lead to capturing the variations in this process in a more comprehensive way 

using feature models and to producing a flexible software framework design. This design can 

help identify opportunities for automation that go beyond the automation support provided by 

existing tools. In this context, the thesis offers a variability-aware design approach to the data 

analysis modeling process.  
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This chapter describes the background and motivation, the challenges, the proposed 

approach, and the contributions of this research to the state of the art in the area of data 

analysis processes.  

1.1 Background 

1.1.1 Data Analysis Processes 

Data analysis is the process of applying approaches and computer systems to examine in-

depth data, using tools, techniques, and methods, so that meaningful information can be 

identified to make decisions or solve problems [4], [5], [6]. A simplified view of a data 

analysis project is that it comprises four main phases including: preparation, preprocessing, 

analysis, and post-processing [5].   

Hardware and database technology progress has allowed the collection, storage, and access 

of all kinds of digital data at a growing and rapid scale [5], [7], and this data has been 

increasingly used in data analysis processes. Sources of data – banking machines, Internet 

portals, mobile devices, slot machines – are diverse and have different levels of reliability 

and complexity. This data comes from several domains, including industry, business, 

medicine, biological processes, and is based on different types, such as numerical, text, 

structured, and image data [5], [3], [6]. In addition, the availability of such data has led to 

new approaches to data understanding and analysis that can help turning data into useful 

knowledge to improve decision making, create new businesses, and reduce costs[1], [3], [7], 

[8]. Because manual data analysis of such huge volumes of data is not only impractical and 

in some cases almost an impossible task [7], there is an increasing need to automate the data 

analysis process.   

Several data analysis processes have been proposed by industry and academia to describe 

the phases that data analysis experts should go through when solving their problems, 

including CRISP-DM (Cross-Industry Standard Process for Data Mining) and SEMMA 

(Sample, Explore, Modify, Model, and Assess) [9], [10, 11], [12]. These data analysis 

processes are widely used in industry to support current data analysis efforts. Specifically, 
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CRISP-DM has modeling as one of its phases, which involves tasks such as selecting a 

modeling technique, generating a test design, building a model, and assessing the model.  

1.1.2 Variability Modeling and Analysis 

Variability is “the ability of a software system or artifact to be efficiently extended, changed, 

customized or configured” [13]. It allows a software system to be reusable and customized  

in a variety of scenarios and domains, as well as in its multiple versions [14], [15], [16], [17], 

[18]. In earlier stages of a software system design, some requirements options can be defined 

in advance and new versions of the system can be designed to incorporate some of these 

options [18], [19], [20]. In these terms, variability analysis can support the planning for 

future adjustments, adaptations and changes. Over the system software life cycle, the 

variability analysis includes the identification of the software system parts that vary and the 

range of options for these variations. A variation point refers to a representation of an item 

that may vary, such as “technique” or “payment method,” and a variant is a representation of 

a single option that a variation point may assume (i.e., for the variation point “technique,” the 

variants could be “decision-tree” or “K-means,” and for “payment method,” the variants can 

be “credit card” or “cash”). The relationship among variation points and their variants 

establish dependencies that can be mandatory or optional [21], [22]. 

A major impact of the variability analysis on the software engineering area is that it 

provides adaptability, flexibility, and reusability for the software artifact throughout the 

system lifecycle [14], [23]. The exploration of the commonalities and variabilities of 

software products helps to improve the development efficiency and enables the configuration 

of software system (behavior, structure and process) [14], [17], [24], [25].  

Variability facilitates the adaptation of a software system to changes and allows reusability 

of software components [17]. Variability has been applied to many different scenarios of 

software systems, including dynamic selection of features, configuration tools, or self-

adaptive systems [17]. The focus of variability analysis is to identify the components that are 

candidates to be extended, customized or changed, according to the context or domain.  
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Studies on variability in software systems have been conducted and many variations of 

modeling approaches have been developed to implement variability techniques [24], [17], 

[26]. There are numerous types of variability models, including feature models [24], decision 

modeling [24], and models based on UML [21], [22], [27]. Feature models, for example, are 

used to understand, define, and communicate the variability of a software system through the 

representation of a logical relationship between variation points and variants [21], [13], [28].  

Decision modeling focuses on identifying possible decisions for domain-related questions to 

be used in the product configuration [24].  Variability models based on UML are used to 

model a family of software systems that can support some common functionality and some 

variable functionality [27]. Overall, variabilities can be assessed in many ways, one of which 

is by analyzing nouns and verbs in requirements system documents [51]. 

Specific software system behavior, which may involve change, configuration, or extension, 

is enabled by means of the selection of variation points and their variants. This ability makes 

it possible to customize a system to specific circumstances, and this may include component 

customization, feature selection, or adaptation at runtime, and system configuration. Further, 

the variability model is flexible and reusable in the sense that additional variants can be 

included with respect to a variation point, which implies that some decisions in the 

development process can be delayed [23]; rather than deciding beforehand, a customized 

solution can be configured later according to specific system requirements. 

1.1.3 Object-Oriented Frameworks 

Researchers and practitioners have been studying software reuse for decades and several 

techniques, tools, and applications for this purpose have emerged over the years [29]. The 

origin of the framework concept dates from mid-80s when it was defined as “a large structure 

that can be reused as a whole for the construction of a new system” [30] for a particular 

domain.  A framework can also be seen as an object-oriented abstract design [31] that refers 

to “a generic architecture that provides an extensible template for applications within a 

domain” [15], by means of which developers express reusable designs for a software system 

[32, 33], [34]. Alternatively, it can be defined as “a set of classes that embodies an abstract 
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design for solutions to a family of related problems” [31]. The role for object-oriented 

framework is important for the development of open systems [29] as well as in a wide range 

of domains. Fire-alarm systems, gateway billing systems, robot control, business-oriented 

applications, and speech recognition are some examples of reported framework applications 

[30], [35].  

Software frameworks lead to several benefits, including higher reuse and productivity and 

improved quality in the software system development process  [29], [30], [36], [37], [38]. 

Higher productivity comes from the fact that developers have a core system and possible 

extensions from which the system can be built. Improved quality results from the reuse of 

pre-defined and tested components and their variations. The reuse of design patterns, 

components, and architectures is the foundation of the object-oriented reuse technique [39], 

[34], [38], enabling the customization and adaptation of applications within a specific domain 

[40], [33]. Customization may involve invoking operations of components, exchanging data, 

or even handling errors [34]. To tailor a generic architecture for a specific situation or 

problem in a given domain, frameworks provide a flexible and reusable design foundation 

along with its elements, relationships, and extension points that can be modified, specialized, 

and extended to build a new application [35], [41], [30], [33], [42]. 

1.2 Problem  

The software automation of data analysis modeling processes from a software engineering 

perspective faces numerous challenges. First, software users expect increased flexibility from 

the software in terms of the possible variations regarding different techniques, types of data, 

and parameter settings. The software is required to accommodate complex usage and 

deployment variations, which are difficult for non-experts. Second, variability in 

functionality or quality attributes increases the complexity in the design space of these 

systems and makes them harder to design and implement. There is a lack of a framework 

design that takes variability into account to support the design process. Third, the lack of a 

more comprehensive analysis of the variability design space makes it difficult to evaluate 

opportunities for automating the data analysis modeling process. 
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The thesis addresses three main research questions: 

(i) What are the variabilities related to the CRISP-DM data analysis modeling 

process and how can these variabilities be represented using feature models? 

(ii) What framework design can capture the variabilities in the CRISP-DM data 

analysis modeling phase? 

(iii) What are the opportunities for automation of the CRISP-DM data analysis 

modeling phase that go beyond the support provided by existing tools? 

1.3 Proposed Approach  

This thesis proposes a variability-aware design approach to the data analysis modeling 

process. The approach involves (i) the assessment of the variabilities inherent in the CRISP-

DM data analysis modeling phase and the provision of feature models that represent these 

variabilities; (ii) the definition of a preliminary framework design that captures the identified 

variabilities; and (iii) the evaluation of the proposed framework design in terms of the 

possibilities for process automation.  

The assessment of the variabilities is based on the data analysis modeling phase of the 

CRISP-DM process model, the de-facto standard methodology for data analysis projects [9], 

and highlights the complex dependencies among variation points and their variants.  The 

preliminary framework design aims at providing a flexible design model that can be used as a 

basis for implementation purposes.  The evaluation of the framework design in terms of 

possibilities for automation can lead to enhancements in the level of automation supported by 

existing tools.  

The proposed approach is illustrated in Figure 1. According to this figure, first, a 

variability assessment is conducted using as sources the CRISP-DM documentation [9], [11] 

and several articles that support the classification of the techniques that can be applied in the 

data analysis modeling process and, based on the variability assessment, feature diagrams are 

developed to represent the variabilities present in this process. Second, the feature diagrams 

are used to create a preliminary framework design for the CRISP-DM modeling phase. Third, 
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the opportunities for automation of the CRISP-DM data analysis modeling phase that go 

beyond the support provided by existing tools are evaluated.  

 

Figure 1 – A variability-aware design approach to the data analysis modeling process. 

1.4 Contributions  

The thesis statement of this research work is the following: 

Assessing the variabilities in the CRISP-DM data analysis modeling process can 

contribute to the development of feature models and a design framework that 

indicates new opportunities for automation for the CRISP-DM modeling phase.  

The contributions of the thesis include: 

(i) Variability assessment of the CRISP-DM data analysis modeling process, which 

provides variations related to its four generic tasks, namely Select Modeling 

Technique, Generate Test Design, Build Model and Assess Model, and the feature 

diagrams that represent these variations; 

(ii) A preliminary framework design that is developed based on the four generic tasks 

of the variations identified in the variability assessment; and 
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(iii) An evaluation of the possibilities for automating the data analysis modeling 

process for each of the four generic tasks. 

Overall, this work presents, to the best of our knowledge, the first approach based on 

variability assessment to design data analysis modeling processes such as CRISP-DM. The 

approach advances the state of the art by offering a variability-aware design solution that can 

(i) enhance the flexibility of systems for data analysis modeling; and (ii) potentially lead to 

novel software frameworks that improve significantly the level of automation to support data 

analysis modeling process. 

1.5 Thesis Outline 

In the rest of this thesis, Chapter 2 presents some of the existing related work related to this 

work, including data analysis modeling process, variability modeling analysis, feature 

models, and object-oriented frameworks. Chapter 3 describes the variability-aware design 

approach proposed for CRISP-DM data analysis modeling process, which includes the 

feature diagrams and a preliminary framework design. Finally, Chapter 4 presents 

conclusions and outlines future work directions.  
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Chapter 2 

Related Work 

This chapter provides details about the research topics related to this thesis, which include 

data analysis and its modeling process, variability applied to the modeling process, and 

object-oriented frameworks. We start by providing an overview of the existing data analysis 

process approaches and present details of the CRISP-DM model process. Then, we describe 

current research approaches related to variability modeling. Finally, we discuss the topic of 

object-oriented frameworks. 

In general, our approach differs from existing research proposed in the literature in that:  

(i) No assessment of the variabilities associated with the CRISP-DM data analysis 

modeling process has been provided. 

(ii) There is a need for software framework designs based on a more comprehensive 

variability assessment. 

(iii) Opportunities for automation of the CRISP-DM data analysis modeling process 

have not been explored based on a variability-aware perspective.  

2.1 Data Analysis Processes 

The main goal of data analysis is to acquire knowledge from data for several purposes such 

as understanding data, decision making or problem solving. The data analysis process 

essentially comprises preparation, preprocessing, analysis, and post-processing, and 

throughout all of its phases this process relies on human expertise with different skills and 

knowledge in areas that include statistics, computer science, and information systems. Data 

volume has increased exponentially over the years, making automated tool support 

inevitable.   

Several data analysis processes have been proposed by the industry and academia to 

describe the steps that data analysis experts should follow when solving their problems, 

including CRISP-DM developed by a consortium of companies (i.e., NCR, SPSS, and 
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Daimler-Benz) and SEMMA developed by the SAS Institute [9], [10], [11], [12]. 

Specifically, CRISP-DM has modeling as one of its phases, which involves selecting a 

modeling technique, generating a test design, building a model, and assessing the model.   

2.1.1 Existing Data Analysis Processes 

A number of process models and methodologies have been proposed to support data analysis 

process. Mariscal et al. presented a comparative study review of the 14 most used process 

models and methodologies for data analysis (e.g., data mining and knowledge discovery) 

[43].   

A pioneering approach for the data analysis process was the KDD process model, which 

was the foundation for many other approaches, including CRISP-DM, considered the de 

facto standard model [9].   

Figure 2 illustrates the evolution of the data analysis methodologies [43], which shows 

KDD as the start point and the analysis process models derived from it.  

 

Figure 2 - Evolution and relationship among data analysis process models (from [43]). 
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As a process model, CRISP-DM provides an overview of the data analysis life cycle and 

its phases. In Table 1, several data analysis process approaches are compared with CRISP-

DM, in terms of the phases each approach can support [43]. 

 

 APPROACHES 

Human 

Centered 

(1996) 

SEMMA 

(1996) 

Cabena et al. 

(1997) 

Two Rows 

(1998) 

Anan & 

Buchner 

(19998) 

CRISP-DM 

(2000) 

P
H

A
S

E
S

 

Text 

discovery 

- Select 

Define 

business 

problem 

Domain 

knowledge 

elicitation 

Business 

understanding 
Data 

discovery 

Human 

resource 

identification 

Problem 

specification 

Text 

discovery 
Sample 

Explore 
Preprocess 

Build DM 

Explore Data 

Domain 

knowledge 

elicitation Data 

understanding Data 

discovery 
Data 

prospecting 
Data cleaning 

Data cleaning 
Explore 

Modify 
Transform 

Explore data 

for modeling 

Prepare data 

Methodology 

identification Data 

preparation Model 

development 

Data pre-

processing 

Model 

development 

data analysis 

Model 

Assess 
Mine Build model 

Methodology 

identification 

Pattern 

discovery 

MODELING 

Data analysis Assess 
Analyze 

Assimilate 

Evaluate 

model 

Knowledge 

post-

processing 

Evaluation 

Output 

generation 
- 

Analyze 

Assimilate 

Deploy model   

and results 
- 

Deployment 

 

Table 1 - CRISP-DM vs. other data analysis process approaches. 
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2.1.2 CRISP-DM 

CRISP-DM is a standard data analysis process model and an associated methodology created 

in 2000 by a consortium of companies, (i.e., NCR, SPSS, and Daimler-Benz) [9]. The main 

goal of this process model was to consolidate approaches and ideas related to the data 

analysis process through a standard, organized, and structured approach. It was designed to 

be “industry-, tool-, and application-neutral” [9]. 

This model proposes a pre-defined sequence of phases but there may be a need to repeat 

some of the phases or some tasks defined within each phase in specific situations. The 

overview lifecycle is meant to help beginners in data mining to understand the whole data 

analysis process and what to do to in each phase of this process.  

As shown in Figure 3, the data analysis process model proposed in CRISP-DM is based on 

a cyclical approach that involves six phases [9], [11]. The arrows indicate the most common 

and meaningful sequences of phases that are typically applied in the data analysis process, 

however moving back and forth between phases is expected in some cases [9], [11].  

 

Figure 3 - CRISP-DM data analysis phases (from [9]). 

According to the CRISP-DM Reference Guide [9], the process model is hierarchically 

organized into four levels, namely phases, generic tasks, specialized tasks, and process 
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instances. The higher level of the data analysis process comprises six phases that are 

executed not necessarily in a pre-defined sequence [9]. The generic tasks refer to activities 

that can be applied to general data analysis applications. The specialized task level describes 

how to perform the actions defined in the generic level. The pre-defined sequence for 

executing the phases and tasks is flexible and constitutes a typical execution order. In a 

specific situation, this sequence can be changed and it may be necessary to repeat tasks 

defined in previous phases. The process instance level consists of a record of the decisions, 

actions and results of the data analysis applications.  

The six phases of CRISP-DM are:  

 Business Understanding 

The “Business Understanding” phase involves the understanding of requirements, needs, 

and objectives of the project from a business perspective, in order to define a data mining 

problem and design a preliminary plan to achieve these objectives. 

 Data Understanding 

The “Data Understanding” phase involves the collection of initial data. The activities of 

this phase involve getting familiar with the data, identifying problems in data quality, 

discovering the first insights from data, and generating hypotheses. 

 Data Preparation 

The “Data Preparation” phase involves the activities needed to build the final dataset to be 

used by the modeling tool(s). The tasks in this phase can be executed multiple times, and not 

necessarily in the typical sequential order. This phase usually takes 50% to 70% of the entire 

time and effort spent in a data analysis process.  

 Modeling 

The “Modeling” phase involves the selection and application of several modeling 

techniques. Because many techniques can be applied to the same data analysis problem, this 
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phase requires performing several activities, such as parameter calibration to obtain optimal 

values, test design definition, model building, and model assessment. Some of these activities 

may require previous tasks, including those in the data preparation phase or the business 

understanding phase, to be performed again. 

 Evaluation 

The “Evaluation” phase involves the evaluation whether the data analysis model results 

achieve the business objectives, and the quality and success criteria. This is the key task for 

decision-making based on the data mining results.  

 Deployment 

The “Deployment” phase involves the organization and presentation of the data analysis 

results in a way that end users can understand and use for decision-making purposes. This 

task constitutes the closing phase of the data analysis process. Depending on the data analysis 

requirements, this phase may produce a simple report or a more complex company-wide 

implementation project. 

2.1.3 CRISP-DM Modeling Phase 

The data analysis modeling phase is a multi-iteration process, in which several modeling 

techniques are applied to the same problem and their parameters are fine-tuned to optimum 

values until specific quality criteria are satisfied. Depending on the model chosen, it might be 

necessary to return to the previous phase, data preparation, for other rounds of transformation 

and cleaning that are required for that model [11].   
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Figure 4 - CRISP-DM data analysis modeling generic tasks (from [9]). 

According to the CRISP-DM process [9], [11], the modeling phase is where models are 

created through the application of modeling techniques and algorithms to extract interesting 

data patterns, correlations, and associations. For this purpose, this phase consists of four 

generic tasks: (a) Select modeling technique; (b) Generate test design; (c) Build model; and 

(d) Assess model, as illustrated in Figure 4.  

 Select Modeling Technique 

This task refers to the selection of a specific modeling technique. This should be performed 

separately for every technique applied, and comprises two outputs: the modeling techniques 

and the modeling assumptions. 
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 Generate Test Design 

This task refers to the generation of a procedure to test the model quality and validity 

needs, before building a model. In general, a dataset is divided into training and test sets. The 

model is built based on the training set, and its quality is estimated based on the test set. This 

task has only one output, the test design, which includes the description of the plan for 

training, testing and evaluating the models.  

 Build Model 

This task refers to the execution of the modeling tool using as input the prepared dataset to 

create the models. The outputs are the models produced by the selected tool, the parameter 

settings, and the model description.  

 Assess Model 

This task refers to the assessment of the models based on the domain knowledge, the data 

analysis success criteria, the test design, and the decision on which models are both accurate 

enough and effective to be used in the next phases. The outputs of this task are: model 

assessment and the revised parameters settings. The success of the application of modeling 

and discovery techniques are evaluated and the data analysis modeling results are presented 

to domain experts and business analysts.  

2.1.4 CRISP-DM Extension Approaches 

Since CRISP-DM was launched in 2000, it is one of the most widely adopted process models 

for data analysis processes [9], [44] and the most complete [45]. However, some aspects of 

the data analysis process are not supported by CRISP-DM, including the ability to deal with 

temporal and contextual data. For this reason, some of the approaches to extend CRISP-DM 

were proposed in the literature, including CRISP-TDM [46], CAPS-DM [47], CRISP-MED-

DM [48], and CRISP-EM [49].  

The study conducted by C. Catley et al. [46] revealed that the CRISP-DM methodology 

presents limitations when applied to temporal data such as real-time, high-frequency, multi-
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dimensional time series data, and proposes an extension, named CRISP-TDM, to adapt 

specifically the original phases 1, 2, 4 and 6, so that modeling systems based on Intelligent 

Data Analysis (IDA) could appropriately support temporal data mining (TDM). CASP-DM 

[47] is another approach that extends CRISP-DM, specifically to make the methodology 

context-aware, since context abstractions allow the activities in all phases of the data analysis 

process to be customized to specific situations. O. Niaksu [48] proposes an extension for 

medical domain called CRISP-MED-DM that addresses typical challenges in medical data 

analysis, such as the need to deal with inaccurate and fragmented information. In [49], J. 

Venter, A. de Waal and C. Willers present CRISP-EM (Cross-Industry Standard Process for 

Evidence Mining), a specialized CRISP-DM approach based on evidence mining to support 

digital forensic investigation.  

2.2 Variability Modeling and Analysis 

Variability applied to software engineering enables the adaptation of the structure, behavior, 

and development process of a software system, and affects its quality and functionality [17], 

[50]. Variability helps to support the gradual evolution of a system software component and 

enables innovation opportunities in system development [50]. Variability models can be 

represented by different models such as the feature model [24] and the UML based model 

[27].  

2.2.1 Feature Models 

Commonalities and variabilities of a product can be captured in abstract ways using entities 

called features [52]. The notion of features is described through several definitions. To cite 

some, according to K. Kang et al., a feature is “a prominent or distinctive and user-visible 

aspect, quality, or characteristic of a software system or systems” [53]. K. Czarnecki et al. 

extend this defining feature as “a property concept, which is relevant to some domain 

stakeholder and is used to discriminate between concept instances” [54]. Overall, features are 

abstractions significant to stakeholders that can be combined to express variabilities and 

commonalities of a product and defined using feature models [55]. 
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Feature models were first introduced by K. Kang et al. in the FODA method to express 

software product commonality and variability, and the dependencies between them 

[55].  Since then, they have been widely applied to Software Product Lines (SPLs) and 

several methods (e.g., FORM, which has been proposed to extend some original concepts, 

and is able to represent concepts such as feature and group cardinalities, attributes and 

diagram references [56]. 

A feature model provides an abstract view of the variabilities and commonalities of 

requirements in a domain, enabling the definition of features, their properties, and their 

relations [56]. They are used to understand, define, and communicate the variability of a 

software system. In addition, feature models help to support the development of common 

architecture and components, and constitute a key approach to plan for reusability [57]. 

Feature models provides two types of relationship between features: one defines the relation 

between a parent feature and its child features and are represented by feature diagrams, and 

the other, called cross-tree relationship, defines the “requires” and “excludes” relationship in 

the model.  

Feature models are graphically represented in a hierarchical diagrammatic notation, called 

a feature diagram, which expresses logical relationships between the features [55], [53]. As 

presented in Figure 5, a feature diagram is depicted as a tree whose starting point is the root 

feature, which is also called the concept feature or parent and has no concrete 

implementation. The connections between a parent feature and the group of child features are 

categorized as dependency relations that express possible composition rules, as presented in 

Table 2 [58]. The semantics applied to feature models specify that once a feature is selected, 

its parent is selected too. If a parent is selected, all mandatory features that are in AND-

Group are selected as well. If a feature is in an OR-Group, at least one feature must be 

selected. If it is in an ALTERNATIVE-Group, exactly one feature is selected [53]. 
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Notation Description  Symbol 

AND  All features must be selected 
 

ALTERNATIVE Only one feature can be selected 
 

OR  One or more can be selected 
 

MANDATORY Features that are common to all instances 
 

OPTIONAL  Features that are optional 
 

Table 2 - Feature diagram notation. 

In the example Figure 5, the Concept feature consists of two main features, one optional 

and other mandatory. The Mandatory Feature indicates that the feature is required and 

common to all instances of the domain, while the Optional Feature is not necessarily part of 

all instances.  The Optional Feature consists of two Or-Group features, indicating that at least 

one of the two OR Features must be selected. The Mandatory Feature consists of two 

Alternative-Group features, representing that exactly one of the Alternative Features has to 

be selected.   

 

Figure 5 - Example of a feature diagram. 

Another example is depicted in Figure 6, in which car is the concept feature. It consists of 

three main features: transmission, horsepower, and air conditioning. The features 
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transmission and horsepower are mandatory features, showing that they are required and 

common to all instances of the domain. The feature air conditioning is optional because it is 

not necessarily part of all instances. The feature transmission consists of two alternative 

features, manual and automatic, because a car can either have a manual or automatic 

transmission system.  

 

Figure 6 - Example of a feature diagram from [53]. 

Not all relations between features are represented in the feature diagram. Relations can 

often be complemented and ambiguities removed by assigning cross-tree constraints and 

grouping them to the features [59], [60]. Cross-tree constraints are defined by constraints 

among features and are not expressed hierarchically [55]. They are propositional formulas 

that must be true. There are mainly two kinds of cross-tree constraints, which are called 

requires and excludes constraints. They are defined so that, given two features X and Y: 

X requires Y, defined as the proposition (X → Y), where → is logical implication: if X is 

included then Y must also be included (X excludes Y, defined as the proposition ¬ (X ∧ Y), 

¬  is negation and ∧  is conjunction: if X is included, then Y is not allowed to be included, 

and vice-versa. 

Using these two kinds of constraints, cross-tree constraints in a specific feature diagram 

can be represented, although in the general case arbitrary propositional formulas can be used 

[58]. 

2.2.2 UML Modeling 

In the case where variabilities are modeled using UML, specifically UML class diagrams, the 

class diagrams and the variabilities can be derived manually using nouns and verbs [42]. In 
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contrast, some techniques have been proposed for the automated generation of UML class 

diagrams from documents in natural language. Overall, these techniques still rely heavily on 

user input. D. Kumar proposed a domain independent approach and supporting tool, named, 

UML Model Generator from Analysis of Requirements (UMGAR), which generates UML 

models such as class diagrams, use-case diagrams and collaboration diagram using Natural 

Language Processing (NLP) techniques [61].  L. Mich developed a system called LOLITA to 

generate an object model automatically from natural language. The approach assumes that 

nouns are objects and uses links to find relationships among the identified objects. The 

approach, however, can identify objects but not classes, and cannot identify classes or 

distinguish between classes, attributes and objects [51]. In addition, Song et al. introduced a 

taxonomic class modeling methodology (TCM) to support object-oriented analysis based on 

rules, such as rules for noun analysis, English sentence structure, class categories and 

checklists. According to their methodology, candidate classes are initially identified based on 

noun analysis, and then some of these classes are eliminated using elimination rules and 

other classes are discovered using pre-defined class categories [62].  

Several other approaches to modeling and analyzing variability have been proposed in the 

literature [63], [64], [50].  MSinnema et al. propose a framework for variability modeling 

called COVAMOF, whose view uniformly represent features, architecture, and component 

implementation [63]. This approach represents all variation points and dependencies as first-

class entities. J. Horcas et al. applied variability modeling to help developers perform an 

analysis of different options of functional quality attributes, in terms of energy efficiency and 

performance for a given application [65]. In [66], a framework based on a variability model 

was used to guide the dynamic adaptation of service compositions at design time and at 

runtime. Furthermore, C. Ayora et al. proposed a framework to evaluate process variability 

and to compare different process-based variability approaches [68]. Another variability 

approach is proposed by M. Koning et al., in which variability was incorporated to provide 

flexibility in a Web service system [69].  
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2.3 Object-Oriented Frameworks 

An object-oriented framework can be defined as “a set of classes that embodies an abstract 

design for solutions to a family of related problems” [31]. Several frameworks have been 

proposed in the literature to support the data analysis process. Some of these frameworks are 

TMiner, IRIS, and JStatCom. 

F.Berzal et al. propose the TMiner component-based data analysis framework, which was 

used in several application domains, to support the entire KDD process in a single general-

purpose framework [70]. Another framework, IRIS, is a modeling framework for business 

process reengineering based on big data analytics and a goal-oriented approach. The 

approach comprises a conceptual modeling language, a process representation and a tool for 

effective business processes reengineering. In addition, S. Wang and C. Eick present a data 

analysis framework for environmental and geo-spatial data analysis which integrates pre-

processing techniques, two density-based clustering algorithms, a post-processing analysis 

technique, a change pattern discovery algorithm, and visualization techniques [71]. In [72], 

M. Khanbabaei et al. present an integrated framework for process improvement through data 

analysis techniques and ontology concepts. Another data analysis framework is proposed in 

[73], whose goal is to identify intrinsic linear relationships among human factor events in 

nuclear power plant operations.  

Root is an example of a basic object-oriented data analysis framework for large-scale data 

analysis proposed by R. Brun and F. Rademakers [74]. It offers a common set of tools and 

features for data analysis through a graphical interface, a command line or batch scripts. B. 

Ulfenborg et al. present a framework for biomedical big data analytics, which is applied to 

the analysis of transcriptomic time series data from early differentiation of human pluripotent 

stem cells towards the mesoderm and cardiac lineages [75]. M. Krätzig proposes a software 

framework for data analysis called JStatCom [76]. This framework defines classes specially 

designed to link existing math libraries and a Java client, providing convenient user interface 

components. 
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Chapter 3 

A Variability-Aware Data Analysis Modeling Process 

This chapter presents the core results of this thesis, which includes the description of a 

variability-aware data analysis modeling process in terms of:   

(i) The assessment of the variabilities inherent in the CRISP-DM data analysis 

modeling phase and the provision of feature models that represent these 

variabilities. 

(ii) The definition of a preliminary framework design that captures the identified 

variabilities. 

(iii) The evaluation of possibilities for automating the data analysis modeling process.   

3.1 Variability Assessment 

The scope of the variability assessment is the modeling phase of the CRISP-DM model 

process, defined according to the CRISP-DM Reference Guide [9]. The variability 

assessment is conducted for each of the four generic tasks of the modeling process, namely 

Select Modeling Technique, Generate Test Design, Build Model and Assess Model.  

In this section, as illustrated in Figure 7, the identification of variabilities and the features 

related to the CRISP-DM data analysis modeling phase are provided and these variabilities 

are represented as feature diagrams. These diagrams describe the logical relationship between 

the features present in this modeling phase. Although, logical relationships are captured in 

the diagrams, cross-tree relationships are not represented as a complement to these diagrams. 

The inclusion of cross-tree relationships, which include assertions about features requiring or 

excluding other features,  require domain-specific knowledge about a wide variety of specific 

techniques and algorithms and about the feature interactions of these methods and algorithms 

adopted in technique selection with those that can be used in testing, model building, and 
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model assessment.

 

Figure 7 - A variability-aware design approach: Variability assessment. 

The assessment of variability starts with the analysis of the CRISP-DM documentation [9], 

[11] to understand the CRISP-DM data analysis modeling process. Next, we thoroughly 

investigated all the steps, generic tasks, specialized tasks, and outputs of the modeling phase 

to identify nouns, actions, verbs, and results of every task. We proceed with an informal 

evaluation of potential variations for each one of these items. An item might represent a 

variation point whenever it characterizes design options. For example, when we find “select 

method,” because “method” is a noun, this can indicate that method can be a variation point 

that has as design options the several methods that can be adopted in the design. In addition, 

following the same example, because “select” is a verb, this may indicate that “select” or 

“selection” can be a variation point that has as design options the several possible ways 

through which the method can be selected. A preliminary list of the main categories for the 

CRISP-DM data modeling phase is presented in Appendix A. A variation point can lead to 

other variation points or ultimately to a final variant in the variation point hierarchy.   

Part of the variability analysis, specifically the one related to the “Select Modeling 

Techniques” task, was mainly based on the EDISON Data Science documents [77], [78]. 
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This data science documentation was developed in a research project called the EDISON 

Project. This project was created to establish a standardization in data related competencies, 

such as professional skills, technological concepts, models, and knowledge areas. The 

framework is intended to provide a basis for the data science supply-demand-community 

ecosystem and includes the following components [77]:  

(i) Data Science Competence Document (CF-DS). 

(ii) Data Science Body of Knowledge (DS-BoK). 

(iii) Data Science Model Curriculum (MC-DS). 

(iv) Data Science Professional Profiles (DSP).  

Our research takes into consideration the knowledge area classification for data analysis 

proposed in EDISON to support the assessment of variabilities related to approaches, 

methods, models, and algorithms, in the task “Select Modeling Technique.” Additional 

classifications provided in the literature contributed to enrich the variability analysis for the 

other tasks [79], [80], [81], [82], [83], [84].  

This section addresses the first research question: What are the variabilities related to the 

CRISP-DM data analysis modeling process and how can these variabilities be represented 

using feature models? 

The CRISP-DM Reference model [9] describes modeling as the phase in which “various 

modeling techniques are selected and applied, and their parameters are calibrated to optimal 

values.” The feature diagram presented in Figure 8  represents the hierarchical structure of 

the refined properties for the modeling phase, whose concept feature is so called Modeling. 
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Figure 8 - Feature diagram for the CRISP-DM modeling phase. 
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The modeling process consists of four generic tasks, namely “Select Modeling Technique,” 

“Generate Test Design,” “Build Model” and “Assess Model” that are common characteristics 

of every modeling phase. Therefore, the four main features of the Modeling concept feature 

are defined as the following features: Technique Selection, Test Design, Build Model, and 

Assess Model. These four features are mandatory with respect to the parent concept 

(Modeling) because they must be performed for every modeling phase process. 

In the following paragraphs, explanations are provided on how each of the four features are 

decomposed according to the CRISP-DM documentation [9], [11]. Each decomposition 

follows the feature diagram creation process defined previously in Section 2.2.1.  

The first task is the “Select Modeling Technique.” This step describes the process of 

defining the most appropriate model types to use to address a data mining project needs. The 

corresponding feature that express this instance is named Modeling Technique Selection. 

Figure 9 shows the feature diagram related to Modeling Technique Selection. The outputs 

produced in this step are “Modeling Technique” and “Modeling Assumptions” and to express 

them in the feature diagram, two features named Modeling Technique and Assumptions are 

included. The decomposition for these features considers the activities described for this task 

in [9], which involve: (a) the decision on which technique can be appropriately used, bearing 

in mind the tool selected; (b) the definition of any built-in assumptions made by the 

technique about the data (e.g., quality, format, distribution); (c) the comparison and 

validation of the assumptions defined in the previous phases.  These instances are required to 

occur, then both features Techniques and Assumptions are related through a mandatory 

relationship with the feature Modeling Technique.  
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Figure 9 - Feature diagram for feature Select Modeling Technique. 
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The feature Selecting Modeling Techniques is included in the diagram as an or-group 

feature. It expresses the process of selecting a modeling technique, which mainly involves 

deciding “an appropriate technique for the exercise, bearing in mind the tool selected” [9]. In 

addition, according to [11], when deciding on which model(s) to use, some issues should be 

considered, such as: (a) data splitting technique; (b) data availability to produce reliable 

results for a given model; (c) quality level of current data; (d) data type appropriateness for a 

particular model; and (e) data conversion needs. Thus, choosing a technique to generate a 

model takes into consideration elements that may be combined into several multiple 

categories such as data analysis modeling approach, modeling technique types, model types, 

and algorithm types. The EDISON project [77] provides data analysis (the so-called data 

science) subject domain classifications based on existing standard, commonly accepted 

approach categorizations, and other publications from industrial and research communities. 

In this context, it proposes created data analysis knowledge areas and related sub-

classifications. Based on that structure, the first level of or-group feature corresponds to the 

data analysis modeling approaches namely Statistical Methods, Machine Learning, Data 

Mining, Predictive Analytics, Computational Modeling Techniques, and Domain Analytics 

Methods. The second level is also based on the EDISON project [77] and refers to modeling 

technique types. For example, the feature Machine Learning is a parent feature whose child 

features depict the group of modeling technique types which include types such as 

Supervised, Unsupervised, and Reinforced Learning. The third level of child features 

represents the model types. For example, for the feature Supervised, some of features include 

Decision Tree, Naive Bayes, Ordinary Least Square Regression, Logistic Regression, Neural 

Networks, SVM, Ensemble Methods, and others.  The last child feature refers to the algorithm 

type, and some examples represented in the feature diagram are the Apriori Algorithm, ID3, 

C5.0, and SVM.  

The mandatory feature Modeling Assumptions consists of a group of alternative features 

which specify assumptions about data according to the modeling technique selected [9]. The 

activities for this step involve [9]: (a) defining any built-in assumptions made by the 

technique about the data (e.g., quality, format, and distribution); (b) comparing these 
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assumptions with those defined previous phases; (c) ensuring that the assumptions hold and 

go back to the previous phase, if necessary. Determining an appropriate model would also 

consider the availability of data types for mining, the data mining goals, and the specific 

modeling requirements [11]. These elements are optional and might occur depending on the 

technique selected. Based on this, the feature diagram depicts or-group features, namely: 

Data-related Assumptions, Application areas, and Model Data Type.  

The mandatory group feature Data-related Assumptions expresses elements that support 

decision-making process regarding data type, depending on the selected model [11]. In the 

feature diagram it is depicted by a structure that includes the features:  Data Format, Data 

Quality and Constraints, Data Type, Specific Modeling Requirements, Splitting Strategy, 

Data Availability, Data Quality Level, Need for Manipulations, and Data Field Role.  

The feature Data Quality and Constraints generates two optional features, namely Uniform 

Distributions and Missing Values Allowed. According to [11], specific modeling 

requirements should be considered when determining the model type to use. Some 

requirements cited in [11] refer to data size or type required by a model and the need to have 

results easily presented. The feature Data Type refers to the types of data to be used when 

applying a specific modeling technique and it is represented as an or-group of features which 

include [11]: Symbolic and Numeric.  

Another aspect that has to be considered is the way the data can be split which is expressed 

in the diagram as an optional feature named Splitting Strategy. The need for data to “produce 

reliable results for a given model” [11] is another variability in the data-related assumptions. 

It is referred to as data availability and is represented as an optional feature named Data 

Availability.  According to [9], data quality is another variation point that is related to the 

technique and the data quality level for that technique. This aspect is represented by the 

feature named Data Quality Level.  

The need for data manipulations or transformations is another issue that might impact the 

model choice [11], [9]. To meet the model requirements data might need to be transformed, 

converted, or rebalanced. For that situation, this variation point and its variants are 
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represented in the diagram as feature Need for Manipulations and have a relationship with a 

set of optional features that indicate a need for preparing the data before execution namely 

Transform, Convert, and Rebalance.  

The feature Application Areas consists of an alternative or-group which represent the 

application domain that the data mining project refers to. The variability for this element is 

expressed in the feature diagram as a set of optional alternative feature examples named 

Advanced Planning and Scheduling (APS), Quality Improvement, Spatial Data, Marketing, 

Defect Analysis, and Fault Diagnosis. 

To generate the feature diagram for “Test Design,” the description of the “Generate Test 

Design” task was considered. This task describes the procedure of testing the model results in 

terms of quality and validity. This procedure is applied to as many models as needed and 

depends on the number of models selected to be used and deployed. The output of this step is 

a comprehensive test design that is “the intended plan for training, testing, and evaluating the 

models” [9]. This test design describes “the criteria for goodness of a model” and defines 

“the data on which these criteria will be tested” [11].  As stated in [9], the activities for this 

step involve checking the existing and appropriate test designs for each data mining goal, 

preparing data required for the test, and deciding on necessary steps, such as number of 

iterations or number of folds.  

Based on the previous description of the “Generate Test Design” task, the feature Test 

Design consists of three mandatory features:  Strategy to Stop, Test Criteria, and Data 

Splitting. Figure 10 shows the diagram related to the feature Test Design. 
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Figure 10 - Feature diagram for feature Test Design. 

The feature Test Criteria was defined as a mandatory feature because “it is necessary to 

define a procedure to test the model’s quality,” as stated in [9]. The quality of a model is 

measured based on characteristics defined in the literature [49], [69], [70], such as sensitivity, 

accuracy, specificity, and Mean Absolute Error. Other criteria may vary according to the 

modeling technique. For example, “for unsupervised models, such as Kohonen cluster nets, 

measurements may include criteria such as ease of interpretation, deployment, or required 

processing time” [11]. These features also form an or-group feature. These examples of 

metrics form an or-group feature, indicating that one or more can be selected as a metric for 

model quality measurement and success criteria, including: Process Time, Goodness to Fit, 

Easiness of Interpretation, Sensitivity, Accuracy, Specificity, and Mean Absolute Error. 

 Strategy to Stop is another mandatory feature which is based on the fact that “modeling is 

an iterative process, it is important to know when to stop adjusting parameters and try 

another method or model” [11]. For this feature, two alternatives features are derived: 

Automated Stop and Manual Stop, of which only one can be selected.  
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To introduce the Data Splitting feature, it was considered that in the “Generate Test 

Design” step, a procedure is used to “separate the dataset into train and test sets, build the 

model on the train set, and estimate its quality on the separate test set” [9]. The need to 

separate datasets into subsets for different purposes indicates that Data Splitting is a 

mandatory feature. The primary component of the plan for testing the model involves 

determining how to partition the available dataset into training, test, and validation datasets 

[9], [11]. Thus, the data split options form another alternative-group feature, namely Test and 

Training, or Test, Validation, and Training.  

There is a number of techniques that can be applied to the data splitting process. The Cross 

Validation and Statistical Sampling form an or-group feature that describes common 

approaches to data splitting methods. The feature Cross Validation contains child features 

that represent commonly used types of cross-validation strategies, such as Hold-Out, K-Fold, 

and Bootstrapping [85]. The feature Statistical Sampling represents some of most widely 

used statistical sampling approaches, including: DUPLEX, CADEX, Stratified Sampling, 

Simple Random Sampling, Convenience Sampling, and Systematic Sampling [85].  

The mandatory feature Build Model expresses the variabilities identified in the task “Build 

Model” as described in the CRISP-DM documentation. Figure 11 shows the diagram related 

to the feature Build Model. This task refers to the creation of one or more models by a 

modeling tool to support the data-mining decisions by comparing the results and analyzing 

the notes that were made during the process [9], [11].  It is important to track the progress of 

a variety of models, keeping “notes of the settings and data used for each model” [11]. By the 

end of the model-building process, three outputs will be produced: “Parameter Settings,” 

“Model Description,” and “Models” [9]. These elements are represented in the diagram as 

two mandatory features Parameter Settings and Model Generation, and an optional feature 

named Model Description. 
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Figure 11 - Feature diagram for feature Build Model. 

The output “Parameter Settings” is a list consisting of information about “the initial 

parameters” and “the reasons for choosing those values” [9], [11]. Therefore, two mandatory 

features are represented in the diagram to express these two activities involved in the 

parameter settings [9], which are named Settings and Rationale for Choosing. According to 

[9], “there are often a large number of parameters that can be adjusted” and therefore, 

considering that parameters can be initially set and later adjusted, the feature Settings consists 

of two features related to the moment the setting of parameters might occur. These features 

are expressed as Initial and Adjustments. In its turn, the initial parameters can be set 

automatically or manually, which are represented in the diagram as features Manual and 

Automated.  To set parameters automatically, it can be preset with default settings parameters 

or parameters related to the technique applied. Therefore, two exclusive features have 

relationship with feature Automated Default Setting and Technique Parameter.  
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The activity of taking notes of parameter choices and reasons for the choice [9] can be 

performed manually or automatically. This activity is expressed as the feature Reasons, 

consisting of two exclusive features: Manual and Automated.  

“Model” is another output of the “Build Model” step and refers to the creation of one or 

more models on a modeling tool. The activities in this task are running the selected technique 

on the input dataset to produce model and post-processing data mining results (i.e. edit rules, 

display trees) [9]. The feature Model represents the output “Model” and consists of two 

features named Execution and Post-processing Procedures to express the activities 

performed for building the model. The feature Execution refers to creation of the models and 

contains two features Sequential and Parallel, which express the way the modeling creation 

may occur. The feature Post-processing Procedures represents the post-processing results of 

the model generation.  

The last output is the “Model Description,” which is expressed in the diagram as an 

optional feature, also named Model Description. According to [9], when examining the 

results of a model, it is recommended that information be recorded about the modeling 

experience and its meanings. Activities performed in this task are: (a) describing of 

characteristics of the current model that may be useful for the future; (b) recording parameter 

settings used to produce the model; (c) providing a detailed description of the model and any 

special features; (d) listing the rules produced, plus any assessment of per-rule or overall 

model accuracy and coverage or list of any technical information about the model (such as 

neural network topology) and any behavioral descriptions produced by the modeling process 

(such as accuracy or sensitivity); (e) describing the model’s behavior and interpretation; and 

(f) providing conclusions regarding patterns in the data (if any); sometimes the model reveals 

important facts about the data without a separate assessment process (e.g., that the output or 

conclusion is duplicated in one of the inputs) [9]. In the feature diagram, these activities and 

properties were expressed as an optional-or feature group consisting of Interpretation, 

Parameter Settings, Conclusion, Special Features, Characteristics, and Behaviors.   
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The last task of the modeling phase is “Assess Model.” The model assessment refers to the 

analysis of the effectiveness and accuracy of the results to define the final models that will be 

deployed. The evaluation is based on the criteria generated in the test plan to ensure the 

model meets success criteria [9], [11]. The activities involved in the model assessment 

include [9], [11]: (a) evaluating results regarding evaluation criteria; (b) testing result 

according to a test strategy; (c) comparing the results and interpretation of evaluation; (d) 

ranking results; (e) selecting best models, (f)  interpreting results in business terms; (g) 

getting comments on models by domain or data experts; (h) checking plausibility of model 

and effect on data mining goal; (i) checking the model against given knowledge base to see if 

the discovered information is novel and useful; (j) checking the reliability of the result; (k) 

analyzing potential for deployment of each result; (l) assessing the rules (in terms of  logic, 

feasibility, quantity, etc) and the results; (m) getting insights into why a certain modeling 

technique and certain parameter settings lead to good/bad results. Figure 12 shows the 

diagram that represents the feature Assess Model. According to [9], this task generates two 

outputs: the “Model Assessment” and the “Revised Parameter Settings,” which are 

represented in the feature diagram as features Model Assessment and Revised Parameter 

Settings.  
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Figure 12 - Feature diagram for feature Assess Model 

The “Model Assessment” is a summary of the results, the qualities of the generated model, 

and the quality rank (in relation to each other) [9]. Taking into account the activity 

descriptions, the main aspects of the model assessment are expressed in the diagram as three 

features called Evaluation Criteria, Results Evaluation, Result Comments, and Ranking.  

The feature Evaluation Criteria consists of a group features that communicate the 

characteristics related to the rules, methods and strategies that can be applied to the 

evaluation of the model. These elements are represented in the diagram as optional features 

Rules, Evaluation Methods, and Testing Strategy. According to [11], assessing models 

require evaluation rules, such as logic, feasibility, quantity, and level of interesting, and 

methods for checking accuracy, reliability, plausibility, and the quality ranking. So, the 

feature Rules includes a group of optional features consisting of Logic, Feasibility, Quantity, 

and Interestingness. The feature Evaluation Methods specifies a group of optional features 

that represent evaluation criteria methods named Accuracy, Reliability, Performance, 

Complexity, Plausability, and Quality Rank. The result of the test is evaluated according to 
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the test strategy (Train and Test, Cross-Validation, Bootstrapping, etc) [9]. In the diagram, it 

is represented as the feature Testing Strategy. 

 The feature Result Evaluation expresses the aspects related to the assessment results such as 

evaluating, testing, comparing, interpreting, and assessing results. These aspects are 

expressed in a group of optional features that includes Deployment Results, Comparing 

Results, Interpreting Results, and Model Checking, which also specifies another group of 

features named Goal Effect, Plausability, and Knowledge Base.   

The feature Deployment Results represents how a model’s results are deployed, either over 

the web or sent back to the data warehouse [11] which specifies two features named Web and 

Data Warehouse.  

As stated in [9], the model assessment should also consider “comments on models by 

domain and data experts.” This activity is expressed in the feature diagram as an optional 

feature Result Comments, which consists of two features named Data Experts and Domain 

Experts.  

The ranking of the results can be performed either manually or automatically and, 

therefore, two alternative features represent the way results can be ranked: Automated and 

Manual.  

The second output, “Revised Parameter Settings,” is generated from an iterative process of 

adjusting, revising and tuning parameter settings [9]. The main activities refer to revise 

parameters initially set and record the reasons for adjusting them. These activities are 

represented in the diagram as two mandatory features, which are called Parameter 

Adjustment and Adjustment Reasons. Both activities can be performed manually or in an 

automated way. Therefore, the ways for performing the adjustment of the parameters are 

expressed as alternative features named Manual Adjustment and Automated Adjustment.  In 

its turn, the feature Adjustment Reasons can also be executed in two different ways and is 

represented in the diagram as two alternative feature named Manual Notes and Automated 

Notes.  
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3.2 Framework Design 

In this sub-section, as illustrated in Figure 13, based on the feature diagrams presented 

previously, a preliminary framework design to support the CRISP-DM data analysis 

modeling phase is defined using a UML class diagram. This framework design is showing in 

Figure 14. 

 

Figure 13 - A variability-aware design approach: Framework design. 

This framework design represents the variabilities associated with the CRISP-DM data 

analysis modeling phase for each of its tasks, subtasks and outputs. These variabilities, which 

were derived informally using nouns and verbs [42], are modeled using UML, specifically 

UML class diagrams [42]. The framework design is shown in Figure 13. Each variation point 

is defined as a class in the UML class diagram and the variation points or variants associated 

with a specific variation point are defined using the class relationship. 

Based on the number of leaves of the diagram in Figure 14, the total number of variation 

options is huge, which indicates that the data analysis modeling process is highly complex 

and needs to be made easier to perform.  
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This section addresses the second research question: What preliminary framework design can 

capture the variabilities in the CRISP-DM data analysis modeling phase? 
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Figure 14 - Framework design for CRISP-DM modeling phase. 
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The class CRISP-DM Modeling Controller refers to the CRISP-DM Modeling phase and 

consists of four general sub-systems that represent the generic tasks of the modeling phase. 

These components are named Modeling Technique Selector, Test Design Generator, Model 

Builder, and Model Evaluator.   

The Modeling Technique Selector represents the first step of the Modeling phase. It 

provides a class Model Technique that expresses the feature Modeling Technique as defined 

in Section 2.2.1. This Model Technique is composed of the classes Technique and 

Assumption which are the representation of the variation points identified previously. The 

class Technique expresses the variation points and variants related to a technique such as the 

approach, technique type, model type, and algorithm. To exemplify an instance of 

Technique, Machine learning can be classified as an approach, Supervised Machine Learning 

as a type of technique, Decision Tree as a type of a model, and C5.0, a type of an algorithm. 

The class Assumption represents the possible variabilities of assumptions resulted from the 

technique selected, such as data format, data type, splitting strategy, and others.  

 The Test Design Generator represents the second step and provides a class Test Design, 

which refers to variations identified in the feature diagram for the feature Test Design, as 

described in Section 2.2.1. The class Test Design is composed of the classes Test Criteria and 

Test Strategy which are the representation of the variation points identified for the Test 

Design step. The class Test Criteria expresses the variation points and variants related to the 

procedure to test the model’s quality and validity. The class Test Strategy represents the 

variabilities of the data splitting process. It is composed of a class named Data Splitting 

which specifies the type, method, and techniques that may be applied in the splitting 

decisions.  

The Model Builder represents the third step and the variabilities identified in the variability 

assessment, as described in Section 2.2.1. It provides the classes Model and Model Tool. The 

class Model represents variabilities related to the model, such as the parameters, score, 
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conclusions, and description. Model Tool represents variabilities of the tool used for building 

the model, such as parameters. Not all tools use the same set of parameters to build a model.  

Model Evaluator refers to forth step and the variabilities associated with it. The assessment 

step take into consideration strategy and criteria defined previously to provide the model 

rank. Classes Assessment and Evaluation Result represent the variabilities identified in the 

process of assessing a model. Assessment refers to the description of the result of the 

evaluation and the model rank, while Evaluation Result represents the criteria and the 

strategy for the model evaluation.  

3.3 Evaluation of Automation Opportunities 

The preliminary framework design described previously opens up several opportunities for 

automation in the data analysis modeling process. This sub-section, as illustrated in Figure 

15, discusses these automation opportunities in each of the four CRISP-DM data analysis 

modeling tasks by contrasting the proposed framework design with the design solution 

provided in the SPSS Modeler - CRISP-DM [11]. 

 

Figure 15 - A variability-aware design approach: Evaluation of automation opportunities. 
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We have chosen to compare the framework design with the SPSS Modeler for CRISP-DM 

to assess automation opportunities for several reasons. First, SPSS Modeler is the only tool 

we have found that aims at automating the CRISP-DM data analysis process. Second, this 

tool has been used in many applications throughout the years, including applications in 

domains such as finance, marketing and smart cities. Third, although we did not have access 

to SPSS Modeler CRISP-DM requirements document, we could access a significant amount 

of information provided in the online user manual.   

This section addresses the third research question: What are the opportunities for 

automation of the CRISP-DM data analysis modeling phase that go beyond the support 

provided by existing tools? 

Overall, based on the variabilities that can be captured by our preliminary framework 

design, there are many opportunities for automating the CRISP-DM data analysis modeling 

process that go beyond the support provided by the existing SPSS Modeler for CRISP-DM. 

These opportunities for automation, which can significantly increase the level of automation 

of the CRISP-DM modeling process, include:  

(i) The ability to support a more comprehensive set of modeling techniques and 

algorithms. 

(ii) Mechanisms to record the assumptions required by each technique and algorithms 

in a more detailed way. 

(iii) The ability to record the types of the data used by the models as input and output 

and the association with the algorithms that used them. 

(iv) The ability to record and support data splitting choices, a more comprehensive set 

of quality criteria and success criteria;  

(v) Mechanisms to support the generation of initial parameter settings. 

(vi) The ability to record the rationale for parameter value choices. 

(vii) Additional mechanisms for supporting interoperability in terms of the methods and 

input and output results. 
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(viii) The ability to record the resulting model characteristics, parameter settings, data 

quality issues, and provenance related to the data analysis method execution (e.g., 

what, who, when). 

(ix) Mechanism to rank the models. 

(x) Mechanisms for generating revised parameter settings.  

The following sections provide the comparison between SPSS Modeler CRISP-DM and 

the preliminary framework design in terms of variability support for each one of the four 

generic tasks in the modeling phase. To represent the extent to which a specific variability 

has automated support, we use the symbol “+” (“-”) to indicate that there is (not) automated 

support for the specific variability, and the symbol “+/-” to indicate that there is only partial 

automated support for it. The comparison was performed only by myself, and, of course, is 

subject of my own interpretation of the SPSS Modeler CRISP-DM tool documentation. 

3.3.1 Select Modeling Technique 

The Select Modeling Technique phase is divided into two subtasks: Modeling Technique and 

Modeling Assumptions. For Modeling Technique, Table 3 summarizes the comparison of 

the variability support provided by our framework design with the automation features 

provided in the SPSS Modeler CRISP-DM [11].  

Automation Support Comparison: SELECTING MODELING TECHNIQUES 

Specific Variability 
SPSS Modeler -

CRISP-DM 

Framework 

Design 

Modeling Technique 

Data Analysis modeling approach - + 

Modeling technique type - + 

Model type +/- + 

Algorithm type +/- + 

Modeling Assumptions 

Data-related assumptions +/- + 

Applications areas +/- + 

Data used by the models - + 

Table 3 - Comparison between SPSS Modeler CRISP-DM and framework design in the 

Selecting Modeling Techniques task. 
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There are several opportunities for automation in this task. As presented in Table 3, the 

SPSS Modeler for CRISP-DM tool does not cover all the automation possibilities that can be 

supported by our preliminary framework design. The tool does not support many 

opportunities for automation, including:  

(i) The ability to support a more comprehensive set of modeling techniques, 

categorized by approach, technique type, model type, and algorithms.  

(ii) Mechanisms to record the assumptions required by each technique and 

algorithms in a more detailed way. The set of a variety of types of data-related 

assumptions (e.g., specific modeling requirements, strategies for data splitting, 

data manipulations needed to meet the model requirements) can be useful for 

non-expertise users.  

(iii) The ability to record the types of the data used by the models as input and 

output and the association with the algorithms that use them. 

(iv) The record of the data used by the models. 

(v) The ability to associate fields of application with techniques and assumptions. 

3.3.2 Generate Test Design 

The Generate Test Design phase is structured in only one subtask: Test design, and Table 4 

summarizes the findings related to the comparison of our design solution for this subtask 

with the SPSS Modeler CRISP-DM tool.  

Automation Support Comparison: GENERATE TEST DESIGN 

Specific Variability 
SPSS Modeler 

CRISP-DM 

Framework 

Design 

Test design 

Data splitting choices - + 

Data splitting techniques - + 

Quality criteria +/- + 

Success criteria - + 

Strategy to stop - + 

Table 4 - Comparison between SPSS Modeler CRISP-DM and framework design in the 

Generate Test Design task. 
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As presented in Table 4, the SPSS Modeler CRISP-DM tool does not support all possible 

variabilities that can be supported by our preliminary design approach, such as: 

(i) The ability to encode data splitting techniques and record data splitting 

choices.  

(ii) The ability to encode and record a more comprehensive set of quality and 

success criteria. 

(iii) The ability to encode strategies to stop.  

(iv) The possibility of evaluating and comparing results of every model running. 

3.3.3 Build Model 

The Build Model phase is divided into three subtasks: Parameter settings, Models, and Model 

description. Table 5 summarizes findings related to the comparison of our design solution in 

this subtask with the SPSS Modeler CRISP-DM tool.  

Automation Support Comparison: BUILD MODEL 

Specific Variability 
SPSS Modeler 

CRISP-DM 

Framework 

Design 

Parameter settings 

Setting parameter +/- + 

Rationale for parameter value choices + + 

Models 

Execution mode - + 

Post-processing results +/- + 

Preparation for interchangeable use +/- + 

Model description 

Recorded description type +/- + 

Table 5 - Comparison between SPSS Modeler CRISP-DM and framework design in the 

Build Model task. 

As presented in Table 5, the SPSS Modeler CRISP-DM tool does not support variabilities 

such as:  

(i) The generation of initial parameter settings. 
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(ii) The provision of additional mechanisms for supporting interoperability in terms of 

the methods and input and output results that can be used by other tools. 

(iii) The ability to record the resulting model characteristics, parameter settings, data 

quality issues. 

(iv) The ability to record provenance related to the data analysis method execution (e.g., 

what, who, when). 

3.3.4 Assess Model 

The Assess Model phase is divided into two subtasks: Model Assessment and Revised 

parameter settings. Table 6 summarizes findings related to the comparison of the design 

solution for this subtask with the SPSS CRISP-DM support tool.  

Automation Support Comparison: ASSESS MODEL 

Specific Variability 
SPSS Modeler 

CRISP-DM 

Framework 

Design 

Model assessment 

Evaluation criteria +/- + 

Results evaluation  +/- + 

Results comments - + 

Comparison of evaluation results  - + 

Model quality rank +/- + 

Selected best models +/- + 

Revised parameter settings 

Parameter adjustments - + 

Adjustments reasons - + 

Table 6: Comparison between SPSS Modeler – CRISP-DM and framework design in the 

Assess Model task. 

As presented in Table 6, the SPSS Modeler CRISP-DM tool does not support variabilities 

such as:  

(i) The ability to record detailed evaluation criteria, in terms of the rules, testing 

strategy, and evaluation methods.  

(ii) The provision of several methods to assess the model according to recorded 

description type (e.g., provenance, parameter settings).  
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(iii) The ability to record task result summary and key steps of the evaluation process.  

(iv) The ability to record the comments from data and domain experts.  

(v) The ability to rank model quality. 

(vi) The provision of additional techniques to support the selection of the best model.  

(vii) The ability to support decisions on parameter revision and the ideal number of 

iterations.  

3.4 Discussion 

This section discusses the limitations of the proposed variability–aware design approach to 

the data analysis modeling process.  

First, there are many different methods to support the variability of software systems, and 

our proposal relied on an informal approach based on UML, in which the verbs and nouns of 

requirement documents are analyzed in terms of possible variabilities. For example, when the 

noun “method” is found, potentially this method can be a variation point, and multiple 

methods can be selected. Although the approach to derive classes and variabilities is manual, 

there are different methods and tools proposed in the literature that could be used to support 

the derivation of UML structural diagrams, from which the variabilities can be analyzed. We 

have not used these tools to support the automatic derivation of UML class diagrams 

because: (i) our study is exploratory in nature; (ii) the tools still relies heavily on user input 

and provide an explosive number of classes; and (iii) the documentation used as the basis for 

the analysis is not a detailed software requirements document, but we had to rely on 

descriptions provided by user manuals. 

Second, preliminary framework design presented in this chapter only depicts the high level 

abstractions and relationships that capture the main variabilities in the CRISP-DM data 

analysis modeling process. We understand that such a preliminary solution depicts the 

richness of the variabilities present in this data analysis modeling process and any refinement 

of this design towards implementation would need specific domain-based information about 

intended applications. In addition, we do not claim the proposed framework design is 

complete because we tried to be general in the solution, but we believe that more complete 
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solutions can be provided when particular domain-specific application scenarios are 

investigated. 

Third, it is difficult to find information about some of the specific aspects of tool support 

when it comes to proprietary software such as SPSS CRISP-DM. This made the comparison 

of our framework design with this proprietary tool, in some cases, hard to make.   
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Chapter 4 

 Conclusions and Future Work  

4.1 Conclusions  

This thesis proposes a variability-aware design approach to the data analysis modeling 

process. The approach involves (i) the assessment of the variabilities inherent in the CRISP-

DM data analysis modeling phase and the provision of feature models that represent these 

variabilities; (ii) the definition of a preliminary framework design that captures the identified 

variabilities; and (iii) evaluation of the developed framework design in terms of the 

possibilities for automation. 

The proposed approach helps to advance the state of the art by providing potential design 

enhancements to existing solutions and indicating novel ways to automate the data analysis 

modeling process, as described in Section 3.3. These results are beneficial both to designers 

and practitioners who are involved in the design and implementation of processes to support 

the data analysis modeling phase. 

4.2 Future work 

Future work related to this thesis may involve: (i) the refinement and implementation of the 

proposed framework design; (ii) the development of specific case studies in particular 

domains; (iii) the extension of the approach to other data analysis processes and other phases; 

(iv) the use of (knowledge) databases to capture data relevant to the process; and (v) the 

provision of automated learning capabilities that can provide user guidance.  

The proposed framework design can be refined and implemented in the future. This work 

will involve the refinement of the framework class diagram and the definition of the 

framework behavior using other UML diagrams such as the UML sequence and collaboration 

diagrams. The implementation can be based on existing object-oriented languages such as 

Java and C++, which can be combined with libraries and tools to support the execution of 

data analysis algorithms. 
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Case studies can be developed to address a subset of the methods in specific domains. It 

would be interesting to investigate applications in areas such as smart cities and 

environmental applications. In the case of smart cities, the design solutions could, in 

principle, provide more flexible tools to support the data analysis modeling process in order 

to investigate patterns and trends related, for example, to social and economic development 

factors. In terms of environmental applications, the proposed preliminary framework could 

provide a starting point for the design and implementation of decision support systems for 

surface water management that help detect floods, droughts or other extreme weather events.  

The proposed variability-aware approach can also be extended and applied to other data 

analysis processes such as SEMMA and other phases of the data analysis process, which 

include business understanding, data understanding, data preparation, evaluation and 

deployment. SEMMA addresses a subset of the phases covered by CRISP-DM, namely data 

understanding, data preparation, modeling and evaluation, but has different sub-phases, 

which aim to sample, explore, modify, model and assess.  

The introduction of knowledge and data bases in the framework design can help to capture 

relevant information associated not only with the data analysis modeling process but to other 

tasks of the CRISP-DM approach. Several forms of provenance, for example, can be 

captured and stored, including contextual information about what, who, when, and how. This 

information may involve the data used, the algorithms used, as well as their input and output 

for each session. Data analysis processes can also be captured and stored and can be reused 

in future execution scenarios.  

Finally, the extension of the proposed approach and its implementation with automated 

learning techniques based on data history can help to support user guidance. This could lead 

to potential solutions that involve recommendation techniques able to provide suggestions, 

for example, of the specific data and methods to be used.  
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Appendix A 

CRISP-DM Variability Assessment 

In this appendix, an assessment of the variabilities inherent in the CRISP-DM data analysis 

modeling phase is presented, in which variabilities are identified for the four generic tasks of 

the CRISP-DM modeling phase, namely Select Modeling Technique, Generate Test Design, 

Build Model and Assess Model.  

Task 1 – Select Modeling Technique 

This task is divided into two subtasks: (1.1) Modeling Techniques; and (1.2) Modeling 

Assumptions. 

(1.1) Modeling Techniques:  The variations in this subtask involve the following categories: 

data analysis modeling approach; modeling technique type; the model type, and the 

algorithm type. The structure for the variations in these categories can be represented as 

follows: 

(i) Statistical methods 

(i.1) Basic probability and statistics 

(i.1.1) Basic statistics 

(i.1.1.1) Mean 

(i.1.1.2) Variance 

(i.2) Statistical paradigms  

(i.2.1) Regression 

(i.2.2) Time series 

(i.2.3) Dimensionality 

(i.2.4) Clusters 



 

 62 

(i.2.5) Probabilistic representation/reasoning 

(i.2.6) Causal networks 

(i.2.6.1) Belief Propagation 

(i.2.6.2) Sampling 

(i.2.7) Bayesian analysis 

(i.2.8) Markov nets 

(i.3) Exploratory data analysis  

(i.3.1) Stem and leaf plot 

(i.3.2) Boxplot 

(i.3.3) Median 

(i.3.4) Histograms 

(i.3.5) Scatter plots 

(i.3.6) DEX Scatter Plot 

(i.3.7) DEX Mean Plot 

(i.3.8) Transformations 

(i.3.9) Quantile-Quantile plot - QQ-Plot 

(i.3.10) Interquartile range 

(i.4) Confirmatory data analysis 

(i.5) Frequentist Bayesian statistics 

(i.6) Quantitative analytics 

(i.7) Performance analysis 

(i.8) Markov models and Markov networks 
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(ii) Machine learning 

(ii.1) Supervised machine learning 

(ii.1.1) Decision trees 

(ii.1.1.1) ID3 

(ii.1.1.2) SLIQ  

(ii.1.1.3) SPRINT 

(ii.1.1.4) C4.5 

(ii.1.1.5) C5.0 

(ii.1.2) Random forest 

(ii.1.3) Naïve Bayes 

(ii.1.4) Classification 

(ii.1.4.1) Decision tree 

(ii.1.4.2) Logistic regression 

(ii.1.4.3) Naïve Bayes 

(ii.1.4.4) Discriminant Analysis 

(ii.1.4.5) Support Vector Machines – SVM 

(ii.1.5) Ordinary least square regression 

(ii.1.6) Logistic regression 

(ii.1.7) Locally Weighted Regression  

(ii.1.8) Q-Learning Algorithm 

(ii.1.9) Back Propagation Algorithm 

(ii.1.10) Neural networks 
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(ii.1.10.1) Backpropagation 

(ii.1.10.2) Radial Base Function (RBF) 

(ii.1.11) Support vector machines (SVMs);  

(ii.1.12) Ensemble methods 

(ii.1.12.1) Bagging 

(ii.1.12.2) Bootstrapping 

(ii.2) Unsupervised machine learning 

(ii.2.1) Clustering based 

(ii.2.1.1) K-means 

(ii.2.1.2) K-Medoids 

(ii.2.1.3) Partitioning Around Medoids (PAM) 

(ii.2.1.4) Clustering Large Applications (CLARA) 

(ii.2.1.5) Single-linkage 

(ii.2.1.6) Mixture of Gaussians 

(ii.2.1.7) Fuzzy C-Means 

(ii.2.2) Density Based 

(ii.2.2.1) DBSCAN  

(ii.2.2.2) Ordering Points to Identify the Clustering Structure 

(OPTICS) 

(ii.2.2.3) Density Based Clustering (DENCLUE) 

(ii.2.3) Grid Based 

(ii.2.3.1) Statistical Information Grid (STING) 
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(ii.2.4) Model based 

(ii.2.4.1) COWEB 

(ii.2.4.2) CLASSIT 

(ii.2.5) Hierarchical  

(ii.2.5.1) Agglomerative Nesting (AGNES) 

(ii.2.5.2) CHAMELEON 

(ii.2.5.3) Clustering Using Representatives (CURE) 

(ii.2.5.4) Divisive Analysis (DIANA) 

(ii.2.6) Principal Component Analysis (PCA) 

(ii.2.7) Singular Value Decomposition (SVD) 

(ii.2.7.1) Principal Direction Divisive Partitioning (PDDP) 

(ii.2.8) Independent Component Analysis (ICA) 

(ii.2.9) Markov-Modulated Poison Process (MMPP) 

(ii.2.10) LOF 

(ii.2.11) Exponential Smoothing 

(ii.3) Reinforcement learning 

(ii.3.1) Q-Learning 

(ii.3.2) Temporal Difference Learning (TD-Learning) 

(ii.3.3) State-Action-Reward-State-Action (SARSA) 

(ii.3.4) Deep Deterministic Policy Gradient (DDPG)  

(ii.3.5) Deep Q Network (DQN) 

(ii.3.6) Markov decision Process 
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(ii.3.7) Genetic algorithms 

(ii.4) Classification methods  

(ii.4.1) Classification-Based Association (CBA) 

(ii.4.2) Classification-Based on Multiple Association Rules (CMAR) 

(ii.4.3) Classification Association Rule Mining (CARM) 

(ii.4.4) Classification-Based on Predictive Association Rules (CPAR) 

(ii.5) Multi-task learning 

(ii.6) Statistical paradigms 

(ii.7) Probabilistic representation/reasoning 

(ii.8) Frequentist Bayesian statistics 

(ii.9) Quantitative analytics 

(ii.10) Performance analysis 

(ii.11) Markov models and Markov networks 

(iii) Data mining 

(iii.1) Performance analysis 

(iii.2) Anomaly detection 

(iii.3) Time series analysis 

(iii.3.1) K-Means clustering 

(iii.4) Feature selection  

(iii.4.1) Apriori algorithm 

(iii.5) Graph data analytics 

(iv) Predictive analytics 
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(iv.1) Machine learning for predictive analytics 

(iv.2) Regression and multi analysis 

(iv.3) Generalized linear models 

(iv.4) Time series analysis and forecasting 

(v) Computational modeling simulation/optimization 

(v.1) Modeling and simulation techniques 

(v.2) Operations research and optimization techniques 

(v.3) Large-scale modeling and simulation system techniques 

(v.4) Network optimization methods 

(v.5) Risk simulation and queuing techniques 

(vi) Domain-specific data analytics methods 

(vi.1) Text data mining 

(vi.1.1) Text analytics  

(vi.1.1.1) Statistical analysis 

(vi.1.1.2) Linguistic analysis 

(vi.1.1.3) Structural techniques 

(vi.1.2) Natural language processing (NL) 

(vi.1.3) Predictive models for text 

(vi.1.4) Retrieving and clustering of documents 

(vi.1.5) Information extraction 

(vi.1.6) Sentiment analysis 

(vi.2)  Business analytics methods 
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(vii) Problem type 

(vii.1) Description and summarization 

(vii.2) Segmentation 

(vii.3) Concept description 

(vii.4) Classification 

(vii.5) Prediction 

(vii.6) Dependency analysis 

 

(1.2) Modeling Assumptions: The categories of variations for modeling assumptions are 

represented in the following structure: data-related assumptions, application areas, and data 

used by the models. 

(i) Data-related assumptions: 

(i.1) Basic data assumptions  

(i.1.1) Data format  

(i.1.2) Data quality and constraints 

(i.1.2.1) uniform distributions  

(i.1.2.2) missing values allowed 

(i.1.3) Data types 

(i.1.3.1) Nominal 

(i.1.3.2) Ordinal 

(i.1.3.3) Interval 

(i.1.3.4) Ratio 

(i.2) Data mining goals  
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(i.2.1) Gain insight 

(i.2.2) Produce a score 

(i.2.3) Patterns 

(i.2.4) Clusters 

(i.2.5) Versatile models 

(i.3) Specific modeling requirements  

(i.3.1) Particular data size or type 

(i.3.2) Easiness of printing results 

(i.4) Data splitting into test/training/validation sets  

(i.4.1) No splitting 

(i.4.2) Test/training/validation splitting strategies 

(i.5) Data availability to produce reliable results by the modeling technique 

(i.5.1) not enough data 

(i.5.2) enough data available 

(i.6) Data quality level required by the modeling technique 

(i.6.1) specific data quality level required  

(i.6.2) not required 

(i.7)  Proper data type required by the modeling technique  

(i.7.1) Appropriate  

(i.7.2) Non-appropriate data 

(i.8) Data manipulations or transformations needed to meet the model 

requirements 
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(i.8.1) Transform 

(i.8.2) Convert  

(i.8.3) Rebalance the data 

(i.9) Known data types before execution  

(i.9.1) Logistic regression and neural networks require known data 

types before execution 

(i.9.2) Rebalance the data when predicting rule events 

(i.10) Role that each data field plays in the model technique  

(i.10.1) Target  

(i.10.2) Input fields 

(ii) Application areas 

(ii.1) Advanced planning and scheduling (APS) 

(ii.2) Quality improvement 

(ii.3) Spatial data 

(ii.4) Marketing 

(ii.5) Defect analysis 

(ii.6) Fault diagnosis 

(iii) Data used by the models 

(iii.1) Structured 

(iii.2) Semi-structured 

(iii.3) Unstructured 

Task 2 – Generate Test Design 
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This task comprises a single subtask, namely (2.1) Test Design.  

(2.1) Test Design: The variations for this task are grouped into the following task structure: 

data splitting, quality criteria, test design variations, success criteria, and strategy to stop. 

(i) Data splitting choices 

(i.1) No splitting 

(i.2) Test and Training 

(i.3) Test, Training, and Validation  

(ii) Data splitting and sampling techniques 

(ii.1) Cross validation 

(ii.1.1) Hold-out 

(ii.1.2) k-Fold 

(ii.1.3) Bootstrapping 

(ii.2) Statistical sampling  

(ii.2.1) Simple random sampling (SRS) 

(ii.2.2) Trial-and-error methods 

(ii.2.3) Systematic sampling 

(ii.2.4) Convenience sampling 

(ii.2.5) CADEX, DUPLEX 

(ii.2.6) Stratified sampling 

(iii) Quality criteria  

(iii.1) Accuracy  

(iii.2) Sensitivity  

(iii.3) Specificity 

(iii.4) Coverage 

(iii.5) Support 

(iii.6) Confidence 

(iii.7) Leverage 

(iii.8) Lift 

(iii.9) Conviction 

(iii.10) Receiver Operating Characteristics (ROC) 
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(iii.11) Recall, precision and Measure–F 

(iii.11.1) Recall 

(iii.11.2) Precision  

(iii.11.3) Measure–F 

(iii.12)  Other Measures 

(iii.12.1) Mean absolute error  

(iii.12.2) Root mean square error  

(iii.12.3) Relative absolute error  

(iii.12.4) Root relative squared error  

(iv) Success criteria 

(iv.1) Goodness of fit  

(iv.2) Ease of interpretation 

(iv.3) Ease of deployment 

(iv.4) Required processing time 

(v) Strategy to stop  

(v.1) Manual 

(v.1.1) # of iterations (Rerun) 

(v.2) Automated 

Task 3 – Build Model 

This task is divided into two subtasks: (3.1) Parameter Settings; (3.2) Models; and (3.3) 

Model Description. 

(3.1) Parameter Settings:  The variations in this task involve the following categories: 

setting parameters, rationale for parameter value choices. 

(i) Setting parameters 

(i.1) Manual 

(i.2) Automated 

(i.2.1) Default 
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(i.2.2) Parameter setting techniques  

(ii) Rationale for parameter value choices 

(ii.1) Manual 

(ii.2) Automated 

(3.2) Models: The categories of variations for this subtask are represented as follows: 

execution mode, post-processing results; and preparation for interchangeable use. 

(i) Execution mode 

(i.1) Sequential 

(i.2) Parallel 

(ii) Post-processing results 

(ii.1) No post-processing 

(ii.2) Post-processing procedures 

(ii.2.1) Edit 

(ii.2.2) Display 

(iii) Preparation for interchangeable use 

(iii.1) Predictive Model Markup Language (PMML) 

(iii.2) Weka Attribute Relation File Format (ARFF) 

(3.3) Model Description: The variations in this subtask involve only one criteria, recorded 

description type. The structure for the variations in this category can be represented as 

follows: 

(i) Recorded description type 

(i.1) Resultant model characteristics (e.g., neural network topology) 

(i.2) Parameter settings 
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(i.3) Provenance (e.g., what, who, when, where) 

(i.4) Data quality issues (e.g., high number of missing values) 

(i.5) Behavior (e.g., quality metrics such as accuracy, sensitivity, coverage) 

(i.6) Interpretation (e.g., in business terms) 

(i.7) Shortcomings (e.g., execution problems, processing time) 

(i.8) Derived conclusions (e.g., discovered insights, patterns, anomalies) 

Task 4 – Assess Model 

This task is divided into two subtasks: (4.1) Model Assessment; and (4.2) Revised Parameter 

Settings. 

(4.1) Model Assessment:  The variations in this task involve the following category 

structure: task summary; description type; and quality task results, model qualities, and 

quality rank. 

(i) Task summary 

(i.1) Manual 

(i.2) Automated 

(ii) Recorded description type 

(ii.1) Deployment potential of the model 

(ii.2) Optimal parameter settings 

(iii) Assessment according to recorded description type 

(iii.1) Resultant model characteristics (e.g., neural network topology) 

(iii.2) Parameter settings 

(iii.3) Provenance (e.g., what, who, when, where) 

(iii.4) Data quality issues (e.g., high number of missing values) 

(iii.5) Behavior (e.g., success and quality metrics such as accuracy, sensitivity, 

coverage) 

(iii.6) Interpretation (e.g., in business terms with respect to goals) 

(iii.7) Shortcomings (e.g., execution problems, processing time) 
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(iii.8) Derived conclusions (e.g., discovered insights, patterns, anomalies) 

(iii.9) Deployment potential of the model 

(iii.10) Optimal parameter settings 

(iv) Comparison of evaluation results 

(v) Model quality rank 

(v.1) Manual 

(v.2) Automated 

(vi) Selected best models 

 

(4.2) Revised Parameter Settings 

(i) Decision on setting revised parameters  

(i.1) No parameters revision 

(i.2) Parameters revision 

(ii) Iteration definition 

(ii.1) Manual 

(ii.2) Automated 

(iii) Return point 

(iii.1) Task 1: Select model technique 

(iii.2) Task 3: Build model 
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