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Abstract

We perform a qualitative and asymptotic analysis of a particular class of cosmological
models, namely the exceptional G2 perfect fluid and vacuum models that are additionally
self-similar with the fluid flow lying tangential to the H3 orbits. We show that for the
values of the equation of state parameter in (1, 3

2
), there exist open sets of well-behaved

vacuum models that are asymptotically spatially homogeneous, at large spatial distances.
For the values of the equation of state parameter in the intervals (1, 10

9
) and (4

3
, 3
2
), there

exist open sets of well-behaved perfect fluid inhomogeneous cosmological models that are
asymptotically spatially homogeneous, at large spatial distances, and we illustrate the spa-
tial structure of their matter-energy density. In addition, the perfect fluid models exhibit
only two possible asymptotic behaviours, namely they are well-behaved and asymptotically
spatially homogeneous or badly-behaved.
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Chapter 1

Introduction

In this chapter, we present some of the mathematical tools used in cosmology. We begin
by briefly describing the simplest cosmological models, namely the spatially homogeneous
and isotropic FLRW models. We proceed by defining the G2 cosmologies which possess
less symmetry than the FLRW models. In this thesis, we focus on a particular subclass of
the G2 cosmologies, which we refer to as the exceptional G2 cosmologies.
In Chapter 2, we examine the consequences of using a non-coordinate frame in differential
geometry. We use the orthonormal tetrad formalism, as introduced to cosmology by Ellis
and MacCallum [9]. We demonstrate how an appropriate choice of alignment of the tetrad
allows us to simplify the examination of the models under consideration.
In Chapter 3, we develop the Einstein Field Equations corresponding to the exceptional
class of G2 cosmologies and then convert our variables to expansion normalized variables.
The Einstein Field Equations take the form of a system of quasi-linear PDEs

∂0W = M(W) ∂1W + G(W). (1.1)

We impose the restriction ∂0W = 0 on the PDEs, and demonstrate that the cosmological
models do not lose their evolutionary nature. We show that under this condition, the
cosmological models reduce to a one parameter, three dimensional, system of ODEs. This
system describes the inhomogeneous spatial structure of these models.

In Chapter 4, we commence a qualitative analysis of the ODEs. We interpret the so-
lution curves by providing details of the corresponding cosmological models, both in the
perfect fluid and the vacuum cases. The incomplete and partial analysis of Van den Bergh
in [41] and Wills in [48] is completed by proving the existence of open sets of well behaved
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perfect fluid and vacuum models. We proceed by explaining how the existence of a mono-
tone function, for the values of the equation of state parameter in the interval (1, 6

5
)∪(4

3
, 3
2
)

allows us to conclude that the perfect fluid models exhibit only two types of behaviours
at large spatial distance, namely they are well-behaved and asymptotically spatially ho-
mogeneous or badly behaved. Compared to the works of Van den Bergh and Wills, the
proof for the existence of an open set of these well-behaved models, as well as the spatial
structure of their matter-energy density, and their only possible asymptotic behaviours, is
solely found in this thesis.

In Chapter 5, we examine the ODE when γ = 10
9

. In this case, the ODE admits a
first integral and phase space is foliated by a one parameter family of two dimensional
invariant sets. We give the physical properties of cosmological models by describing the
spatial structure of their energy density, shear, and asymptotic behaviour. We show the
existence of well behaved cosmological models that have not been discovered before.

In Chapter 6, we perform some asymptotic analysis. We prove that the perfect fluid
models which tend to infinity in the phase space correspond to models that are badly
behaved by showing that they have divergent physical variables.

1.1 Theoretical Cosmology & The Cosmological Fluid

The goal of theoretical cosmology is to construct a mathematical model that describes the
large scale structure of the universe. For the underlying model, we use a four-dimensional
smooth manifold M, with a Lorentzian metric g. The pair (M, g) is called a spacetime.
We use the convention that the Greek indices run from 1 to 3 and the Latin indices run
from 0 to 3.

Assumption A1: We assume that the geometry of this manifold (captured in its Ricci
tensor Rab Ricci scalar R, and metric tensor gab) and the matter content in the universe
(described by stress-energy tensor Tab) are related by the Einstein Field Equations (EFEs)

Rab −
1

2
Rgab = Tab. (1.2)

We use geometrized units with c = 1, 8πG = 1
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In order to make progress in calculations with the EFEs, we make certain simplifying
assumptions. The assumptions related to the geometric properties of the spacetime man-
ifold are introduced in Section 2.3. In this section, we introduce the assumptions related
to the matter content in the universe.
We model the matter content in the universe by a fluid, called the cosmological fluid, whose
particles may be considered to represent galaxies or galactic clusters. The motion of the
fluid is indicated by a time-like normalized vector field u (with uaua = −1). The integral
curves of the vector field u indicate the world lines of the particles in spacetime, and may
be interpreted as the world lines of fundamental observers, who are co-moving with the the
fluid [16, p.1]. Spacetime, together with the vector field u, is referred to as a cosmological
model, and denoted by (M,g,u).

We define the projection tensor, hab, by

hab = gab + uaub. (1.3)

This tensor projects a vector, w, into the three space orthogonal to u, that is

(habw
a)ub = 0. (1.4)

Any symmetric two index tensor, Sab, can be uniquely decomposed using hab as

Sab = µuaub + phab + πab + 2q(a ub) (1.5)

with πab being a traceless and symmetric object such that πabu
b = 0, and qa is defined by

qa = Scdhcaud, (1.6)

and satisfies qau
a = 0. For the stress-energy tensor corresponding to the cosmological fluid,

these objects have physical meanings [17]. We call µ the relativistic energy density, qa the
relativistic momentum density, p the isotropic pressure, and πab the trace-free anisotropic
pressure or stress [8, p.8].
A perfect fluid is defined by having zero momentum density and zero anisotropic pressure:

qa = 0, (1.7)

πab = 0. (1.8)

That is, the stress energy tensor of matter in a universe behaving as a perfect fluid with
pressure p, density µ, and the co-moving normalized 4-velocity of the fluid u has the form

Tab = uaub(µ+ p) + pgab. (1.9)
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Assumption A2: We assume that the EFEs admit a perfect fluid source, with a
linear equation of state

p = (γ − 1)µ, (1.10)

where γ is the equation of state parameter, also referred to as the adiabatic constant.

An equation of state defines the relationship between the pressure and the density.
The value of the equation of state parameter is important because it is related to the
physical properties of the fluid. In fact,

• matter is attractive when γ > 2
3
,

• matter is repulsive when γ < 2
3
,

• matter is dust with zero pressure when γ = 1,

• matter is called radiation fluid when γ = 4
3
, and

• matter is called stiff fluid when γ = 2.

It follows from the EFEs that the stress energy tensor has zero divergence, that is

T ab;b = 0. (1.11)

Physically, this corresponds to conservation law of energy and momentum. We can show
(see Appendix C for a short proof) that a consequence of this is the conservation equation

µ̇ = −ua;aγµ. (1.12)

1.2 The FLRW Models

One of the simplest cosmological models is the FLRW models, developed in the works
of [12, 13, 37, 38, 39, 47]. Robertson and Walker are credited with the line element
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in Eq.(1.13), and Friedmann and Lemâıtre were two of the earliest cosmologist to make
use of this line-element, so the models are typically denoted by FLRW. These models are
isotropic(the universe looks the same in all directions) and homogeneous(the universe looks
the same to observers, at the same time, regardless of their position or location). Their
matter content is described by a perfect fluid with the linear equation of state p = (γ−1)µ.
The line element of these models maybe written as

ds2 = −dt2 + l(t)2
[ dr2

1− kr2
+ r2(dθ2 + sin2 θdφ2)

]
, (1.13)

where l(t) is called the length scale function, and satisfies the equations Eq.(1.17)-(1.18)
below. The surfaces t = t0 are three-spaces of constant curvature, and are distinguished
by the sign of k. These correspond to different types of FLRW universes as given in Table
1.1.

Table 1.1: The table of FLRW universes distinguished by the sign of k

k Name
positive closed
0 flat
negative open

The coordinate t measures proper time along the world line of the fundamental observer
with u = ∂

∂t
. The Hubble parameter H is defined by

H :=
l̇

l
, (1.14)

and the deceleration parameter q is defined by

q := − l̈l
l̇2
. (1.15)

The dimensionless energy density is defined by

Ω :=
µ

3H2
. (1.16)

For these models, ua;a = 3 l̇
l

so the conservation equation, Eq.(1.12), becomes

µ̇ = −3
l̇

l
γµ. (1.17)
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The EFEs reduce to the Raychaudhuri equation, and the Friedmann equation, that is

l̈

l
= −1

6
(3γ − 2)µl, (1.18)

and

3
l̇2

l2
= µ− 3k

l2
, (1.19)

respectively. If the equation of state parameter γ satisfies γ > 2
3
, then it follows from

Eq.(1.18) that l̈ < 0, so l(t) is concave down. In addition, if for some instant of time tc,
l̇(tc) > 0, then there exists a time tb in the past such that l(tb) = 0, meaning that the
length scale has shrunk to zero. Integration of Eq.(1.17) gives

µ(t) = C1l
−3γ, (1.20)

where C1 is the constant of integration, and so

lim
t→tb+

µ(t) =∞. (1.21)

That is, the energy density diverges as t → tb+ . We refer to the surface t = tb as a
singularity. Since the energy density diverges as t → tb+ , we refer to t = tb as the time of
the big bang, and the singularity is often called a big bang singularity [16, p.5].

1.3 Expansion, CMB, & Isotropy

The notion of an expanding universe was introduced by Friedmann [12, 13] and Lemaitre
[32]. This idea gained major attention by the physics community, particularly by cos-
mologists, after Hubble observed [26] that the electromagnetic radiation emitted from the
majority of the observed galaxies is redshifted with respect to the Earth, meaning that
these galaxies are moving away from Earth. This provided evidence that the universe
must be expanding. In addition, the redshifts of galaxies increase with distance, implying
that the further they are from the Earth, the faster they are moving away.

The FLRW model of the universe has a big bang singularity. As the universe approaches
this phase of the past, it gets denser and hotter. In the early 1960s, Dicke and Peebles [5, 6]
began to consider the observational consequences of the hot dense phase of the universe
for the modern cosmologists. They proposed that the universe must have had produced
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radiation, the remnants of which ought to be detectable. In 1966, Penzias and Wilson
accidentally observed an electromagnetic signal which had a peak in the microwave part
of the spectrum [35]. This remnant radiation is known as the Cosmic Microwave Back-
ground (CMB), and it has been examined by sophisticated detections since [15]. When an
electromagnetic detector is aimed in an arbitrary direction from the earth towards outer
space, it will receive signals from localized sources, which can be filtered out, together
with a spurious signal which has a peak intensity at a wavelength of approximately 609
nm [11, p.919]. The spurious signal is the CMB. In classical physics we often consider
an idealized perfect radiator, called a Black Body Radiator. This radiator emits electro-
magnetic waves with a certain temperature dependent wavelength spectrum. Information
about the measurements of the CMB are often translated into temperature measurements,
which assumes that the source was a black body. As of 2009, the spectrum corresponds to
a black body radiator with a temperature of approximately 2.7 K [11, p.920]. Note that
when this radiation was created, the wavelength would have been approximately 966 nm
corresponding to a temperature of approximately 3000 K [1]. The results of these mea-
surements are displayed on a two dimensional map. This map is highly uniform, and so
astronomers state that the CMB is highly isotropic. The most common interpretation is
that the radiation was created at a time when the universe was isotropic on large enough
scales, and that this radiation has traveled to us through a universe which is isotropic. The
detection of the CMB provides strong evidence that the universe had a hot dense phase.

1.4 Motivation

The primary goal of theoretical cosmology is to find the simplest cosmological models
that fit with our observations of the universe. However, the secondary goal of theoretical
cosmology is to construct more complicated models that yield consequences which may be
compared, fitted, and tested against the current observations in the universe.

The commonly accepted model of the present day universe, called the standard model,
is based on the FLRW models and they describe a universe which is perfectly isotropic
and homogeneous. However, FLRW models also have their limitations. We briefly show a
couple of references below and state that FLRW models have their observational challenges.

The idea that we are not in a special place in the universe is referred to as the Coperni-
can principle. This is compatible with homogeneity. The idea that, on large enough scales,
the universe is homogeneous and isotropic is referred to as the Cosmological Principle. In
a more realistic case, there are subtleties involved with these principles and the standard
model [2, p.3]. Considering the separation between galaxies, homogeneity and isotropy are
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not valid for scales below 200 Mpc [14, p.465]. In 2012, a paper summarizing the facts
about the Copernican principle has discussed in detail that this principle has yet to be
rigorously shown and there are several ways of testing homogeneity [2]. For example, the
measurement of the energy density due to curvature, Ωk, via the area distance and the
Hubble parameter as a function of redshifts only [7, p.14] has been extended by [3, p.2] to
a consistency relation that can serve as a test for spatial homogeneity.

In addition, we are motivated by the conjecture that the specific models obtained in
this thesis prove to be useful for further generalizations of the EFEs. The cosmological
properties of the solutions in this thesis, such as the variation of the energy density in one
spatial direction etc, may possibly appear in a more general solution: a solution with even
less symmetry.

1.5 Classifying Cosmology By Isometry Groups

The complexity of a cosmological model may be classified by the geometric properties of
the spacetime manifold. We state several definitions to describe these geometric properties.
A vector field v is called a Killing Vector Fields (KVF) if

Lvg = 0. (1.22)

A vector field H is called a Homothetic Vector Field (HVF) if there exists a k such that

LHg = 2kg. (1.23)

A KVF is a trivial HVF.
A vector field X is called hypersurface orthogonal (HO) if X[ρXµ;ν] = 0. This condition is
equivalent to w ∧ dw = 0 for the one form w defined by w(v) = g(X,v).

An isometry of a manifold (M,g) is a mapping fromM toM that preserves distance.
The set of all isometries of a manifold form a Lie Group. We write Gn to denote any sub-
group of dimension n of the isometry group. For any Gn, there are n linearly independent
KVFs, and these KVFs generate the Gn. The orbit of any point p ∈M under the action
of the group Gn is Orb(p)Gn := {ψ(p)|ψ ∈ Gn}. The KVFs are tangent to the orbits.
Let dim[ OrbGn(p) ] = d. If d = n, we say that the group acts simply transitively. In this
particular case, the KVFs evaluated at p are linearly independent. If d < n, then we say
that the isometry group acts multiply transitively on the orbit. In this latter case, there
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exists n− d linearly dependent generators at any point p ∈M. These generators form the
so called isotropy group and we say that M has, some, isotropy. For example, the FLRW
models admit a G6. The group orbits are three dimensional and so the G6 acts multiply
transitively. At each point there is a three dimensional isotropy group. Geometrically,
the isotropy group indicates that the models look the same in all spatial directions at any
point. We say that the models are spatially homogeneous to indicate that any point p in
the spacetime is equivalent to any other point on the three dimensional spacelike orbits at
p. The so called Bianchi cosmological models are less symmetric, admitting, in general a
G3 acting on three dimensional spacelike orbits. The models maintain the spatial homo-
geneity of the FLRW models but, in general, are not isotropic: the observer can distinguish
between some different spatial directions. Each of these classes of models are subdivided
based on how the 4-velocity of the fluid is oriented with respect to the group orbits. For
example, Orthogonal Bianchi cosmologies are cosmological models in which spacetime ad-
mits a G3, a three parameter isometry group whose space-like orbits are hypersurfaces
orthogonal to the 4-velocity of the cosmological fluid [45, 21, 18, 19]; in this thesis, we
make an analogous assumption.

We go one step further and relax the condition of spatial homogeneity. The model
(M,g,u) is a G2 cosmological model, or simply a G2 cosmology, if it admits an Abelian
group G2 of isometries whose orbits are spacelike 2-surfaces. For these models, the cos-
mological variables may change in one spatial direction, as well as evolve in time. One
may claim that these are the simplest cosmological models in which we can examine in-
homogeneities. We say that G2 acts orthogonally transitively on the orbits if the 2-spaces
orthogonal to the orbits are surface-forming.

G2 cosmologies were first classified by Wainwright, by the nature of the action of the G2,
in 1979 and 1981, [43] [44, p.1134], and the four mutually exclusive classes of spacetimes
in this classification are:

A(i): non-orthogonally transitive G2 with no HO KVFs.

A(ii): non-orthogonally transitive G2, with only one HO KVF.

B(i): orthogonally transitive G2, with no HO KVF.

B(ii): orthogonally transitive G2, with two mutually orthogonal HO KVFs.

We illustrate these classes in the Venn Diagram below.
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To the best of the author’s knowledge, class A(i) and B(i) have not been thoroughly investi-
gated as of the present day. Class B(ii) has been thoroughly investigated by many authors
[30, p.264-267]. In this thesis, we examine class A(ii) models. We refer to these models as
the exceptional G2 cosmologies, extending the terminology used for the orthogonal Bianchi
models in, for example [19].

Three papers have investigated the exceptional G2 cosmologies in some detail. In [41]
and [42], Van den Bergh examined vacuum and stiff fluid models of this class, respectively.
The paper in [41] assumes a metric ansatz,

ds2 = −e2kdt2 + e2hdx2 + r[f dy2 + f−1(dz + wdx)2], (1.24)

with k, h, n, f depending only on x and t and being separable. The case w 6= 0 corresponds
to class A(ii), while w = 0 corresponds to class B(ii).
In [41, p.168], Van den Bergh admits that even though separability is discussed in terms
of this preferred coordinate system, a more invariant approach to separability is preferred.
It has been stated in the paper that, for class A(ii), it has not been possible to obtain
the general separable vacuum solution in explicit form. Many of the vacuum solutions
considered in [41] are self-similar. The EFEs are written as a system of ODEs which is not
fully analyzed. One of the results of this thesis is to extend this work. We show that there
is an open set of well-behaved models within this class.

Wills [48] started to analyze perfect fluid models of class A(ii) by writing the metric in
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Eq.(1.24) as

ds2 = −e2(K+k)dt2 + e2(K+k)dx2 + e2(S+s+F+f)dy2 + e2(S+s−F−f)(dz + 2wdx)2,

where w is still dependent on x, t and the function K,F , and S depend on t only and k, f ,
and s depend on x only. The Einstein Field Equations are obtained using this metric ansatz
and solutions are found by assuming that a particular combination of the components of
the metric tensor are solely space or time dependent. This combination is derived from
the components of the Ricci tensor and is written as

V 2 = exp
[
2(F +K − 3S + f + k − 3s)

]
= f

′′
+ 2f

′
s
′ − F̈ − 2Ḟ Ṡ. (1.25)

If V 2 is time independent then the solutions are possible only for the stiff fluid case, meaning
γ = 2, or γ = 6α

(5α+2)
, where the constant α is defined by equations

K̇ = αḞ , (1.26)

Ṡ =
1

3
(α + 1)Ḟ , (1.27)

f
′
=

1

3
(α + 1)k

′
+

1

3
(2α− 1)s

′
. (1.28)

However, for the range 1 < γ < 3
2
, there is no explicit solution corresponding to a well-

behaved cosmological model. Also, when the equation of state parameter is 10
9

, Wills gives
a metric in [48, p.372] and shows that the metric admits an extra KVF (so a G3) and
corresponds to the Wainwright solution listed in the paper by Wainwright and Hsu [25].
In Chapter 5, we show that there are open sets of well-behaved, perfect fluid, self-similar
exceptional G2 cosmologies when the equation of state parameter is 10

9
, and we show that

these solutions are not the Wainwright solutions of [25], but asymptotically tend to them.

These papers tackled this class of models by using a metric ansatz and assuming that
the functions in the metric tensor are separable. In this thesis, we do not rely on these
assumptions. Even though our main focus is on class A(ii), we also pick up some of the
models in B(ii) on the boundary of our phase space.

11



Chapter 2

Coordinate And Orthonormal
Tetrads

2.1 Orthonormal Tetrad Formalism

In this section, we introduce the orthonormal tetrad formalism. The use of this formalism
has proven to be extremely convenient in cosmology [33, 10] and one of the leading papers
that demonstrated the convenience of this formalism in the analysis of a set of homoge-
neous models is [9].
We begin by introducing the formulation of its mathematical foundation. We continue by
writing down the identities, physical variables, commutation functions, and the EFEs in
this formalism. We conclude by making certain choices and assumptions in Section 2.3
that reduce the number of variables in the EFEs for the models under consideration.

Let TM be the tangent bundle of the manifold M and g be a Lorentzian metric.
Four vector fields v0, ...,v3 (smooth local sections of TM) form a frame if for all p,
v0(p),v1(p),v2(p),v3(p) is a basis of TpM .
Consider two different frames v0, ...,v3 and w0, ...,w3, and the corresponding metric tensors
gab := g(va,vb) and g̃ij := g(wi,wj). For some functions via, we have

va = viawi.

Then

gab = g(va,vb) = g(viawi, v
j
bwj) = viav

j
bg(wi,wj) = viav

j
b g̃ij.
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Thus, one may write components of the first metric tensor in terms of the second.
Given coordinates x0, ..., x3, we have tangent vector fields ∂

∂x0
, ..., ∂

∂x3
. These vector fields

span the tangent space of every point in the coordinate neighborhood. Hence, ∂
∂x0
, ..., ∂

∂x3
is a frame, called a coordinate frame or coordinate tetrad. The main property of such a
frame is its commutativity: [ ∂

∂xi
,
∂

∂xj

]
= 0. (2.1)

An orthonormal frame is a frame e0, ..., e3 with

g(ei, ej) = ηij = diag(−1,+1,+1,+1). (2.2)

It is always possible to locally find such a frame; see Appendix B.
Thus, the metric tensor takes a very simple form for an orthonormal tetrad. This simplicity
comes at a cost: the frame is not commutative. There exists functions γcab for which

[ea, eb] = γcabec. (2.3)

The γcab are called the commutation functions.

We choose an orthonormal frame. Then, for all C2 vector fields X,Y,Z, we derive a
set of identities for the commutation functions γcab by using the Jacobi Identity

[[X,Y],Z] + [[Z,X],Y] + [[Y,Z],X] = 0. (2.4)

By applying the Jacobi identity to the orthonormal frame vectors e0, e1, e2, e3, one obtains
16 distinct identities of the type

0 = [[ea, eb], ec] + [[ec, ea], eb] + [[eb, ec], ea]

= [γdabed, ec] + [γdcaed, eb] + [γdbced, ea]

= γdabedec − ec(γ
d
ab)ed − γdabeced + γdcaedeb (2.5)

− eb(γ
d
ca)ed − γdcaebed + γdbcedea − eaγ

d
bced − γdbceaed.

Any version of Eq.(2.5) where at least two of the a, b, c are equal provide no information
since [ea, eb] = −[eb, ea]. Thus, there are (43) different meaningful versions of Eq.(2.5),
yielding 16 ( (43)× 4 ) different scalar equations.
The symbol εαβν is a tensor of rank three, which takes on the values

εαβν =


0, if any two labels are the same,

1, if (α, β, ν) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)},
−1, if (α, β, ν) ∈ {(1, 3, 2), (2, 1, 3), (3, 2, 1)}.

(2.6)
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In this formalism, the spatial components of the commutation functions are decomposed
into a 2-index symmetric object nαβ and a 1-index object aα by the following formula [46,
p.32]

γµαβ = εαβνn
µν + aαδ

µ
β − aβδ

µ
α. (2.7)

The objects aα and nµν are curvature quantities. They are computed in terms of the
structure constants by

nβτ =
1

2
γ(βνσ ε

τ)νσ,

aβ =
1

2
γα βα.

We decompose ua;b using the projection tensor as follows

ua;b = uc;dh
c
ah

d
b − u̇aub

= Vab − u̇aub,

Note that VabV
a = Vbau

a = 0 and

Vab = V[ab] + V(ab). (2.8)

We define the expansion tensor θab by

θab = V(ab), (2.9)

and we decompose this into its trace, the expansion scalar θ, and the trace-free shear tensor
σab [46, p.19]

θ = θaa,

σab = θab +
1

3
θhab. (2.10)

The shear scalar is defined by

σ2 =
1

2
σabσ

ab. (2.11)

The antisymmetric part of Vab is used to define the vorticity tensor, vector, and scalar, ωab
ωa and ω respectively by

ωab = ua;b − ub;a + u̇aub − u̇bua, (2.12)

ωa =
1

2
εabcdubωcd, (2.13)

ω2 =
1

2
ωab ω

ab. (2.14)
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Note that ωab = 0 iff ωa = 0 iff ω = 0.
We then write

ua;b = θab + ωab − u̇aub

= (σab +
1

3
θhab) + ωab − u̇aub.

The variables u̇a, θab, σab, ωa are called the basic physical variables. These are related to
the Christoffel symbols through

ua;b = ua,b + Γabcu
c. (2.15)

and also to the commutation functions since (see Appendix A)

Γabc =
1

2
(γabc + γcab − γbca). (2.16)

By using the decompositions in Eq.(2.15), Eq.(2.7), and the Christoffel symbols in Eq.(2.16),
we write the commutation functions in terms of the physical variables and the spatial cur-
vature variables.
We have 24 independent commutation functions. So far we have defined the objects nµν ,
aµ, θ, σµν , ωµν , and u̇µ which give 21 unique components (taking the symmetries of these
objects into account). The remaining information is in the so called local angular velocity.
If e0 = u then the local angular velocity in the rest frame of an observer with the 4-velocity
u of a set of Fermi-propagated axis with respect to e1, e2, e3 [9, p.111] is

Ωα :=
1

2
εαµν(eµ)i(eν)i;ju

j. (2.17)

It follows that the commutation relations between the frame vectors is expressed [43,
p.2026] by

[e0, e1] = u̇1e0 − θ11e1 − (σ12 − ω3 − Ω3)e2 − (σ13 + ω2 + Ω2)e3, (2.18)

[e0, e2] = u̇2e0 − (σ12 + ω3 + Ω3)e1 − θ22e2 − (σ23 − ω1 − Ω1)e3, (2.19)

[e0, e3] = u̇3e0 − (σ13 − ω2 − Ω2)e1 − (σ23 + ω1 + Ω1)e2 − θ33e3, (2.20)

[e1, e2] = −2ω3e0 + (n13 − a2)e1 + (n23 + a1)e2 + n33e3, (2.21)

[e2, e3] = −2ω1e0 + n11e1 + (n12 − a3)e2 + (n13 + a2)e3, (2.22)

[e3, e1] = −2ω2e0 + (n12 + a3)e1 + n22e2 + (n23 − a1)e3. (2.23)

When we substitute the the kinematical quantities and the curvature quantities into
the Jacobi identity Eq.(2.5), and get [43, p.2027]

eµn
µα + εαµνeµaν − 2θαβω

β − 2nαβa
β − 2εαµνωµΩν = 0. (2.24)
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2.2 The Einstein Field Equations, Jacobi Identities, &

Contracted Bianchi Identities In The Orthonor-

mal Tetrad Formalism

We may write the EFEs in terms of the Ricci tensor as

Rab = Tab −
1

2
T rr gab. (2.25)

By using the form of Tab in Eq.(1.5), we can derive the EFEs in this formalism by expressing
the Ricci tensor in terms of the commutation functions and the Jacobi identities represented
in Eq.(2.24).

The first form of the EFEs which is written down below is done so for a general fluid (
παβ 6= 0, qα 6= 0 ). We require the perfect fluid condition in the next chapter.

The most general form of the EFEs written in this formalism has been given by a
number of authors [9, 10, 46]. We follow the convention of Wainwright and Ellis in [46].
With H = 1

3
θ, the EFEs are written such that e0 is acting on the physical quantities, and

hence we obtain a set of evolution equations for H, σαβ, as well as equations for the energy
density µ, and qα. Let

bαβ := 2nµαnµβ − nµµnαβ, (2.26)

Sαβ :=
1

2

(
eα(aβ) + eβ(aα)

)
− 1

3
eµ(aµ)δαβ − (eµ − 2aµ)

1

2

(
nναε

µν
β + nνβε

µν
α

)
+bαβ −

1

3
bµµδαβ. (2.27)

The curvature scalar of the 3-spaces of the manifold whose tangent space at every point is
spanned by the vector fields e1, e2, e3 is

3R = 4 eµ(aµ)− 6 aµa
µ − 1

2
bµµ. (2.28)
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We refer to the following equations as the EFEs

e0H = −H2 − 2

3
σ2 +

2

3
ω2 +

1

3
(eα + u̇α − 2aα)u̇α − 1

6
(µ+ 3p), (2.29)

e0σαβ = −3Hσαβ + εµνασβµΩν + εµνβσαµΩν − ωαΩβ − ωβΩα +
2

3
ωµΩµδαβ

+
1

2
(eα + u̇α + aα)u̇β +

1

2
(eβ + u̇β + aβ)u̇α −

1

3
(eµ + u̇µ + aµ)u̇µδαβ

− 1

2
εµναnβµu̇ν −

1

2
εµνβnαµu̇ν − Sαβ + παβ, (2.30)

µ = 3H2 − σ2 + ω2 − 2 ωαΩα +
1

2
R, (2.31)

qα = 2eα(H)− (eβ − 3aβ)σβα − ε µν
α σβµnβν + ε µν

α (eµ + 2u̇µ − aµ)ων − nβαωβ. (2.32)

The Jacobi Identities are written as

e0nαβ = −Hnαβ + σµαnβµ + σµβnαµ + [εµναnβµ + εµνβnαµ](ων + Ων)

− 1

2
(eα + u̇α)(ωβ + Ωβ)− 1

2
(eβ + u̇β)(ωα + Ωα)

− 1

2
(eµ + u̇µ)[σναε

µν
β + σνβε

µν
α − 2(ωµ + Ωµ)δαβ], (2.33)

e0aα = −Haα − σβαaβ − (eα + u̇α)H +
1

2
(eβ + u̇β)σβα

− 1

2
ε µν
α (eµ + u̇µ − 2aµ)(ων + Ων), (2.34)

e0ωα = −2Hωα + σβαωβ + ε µν
α ωµΩν −

1

2
ε µν
α (eµ − aµ)u̇ν +

1

2
nβαu̇β, (2.35)

0 = (eβ − 2aβ)nβα + ε µν
α eµaν − 2Hωα − 2σβαωβ − 2ε µν

α ωµΩν , (2.36)

0 = (eα − u̇α − 2aα)ωα. (2.37)

And the contracted Bianchi identities are

e0µ = −3H(µ+ p)− σβαπαβ − (eα + 2u̇α − 2aα)qα, (2.38)

e0qα = −4Hqα − σβαqβ + ε µν
α (ωµ − Ωµ)qν − eαp− (µ+ p)u̇α

− (eβ + u̇β − 3aβ)πβα + ε µν
α nβµπβν . (2.39)
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2.3 Assumptions & Choices

In this section, we show how many of the basic physical variables are forced to be zero due
to our assumptions and choices. We show a step by step proof of some results that are
not new and have already been proven by Wainwright in [43]; to help the reader, we show
them in this section.

Assumption A3: We assume that spacetime admits an Abelian G2 acting on two-
dimensional spacelike orbits.

Assumption A4: We assume that the fluid flow vector u is orthogonal to the orbits.

Since we have a perfect fluid, we have that u is invariant under the isometry group,
and from [44, p.1134] we have that u is hypersurface orthogonal.

Let ξ and η be two linearly independent KVFs that generate the abelian G2.

Lemma 2.3.1. There exists a class of invariant tetrads with frame vectors e0, e1, e2, e3 for
which e2 and e3 are orbit aligned and e0 is aligned with u. That is, there exits A,B,C,D ∈
C2 such that

e2 = Aξ +Bη, (2.40)

(orbit aligned)

e3 = Cξ +Dη, (2.41)

and

[ξ, ea] = [η, ea] = 0. (invariant)

Any two tetrads in this class are related by rotating e2 and e3 in the orbits. This freedom
of rotation is expressed by

ẽ2 = cos(φ)e2 + sin(φ)e3,

ẽ3 = sin(φ)e2 + cos(φ)e3.

with η(φ) = ξ(φ) = 0.
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This result is contained in the proof of Theorem 3.1 in [43].

Choice C1: We choose an orbit aligned, group invariant frame with e0 aligned with u.

Since u is hypersurface orthogonal then e0 is hypersurface orthogonal and we have

γ0αβ = 0. (2.42)

Due to this choice, the physical variables are the kinematical quantities of the fluid. And
since e0 is hypersurface orthogonal, the fluid is irrotational; meaning ωµ = 0.

Consequences of orbit aligned

Lemma 2.3.2. For any frame e0, ..., e3 whose existence is generated by lemma 2.3.1, then
e1 is hypersurface orthogonal.

Proof. We invert Eq.(2.40)-(2.41) to get

ξ = Ee2 + Fe3, (2.43)

η = Ge2 +He3, (2.44)

for some E,F,G,H ∈ C2. Using the above and Eq.(2.40)-(2.41), we have

[e0, e2] = [e0, Aξ +Bη]

= e0(A)ξ + A[e0, ξ] + e0(B)η +B[e0,η]

= e0(A)ξ + e0(B)η

=
(
e0(A)E + e0(B)G

)
e2 +

(
e0(A)F + e0(B)H

)
e3. (2.45)

and we conclude that γ102 = 0. Similarly,

[e0, e3] = γ203e2 + γ303e3, and γ103 = 0, (2.46)

[e1, e2] = γ212e2 + γ312e3, and γ112 = 0, (2.47)

[e1, e3] = γ213e2 + γ313e3, and γ113 = 0, (2.48)

[e2, e3] = γ213e2 + γ313e3, and γ123 = 0. (2.49)

Since we already know that γ1QK = 0 for Q,K ∈ {0, 2, 3}, then e1 is also hypersurface
orthogonal.
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Consequences of group invariance

0 = [ξ, e2] = [ξ, Aξ +Bη]

= ξ(A)ξ + ξ(B)η −B[η, ξ]

= ξ(A)ξ + ξ(B)η. (2.50)

Thus,

ξ(A), ξ(B) = 0.

Similarly,

ξ(C), ξ(D) = 0.

Also, [η, e2] = [η, e3] = 0, so

η(A) = 0, η(B) = 0,η(C) = 0, η(D) = 0.

It follows that

[e2, e3] = [Aξ +Bη, Cξ +Dη]

= (AD −BC)[ξ,η] +
(
Aξ(A)− Cξ(B)

)
η +

(
Bη(C) +Dη(A)

)
ξ

= 0,

that is the two frame vectors e2 and e3 commute.

Assumption A5: We assume that one of the KVFs, ξ, is hypersurface orthogonal.

Choice C2: We align e2 with ξ.

It follows that e2 is also hypersurface orthogonal and so we have

γ2QK = 0, Q, K ∈ {0, 1, 3}. (2.51)
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Finally, we have the following, potentially, nonzero commutation functions

γ001, γ
1
01, γ

3
01, γ

2
02, γ

3
03, γ

2
12, γ

3
31,

corresponding to the nonzero physical variables

θ, u̇1, a1, n23, σ11, σ22, σ33, σ13 = θ13 = Ω2. (2.52)

There is no remaining frame freedom.
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Chapter 3

A Class of Exceptional H3
Cosmological Models: Reduction Of
The EFEs To A System of ODEs

In this chapter we write the EFEs for the models under consideration as a system of first
order PDEs in terms of dimensionless variables. This is achieved in two stages. In Section
3.1, we develop a system of PDEs in terms of the basic physical variables, and in Section 3.2
we rewrite the system via converting the variables to dimensionless variables. In Section
3.3, we change variables to aid with the comparison of a paper that qualitatively analyzed
models of class B(ii). We continue in Section 3.4 by compactifying the phase space. We
conclude by giving the invariant sets and explaining their importance.

3.1 The Reduction Of The EFEs

In this section, we describe how the EFEs reduce to the system of PDEs that govern
changes of the kinematical quantities of the cosmological fluid.
We define the state vector w by

w = [θ, σ11, σ22, σ33, σ13, n23, a1, u̇1]
T . (3.1)

Due to the choices and assumptions in Chapter 2, we have e2(w) = 0, e3(w) = 0. The
general EFEs in Eq.(2.29)-(2.32) reduce to a system of PDEs in terms of the differential
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operators e0 and e1. This system takes the form

e0w = B(w) e1w + C(w) (3.2)

with C(w) ∈ R8, B(w) ∈M8×8(R). We note that σαα are not independent as σαα = 0.
The operator e0 is a differential operator along the direction of the fluid 4-velocity, and e1

is a spatial differential operator. The evolution equation for u̇1 is obtained by applying the
commutator [e0, e1] to µ and using the auxiliary equations Eq.(3.14)-(3.15), when µ 6= 0.
Appendix D provides greater details about the reduction of EFEs to the system of PDEs.
The EFEs reduce to the evolution equations

e0θ = e1u̇1 −
1

3
θ2 −

(
(σ11)

2 + (σ22)
2 + (σ33)

2 + 2(σ13)
2
)

+ (u̇1 − 2a1)u̇1 −
(3γ − 2)

2
µ, (3.3)

e0σ11 =
2

3
e1u̇1 −

2

3
e1a1 − θσ11 − 2(σ13)

2 +
2

3
u̇1(u̇1 + a1) +

4

3
(n23)

2, (3.4)

e0σ22 = −e1n32 −
1

3
e1u̇1 +

1

3
e1a1 − θσ22 −

1

3
u̇1(u̇1 + a1 + 3n23)

+ n32(2a1 −
2

3
n23), (3.5)

e0σ33 = e1n23 −
1

3
e1u̇1 +

1

3
e1a1 − θσ33 + 2(σ13)

2 − 1

3
u̇1(u̇1 + a1)

+ n23(u̇1 − 2a1 −
2

3
n23), (3.6)

e0σ13 = (−θ − σ33 + σ11)σ13, (3.7)

e0n23 = −1

2
e1σ22 +

1

2
e1σ33 − n23(

1

3
θ − σ22 − σ33)−

1

2
u̇1( σ22 − σ33 ), (3.8)

e0a1 = −1

3
e1θ +

1

2
e1σ11 − a1(

1

3
θ + σ11)−

1

3
u̇1θ, (3.9)

e0u̇1 = (γ − 1)e1θ − u̇1
(
σ11 − (γ − 1)θ +

1

3
θ
)

(µ 6= 0). (3.10)

The constraint equations are

0 = q1 =
2

3
e1θ − e1σ11 + 3a1σ11 + n23(σ33 − σ22), (3.11)

0 = q3 = −e1σ13 + σ13(3a1 − n23), (3.12)

and the defining equation for µ is

µ =
1

3
θ2 − 1

2

(
(σ11)

2 + (σ22)
2 + (σ33)

2 + 2(σ13)
2
)

+2e1(a1)− 3 (a1)
2 − (n23)

2. (3.13)
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And finally, there are equations that contain certain information about the energy density,
which the system of PDEs possesses. These equations are not independent of the system.
However, since this information does not manifest itself explicitly in the form that the
PDEs are written, we refer to these equations as auxiliary equations. These are

e0µ = −γµθ, (3.14)

e1µ = − γµu̇1
(γ − 1)

. (3.15)

We reduce the number of variables of the PDEs in Eq.(3.3)-(3.10) by using the relationship
between the expansion tensor and the shear tensor. We introduce the shear variables σ+
and σ− defined by

σ+ :=
3

2
(σ22 + σ33), (3.16)

σ− :=
1

2
(σ22 − σ33). (3.17)

Equivalently

σ22 = σ− +
1

3
σ+, (3.18)

σ33 =
1

3
σ+ − σ−. (3.19)

Since σαβ is trace free, we have

σ11 = −2

3
σ+. (3.20)

We let w̃ be a state vector in R7 defined by

w̃ = [θ, σ+, σ−, σ13, n23, a1, u̇1]
T , (3.21)
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the PDEs are

e0θ = e1u̇1 −
1

3
θ2 − 2

(1

3
(σ+)2 + (σ−)2 + (σ13)

2
)

+u̇1(u̇1 − 2a1)−
3γ − 2

2
µ, (3.22)

e0(σ+) = −e1u̇1 + e1a1 − σ+θ + 3(σ13)
2 − u̇1(u̇1 + a1)− 2(n23)

2, (3.23)

e0(σ−) = −e1n23 − θσ− − (σ13)
2 − n23(u̇1 − 2a1), (3.24)

e0σ13 = σ13 (σ− − σ+ − θ), (3.25)

e0n23 = −e1σ− +
1

3
n23(−θ + 2σ+)− σ−u̇1, (3.26)

e0a1 = −1

3
e1σ+ −

1

3
e1θ −

1

3
θ(a1 + u̇1) +

1

3
σ+(2a1 − u̇1), (3.27)

e0u̇1 = (γ − 1)e1θ +
1

3
(2σ+ − θ)u̇1 + (γ − 1)θu̇1. (3.28)

The constraint equations are

0 =
1

3
e1(θ) +

1

3
e1(σ+)− a1(σ+)− (σ−)n23, (3.29)

0 = −e1(σ13) + σ13(3a1 − n23), (3.30)

and the defining equation for µ is

µ =
1

3
θ2 −

(1

3
(σ+)2 + (σ−)2 + (σ13)

2
)

+2e1(a1)− 3(a1)
2 − (n23)

2. (3.31)

The auxiliary equations, Eq.(3.14)-(3.15) remain the same.

3.2 Dimensionless Variables & The Master PDEs

The variables of the system of PDEs in Eq.(3.22)-(3.28) are the basic physical variables
of the cosmological fluid described in Chapter 1. These variables typically diverge near
the initial singularity. They might also tend to zero at later times [20]. In order to avoid
these issues, expansion normalized variables [25, p.1409] are used. These dimensionless
variables are obtained by dividing the actual physical variable by an appropriate power of
the expansion θ. An additional reason to use these variables is that they are often used
for experimental observations [34, p.773]. For example, the variable Ω defined below, is
measured by astronomers [4, 28, 36]. The expansion normalized variables are defined as
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follows. The shear variables are

Σ+ :=
σ+
θ
, (3.32)

Σ− :=
σ−
θ
, (3.33)

Σ13 :=
σ13
θ
,

the acceleration variable is

U̇ :=
u̇1
θ
, (3.34)

the spatial curvature variables are

A :=
3a1
θ
, (3.35)

N× :=
n23

θ
, (3.36)

and the dimensionless energy density is

Ω :=
3µ

θ2
. (3.37)

In addition, we use the dimensionless operators ∂i defined as

∂i :=
3

θ
ei. (3.38)

The quantities e0θ and e1θ appear in the PDEs and we replace them by introducing the
dimensionless scalars q and r defined1 by

e0θ = −1

3
(1 + q)θ2, (3.39)

e1θ = −1

3
rθ2. (3.40)

We illustrate the development of the PDEs in terms of the dimensionless variables by
considering Σ+ = σ+

θ
. We know that

∂0(Σ+) =
3

θ
e0(

σ+
θ

) = − 3

θ3
e0(θ)(σ+) + e0(σ+)

3

θ2
. (3.41)

1From Chapter 1, the quantity θ is the average expansion of the fluid and in the FLRW models, θ is

defined in terms of the length scale l by θ = 3 l̇
l . The scalar q is the deceleration parameter defined in the

FLRW models by q = − l̈l
l̇2

.
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We use Eq.(3.39) and Eq.(3.40) to obtain

∂0(Σ+) =
3

θ
e0(

σ+
θ

) = −3

θ

(
−1

3
(1 + q)

)
σ+ + e0(σ+)

3

θ2
. (3.42)

By substituting e0(σ+) from the above into Eq.(3.23) we get

∂0(Σ+)− (1 + q)Σ+ = − 3

θ2
e1(u̇1) +

3

θ2
e1(a1)− 3Σ+ + 9(Σ13)

2

− 3U̇(U̇ +
A

3
)− 6(N×)2. (3.43)

Since

∂1U̇ =
3

θ
e1(

u̇1
θ

) =
3

θ

(
− 1

θ2
(−1

3
rθ2)u̇1 +

1

θ
e1(u̇1)

)
, (3.44)

we have

3

θ2
e1(u̇1) = ∂1(U̇)− rU̇ , (3.45)

and similarly

3

θ2
e1(a1) =

1

3
∂1A−

1

3
Ar. (3.46)

We substitute Eq.(3.45) and Eq.(3.46) into Eq.(3.43) to get

∂0(Σ+) = −∂1(U̇) +
1

3
∂1(A) + Σ+(q − 2) + 9(Σ13)

2 − AU̇ − 1

3
rA− 3U̇2 + rU̇ − 6(N×)2.

The same procedure is applied to the other variables. The new six dimensional state vector
is

W = [Σ+,Σ−,Σ13, N×, A, U̇ ]T , (3.47)

and the resulting system of PDEs are the Master PDEs

∂0(Σ+) = −∂1(U̇) +
1

3
∂1(A) + Σ+(q − 2)

+ 9(Σ13)
2 − AU̇ − 1

3
rA− 3U̇2 + rU̇ − 6(N×)2, (3.48)

∂0(Σ−) = −∂1(N×) + (Σ−)(q − 2)− 3(Σ13)
2 −N×(3U̇ − r − 2A), (3.49)

∂0(Σ13) = Σ13(−2 + q + 3Σ− − 3Σ+), (3.50)

∂0(N×) = − ∂1(Σ−) +N×(q + 2Σ+ ) + rΣ− − 3(Σ−)U̇ , (3.51)

∂0(A) = −∂1(Σ+) + A(q + 2Σ+) + (1 + Σ+)(r − 3U̇), (3.52)

∂0U̇ = (q + 2Σ+)U̇ + (γ − 1)(3U̇ − r) (Ω 6= 0). (3.53)
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The defining equations for r, q, and Ω are

0 = ∂1(Σ+)− r(1 + Σ+)− 3A(Σ+)− 9(Σ−)N×, (3.54)

q = 2(Σ+)2 + 6(Σ−)2 − ∂1(U̇) + U̇(r − 3U̇ + 2A) +
1

2
Ω(3γ − 2) + 6Σ13, (3.55)

Ω = 1− (Σ+)2 − 3(Σ−)2 − 3(Σ13)
2 +

2

3
∂1(A)− A(

2

3
r + A)− 3(N×)2. (3.56)

The constraint equations is

0 = −∂1(Σ13) + Σ13(r + 3A− 3N×). (3.57)

We also have the auxiliary equations

∂0r − ∂1q = (3U̇ − r)(1 + q) + (q + 2Σ+)r, (3.58)

∂0(Ω) = Ω
(

2q − (3γ − 2)
)
, (3.59)

∂1(Ω) = Ω
(

2r +
3γU̇

1− γ

)
, (3.60)

where the first equation is obtained by applying the commutator [e0, e1] to θ. From
Eq.(3.39) and Eq,(3.40), we have the decoupled equations

∂0θ = −(1 + q)θ, (3.61)

∂1θ = −rθ. (3.62)

Another important piece of information is the commutator relation between the scaled
basis vectors 3

θ
e0 and 3

θ
e1.

[∂0,∂1] =
9

θ2
[e0, e1] +

9

θ
e0(

1

θ
)e1 −

9

θ
e1(

1

θ
)e0

= (1 + q)∂1 − r∂0 +
9

θ2
[e0, e1]. (3.63)

Therefore, from the commutation relations in Eq.(2.18), we get a dimensionless form of
the commutation relation, namely

[∂0,∂1] =
(
q + 2Σ+

)
∂1 +

(
3U̇ − r

)
∂0 − 6Σ13∂3. (3.64)

The dimensionless PDEs of Eq.(3.48)-(3.53) along with Eq.(3.64) and the auxiliary equa-
tions give us enough information to analyze the cosmological models.
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3.3 A Class of Exceptional H3 Cosmological Models

In this section, we set a restriction on the PDEs in Eq.(3.48)-(3.60). This restriction yields
a subcase of the problem that we address by using the qualitative theory of differential
equations. This subcase is a 1-parameter, three dimensional system of ODEs.

Let M = M(W) ∈ M6×6(R), and G(W) ∈ R6. The EFEs in Eq.(3.48)-(3.53) are
written as system of quasi-linear PDEs of the form

∂0W = M ∂1W + G(W). (3.65)

Models that admit

∂0W = 0, (3.66)

are the dynamical equilibrium states of the exceptional G2 cosmologies.
Using Eq.(3.54)-(3.57), we can show that if γ 6= 2

3
, Σ+ 6= −1, M is invertible so

∂1(W) = F(W). (3.67)

By the chain rule

∂0∂1(W) = ∂0(F(W)) = 0. (3.68)

From Eq.(3.58)-(3.60), we have

∂0r = 0, ∂0Ω = 0, ∂0q = 0. (3.69)

Applying [∂0,∂1] to W yields

[∂0,∂1]W = ∂0∂1W − ∂1∂0W = 0. (3.70)

From the above and the commutator relation in Eq.(3.64), we have

0 = [∂0,∂1]W =
[
q + 2Σ+

]
∂1W. (3.71)

There are two possibilities:

∂1W 6= 0, q + 2Σ+ = 0 (3.72)
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or

∂1W = 0. (3.73)

We define spatially inhomogeneous dynamical equilibrium states, similar to the work in [20,
p.2297], to be the models that satisfy Eq.(3.72). In this thesis, we consider these models.

Models that also satisfy Eq.(3.73) are transitively self-similar, i.e. they admit a H4

acting transitively on spacetime. The corresponding models appear as the equilibrium
points of the three dimensional ODE considered later.

We recall from Chapter 2 that e1 is hypersurface orthogonal. We label the family of
timelike hypersurfaces to which e1 is orthogonal by H(x). The tangent spaces to H(x) are
spanned by {e0, e2, e3} or equivalently by {ξ,η,u}. Since we have ∂0(W) = ∂2(W) =
∂3(W) = 0, it follows that the dimensionless variables do not change on these hypersurfaces
H(x), that is W = W(x). In Proposition 1, we characterize the spatially inhomogeneous
dynamical equilibrium states as self-similar spacetimes for which the hypersurfaces H are
the orbits of a similarity group H3. In the proposition below, by maximal we mean that
there does not exist an Hn with n ≥ 4.

Proposition 1. A G2 cosmology is a spatially inhomogeneous dynamical equilibrium state
if and only if the spacetime is self-similar, admitting a maximal H3 acting on the hyper-
surfaces generated by the KVFs and the fluid 4-velocity.

The proof of the result is identical to the proof in [20, p. 2307] for orthogonally tran-
sitive G2 models that admit a maximal H3 similarity group.

Since the fluid is tangential to the H3 orbits, we refer to these models as the Parallel
Self-Similar Cosmologies. In this thesis, we examine the Exceptional Parallel Self-Similar
cosmologies by which we mean cosmological models which admit a H3 acting on timelike
hypersurfaces to which the fluid flow is tangential and there is an Abelian G2 subgroup
consisting of one HO KVF.

Let us now review a possible scenario where the H3 can degenerate into a G3. In the
proof of proposition 1 in [20, p.2307], a variable t is defined as t = 1

θ
. It may be shown

that the H3 can degenerate into a G3 if and only if t is functionally dependent on x [20,
p. 2306]. This implies that θ = θ(x), and as a consequence e0(θ) = 0. This means that
the physical variables are constant in the G3 orbits. So θ does not change in the direction
of the fluid 4-velocity and hence the model does not possess evolution. Thus, such models
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are not cosmological models. From the proof of proposition 1, [20, p. 2307], we also have
q = −1 and r = 0. However, if q = −1, from Eq.(3.59) and ∂0Ω = 0, we have that
γ = 0, which implies that the cosmological fluid has negative pressure (for positive energy
density). We do not consider such models in this thesis.

The condition ∂0W = 0 reduces the system of PDEs to a 1-parameter, three dimen-
sional, system of ODEs as we now develop. From the evolution of U̇ in Eq.(3.53), we
have

3U̇ − r = 0. (3.74)

For models with positive energy density, it follows from Eq.(3.59) that

q =
1

2
(3γ − 2). (3.75)

From Eq.(3.72), Σ+ is

Σ+ = −1

4
(3γ − 2). (3.76)

From Eq.(3.50), we have that

q = 2− 3(Σ−) + 3(Σ+). (3.77)

Therefore, Σ− is

Σ− = −1

4
(5γ − 6). (3.78)

From Eq.(3.54) we have

r =
A(3γ − 2)− 3(6− 5γ)N×

2− γ
. (3.79)

And from Eq.(3.74) we have

U̇ =
A(3γ − 2)− 3(6− 5γ)N×

3(2− γ)
. (3.80)

From Eq.(3.49), Eq.(3.74), Eq.(3.76), and Eq.(3.78), we have

∂1N× = −3

8
(6− 5γ)(2− γ)− 3(Σ13)

2 + 2AN×.
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From Eq.(3.74) and Eq.(3.57), we obtain

∂1(Σ13) = 3(A+ U̇ −N×)Σ13.

And finally, using Eq.(3.48), Eq.(3.55), and Eq.(3.56) we get

∂1A = 2A2 − 9(2− γ)2

8
+

3

2
(2− γ)Ω + 9(Σ13)

2.

We then have the following 1-parameter, three dimensional, system of ODEs in dimension-
less form:

∂1A = 2A2 − 9(2− γ)2

8
+

3

2
(2− γ)Ω + 9(Σ13)

2, (3.81)

∂1(N×) = 2AN× − 3Σ2
13 −

3

8
(2− γ)(6− 5γ), (3.82)

∂1(Σ13) = 3
(
A+ U̇ −N×

)
Σ13, (3.83)

The defining equation for Ω is

Ω =
1

3(γ − 1)

[
9(Σ13)

2 + 9(3− 2γ)(γ − 1)− 9(N×)2 +
(6− 7γ)

(2− γ)
A2 +

6(6− 5γ)

(2− γ)
AN×

]
,

(3.84)

while the auxiliary equation is

∂1(Ω) = 3ΩU̇
(2− γ

1− γ

)
. (3.85)

Note that the dimensionless shear Σ defined by Σ = 3σ
2

θ2
is equal to

Σ2
+ + 3Σ2

− + 3Σ2
13, (3.86)

and for these models we have

Σ =
1

4
(21γ2 − 48γ + 28) + 3Σ2

13. (3.87)

Σ takes its minimum value of 1
7
≈ 0.1428 when γ = 8

7
and Σ13 = 0.
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3.4 Compactification, Symmetries & Invariant Sets

The ODEs in Eq.(3.81)-(3.84) govern the cosmological models with self-similar spacetimes
that admit an abelian G2 subgroup with at least one HO KVF. In the papers of Hewitt,
Wainwright, and Goode [23] and Hewitt, Wainwright, and Glaum [22], the models with
two HO KVFs were examined. To aid with the comparison of these models with those in
the work of Hewitt, Wainwright, and Goode (HWG) [23], we introduce the intermediate
variables

T :=
4√

2− γ
Σ13, U :=

4

3(2− γ)
A, V := −4N× +

4(6− 5γ)

3(2− γ)
A. (3.88)

If we set T = 0 then we recover some of the models in (HWG) [23]. We also define the
differential operator

d

dX
:=

8(γ − 1)

3
∂1. (3.89)

The EFEs in Eq.(3.81)-(3.83) then reduce to

dU

dX
= 4(10− 7γ)(γ − 1)(1− U2)− V 2 + γT 2, (3.90)

dV

dX
= (6− 5γ)

(
16(γ − 1)(3− 2γ)(1− U2)− V 2

)
+ 4(γ − 1)(2− γ)UV + (12γ − 4− 7γ2)T 2, (3.91)

dT

dX
=

4(γ − 1)

(2− γ)

(
(−20 + 36γ − 15γ2)U + (4− 3γ)V

)
T. (3.92)

The defining equation for Ω takes the form

Ω =
3

16(γ − 1)

[
16(3− 2γ)(γ − 1)[1− U2]− V 2 + (2− γ)T 2

]
, (3.93)

while the auxiliary equation becomes

dΩ

dX
= 2Ω

[
(5γ − 6)V + 4(7γ − 10)(γ − 1)U

]
. (3.94)

The ODEs satisfy the discrete symmetries

(X,U, V, T ) 7→ (X,U, V,−T ), (3.95)

(X,U, V, T ) 7→ (−X,−U,−V, T ). (3.96)
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As a consequence of the first symmetry, it suffices to consider the region of phase space
where T ≥ 0.

We have two invariant sets

• T = 0, the models admitting two hypersurface orthogonal KVFs studied previously
in (HWG), and

• Ω = 0, the vacuum boundary.

Due to Eq.(3.50) in the PDEs and Eq.(3.72), we have

0 = Σ13

[
Σ− +

1

4
(5γ − 6)

]
. (3.97)

In this thesis, Σ13 is nonzero. so Σ− = −1
4
(5γ − 6).

If we set T = 0, we have Σ13 = 0, and we obtain a subset of models analyzed in HWG [23]
and [22]. In [23, 22], there are two free parameters γ and r( not the same r defined in this
thesis ). Let s2 = (2− γ)(3γ − 2), the variable Σ− in [23] is

Σ− =
rs

4
. (3.98)

The models considered in [23] have the restriction 0 ≤ r2 < (7γ−6)
(3γ−2) [23, p.1320], for our

models this restriction becomes 16(γ − 1)(3− 2γ) > 0. Thus, we only consider 1 < γ < 3
2
.

The models in [22] are already restricted by rs = (3γ − 2), and since we do not consider
models with γ = 1 or γ = 2, we do not obtain any of the models in [22].

The vacuum boundary, or the set in the phase space corresponding to Ω = 0, is given
by

1 =
16(3− 2γ)(γ − 1)U2

(2− γ)T 2 + 16(3− 2γ)(γ − 1)
+

V 2

(2− γ)T 2 + 16(3− 2γ)(γ − 1)
.

The diagram in Fig 3.1 represents the phase space with the vacuum boundary. As the
diagram illustrates, the vacuum boundary is not bounded when we use the variables U, V,
and T . Hence the dimensionless variables have no bounds and it is difficult to identify
cosmological models that do not have divergent dimensionless variables in this phase space.
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Figure 3.1: Phase space with the hyperboloid vacuum boundary

To facilitate our work, we introduce another change of variables to compactify the phase
space.
Prior to introducing the variables, let

D := 1 +
2− γ

16(γ − 1)(3− 2γ)
T 2. (3.99)

From Eq.(3.93), note that we obtain

D =
1

16(γ − 1)(3− 2γ)

[16(γ − 1)

3
Ω + V 2 + 16(γ − 1)(3− 2γ)U2

]
, (3.100)

with D ≥ 1 in the physical region of phase space. Let

S :=
1√
D
,

d

dχ
:= S

d

dX
. (3.101)

The coordinate transformations that compactify the vacuum boundary, as well as the
physical region of phase space, are

Y1 := US, Y2 := V S, Y3 := TS, Y4 := ΩS2. (3.102)
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The transformed ODEs of Eq.(3.90), Eq.(3.91), and Eq.(3.92) are:

dY1
dχ

=
4(1− S2)(γ − 1)

(2− γ)
[4γ(3− 2γ)− Y1L] + 4(10− 7γ)(γ − 1) (S2 − Y 2

1 )− Y 2
2 , (3.103)

dY2
dχ

=
4(1− S2)(γ − 1)

(2− γ)
[4(12γ − 4− 7γ2)(3− 2γ)− Y2L]

+ 4(γ − 1)(2− γ)Y1Y2 + (6− 5γ) [16(γ − 1)(3− 2γ)(S2 − Y 2
1 )− Y 2

2 ], (3.104)

dS

dχ
= −4S(1− S2)(γ − 1)L

(2− γ)
. (3.105)

where L = (−20 + 36γ − 15γ2)Y1 + (4 − 3γ)Y2. In addition, the equation for the scaled
energy density Y4 and the auxiliary equation, respectively, are

Y4 =
3

16(γ − 1)

[
(3− 2γ)(γ − 1)(1− Y 2

1 )− Y 2
2

]
, (3.106)

dY4
dχ

= 2Y4

[
(5γ − 6)Y2 + 4(7γ − 10)(γ − 1)Y1 −

4(1− S2)(γ − 1)L

(2− γ)

]
. (3.107)

Note that an equation for Y3 is not required since the variable S has replaced the informa-
tion in Σ13 and T . The system possesses the discrete symmetries

(χ, Y1, Y2, S) 7→ (χ, Y1, Y2,−S),

(χ, Y1, Y2, S) 7→ (−χ,−Y1,−Y2, S). (3.108)

Due to these symmetries, we consider the physical region of phase space where S ≥ 0.
Since, from Eq.(3.102), Y4 = 0 ⇔ Ω = 0, the equation for the vacuum boundary in this
coordinate system is

1 = Y 2
1 +

Y 2
2

16(γ − 1)(3− 2γ)
. (3.109)

Fig 3.2 illustrates the phase space. From the coordinate transformations in Eq.(3.102), it
is evident that as T →∞, S → 0.
If Σ13 = 0, then T = 0, which implies S = 1. Thus when S = 1, the three dimensional
system of ODEs turn into a two dimensional system corresponding to the case where there
exists two HO KVFs [23]. The vacuum boundary is now compact and the bottom of the
elliptical cylinder, S = 0, corresponds to infinities in the previous phase space.
We conclude that we have three invariant sets
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Figure 3.2: Compactified Phase Space

• S = 1 models admitting two hypersurface orthogonal KVFs [23],

• Y4 = 0 the vacuum boundary, and

• S = 0 infinities.

The solutions that tend to the plane S = 0 have dimensionless variables that tend to
infinity. In Chapter 6, we show that the basic physical variables also tend to infinity for
the solutions with Ω > 0 or Y4 > 0. So, the models with Y4 > 0 ( perfect fluid models )
that tend to S = 0 are called badly-behaved cosmological models and the models that do
not are called well-behaved cosmological models.
Since our aim is to look for well-behaved cosmological models, we seek solution curves that
do not approach the bottom of the elliptical cylinder.
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Chapter 4

Qualitative Analysis

In this chapter, we commence a qualitative analysis of the 1-parameter, three dimensional
system of ODEs in Eq.(3.103)-(3.105). We show that there exist open sets of well-behaved
models for certain ranges of the equation state parameter γ. We also analyze the asymptotic
behaviour of such solutions.

4.1 Equilibrium Points & The Eigenvalues of The Lin-

earization Matrix

The equilibrium points are found by using Eq.(3.103)-(3.105) and Eq.(3.107). These equa-
tions are solved in cases and illustrated in Table 4.1. The case S = 0, Y4 < 0 (negative
energy density) is not included in the table.

The equilibrium points are transitively self-similar cosmological models. They admit a
H4, which possess a H3 subgroup. The H3 has an abelian G2 subgroup and the fluid is
tangential to the H3 orbits.
Let

Q1(γ) := −63γ2 + 156γ − 92,

Q2(γ) := −15γ2 + 36γ − 20,

Q3(γ) := −193 γ2 + 412 γ − 196,

Q4(γ) := −171γ2 + 408γ − 224.
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Figure 4.1: The three dimensional phase space for γ = 1.09. The equilibrium points RT±,
LK±, and INF± are on the boundary (vacuum). The Collins equilibrium points are located
in the interior of the top of the cylinder.

For γ ∈ (1, 3
2
), all the quadratics above are positive except for Q3 which has a root

rt = 206
193

+ 48
√
2

193
≈ 1.42, Q3 is positive for γ ∈ [1, rt) and it is negative for γ ∈ (rt,

3
2
).

Table 4.1: The table of equilibrium points for the three dimensional system

Equilibrium Point
(label)

S2 Y 2
1 Y2 Y4

Unphysical
(INF)

0 4(3−2γ)(γ−1)
(γ−2)2 2(4− 3γ)Y1 Y4 = 0

Collins VIh
(C)

1 (6−5γ)2
(3γ−2)(2−γ) −4 (10−7γ)(γ−1)

(6−5γ) Y1
3(10−7γ)(γ−1)

(3γ−2)

Plane Waves
(LK)

1 1 0 0

Robinson–Trautman
(RT)

24(γ−1)(3−2γ)
Q1(γ)

16(γ−1)(4−3γ)2(3−2γ)
Q1(γ)(2−γ)2

− Q2(γ)
(4−3γ)Y1 0

Wainwright (γ = 10
9

)
( W )

7
3
− 8Y 2

1
1
6
≤ Y 2

1 ≤ 7
32

−20
9
Y1

7
3
− 32

3
Y 2
1
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As it is seen from Table 4.1 one of the equilibrium points is unphysical since it has
S = 0. The equilibrium points labeled as Wainwright only occur when γ = 10

9
and are

analyzed separately in Chapter 5. The LK equilibrium points have fixed coordinates. The
other equilibrium points vary with γ. Fig 4.1 illustrates the phase space with equilibrium
points in the range 1 < γ < 10

9
.

In order to reveal the stability of each equilibrium point, the eigenvalues of the lineariza-
tion matrix computed at the equilibrium point is obtained. The sign of the eigenvalues
indicate the local stability of the equilibrium point. Table 4.2 summarizes the eigenvalues
of the linearization matrix for each equilibrium point. Note that

√
−Q3(γ) in the eigen-

value of C equilibrium points is imaginary in the interval (1, rt), so it does not contribute
to <(λ2) and <(λ3); otherwise for (rt,

3
2
) the eigenvalues are real.
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Equilibrium Point The eigenvalues of the linearization matrix

INF± λ1 = ∓24 (γ − 1)
3
2
√

3− 2 γ

λ2 = ∓(16)(γ − 1)
3
2
√

3− 2γ

λ3 = ∓8(5γ − 4)
√

(γ − 1)(3− 2γ)

C± λ1 = ±8
√
2−γ(γ−1)(10−9γ)√

3 γ−2

λ2 = ±2

√
(2−γ)(γ−1)

(
6−5 γ+

√
−Q3(γ)

)
√
3 γ−2

λ3 = ±2

√
(2−γ)(γ−1)

(
6−5 γ−

√
−Q3(γ)

)
√
3 γ−2

LK± λ1 = ±8 (γ − 1)(7 γ − 10)

λ2 = ±4 (γ − 1)(2− γ)

λ3 = ±8 (γ−1)Q2(γ)
(2−γ)

RT± λ1 = ±8(2−γ)
√
γ−1
√
3−2γ(10−9γ)√

Q1(γ)

λ2 = ±
8(γ−1)

3
2
√
3−2γ

(
4−3γ−

√
Q4(γ)

)
√
Q1(γ)

λ3 = ±
8(γ−1)

3
2
√
3−2γ

(
4−3γ+

√
Q4(γ)

)
√
Q1(γ)

Wainwright (γ = 10
9

) λ1 = 0

λ2 = 16
81

Y1 ∓ 16
81

√
533Y 2

1 − 112

λ3 = 16
81

Y1 ± 16
81

√
533Y 2

1 − 112

Table 4.2: The table of eigenvalues of the linearization matrix when Sign(Y1) = ±1.
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From Table 4.2, we deduce that the following regimes for γ must be analyzed

1 < γ <
10

9
,

10

9
< γ <

6

5
,

6

5
< γ <

10

7
,

10

7
< γ <

3

2
. (4.1)

The list of the signs of the eigenvalues for each equilibrium point in the corresponding
regions is presented in Table 4.3.

Table 4.3: Signs of the real parts of the eigenvalues.

Equilibrium
Point

1 < γ < 10
9

10
9
< γ < 6

5
6
5
< γ < 10

7
10
7
< γ < 3

2

INF± ∓∓∓

C± ±±± ∓±± ∓∓∓ Y4 < 0
(Unphysical)

LK± ∓±± ±±±
RT± ±±∓ ∓±∓

4.2 The Invariant Sets & Analysis of The Vacuum

Models

From Chapter 3, we know that the invariant set S = 1 corresponds to the work of HWG in
[23], where the models admit at least two HO KVFs. Due to the fact that we refer to the
phase portraits on this two dimensional invariant set to prove the existence of an open set
of exceptional models with at least 1 HO KVF, in three dimensions, we advise the reader
to keep in mind the phase portraits given in [23, p.1320-1321].

On the invariant set S = 0, there exists only two equilibrium points; namely INF+ and
INF−. The phase portraits in this case are given in Fig 5.9.

We now analyze the vacuum boundary. Remark that the solutions on the vacuum
boundary are restricted by Y4 = 0 (Ω = 0), which is an invariant set. We analyze the
vacuum boundary by unfolding it according to Fig 4.2. The solution curves confined to
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Figure 4.2: Unfolding the Vacuum Boundary (1 = Y 2
1 +

Y 2
2

16(γ−1)(3−2γ) , on S vs. Y1)

the unfolded two dimensional vacuum boundary must satisfy

dY1
dχ

=
4(S2 − 1)(γ − 1)

(2− γ)

[
Y1L− 4γ(3− 2γ)

]
+ 4(10− 7γ)(γ − 1) (S2 − Y 2

1 )− Y 2
2 , (4.2)

dS

dχ
=

4S(S2 − 1)(γ − 1)L

(2− γ)
, (4.3)

1 = Y 2
1 +

Y 2
2

16(γ − 1)(3− 2γ)
. (4.4)

The eigenvalue λ1 of each equilibrium point reveals the stability of that equilibrium point
relative to the fluid. The other two eigenvalues, λ2 and λ3, reveal the stability of these
equilibrium points in the vacuum boundary.

The equilibrium points are listed in Table 4.4.

Table 4.4: Equilibrium points on the vacuum boundary

Type of Solution S2 Y1

INF± 0 ±
√

4(3−2γ)(γ−1)
(γ−2)

LK± 1 ±1

RT± 24 (γ−1)(3−2γ)
Q1(γ) ± (4−3γ)

(2−γ)

√
16(γ−1)(3−2γ)

Q1(γ)
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Table 4.5: Signs of the eigenvalues for the vacuum boundary

Equilibrium
Point

1 < γ < 3
2

INF± ∓∓
LK± ±±
RT± ∓±

We now explain how to obtain the equations for the isoclines corresponding to dS
dχ

= 0

and dY1
dχ

= 0 in the vacuum boundary. In the direction of the flow, the sign of Eq.(3.105),
which we restate below,

dS

dχ
=

4S(S2 − 1)(γ − 1)L

(2− γ)
, (4.5)

indicates how the solution curves increase or decrease in the variable S. We know that the
range for γ is 1 < γ < 3

2
. So

(γ − 1)

(2− γ)
> 0. (4.6)

In addition, we know that 0 ≤ S ≤ 1, so

4S(S2 − 1)(γ − 1)

(2− γ)
≤ 0. (4.7)

Therefore, the change in the sign of dS
dχ

depends on the change in the sign of L. Recall that

L = (−20 + 36γ − 15γ2)Y1 + (4− 3γ)Y2, (4.8)

so L changes sign when the solution curves pass though the plane

Y1 =
3γ − 4

Q2

Y2. (4.9)

On the vacuum boundary,

Y2 = ±
√

16(γ − 1)(3− 2γ)(1− Y 2
1 ). (4.10)
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The plane at which the change of sign of dS
dχ

occurs is a line in the unfolded vacuum

boundary. By substituting Eq.(4.10) into Eq.(4.9), and solving for Y1, we get that the
isocline corresponding to dS

dχ
= 0 has the equation

Y1 = ±
4
√

(γ − 1)(3− 2γ)(3γ − 4)√
Q2 + 16(γ − 1)(3− 2γ)(3γ − 4)2

. (4.11)

Similarly, we get that the isocline corresponding to dY1
dχ

= 0 has the equation

S2 =
−8(4− 3γ)|Y1|

√
(1− Y 2

1 )(γ − 1)(3− 2γ)− 16(Y 2
1 − 1)(γ − 1)(3− 2γ)

8(3γ − 4)|Y1|
√

(Y 2
1 − 1)(1− γ)(3− 2γ) + 2(Y 2

1 − 1)Q2(γ)
, (4.12)

and we illustrate this isocline by the curved dashed line in Fig 4.3.

From Table 4.5, we know that the local stability of each equilibrium point does not
change in ranges of γ. We know the solutions that tend to S = 0 have dimensionless
variables that tend to infinity. By using the information about the isoclines, separatrices,
and the invariant set S = 1, we illustrate the well-behaved numerical solutions in Fig 4.3.
Each solution curve represents a cosmological model (a solution to the EFEs).

We state a theorem below which is sometimes referred to as the approximation property
of orbits [46, p.104]

Theorem 4.2.1. Let φt be a flow on Rn. For all x1 ∈ Rn, for all T > 0 and for all ε > 0,
there exists a δ > 0 such that for all x2 and t ∈ R,

−T ≥ t ≥ T and ||x1 − x2|| < δ =⇒ ||φt(x1)− φt(x2)|| < ε.

Proof. See [40, p.11].

Theorem 4.2.2. For 1 < γ < 3
2
, there exists an open set of well-behaved vacuum cosmo-

logical models that tend to LK+ as χ −→ −∞ and to LK− as χ −→∞.

Proof. Throughout this proof, the statements holds for 1 < γ < 3
2
. From the work of HWG

in [23, p.1321], we know that there exist vacuum models that are asymptotic to the LK±

equilibrium points; these models are in the invariant set S = 1. By the approximation
property of orbits or Theorem 4.2.1, there exists an open set of well-behaved vacuum
cosmological models that asymptotically tend to LK+ as χ −→ −∞ and to LK− as χ −→
∞.
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Figure 4.3: Solutions on the vacuum boundary for γ = 1.45.

The dashed curve represents the isocline dY1
dχ

= 0 and the straight dashed line represents the

isocline dS
dχ

= 0. The narrow lines with arrows show the solution curves and the direction
of the flow. The thicker lines in blue show the well-behaved separatrices and the red lines
show separatrices that correspond to solutions that have divergent dimensionless variables
at large spatial distance.

We note here that we do not exclude the possibility of an intermediate asymptotic
behaviour of the models near the RT equilibrium points. This theorem ultimately implies
that there is a non-zero measure for the set made up from the part of the phase space where
an initial condition for a well-behaved model is chosen. This is important because if the
models are to be created by a random initial condition then there is a nonzero probability
that they are well-behaved.
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4.3 Analysis of Perfect Fluid Models & The Mono-

tone Function

The existence of an open set of well-behaved perfect fluid models is proven via the existence
of solutions in the two invariant sets Y4 = 0 and S = 1.

Theorem 4.3.1. For 1 < γ < 10
9

, there exists an open set of well-behaved perfect fluid
cosmological models that tend to C+ as χ −→ −∞ and to C− as χ −→ ∞. And for
6
5
< γ < 10

7
, there exists an open set of well-behaved perfect fluid cosmological models that

tend to C− as χ −→ −∞ and to C+ as χ −→∞.

Proof. We know that there exist perfect fluid solutions on the invariant set S = 1, and that
these solutions asymptotically tend to C+ and C− as proven by HWG in [23, p.1321]. For
1 < γ < 10

9
, C+ is a source and C− is a sink in three dimensions. By Theorem 4.2.1, there

exist an open set of well-behaved perfect fluid solutions that asymptotically tend from C+

to C−. The proof is similar for the range 6
5
< γ < 10

7
, since in that case C− is a source and

C+ is sink in three dimensions.

Figure 4.4: Three dimensional phase portraits, C+ to C−.
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Figure 4.5: Three dimensional phase portraits (top view), C+ to C−.

Figure 4.6: Three dimensional phase portraits (side view), C+ to C−.

A typical solution of this type is given in Fig 4.4. The behaviour of the dimensionless
energy density Ω in terms of the spatial parameter χ is of our interest. Given a numerical
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Figure 4.7: Ω vs. χ for the solution in Fig 4.4.

solution with coordinates (Y1, Y2, S, Y4), we use Eq.(3.102) to get

Ω(χ) =
Y4(χ)

S2(χ)
. (4.13)

Fig 4.7 illustrates Ω(χ) for the solution in Fig 4.4.

Theorem 4.3.2. For 10
7
< γ < 3

2
, there exists an open set of well-behaved perfect fluid

cosmological models that tend to LK+ as χ −→ −∞ and to LK− as χ −→∞.

Proof. By Theorem 4.2.2, we have that, for 1 < γ < 3
2
, there exists an open set of solutions

in two dimensions (the vacuum boundary) that tend to LK+ as χ −→ −∞ and to LK−

as χ −→ ∞. For 10
7
< γ < 3

2
, the equilibrium point LK+ is a source and LK− is a sink in

three dimensions. By Theorem 4.2.1, there exists an open set of well-behaved perfect fluid
solutions that asymptotically tend to LK+ as χ −→ −∞ and to LK− as −→∞.

A typical solution of this type is given in Fig 4.8. The dimensionless energy density,
Ω(χ), of the solution in Fig 4.8 is given in Fig 4.9.
Fig 4.6 represents a side view image of the solution curve in Fig 4.4, illustrating that the
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Figure 4.8: Three dimensional phase portraits, LK+ to LK−.

solution curve is not just confined to the top of the elliptical cylinder.
Fig 4.5 represents the top view of Fig 4.4, where the trajectories are mimicking the be-
haviour of solution curves corresponding to the models with two HO KVFs in the paper
by HWG [23, p.1321, Fig 2].

The Monotone Function

Consider the function defined as

G :=
Y

81
40
Q2(γ)

4 (1− S2)
81
40

(2−γ)(10−7γ)

S
81
5
γ(3−2γ)

. (4.14)

The function has been scaled so that the exponents take integer values when γ = 10
9

. Note
that Q2 > 0 for 1 < γ < 3

2
, and

dG

dχ
= −81

20
(10− 9γ)(2− γ)2Y2G. (4.15)

Let β be a positive constant. For any value of γ in (1, 3
2
), the 2-space G = β has level

curves ( S = constant ) which are ellipses. Fig 4.10 illustrates a representation of these
surfaces. Moreover, we define the invariant sets
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Figure 4.9: Ω vs. χ, LK+ to LK−.

Figure 4.10: The surfaces given by G = β. The blue surface with plaid pattern describes
a larger value of β compared to the gray surfaces.
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Z+ := {Y2, S, Y4 ∈ R | 0 < Y2 < 4
√

(γ − 1)(3− 2γ), 0 < S < 1, Y4 > 0},
Z− := {Y2, S, Y4 ∈ R | 0 > Y2 > −4

√
(γ − 1)(3− 2γ), 0 < S < 1, Y4 > 0}.

these are open sets that consist of the half of the interior of the cylinder when Y2 > 0 (
Z+ ) and the other half where Y2 < 0 ( Z− ). For 1 < γ < 6

5
, by using Eq.(3.104), we have

that the derivative of Y2, in the direction of the flow, computed at Y2 = 0 is positive. So
if 1 < γ < 6

5
, we have dY2

dχ
|Y2=0 > 0 and Z+ is a positive invariant set and Z− is a negative

invariant set.
For 4

3
< γ < 3

2
, we have dY2

dχ
|Y2=0 < 0, which means Z+ is a negative invariant set and Z−

is a positive invariant set for this range. The function G : Z+ −→ R is a C1 function with
range (0,∞), and for 1 < γ < 10

9
, G is decreasing in Z+. Also, the function G : Z− −→ R

is a C1 function with range (0,∞), and for 4
3
< γ < 3

2
, G is decreasing in Z−. We use these

in what follows. We state the definitions of α and ω-limit sets below.

Let φt be a flow on Rn, and let a ∈ Rn. A point x ∈ Rn is an ω−limit point of y means
there exist a sequence tn −→ +∞ such that limn→+∞ φtn(y) = x. The set of all ω−limit
points of y is called ω−limit set of y denoted ω(y). Similarly, the α−limit set α(y) is
defined using tn −→ −∞.

We state the theorem below which is an extended version of what is known as the
Monotonicity Principle [46, p.103]; the difference is that we consider a positive or negative
invariant set.

Theorem 4.3.3. Let φt be a flow on Rn with S be a positive invariant set. Let G : S −→ R
be a C1 function whose range is the interval (a,b), where a ∈ R∪{−∞}, b ∈ R∪{∞} and
a < b. If G is increasing on the orbits in S, then for all x ∈ S

ω(x) ⊆ {s ∈ S \ S| lim
y→s

G(y) 6= a}.

And if S is a negative invariant set and G is decreasing on the orbits in S, then

α(x) ⊆ {s ∈ S \ S| lim
y→s

G(y) 6= b}.

Proof. See Proposition A1 in [31, p.536].

Similar result holds for negative invariant set and ω(x0). We also use the corollary
below which follows from Theorem 4.3.3.
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Corollary 4.3.3.1. Let {φt} be a flow on Rn. Let S be an open positive invariant set in
Rn. Let G be C1 on S with dG

dt
> 0 on S. Let x0 ∈ S. If p ∈ α(x0) then p /∈ S.

Proof. Proof is identical to the proof of Proposition A1 in [31, p.536].

By using the results above, as well as the extension to the Poincaré–Bendixon theorem
in [18, p.709], we prove the theorems that follow.

Theorem 4.3.4. For 1 < γ < 10
9

and 4
3
< γ < 10

7
, the perfect fluid models exhibit only the

following possible asymptotic behaviours:
For 1 < γ < 10

9
, they tend to C+ or INF− as χ −→ −∞ and to C− or INF+ as χ −→∞.

For 4
3
< γ < 10

7
, they tend to C− or INF− as χ −→ −∞ and to C+ or INF+ as χ −→∞.

Proof. For 1 < γ < 10
9

, consider an initial condition in the invariant set Z+. The function
G is decreasing in Z+ as χ −→∞. By using Theorem 4.3.3 (extension to the Monotonicity
Principle) we conclude that the solutions must tend to the boundary of Z+ as χ −→ ∞,
that is the solutions must tend to Z̄+ \ Z+. By the extension to the Poincaré–Bendixon
theorem in [18, p.709], we have that solutions must either tend to C− or INF+ as χ −→∞.

As χ −→ −∞, by using Corollary 4.3.3.1, the solutions either tend to the boundary of
Z+ or Z̄c

+. Since there are no source equilibrium points on the boundary of Z+ the solutions
must then tend to Z̄c

+. So since the solutions are in Z−, by using Theorem 4.3.3 ( extension
to the Monotonicity Principle) and the extension to the Poincaré–Bendixon theorem in [18,
p.709], they must tend to INF− or C+. And there are no other possibilities. The proof is
identical for the case where 4

3
< γ < 10

7
.

Theorem 4.3.5. For 10
7
< γ < 3

2
, the perfect fluid models exhibit only the following possible

asymptotic behaviours: they tend to LK+ or INF− as χ −→ −∞ and they tend to LK− or
INF+ as χ −→∞.

Proof. For 10
7
< γ < 3

2
, consider an initial condition in the invariant set Z+, the function

G is decreasing in Z+ as χ −→ −∞. We conclude from Theorem 4.3.3 (extension to the
Monotonicity Principle) that the solutions must tend to the boundary of Z+ as χ −→ −∞,
that is the solutions must tend to Z̄+ \ Z+. By the extension to the Poincaré–Bendixon
theorem in [18, p.709], we have that solutions must tend to LK+ or INF− as χ −→ −∞.

As χ −→ ∞, by using Corollary 4.3.3.1, the solutions either tend to the boundary of
Z+ or Z̄c

+. Since there are no sink equilibrium points on the boundary of Z+ the solutions
must then tend to Z̄c

+. So since the solutions are in Z−, by using Theorem 4.3.3 ( extension
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to the Monotonicity Principle) and the extension to the Poincaré–Bendixon theorem in [18,
p.709], they must tend to INF+ or LK−. And there are no other possibilities.

For the case γ = 6
5
, the trajectories on the invariant set S = 1 form closed curves and

two cycle graphs as shown in HWG [23, p. 1320]. In this case we have that

dG

dχ
=

1296

625
Y2G. (4.16)

Considering the domain of the function restricted to the invariant set Z+, we have that
G : Z+ −→ R is a C1 function with range (0,∞) and is increasing as χ −→ ∞. Similarly,
considering the domain of the function restricted to the invariant set Z−, G : Z− −→ R is
increasing as χ −→ −∞.
Fig 4.11 illustrates the surfaces described by G = β when γ = 6

5
.

Lemma 4.3.6. For γ = 6
5
, the perfect fluid models tend

• to INF+ or closed orbits or cycle graphs in S = 1 as χ −→∞.

• to INF− or closed orbits or cycle graphs in S = 1 as χ −→ −∞.

Proof. The proof is identical to the proofs of Theorem 4.3.4 and Theorem 4.3.5, except
that now the boundary ( S = 1 ) of the positive and negative invariant sets Z+ and Z−
contain closed curves as well as equilibrium points.

In Chapter 6, we prove that the perfect fluid models that tend to INF+ or INF−

correspond to Ω −→∞ and µ −→∞.
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Figure 4.11: The surfaces described by G = β in the phase space with Y2 > 0. The
phase portraits consist of closed curves and a cycle graph on the vacuum boundary which
asymptotically tends to LK+ and LK− equilibrium points as illustrated in [23, p.1320] and
in the diagram below. The blue surface represents a larger value of β compared to the gray
surfaces.
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Chapter 5

The case γ = 10
9

When γ = 10
9

, the ODEs admit a one parameter family of equilibrium points, which we
refer to as Wainwright equilibrium points, given by

Y2 = −20

9
Y1, S

2 =
7

3
− 8Y 2

1 . (5.1)

Due to the fact that we are only interested in models with Y4 ≥ 0 and S ≤ 1, we have
the restriction 1

6
≤ Y 2

1 ≤ 7
32

. We have the two arcs of equilibrium points with each arc
terminating at a Collins equilibrium point( S = 1 ) and RT equilibrium point( Y4 = 0 ).
The diagram below represents the two arcs of equilibrium points.
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5.1 The Invariant 2-Space

In this case, the ODEs admit a first integral and the phase space is foliated by a one
parameter family of 2-spaces. Due to the structure of the ODE, S, 1 − S2, and Y4, give
rise to the invariant sets, S = 0, S = 1, and Y4 = 0. When γ = 10

9
, we have

G =
Y 3
4 (1− S2)4

S14
. (5.2)

From Eq.(4.15) we have
dG

dχ
∝ (10γ − 9). (5.3)

Thus, at γ = 10
9

, we have dG
dχ

= 0, which means that G is constant along the flow of the
ODEs, and hence the solutions are constrained to the surfaces

G =
Y 3
4 (1− S2)4

S14
= α. (5.4)

for a constant α. On a surface G = α, for a constant value of S, Y4 must be a constant.
From Eq.(3.106), constant Y4 corresponds to the ellipse with the equation

1 =
Y 2
1[

1− Y4
3(3−2γ)

] +
Y 2
2

16
3

(γ − 1)
[
3(3− 2γ)− Y4

] . (5.5)

From the equation above and Eq.(5.4), the semi-major axis and semi-minor axis of the
ellipse are functions of S and α. As S increases, the size of these ellipses decrease. Thus,
these surfaces are described in three dimensions by a family of ellipses that get smaller
in size as they reach the top of the elliptical cylinder. Eq.(5.4) is undefined when S = 0.
And, in addition, these 2-spaces intersect when Y4 = 0 and S = 0.
We are interested in the phase portraits on each 2-space described by G = α. There exists
a value of α for which these 2-spaces cross the arcs of equilibrium points exactly twice.
We refer to this value as α = Gc or the critical value of G. Thus, we divide the problem
into steps based on the restrictions on the values of α. Let N be the number of points of
intersection between the 2-space described by G = α and the arcs of equilibrium points.
Table 5.1 demonstrates these steps as well as the diagrams that are associated with each
step. The detailed information about the phase portraits in each step is described in Sec-
tion 5.3.
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Table 5.1: The behaviour of the 2-space described by G = α and the corresponding phase
portraits.

Restriction
on α

N
Shape of the 2-space and
the phase portraits

Restrictions on
the values of S
and Y4

α = 0 4 Fig 5.4 S = 1 or Y4 = 0

0 < α < Gc 4 Fig 5.5 and Fig 5.6 0 < S < 1,
Y4 < 0

α = Gc 2 Fig 5.7 0 < S < 1,
Y4 > 0

α > Gc 0 Fig 5.8 0 < S < 1,
Y4 > 0

α =∞ 0 Fig 5.9 S = 0,
Y4 > 0

By using Eq.(3.106), we write G as a function of Y1, Y2, and S. In addition, by using
Eq.(5.1), we parameterize the arcs of equilibrium points by Y1. We then parameterize G
by Y1. Along the arcs, we have

G(Y1) =
256(32Y1

2 − 7)3(1− 6Y1
2)4

(24Y1
2 − 7)7

. (5.6)

As it is revealed from Table 5.1, the values of α increase as the surface tends to the bottom
of the elliptical cylinder. The critical value of G is obtained by maximizing the function G
along the arcs of equilibrium points. The result is

Y1 = ±
√

966

69
≈ ±0.45,

G(Y1 = ±
√

966

69
) = Gc ≈ 3.74× 10−4.

Since we are interested in drawing the solutions on this 2-space described by the surface
G = α, these values of Y1 at Gc are of importance when analyzing the stability of Wain-
wright equilibrium points.
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5.2 The Stability of Wainwright Equilibrium Points

From Table 4.2, for the case labeled as Wainwright, the eigenvalues are functions of Y1 and
S. By substituting Eq.(5.1) into the eigenvalues, considering Sign(Y1) = ∓ ( corresponding
to Wainwright equilibrium points W∓ ), we obtain

λ1 = 0, (5.7)

λ2 =
16

81
Y1 ∓

16

81

√
533Y 2

1 − 112, (5.8)

λ3 =
16

81
Y1 ±

16

81

√
533Y 2

1 − 112. (5.9)

The eigenvalues are complex when the expression 533Y 2
1 − 112 is negative. This occurs in

the interval Y1 ∈ [− 4√
79
, 4√

79
]. Within this interval, in the invariant 2-space, one of the W−

equilibrium points is a stable focus and one of the W+ equilibrium points is an unstable
focus. The stability of Wainwright equilibrium points change because the eigenvalues
change sign. The zeros of the eigenvalues are important because they indicate when the
change of sign takes place. The eigenvalues are zero when

Y1 = ±
√

966

69
,

exactly at the critical point for G along the arc. It is clear that a change of stability
takes place when Y1 = ±

√
966
69

. The Y1 components of the coordinates for the Robinson–

Trautmann equilibrium points are
√
14
8

and −
√
14
8

. From the eigenvalues represented in
Eq.(5.7)-(5.9), we summarize the stability of the Wainwright equilibrium points in Tables
5.2-5.3.

Table 5.2: The stability of the Wainwright equilibrium points for Y1 < 0.

Restrictions
on Y1

−
√
14
8
< Y1 < −

√
966
69

−
√
966
69

< Y1 < − 4√
79

− 4√
79
< Y1 < − 1√

6

Stability
of the
Wainwright
equilibrium
points W−

Saddle Stable Node
Stable Focus (Spiral
Sink)
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Table 5.3: The stability of the Wainwright equilibrium points for Y1 > 0.

Restrictions
on Y1

1√
6
< Y1 <

4√
79

4√
79
< Y1 <

√
966
69

√
966
69

< Y1 <
√
14
8

Stability
of the
Wainwright
equilibrium
points W+

Unstable Focus (Spi-
ral Source)

Unstable Node Saddle

5.3 Phase Portraits

The surface G = 0 corresponds to the union of the two invariant sets S = 1 and Y4 = 0.
The separatrices and all other types of solutions are identified on this 2-space by folding
the top of the elliptical cylinder according to the diagram in Fig 5.1.

Typical solutions, with important highlighted separatrices are drawn on analogous two

Figure 5.1: G = 0, joint invariant sets S = 1 and Y4 = 0 folded into a cone.

dimensional spaces in each step described by G = α in Figures 5.4-5.9. These 2-dimensional
phase portraits are the projections of the solutions in the invariant 2-space onto the S = 0
plane.
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In the diagrams that follow, well-behaved cosmological models are green, badly-behaved
models are red, and the separatrices are in blue. We indicate Wainwright equilibrium
points for Y1 < 0 as W− and for Y1 > 0 as W+. In addition, in each phase portrait, the
well-behaved solutions are trapped in a region between two separatrices. In these particular
regions in the phase space, an initial condition leads to a well-behaved cosmological model
for 0 < α < Gc. Moreover, we can not rule out the possibility of the existence of limit
cycles. However, the phase portraits are modeled assuming that there exist no limit cycles.

Lemma 5.3.1. For γ = 10
9

, there exists an open set of well-behaved perfect fluid cosmo-
logical models that tend to W+ as χ −→ −∞ and to W− as χ −→∞.

Proof. The proof is identical to the proof of Theorem 4.3.2.

Fig 5.4 represents the phase portraits when G = 0.
As the value of the constant α increases, the 2-space described by G = α moves away
from the vacuum boundary and the top of the elliptical cylinder. The LK and the RT
equilibrium points are replaced by the Wainwright equilibrium points. Fig 5.5 illustrates
the separatrices, well-behaved cosmological models, as well as badly-behaved cosmological
models on the 2-space when α is small but non-zero. As an example for this particular
case, a numerically obtained well-behaved cosmological model, in three dimensions, is
represented in Fig 5.2. The plot of the dimensionless energy density Ω vs. χ for the typical
solutions in these figures is represented by Fig 5.3.
As α increases, and its value approximately reaches the critical value Gc, the distance
between the Wainwright equilibrium points decreases and the former stable and unstable
focus, W+ and W−, equilibrium points become stable and unstable nodes respectively.
This is illustrated by Fig 5.6.
At α = Gc, the two Wainwright equilibrium points, namely W+ node and W+ saddle,
coincide. Also, the equilibrium points, W− node and W− saddle, coincide. The phase
portraits in this case are given by Fig 5.7 where a saddle-node bifurcation takes place [24,
p.177].
And finally, when α > Gc or α = ∞, the surface G = α has no intersection with the arcs
of equilibrium points and the phase portraits contain badly-behaved cosmological models
because there exists only INF+ and INF− equilibrium points in the 2-space. Fig 5.8-5.9
represents the phase portraits for these cases.
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Figure 5.2: Three dimensional phase portraits for 0 < α < Gc

Figure 5.3: Ω vs. χ, for the solution in Fig. 5.2
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Figure 5.4: G = 0, joint invariant sets of S = 1 and Y4 = 0.

Figure 5.5: 0 < G < Gc, the surface intersects with four Wainwright equilibrium points.

Figure 5.6: 0 < G < Gc, the surface intersects with four Wainwright equilibrium points.
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Figure 5.7: The invariant 2-space G = Gc.

Figure 5.8: The invariant 2-space G > Gc.

Figure 5.9: The invariant 2-space G =∞.
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Chapter 6

Asymptotic Analysis of The
Kinematical Quantities of The Fluid
Near INF+ Equilibrium Point

In order to analyze the behaviour of the cosmological models with Ω > 0 that tend to
the bottom of the elliptical cylinder, we look at the linearization solution near the INF+

equilibrium point and demonstrate the behaviour of geometrically invariant quantities µ
and u̇1, as χ −→ ∞. Recall from Chapter 3 that badly-behaved cosmological models are
the models in which both θ and the energy density µ, or the acceleration u̇1 diverge on a
slice t = constant.
We consider the eigenvalues λ1, λ2, λ3 of the linearization matrix at the equilibrium point
INF+. The coordinates (Y1, Y2, S) = (c1, c2, c3) of INF+ are

c1 =
2
√

(3− 2γ)(γ − 1)

γ − 2
,

c2 =
4
√

(γ − 1)(3− 2γ)(4− 3γ)

γ − 2
,

c3 = 0.

Let β1 = 4−3γ, α1 = 8(2γ−3)(γ−1), and α2 = γ2+2γ−4, the corresponding eigenvectors
are

Vλ1 =

β1α1

0

 , Vλ2 =

0
0
1

 , Vλ3 =

−1
α2

0

 . (6.1)

65



Let a, b, c ∈ R and C =
√
−8α1, close to INF+, solutions are approximately given by

x(χ) =

c1c2
0

+ aVλ1e
λ1χ + bVλ2e

λ2χ + cVλ3e
λ3χ. (6.2)

where the eigenvalues are

λ1 = −2(γ − 1)C,

λ2 = −3(γ − 1)C,

λ3 = −(5γ − 4)C.

Hence for Y1 > 0, and the range 1 < γ < 3
2
, we have that λ3 < λ2 < λ1. The linearization

solution is

x(χ) =

c1c2
0

+

 β1e
λ1χ − eλ3χ

α1e
λ1χ + α2e

λ3χ

eλ2χ

 . (6.3)

So

Y1(χ) =c1 + β1e
λ1χ − eλ3χ, (6.4)

Y2(χ) =c2 + α1e
λ1χ + α2e

λ3χ, (6.5)

S(χ) =eλ2χ. (6.6)

Since

dY4
dχ

= 2Y4

[
(5γ − 6)Y2 + 4(7γ − 10)(γ − 1)Y1 −

4(1− S2)(γ − 1)L

(2− γ)

]
. (6.7)

We approximate the R.H.S. using Eq.(6.4)-(6.6) to write

dY4
dχ
≈ 2Y4[100

√
(3− 2γ)(γ − 1)(5γ − 4)]. (6.8)

And so

Y4 ≈ K1e
200
√

(3−2γ)(γ−1)(5γ−4)χ. (6.9)

where K1 is a constant of integration. We also have that

Ω(χ) =
Y4(χ)

S2(χ)
. (6.10)
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So

Ω(χ) ≈ K1e
200
√

(3−2γ)(γ−1)(5γ−4)χ

e2λ2χ
,

=
K1e

200
√

(3−2γ)(γ−1)(5γ−4)χ

e2λ2χ
,

= K1e
8
√

(3−2γ)(γ−1)(129γ−104)χ.

Since 8
√

(3− 2γ)(γ − 1)(129γ − 104) > 0, we have

lim
χ→∞

Ω(χ) =∞. (6.11)

We substitute Eq.(3.74) into Eq.(3.60) to get

∂1(Ω) = 3Ω[2 +
γ

1− γ
]U̇ ,

and Eq.(3.62), to get

∂1(θ) = −3U̇θ.

Dividing the two equations above yields

∂1Ω

∂1θ
= −

Ω[2 + γ
1−γ ]

θ
. (6.12)

Solving the differential equation above gives

Ω = θ
2−γ
γ−1 . (6.13)

For 1 < γ < 3
2
, the exponent 2−γ

γ−1 is positive. Since Ω −→ ∞, as χ −→ ∞, we have that
θ −→∞. We also know that

Ω =
3µ

θ2
. (6.14)

So

µ =
1

3
Ω

γ
2−γ . (6.15)
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Since γ
2−γ > 0, from Eq.(6.15) we conclude that as χ −→∞, the matter-energy density of

the fluid diverges.

In addition, we consider the asymptotic behaviour of the expression corresponding to the
acceleration of the cosmological fluid u̇. We have that the expansion normalized accelera-
tion satisfies

lim
χ→∞

U̇(χ) =∞. (6.16)

Proof. We consider the linear term

U̇ =
1

3(2− γ)

[
(3γ − 2)A− 3(6− 5γ)N×

]
. (6.17)

In order to express U̇ in terms of variables Y1 and Y2, we have

A =
3(2− γ)

4
U, N× = −1

4
V +

(6− 5γ)

3(2− γ)
A. (6.18)

By substituting the equations above into the equation for U̇ we obtain

U̇ =
1

3(2− γ)

[(3(3γ − 2)(2− γ)

4
− 3

4
(6− 5γ)2

)
U +

3

4
(6− 5γ)V

]
. (6.19)

We know that

U =
Y1
S
, V =

Y2
S
. (6.20)

So

U̇(χ) =
1

3(2− γ)S(χ)

[(3(3γ − 2)(2− γ)

4
− 3

4
(6− 5γ)2

)
Y1(χ) +

3

4
(6− 5γ)Y2(χ)

]
. (6.21)

Let γ1 = 3(3γ−2)(2−γ)
4

− 3
4
(6 − 5γ)2 and γ2 = 3

4
(6 − 5γ). By substituting the linearization

solution, Eq.(6.4)-(6.6), into the equation of U̇ , we have

U̇(χ) =
1

3(2− γ)eλ2χ

[
γ1

(
β1e

λ1χ − eλ3χ + c1

)
+γ2

(
α1e

λ1 χ + α2e
λ3χ + c2

)]
. (6.22)

We then have

lim
χ→∞

U̇(χ) = lim
χ→∞

1

3(2− γ)

[
γ1

(
β1
eλ1χ

eλ2χ
− eλ3χ

eλ2χ
+

c1
eλ2χ

)
+γ2

(
α1
eλ1 χ

eλ2χ
+ α2

eλ3χ

eλ2χ
+

c2
eλ2χ

)]
.

(6.23)
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Since we have λ3 < λ2 < λ1,

lim
χ→∞

U̇(χ) = lim
χ→∞

1

3(2− γ)

[
γ1

(
β1
eλ1χ

eλ2χ
−O(

eλ3χ

eλ2χ
) +

c1
eλ2χ

)
+ γ2

(
α1
eλ1 χ

eλ2χ
+O(

eλ3χ

eλ2χ
) +

c2
eλ2χ

)]
. (6.24)

So

lim
χ→∞

U̇(χ) =∞. (6.25)

We know that U̇ = u̇1
θ

. From Eq.(6.13), we have that θ −→ ∞ as χ −→ ∞, so using
Eq.(6.16) we have that

lim
χ→∞

u̇1 =∞. (6.26)

This implies that the acceleration of the cosmological fluid diverges as the independent
parameter of the ODEs, χ, tends to ∞. Hence, the cosmological models, with Ω > 0
(perfect fluid), that tend to INF+ equilibrium point are badly-behaved. By the same
procedure, one may use the linearization solution near the INF− equilibrium point to show
that the perfect fluid models that tend to INF− as χ −→ −∞ are also badly-behaved.
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Conclusion

First, we demonstrated that the spatially inhomogeneous dynamical equilibrium states of
exceptional G2 cosmologies correspond to self-similar spacetimes. One should note that
these models possess evolution and thus are cosmological models. Second, we showed that
the spatial structure of these models is governed by a 1-parameter, three dimensional sys-
tem of ODEs. The equilibrium points of this system of ODEs are transitively self-similar
cosmologies and the corresponding exact solutions are due to Lifshitz–Khalatnikov, Collins,
Robinson–Trautmann, and Wainwright and they are the asymptotic states of the generic
self-similar exceptional G2 inhomogeneous models. The scalar invariant shear of the mod-
els considered in this thesis have the minimum value of 1

7
≈ 0.1428 and this value occurs

when the equation of state parameter is 8
7

and Σ13 = 0. This value is much larger than the
currently observed value which is approximately of order ∼ 10−9 ( see for example [29, 27] ).

The main results of this thesis are:

• For 1 < γ < 10
9

and 4
3
< γ < 10

7
, there is an open set of perfect fluid, self-similar, ex-

ceptional G2 inhomogeneous models that are well-behaved, and they are asymptotic
to the homogeneous Collins model at large spatial distance. Typical matter-energy
density profile of such models is given in Fig 4.7. In addition, using the existence
of a monotone function, we showed that there are only the following possibilities:
such models are either well-behaved and asymptotically tend to the homogeneous
Collins model or they are badly-behaved meaning that their basic physical variables,
corresponding to the cosmological fluid, diverge. There are no other possibilities.

• For 10
7
< γ < 3

2
there is an open set of perfect fluid, self-similar, exceptional

G2 inhomogeneous models that are well-behaved, and they are asymptotic to
the homogeneous Lifshiftz–Khalatnikov model at large spatial distance. Typical
matter-energy density profile of such models is given in Fig 4.9. In addition,
using the same monotone function, we showed that there are only the following
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possibilities: such models are either well-behaved and asymptotically tend to the
homogeneous Lifshiftz–Khalatnikov model or they are badly-behaved. There are no
other possibilities.

• For all values of γ in (1, 3
2
), there exists an open set of well-behaved vacuum,

self-similar, exceptional G2 inhomogeneous cosmological models that are asymptotic
to the Lifshiftz–Khalatnikov model at large spatial distance.

Some analysis is provided for the models with γ = 10
9

and γ = 6
5
. In the former case the

system of ODEs has a first-integral and if we assume that there are no limit cycles, there
exists an open set of perfect fluid, self-similar, exceptional G2 inhomogeneous cosmological
models that are asymptotic to the homogeneous Wainwright model at large spatial distance.
In the latter case, using the same monotone function, we showed that the trajectories are
either badly behaved or asymptotic to closed curves that correspond to the models with
two HO KVFs in [23].
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Appendix A

Orthonormal vs. Coordinate Frames

Let (M, g) be a pseudo-Riemannian manifold of any signature. Let ∇ be the Levi-Civita
connection. Fix a frame v1, ..,vn. The Christoffel symbols Γnij are defined by

∇vivj = Γkijvk. (A.1)

The commutation functions γkij are defined by

[vi,vj] = γkijvk, (A.2)

Let ηij be the standard flat diagonal metric with that signature (in our case ηij =
diag(−1, 1, 1, 1) ). We say the frame is orthonormal if

g(vi,vj) = ηij. (A.3)

Given that ∇ is metric compatible, if the frame is orthonormal then

0 = ∇vkg(vi,vj)

= g(∇vkvi,vj) + g(vi,∇vkvj)

= Γakig(va,vj) + Γbkjg(vi,vb)

= Γakiηaj + Γbkjηib

= Γjkiηjj + Γikjηii (no-sum).

Thus,

Γjki = −Γikj(
ηii
ηjj

) (no-sum). (A.4)
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However, given that ∇ is torsion-free, if the frame is commutative,

0 = [vi,vj]

= ∇vivj −∇vjvi

= Γkijvk − Γkjivk

= (Γkij − Γkji)vk.

Thus,

Γkij = Γkji. (A.5)

Eq.(A.4) and Eq.(A.5) reveal that geometric quantities possess different symmetries de-
pending on the properties of the frame.
To help with the derivation of Christoffel symbols, we use Koszul’s formula

2g(∇XY,Z) = Xg(Y,Z) + Yg(Z,X)− Zg(X,Y)

− g(Y, [X,Z])− g(X, [Y,Z]) + g(Z, [X,Y]).

The curvature of the connection is defined by

R(X,Y)Z := ∇X∇YZ−∇Y∇XZ−∇[X,Y]Z,

and gives rise to the Riemann curvature tensor

R(X,Y,Z,W) := g(R(X,Y)Z,W).

From Koszul’s formula, we have

2g(∇vivj,vk) = vig(vj,vk) + vjg(vk,vi)− vkg(vi,vj)

− g(vj, [vi,vk])− g([vj,vk],vi) + g(vk, [vi,vj])

The L.H.S. of the equation is

2g(∇vivj,vk) = 2g(Γaijva,vk)

= 2Γaijg(va,vk).

So Kozul’s formula is expressed as

2Γaijg(va,vk) = vig(vj,vk) + vjg(vk,vi)− vkg(vi, j)

− g(vj, [vi,vk])− g([vj,vk],vi) + g(vk, [vi,vj])

= vig(vj,vk) + vjg(vk,vi)− vkg(vi,vj)

− γbikg(vj,vb)− γnjkg(vn,vi) + γmijg(vk,vm).
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Since,

Γaij g(va,vk) = Γaij gak,

we have,

Γaijgak =
1

2

[
vig(vj,vk) + vjg(vk,vi)− vkg(vi,vj)

− γbikg(vj,vb)− γnjkg(vn,vi) + γmijg(vk,vm)
]
. (A.6)

Therefore, we conclude that

Γaij =
1

2
gak
[
vigjk + vjgki − vkgij − γbikgjb − γnjkgni + γmijgkm

]
.

In addition, we derive

Rijkl = R(vi,vj,vk,vl)

= g(R(vi,vj)vk,vl)

= g(∇vi∇vjvk −∇vj∇vivk −∇[vi,vj ]vk,vl)

= g(∇vi∇vjvk,vl)− g(∇vj∇vivk,vl)− g(∇[vi,vj ]vk,vl)

= g(∇vi(Γ
n
jkvn),vl)− g(∇vj(Γ

m
ikvm),vl)− g(∇[vi,vj ]vk,vl)

= vi(Γ
n
jk)gnl + ΓnjkΓ

a
ingal − vj(Γ

m
ik)gml − ΓmikΓ

b
jmgbl − γrijΓsrkgsl. (A.7)

We relabel some of the indices and get

Rijkl = gnl

[
vi(Γ

n
jk) + ΓsjkΓ

n
is − vj(Γ

n
ik)− ΓmikΓ

n
jm − γrijΓnrk

]
. (A.8)

We have Rijkl = gnlR
n

ijk . So

R n
ijk = vi(Γ

n
jk)− vj(Γ

n
ik)− ΓmikΓ

n
jm + ΓsjkΓ

n
is − γrijΓnrk.

The Ricci curvature tensor is then

Rik = vi(Γ
n
nk)− vn(Γnik)− ΓmikΓ

n
nm + ΓsnkΓ

n
is − γrinΓnrk.

From all of the above, we illustrate the differences between the quantities of interest in the
coordinate and orthonormal frame in Table A.1.
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Table A.1: Geometric quantities in coordinate and orthonormal frame

Coordinate frame Orthonormal frame
∂
∂x0
, ..., ∂

∂x3
e0, ..., e3

[ ∂
∂xi
, ∂
∂xj

] = 0 [ei, ej] = γkijek

g = gijdx
idxj g = −(e0)2 + (e1)2 + (e2)2 + (e3)2

Γaij = 1
2
gak
[
gjk,i + gki,j − gij,k

]
Γaij = 1

2
gak
[
γbkigjb + γnkjgni − γmjigkm

]
Γaji = Γaij Γjki = −Γikj(

ηii
ηjj

) (no-sum)

R n
ijk = Γnjk,i − Γnik,j

− ΓmikΓ
n
jm + ΓsjkΓ

n
is

R n
ijk = ei(Γ

n
jk)− ej(Γ

n
ik)

− ΓmikΓ
n
jm + ΓsjkΓ

n
is − γrijΓnrk

Rik = Γnnk,i − Γnik,n

− ΓmikΓ
n
nm + ΓsnkΓ

n
is

Rik = ei(Γ
n
nk)− en(Γnik)

− ΓmikΓ
n
nm + ΓsnkΓ

n
is − γrinΓnrk

We now provide alternative proofs for specializations of equation Eq.(A.6) in two different
scenarios. First we assume that the frame vi = ei is orthonormal.
Since g(ea, eb) = ηab is constant,

0 = ∇ecg(ea, eb)

= g(∇ecea, eb) + g(ea,∇eceb)

= Γcab + Γcba. (A.9)

And since

γraber = [ea, eb] = ∇eaeb −∇ebea = (Γrab − Γrba)er, (A.10)

we have that
γrab = Γrab − Γrba. (A.11)

By using Eq.(A.9) and Eq.(A.11), we raise and lower the indices via gab = ηab = ηab to
obtain

Γabc =
1

2
(γabc + γcab − γbca).

One should always remember that this formula is only valid in an orthonormal frame.
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Suppose now that we are using a coordinate frame. Since spacetime is a smooth pseudo-
Riemannian manifold with a Levi-Civita connection, the covariant derivative admits the
torsion free and the metric compatibility conditions. The metric compatibility condition
in the coordinate frame is

gab;r = 0. (A.12)

By permuting the indices one can obtain three equations gab;r = 0, grb;a = 0, gar;b = 0,
from which the following relation can be derived

Γrab =
1

2
grs[gsa,b + gsb,a − gab,s]. (A.13)
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Appendix B

Existence of Orthonormal Frame

This appendix provides an explicit construction of an orthonormal frame for any Lorentzian
metric. The existence of such a frame is clear from Sylvester’s law of inertia. However, a
constructive proof is useful.

Lemma B.0.1. Let g be a Lorentzian metric. Then there exists locally an orthonormal
frame.

Proof. We construct this frame from a coordinate frame ∂
∂x0
, ..., ∂

∂x3
, using its metric tensor

gij. Since the metric tensor [gij] is symmetric, it is diagonalizable. Let λ0 < 0 and
λ0, ..., λ3 > 0 be the eigenvalues of [gij]. Then, there exists an orthogonal matrix A and a
diagonal matrix D such that

g = ADAT = A


λ0 0 0 0
0 λ1 0 0
0 0 λ2 0
0 0 0 λ3

AT . (B.1)

We choose a matrix h such that for

D′ :=


1√
|λ0|

0 0 0

0 1√
|λ1|

0 0

0 0 1√
|λ2|

0

0 0 0 1√
|λ3|

 , (B.2)

[h j
i ] := D′AT . (B.3)
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Let

ei := h j
i

∂

∂xj
. (B.4)

Then

g(ei, ej) = g(hik
∂

∂xk
, hjl

∂

∂xl
)

= hikgklhlj

= [hghT ]ij

= [D′ATg[D′AT ]T ]ij

= [D′AT (ADAT )AD′ T ]ij

= [D′(ATA)D(ATA)D′]ij

= [D′DD′]ij

= ηij.
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Appendix C

Proof Of The Conservation Equation

In this appendix, we provide, for completeness, a proof for the result

T ab;b = 0 =⇒ µ̇ = −ua;aγµ. (C.1)

The result is often stated without proof, for instance in [9, 10, p.108, p.10].

Proof. Using the fact that the stress energy tensor is divergent free, we have

0 = T ab;b = p,b g
ab + pgab;b +

[
(p+ µ)uaub

]
;b
.

Since the covariant derivative of the metric tensor is zero, we have that

0 = T ab;b = p,b g
ab +

[
(p,b + µ,b)u

aub + (ua;bu
b + uaub;b)(p+ µ)

]
.

We contract the above with ua, and using the fact that uaua = −1 which implies 2uaua;b =
0, we have

0 = uaT
ab
;b = p,b uag

ab +
[
−p,bub − µ,bub + (uau

a
;bu

b − ub;b)(p+ µ)
]
,

= −ubµ,b + (uau
a
;bu

b − ub;b)(p+ µ),

= −ubµ,b + (−ub;b)(p+ µ).

So we have

µ̇ = −ua;a(p+ µ).

By substituting the equation of state in Eq.(1.10) in the equation above, we get

µ̇ = −ua;aγµ. (C.2)
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Appendix D

Derivation Of The PDEs From The
EFEs

In this appendix, we illustrate the derivation of the EFEs under the assumptions and
choices of Chapters 1 and 2. The equations Eq.(2.29) and Eq.(2.30) in the EFEs, are

e0θ = −1

3
θ2 −

(
(σ11)

2 + (σ22)
2 + (σ33)

2 + 2(σ13)
2
)

+ (e1 + u̇1 − 2a1)u̇
1 − 1

2
(µ+ 3p), (D.1)

e0σ11 = −3Hσ11 + 2(ε121σ11Ω2 + ε321σ13Ω2)

+ (e1 + u̇1 + a1)u̇1 −
1

3
(e1 + u̇1 + a1)u̇1

− e1a1 +
1

3
e1a

1 +
4

3
(n3

2n
2
3), (D.2)

e0σ22 = −3Hσ22 + ε222σ22Ω2 + ε222σ22Ω2

− 1

3
(e1 + u̇1 + a1)u̇1 − ε312n23u̇1

+
1

3
e1a

1 + (eµn32ε
µ3

2 − 2n32ε
13

2 a1)− ( 2n3
2n32 ) +

4

3
(n3

2n
2
3), (D.3)

e0σ33 = −3Hσ33 + 2Ω2(ε
12
3σ31 + ε323σ33)−

1

3
(e1 + u̇1 + a1)u̇1

− ε213n32u̇1 +
1

3
e1a

1 + (eµn23ε
µ2

3 − 2a1n23ε
12

3 )

− (2nµ3nµ3) +
4

3
(n3

2n
2
3), (D.4)
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e0σ13 = −3Hσ13 + ε121σ31Ω2 + ε321σ33Ω2 + ε323σ13Ω2 + ε123σ11Ω2

+
1

2
e3u̇1 −

1

2
ε211n32u̇1 −

1

2
(e3a1)

+
1

2
(e1n23ε

12
1 + e2n23ε

22
1 + e3n23ε

32
1 − 2a1ε

12
1 n23). (D.5)

The equation for the density µ in the EFEs, namely Eq.(2.31), is

µ = 3H2 − σ2 + ω2 − 2 ωαΩα +
1

2
R, (D.6)

=
1

3
θ2 − 1

2

(
(σ11)

2 + (σ22)
2 + (σ33)

2 + 2(σ13)
2
)

+2e1a1 − 3 (a1)
2 − (n23)

2.

Due to the perfect fluid, the equation for the momentum density qα = 0, Eq.(2.32), yields

qα = 0 =
2

3
eαθ − (e1σ

1
α + e2σ

2
α + e3σ

3
α − 3a1σ

1
α) (D.7)

− ε 12
α σ13n23 − ε 23

α σ2
2n23 − ε 32

α σ33n23.

The equation above yields the three equations below

0 =
2

3
e1θ − (e1σ

1
1 + e3σ

3
1 − 3a1σ

1
1)− ε 12

1 σ13n23 − ε 23
1 σ2

2n23 − ε 32
1 σ33n23, (D.8)

0 =
2

3
e2θ − (e2σ

2
2)− ε 12

2 σ13n23 − ε 23
2 σ2

2n23 − ε 32
2 σ33n23, (D.9)

0 =
2

3
e3θ − (e1σ

1
3 + e3σ

3
3 − 3a1σ

1
3)− ε 12

3 σ13n23 − ε 23
3 σ2

2n23 − ε 32
3 σ33n23. (D.10)

The Jacobi Identities are

e0n23 = −1

3
θn23 + σ2

2n32 + σ3
3n23 +

(
ε222n32 + ε323n23

)
Ω2 (D.11)

− 1

2
e3Ω2 −

(
u̇1

1

2
[σ22ε

12
3 + σ13ε

11
2 + σ33ε

13
2 ]

+
1

2
e1[σ22ε

12
3 + σ13ε

11
2 + σ33ε

13
2 ]

+
1

2
e2[σ22ε

22
3 + σ13ε

21
2 + σ33ε

23
2 ]

+
1

2
e3[σ22ε

32
3 + σ13ε

31
2 + σ33ε

33
2 ]

)
.
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The evolution of the curvature variable a1 is described by

e0a1 = −1

3
θa1 − σ1

1a1 − (e1 + u̇1)
1

3
θ +

1

2
(e1σ

1
1 + e3σ

3
1) +

1

2
u̇1σ11 (D.12)

− 1

2
(ε 12

1 e1Ω2 + ε 22
1 e2Ω2 + ε 32

1 e3Ω2 + ε 12
1 u̇1Ω2 − 2ε 12

1 a1Ω2).

And we also have to compute

0 = e0ωα =
1

2
[−ε 11

α e1u̇1 − ε 21
α e2u̇1 − ε 31

α e3u̇1 + ε 11
α a1u̇1]. (D.13)

The equation above gives

0 = [−ε 11
1 e1u̇1 − ε 21

1 e2u̇1 − ε 31
1 e3u̇1 + ε 11

1 a1u̇1], (D.14)

0 = [−ε 11
2 e1u̇1 − ε 21

2 e2u̇1 − ε 31
2 e3u̇1 + ε 11

2 a1u̇1], (D.15)

0 = [−ε 11
3 e1u̇1 − ε 21

3 e2u̇1 − ε 31
3 e3u̇1 + ε 11

3 a1u̇1]. (D.16)

In addition, we compute

0 = (eβ − 2aβ)nβα + ε µν
α eµaν ,

= (e2n
2
α + e3n

3
α) + ε 11

α e1a1 + ε 21
α e2a1 + ε 31

α e3a1. (D.17)

And the contracted Bianchi identities are

e0µ = −3H(µ+ p)− σβαπαβ − (eα + 2u̇α − 2aα)qα,

= −θ(µ+ p), (D.18)

e0qα = 0 = −eαp− (µ+ p)u̇α. (D.19)
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We now use the definition of εαβν in Eq.(2.6), and get

e0θ = −1

3
θ2 −

(
(σ11)

2 + (σ22)
2 + (σ33)

2 + 2(σ13)
2
)

+ (e1 + u̇1 − 2a1)u̇1 −
1

2
(µ+ 3p), (D.20)

e0σ11 = −θσ11 +
2

3

(
e1(u̇1) + (u̇1)

2 + a1u̇1

)
−2

3
e1(a1) +

4

3
(n23)

2, (D.21)

e0σ22 = −θσ22 −
1

3
(e1u̇1 + (u̇1)

2 + a1u̇1)− n23u̇1 +
1

3
e1a1

− (e1(n32)− 2n32a1)−
2

3
(n23)

2, (D.22)

e0σ33 = −θσ33 + 2Ω2(σ31)−
1

3

(
e1u̇1 + (u̇1)

2 + a1u̇1

)
+ n23u̇1 +

1

3
e1a1 + (e1n23 − 2a1n23)−

2

3
(n23)

2, (D.23)

e0σ13 = −θσ13 − σ33Ω2 + σ11Ω2 +
1

2
e3u̇1 −

1

2
e3a1 −

1

2
e3n23. (D.24)

The three equations that resulted from zero energy flux, Eq.(2.32), reduce to

0 =
2

3
e1θ − (e1σ11 + e3σ13 − 3a1σ11) +−σ22n23, (D.25)

0 =
2

3
e2θ − (e2σ22), (D.26)

0 =
2

3
e3θ − (e1σ13 + e3σ23 − 3a1σ13). (D.27)

The Jacobi Identities are

e0n23 = −1

3
θn23 + σ22n23 + σ33n23

− 1

2
e3Ω2 − ( u̇1

1

2
σ22 −

1

2
σ33u̇1 +

1

2
e1σ22 −

1

2
e1σ33 +

1

2
e3σ13 ), (D.28)

e0a1 = −1

3
θa1 − σ11a1 −

1

3
e1θ −

1

3
u̇1θ +

1

2
e1σ11 +

1

2
e3σ13 +

1

2
e3Ω2 +

1

2
u̇1σ11, (D.29)

0 = e0ωα,

=
1

2

(
−ε 11

α e1u̇1 − ε 21
α e2u̇1 − ε 31

α e3u̇1 + ε 11
α a1u̇1

)
=⇒ 0 = e3u̇1 0 = e2u̇1.

(D.30)
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And the contracted Bianchi identities are

e0µ = −θ(µ+ p), (D.31)

e0qα = 0 = −eαp− (µ+ p)u̇α. (D.32)

By substituting the equation of state Eq.(1.10) into the conservation equation Eq.(1.12)
we obtain

e0µ = −γµθ. (D.33)

We substitute σ13 for Ω2. The EFEs, the Jacobi identities, and the contracted Bianchi
identities are reduced to the following system of PDEs

e0θ = −1

3
θ2 −

(
(σ11)

2 + (σ22)
2 + (σ33)

2 + 2(σ13)
2
)

+ (e1 + u̇1 − 2a1)u̇1 −
1

2
(µ+ 3p), (D.34)

e0σ11 = −θσ11 − 2(σ13)
2 +

2

3

(
e1(u̇1) + (u̇1)

2 + a1u̇1

)
−2

3
e1(a1) +

4

3
(n23)

2, (D.35)

e0σ22 = −θσ22 −
1

3

(
e1u̇1 + (u̇1)

2 + a1u̇1

)
−n23u̇1 +

1

3
e1a1

−
(
e1(n32)− 2n32a1

)
−2

3
(n23)

2, (D.36)

e0σ33 = −θσ33 + 2(σ13)
2 − 1

3

(
e1u̇1 + (u̇1)

2 + a1u̇1

)
+ n23u̇1 +

1

3
e1a1 +

(
e1(n23)− 2a1n23

)
−2

3
(n23)

2, (D.37)

e0σ13 = −θσ13 − σ33σ13 + σ11σ13 +
1

2
e3u̇1 −

1

2
e3a1 −

1

2
e3n23, (D.38)
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µ =
1

3
θ2 − 1

2

(
(σ11)

2 + (σ22)
2 + (σ33)

2 + 2(σ13)
2
)

+2e1a1 − 3 (a1)
2 − (n23)

2, (D.39)

0 = q1 =
2

3
e1(θ)−

(
e1σ11 + e3σ13 − 3a1σ11

)
+σ33n23 − σ22n23, (D.40)

0 = q2 =
2

3
e2(θ)− (e2σ22), (D.41)

0 = q3 =
2

3
e3(θ)−

(
e1σ13 + e3σ23 − 3a1σ13

)
−σ13n23, (D.42)

e0n23 = −1

3
θn23 + σ22n23 + σ33n23

− 1

2
e3σ13 −

(
u̇1

1

2
σ22 −

1

2
σ33u̇1 +

1

2
e1σ22 −

1

2
e1σ33 +

1

2
e3σ13

)
, (D.43)

e0a1 = −1

3
θa1 − σ11a1 −

1

3
e1θ −

1

3
u̇1θ +

1

2
e1σ11 +

1

2
e3σ13 +

1

2
e3σ13 +

1

2
u̇1σ11, (D.44)

0 = e3u̇1, (D.45)

0 = e2u̇1, (D.46)

e0µ = −γµθ, (D.47)

e0qα = 0 = −eαp− γµu̇α. (D.48)
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Since both e2 and e3 have been aligned with the orbits of the isometry group, the system
of PDEs in Eq.(D.34)-(D.48) reduce to

e0θ = −1

3
θ2 −

(
(σ11)

2 + (σ22)
2 + (σ33)

2 + 2(σ13)
2
)

+ (e1 + u̇1 − 2a1)u̇1 −
1

2
(3γ − 2)µ, (D.49)

e0σ11 = −θσ11 − 2(σ13)
2 +

2

3

(
e1u̇1 + (u̇1)

2 + a1u̇1

)
−2

3
e1a1 +

4

3
(n23)

2, (D.50)

e0σ22 = −θσ22 −
1

3

(
e1u̇1 + (u̇1)

2 + a1u̇1

)
−n23u̇1 +

1

3
e1a1

− (e1n32 − 2n32a1)−
2

3
(n23)

2, (D.51)

e0σ33 = −θσ33 + 2(σ13)
2 − 1

3

(
e1u̇1 + (u̇1)

2 + a1u̇1

)
+ n23u̇1 +

1

3
e1a1 + (e1n23 − 2a1n23)−

2

3
(n23)

2, (D.52)

e0σ13 = −θσ13 − σ33σ13 + σ11σ13, (D.53)

µ =
1

3
θ2 − 1

2

(
(σ11)

2 + (σ22)
2 + (σ33)

2 + 2(σ13)
2
)

+2e1a1 − 3 (a1)
2 − (n23)

2, (D.54)

0 = q1 =
2

3
e1θ −

(
e1σ11 − 3a1σ11

)
+σ33n23 − σ22n23, (D.55)

0 = q3 = −e1σ13 + 3a1σ13 − σ13n23, (D.56)

e0n23 = −1

3
θn23 + σ22n23 + σ33n23

− ( u̇1
1

2
σ22 −

1

2
σ33u̇1 +

1

2
e1σ22 −

1

2
e1σ33 ), (D.57)

e0a1 = −1

3
θa1 − σ11a1 −

1

3
e1θ −

1

3
u̇1θ +

1

2
e1σ11 +

1

2
u̇1σ11, (D.58)

e0µ = −γµθ, (D.59)

0 = −(γ − 1)e1µ− γµu̇1. (D.60)

This concludes the derivation of the EFEs under our assumptions and choices.
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