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Abstract

In this thesis we develop generalizations of two well-known principles from the theory of
Diophantine approximation, namely the gap principle and the Thue-Siegel principle. Our
results find their applications in the theory of Diophantine equations. Let α be an algebraic
number over Q and let F (X, Y ) be the homogenization of the minimal polynomial of α. In
the special case when Q(α)/Q is a Galois extension of degree at least seven, we establish
absolute bounds on the number of solutions of certain equations of Thue and Thue-Mahler
type, which involve F (X, Y ). Consequently, we give theoretical evidence in support of
Stewart’s conjecture (1991). More generally, if every conjugate β of α is such that the
degree of β over Q(α) is small relative to the degree of α over Q, we establish bounds of
the form Cγ, where C is an absolute constant and γ is a natural parameter associated
with α that does not exceed the degree of α over Q. We expect this parameter to be small,
perhaps even bounded by an absolute constant.
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Chapter 1

Introduction

1.1 Diophantine Approximation and its Applications to
the Theory of Diophantine Equations

The theory of Diophantine approximation is a fascinating area of mathematics, which
studies approximation properties of numbers. Over the past two hundred years its develop-
ment led to numerous breakthroughs in number theory, including the discovery of the first
transcendental number and the development of methods for solving various Diophantine
equations.

In Diophantine approximation we are primarily interested in the question of how well
real numbers can be approximated by rationals, and its variations and generalizations. If α
is a real number and x/y is a rational number with y ≥ 1, then the quality of approximation
of α by x/y can be measured by means of a quantity µ such that the inequality∣∣∣∣α− x

y

∣∣∣∣ < 1

yµ
(1.1.1)

is satisfied. The larger µ is, the better the approximation of x/y with respect to α is.
It was observed by Dirichlet that for µ = 2 the inequality above can be achieved for
infinitely many integers x and y, as long as α is real and irrational. On the other hand,
Liouville pointed out that, if α is an irrational algebraic number of degree d and µ > d,
then (1.1.1) has only finitely many solutions in integers x and y with y ≥ 1. In other
words, algebraic numbers cannot be approximated by rationals too well. This observation
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enabled Liouville to construct the first transcendental number
∑+∞

n=1 10−n!, known today
as a Liouville number, that was well-approximated by rationals [23].

In this thesis, we generalize certain principles from the theory of Diophantine approxi-
mation and apply them to analyze Diophantine equations of Thue and Thue-Mahler type.
A Thue equation is an equation of the form

F (x, y) = m, (1.1.2)

where F (X, Y ) ∈ Z[X, Y ] is a homogeneous polynomial of degree d ≥ 3 with non-zero
discriminant D(F ), m is a fixed positive integer, and x, y are integer variables. In 1909
Thue [33] established that there is a finite upper bound on the number of solutions of
(1.1.2), provided that F is irreducible. He observed that large solutions to (1.1.2), — that
is, solutions (x, y) satisfying |y| ≥ C1 for some number C1 = C1(m,µ, F ), — must satisfy
the inequality (1.1.1), with α being one of the roots of F (X, 1). The problem essentially
reduced to counting distinct solutions x/y to the inequality (1.1.1).

Perhaps surprisingly, it is not difficult to count distinct x/y satisfying (1.1.1) with y
varying in a fixed range. Indeed, if it so happens that C1 ≤ y1 < y2 ≤ C2, then the fact
that x1/y1 6= x2/y2 yields

1

y1y2
≤
∣∣∣∣x1y1 − x2

y2

∣∣∣∣ ≤ ∣∣∣∣α− x1
y1

∣∣∣∣+

∣∣∣∣α− x2
y2

∣∣∣∣ < 1

yµ1
+

1

yµ2
<

2

yµ1
,

resulting in the inequality
2y2 > yµ−11 ,

which is known as the gap principle. For µ > 2 this inequality states that, if two distinct
rationals satisfy (1.1.1), then their denominators must be far apart from each other.
Unfortunately, as the quantity C2 can be arbitrarily large, the gap principle itself does
not provide any insight on the number of distinct solutions to (1.1.1). However, it was
established by Thue that with C1 sufficiently large one may take C2 = yη1 for some
η > 1, where x1/y1 is a solution to (1.1.1) with the smallest denominator y1 ≥ C1. This
phenomenon is known as the Thue-Siegel principle. Upon combining the gap principle with
the Thue-Siegel principle it is possible to count distinct solutions x/y to the inequality
(1.1.1), and hence to the Thue equation (1.1.2).

Since Thue’s time, the estimates on the number of solutions of (1.1.2) have been
improved significantly. In 1933, assuming that F is irreducible, Mahler established the
existence of a number C, dependent only on F , such that the number of primitive solutions
to (1.1.2), — that is, solutions with x and y coprime, — does not exceed C1+ω(m), where
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ω(m) denotes the number of distinct prime divisors of m [24]. In fact, his result was even
stronger: if instead of (1.1.2) we consider the equation

F (x, y) = pk11 · · · pktt , (1.1.3)

where p1, p2, . . . , pt are distinct fixed prime numbers, then it follows fromMahler’s argument
that the number of integer solutions (x, y, k1, k2, . . . , kt) to (1.1.3), with x, y coprime and ki
non-negative, does not exceed C1+t. The equation (1.1.3) is called a Thue-Mahler equation.
Further improvements to this estimate have been made by Erdős and Mahler [12], and Lewis
and Mahler [21].

It was conjectured by Siegel that the number of primitive solutions to (1.1.2) should
not depend on the coefficients of F . Siegel’s conjecture was established in 1984 by Evertse
[15], who proved that the number of primitive solutions to (1.1.3) does not exceed

2 · 7d3(2t+3), (1.1.4)

where a binary form F of degree d was assumed to be divisible by at least three pairwise
linearly independent linear forms in some algebraic number field. An estimate on the
number of solutions to (1.1.2) thus follows by replacing the number t in (1.1.4) with ω(m).

When integers x and y are arbitrary, the number of solutions to (1.1.2) can be large.
For example, in 2008 Stewart [32] proved that when F is of degree 3 and D(F ) 6= 0 then
there is a positive number c = c(F ) such that the number of solutions to (1.1.2) is at least
c(logm)1/2. However, if we restrict our attention only to primitive solutions, then their
number does not seem to increase with the growth of m. In 1987 it was conjectured by
Erdős, Stewart and Tijdeman [13] that the number of primitive solutions to (1.1.2) does not
exceed some constant, which depends only on d. In the same year Bombieri and Schmidt
[4] proved that the number of primitive solutions to (1.1.2) does not exceed

Cd1+ω(m),

where the constant C is absolute. In 1991 Stewart [31] replaced ω(m) in the above estimate
with ω(g), where g is a divisor of m satisfying g �F m

(4+d)/3d (this is the statement of [31,
Theorem 1] with ε = 1/2). In the same paper, Stewart conjectured the following.

Conjecture 1.1. (Stewart, [31, Section 6]) There exists an absolute constant c0 such that
for any binary form F ∈ Z[X, Y ] with nonzero discriminant and degree at least three there
exists a number C = C(F ), such that if m is an integer larger than C, then the Thue
equation (1.1.2) has at most c0 solutions in coprime integers x and y.
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There has not been much recent work towards establishing Stewart’s conjecture. The
most notable step forward can be found in the work of Thunder [34]. Based on [31] he
gives a heuristic that supports the conjecture of Stewart when the degree of the form F
is at least five. By generalizing the gap principle and the Thue-Siegel principle outlined
above, we develop new methods for estimating the number of primitive solutions of (1.1.2)
and (1.1.3) in the case t = 1, thus providing theoretical evidence in support of Stewart’s
conjecture.

1.2 Organization of the Thesis and Contributions

The thesis is organized as follows. In Chapter 2 we develop a generalized gap principle
for all absolute values of Q. We apply our generalized gap principle and the Thue-Siegel
principle [3] to prove Theorems 2.2 and 2.3, where we establish absolute bounds on the
number of solutions of certain equations of Thue and Thue-Mahler type. The bounds
established in Theorems 2.2, 2.3 depend on the size of Aut′ |F |, a finite group of size at
most 24 associated with a binary form F . In Chapter 3 we compute Aut′ |F | explicitly
for binary forms associated with 2 cos(2π/n). The main result of this chapter is stated in
Theorem 3.1.

We use methods developed in Chapter 2 to produce a generalized gap principle for
rationals x1/y1, x2/y2 in lowest terms that approximate algebraic numbers α, β, respectively,
provided that β ∈ Q(α). It is an interesting and challenging problem to remove this
restriction. In Chapters 4 and 5 we generalize the Thue-Siegel principle (Theorem 4.1) and
the gap principle (Lemmas 5.13, 5.14) to the case when the degree of β over Q(α) is small
relative to the degree of α over Q. These principles are combined to prove Theorems 5.5
and 5.6, the first of which is stated in terms of explicitly computable numbers only. In both
theorems our bounds can be written in the form Cγ, where C is an absolute constant and
γ is some natural parameter which does not exceed the degree of a binary form F and can
be significantly smaller.
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Chapter 2

Absolute Bounds for the Number of
Solutions of Certain Equations of Thue
and Thue-Mahler Type

Let
F (X, Y ) = cdX

d + cd−1X
d−1Y + · · ·+ c1XY

d−1 + c0Y
d

denote a homogeneous polynomial of degree d with integer coefficients. For an arbitrary
polynomial f ∈ Z[X], we define the content of f to be the greatest common divisor of its
coefficients. Thus, in the case of F defined above, the content is equal to gcd(c0, c1, . . . , cd).
We say that F is irreducible if the equality F = GH, whereG,H ∈ Q[X, Y ] are homogeneous
polynomials, implies that either G or H has degree zero.

In this chapter we study equations of the form |F (x, y)| = tpz, with pz a prime power
and t a small integer variable. We demonstrate that it is possible to provide an absolute
bound on the number of their solutions, provided that F is irreducible of degree d ≥ 7 and
the size of the Galois group of F (X, 1) over Q is equal to d.

In order to state the main results given in Theorems 2.2 and 2.3, we need to introduce
the notion of an automorphism of a binary form. For a 2 × 2 matrix M = ( s ut v ), with
complex entries, define the binary form FM(X, Y ) by

FM(X, Y ) = F (sX + uY, tX + vY ).

Definition 2.1. We say that M = ( s ut v ) ∈ M2(C) is an automorphism of F (resp., |F |)
if FM = F (resp., FM = F or FM = −F ). If K is a field containing Q, the set of all
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automorphisms of F (resp., |F |) with s, t, u, v ∈ K is denoted by AutK F (resp., AutK |F |).
We also define

Aut′ F =

{
1√

|sv − tu|

(
s u
t v

)
: s, t, u, v ∈ Z

}
∩ AutQ F. (2.0.1)

Analogously, we define Aut′ |F |.

One can easily verify that Aut′ |F | is a group. In Lemmas 2.4, 2.5 we will show that for
d ≥ 3 this group is finite and contains at most 24 elements.

For an arbitrary finite set X, let #X denote its cardinality. We prove the following.

Theorem 2.2. Let F (X, Y ) ∈ Z[X, Y ] be an irreducible binary form of degree d ≥ 7 and
content one. Let α be a root of F (X, 1) and assume that the field extension Q(α)/Q is
Galois. Let λ be taken from Table 2.1 for 7 ≤ d ≤ 16 and λ = 1 − 16.2/d for d ≥ 17. Let
p be prime, k a positive integer, and consider the Diophantine equation

|F (x, y)| = tpk. (2.0.2)

Provided that pk is sufficiently large, the number of solutions to (2.0.2) in integers (x, y, t)
such that

gcd(x, y) = 1, 1 ≤ t ≤ (pk)λ

is at most # Aut′ |F |. In particular, it does not exceed 24. More precisely, for any two
solutions (x1, y1, t1), (x2, y2, t2) there exists a matrix M = |sv − tu|−1/2 · ( s ut v ) in Aut′ |F |
such that

x2
y2

=
sx1 + uy1
tx1 + vy1

.

d 7 8 9 10 11 12 13 14 15 16
λ 0.004 0.068 0.124 0.172 0.216 0.254 0.289 0.321 0.349 0.375

Table 2.1: Values of λ corresponding to d in the range 7 ≤ d ≤ 16.

Theorem 2.3. Let F (X, Y ) ∈ Z[X, Y ] be an irreducible binary form of degree d ≥ 7 and
content one. Let α be a root of F (X, 1) and assume that the field extension Q(α)/Q is
Galois. Let λ be such that

0 ≤ λ < 1− 8.1/(d+ 2).
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Let p be prime, and consider the Diophantine equation

|F (x, y)| = tpz. (2.0.3)

Provided that p is sufficiently large, the number of solutions to (2.0.3) in integers (x, y, z, t)
such that

gcd(x, y) = 1, z ≥ 1, 1 ≤ t ≤ (pz)λ

is at most

# Aut′ |F | ·
⌊

1 +
11.51 + 1.5 log d+ log ((d− 2.05)/(1 + λ))

log((d− 2.05)/(1 + λ)− 0.5d)

⌋
.

If we let λ = 0.5 − 4.05/(d + 2), then it is a consequence of Theorem 2.3 and the fact
that Aut′ |F | ≤ 24 (see Lemma 2.5) that the number of solutions in integers (x, y, z, t) to
(2.0.3) does not exceed 1992 for all d ≥ 7 and it does not exceed 72 for all d ≥ 1015.

2.1 Automorphisms of Binary Forms

In this section we establish several results about automorphisms of a binary form F (X, Y ).
At the end we prove Proposition 2.7, where we explain the relation between automorphisms
of F and the roots of F (X, 1).

Lemma 2.4. Let F (X, Y ) ∈ Z[X, Y ] be an irreducible binary form of degree d ≥ 3. Then
AutQ |F | is GL2(Q)-conjugate to one of the groups from Table 2.2.

Proof. Let

M =
1

N

(
s1 u1
t1 v1

)
,

where N, s1, t1, u1, v1 are integers such that gcd(s1, t1, u1, v1) = 1 and N ∈ N. Since
FM = ±F , we see that |D(FM)| = |D(F )|, where D(F ) is the discriminant of F . Then
it follows from the formula D(FM) = (detM)d(d−1)D(F ) that | det(M)| = 1. Therefore
N =

√
|s1v1 − t1u1|.

Now suppose that M ∈ AutQ |F | has infinite order. Define S = NM ∈ M2(Z) and for
k ∈ N let sk, tk, uk, vk be such that Sk = ( sk uktk vk ). Fix some coprime pair (x0, y0) ∈ Z2 and
let h = |F (x0, y0)|. Then for any k ∈ N we have

h = |F (x0, y0)| = |FMk(x0, y0)| =
1

Ndk
|FSk(x0, y0)| =

1

Ndk
|F (skx0 + uky0, tkx0 + vky0)| .
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Let gk = gcd(skx0 + uky0, tkx0 + vky0). Then∣∣∣∣F (skx0 + uky0
gk

,
tkx0 + vky0

gk

)∣∣∣∣ =
Nkdh

gdk
,

where the quantities on either side of the above equality are positive integers. If N = 1 then
gdk divides h for all k. In particular, there exists some divisor h′ of h such that h′ = h/gdk
for infinitely many k. But then we obtain infinitely many solutions to the Thue equation
|F (x, y)| = h′. Since F is irreducible and of degree at least three, this contradicts Thue’s
Theorem [33]. If N > 1, let p1, . . . , pn denote the distinct primes that divide N . Since
Nkdh/gdk is an integer for all k, there exists some divisor h′ of h such that Nkdh/gdk is of
the form pz11 · · · pznn h′ for infinitely many k. Therefore the Thue-Mahler equation

|F (x, y)| = pz11 · · · pznn h′

has infinitely many solutions (x, y, z1, . . . , zn), with gcd(x, y) = 1. Since F is irreducible
and of degree at least three, this contradicts Mahler’s Theorem [24], which means that
M ∈ AutQ |F | always has finite order.

Now suppose that AutQ |F | contains at least 13 distinct elements M1, . . . ,M13, each of
which has finite order. By Schur’s Theorem [8], any finitely generated torsion subgroup
of GLn(C) is finite.1 Hence 〈M1, . . . ,M13〉 is a finite subgroup of GL2(Q). However, it is
known that every finite subgroup of GL2(Q) has to be GL2(Q)-conjugate to one of the
groups listed in Table 2.2 [25]. Since all these subgroups have at most 12 elements, we
reach a contradiction. Therefore AutQ |F | is a finite subgroup of GL2(Q), and so it is
GL2(Q)-conjugate to one of the groups listed in Table 2.2.

Lemma 2.5. Let F (X, Y ) ∈ Z[X, Y ] be a binary form of degree d ≥ 3. Let Aut′ |F | be as
in (2.0.1). Then Aut′ |F | ∼= Cn or Aut′ |F | ∼= Dn, where n ∈ {1, 2, 3, 4, 6, 8, 12}.

Proof. Note that AutQ |F | is a subgroup of Aut′ |F |. Furthermore, for anyM ∈ Aut′ |F | we
have M2 ∈ AutQ |F |. By Lemma 2.4, AutQ |F | is finite, and so any M ∈ Aut′ |F | has finite
order. In fact, since the orders of elements in AutQ |F | are {1, 2, 3, 4, 6}, the only possible
orders of elements in Aut′ |F | are {1, 2, 3, 4, 6, 8, 12}.

Next, recall a classical result that any finite subgroup of GL2(R) is GL2(R)-conjugate to
a finite subgroup of the orthogonal group O2(R). Since finite subgroups of O2(R) correspond
to rotations and reflections on a plane, we conclude that each finite subgroup of GL2(R),

1I am grateful to Patrick Naylor for his help on this part of the argument.
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Group Generators Group Generators

C1

(
1 0
0 1

)
D1

(
0 1
1 0

)
C2

(
−1 0
0 −1

)
D2

(
0 1
1 0

)
,

(
−1 0
0 −1

)
C3

(
0 1
−1 −1

)
D3

(
0 1
1 0

)
,

(
0 1
−1 −1

)
C4

(
0 1
−1 0

)
D4

(
0 1
1 0

)
,

(
0 1
−1 0

)
C6

(
0 −1
1 1

)
D6

(
0 1
1 0

)
,

(
0 1
−1 1

)
Table 2.2: Representatives of equivalence classes of finite subgroups of GL2(Q) under
GL2(Q)-conjugation.

including Aut′ |F |, is isomorphic to either a cyclic group Cn of order n or a dihedral group
Dn of order 2n.

Now suppose that G contains at least 25 distinct elements M1, . . . ,M25. By Schur’s
Theorem [8], any finitely generated torsion subgroup of GLn(C) is finite. Hence 〈M1, . . . ,M25〉
is a finite subgroup of GL2(R), so it is isomorphic to either Cn or Dn for some n. In the
former case we see that n ≥ 25, while in the latter case n ≥ 13. In both cases we obtain a
contradiction, since the largest order that an element of Aut′ |F | can have is 12. Therefore
Aut′ |F | contains at most 24 elements.

Example 2.6. Let us give an example of a group of the form (2.0.1) that is not a subgroup
of GL2(Q). Consider

G =

〈(
0 1
1 0

)
,

(
1/
√

3 1/
√

3

−1/
√

3 2/
√

3

)〉
.

Then G ∼= D12. If we choose coprime integers a, b so that a ≡ 3b (mod 10), then any

9



(reciprocal) binary form

F (X, Y ) = a(X12 + Y 12)− 6aXY (X10 + Y 10)

+
231a+ 2b

5
X2Y 2(X8 + Y 8)− (176a+ 2b)X3Y 3(X6 + Y 6)

+
495a+ 5b

2
X4Y 4(X4 + Y 4) + 2bX5Y 5(X2 + Y 2)

− 1122a+ 29b

5
X6Y 6

will have integer coefficients and satisfy the equation FM = F for anyM ∈ G. Consequently,
if (x, y) is a solution of F (x, y) = m, then so are (y,−x + y), (−x + y,−x), (−x,−y),
(−y, x− y), (x − y, x), (y, x), (−x + y, y), (−x,−x + y), (−y,−x), (x − y,−y), (x, x − y).
This phenomenon was observed by Stewart in [31, Section 6] with respect to binary forms
invariant under D6, which is a subgroup of G. In addition to these 12 solutions, we have
F (x′, y′) = 729m for any (x′, y′) ∈ {(x+ y,−x+ 2y) , (−x+2y,−2x+y), (−2x+y,−x−y),
(−x − y, x − 2y), (x − 2y, 2x − y), (2x − y, x + y), (−x + 2y, x + y), (−2x + y,−x + 2y),
(−x− y,−2x+ y), (x− 2y,−x− y), (2x− y, x− 2y), (x+ y, 2x− y)}.

Proposition 2.7. Let F (X, Y ) = cdX
d+cd−1X

d−1+ · · ·+c0Y d ∈ Z[X, Y ] be an irreducible
binary form of degree d ≥ 3. Let α1, . . . , αd be the roots of F (X, 1). Then there exists j
such that

αj =
vα1 − u
−tα1 + s

for some integers s, t, u, v if and only if the matrix

1√
|sv − tu|

(
s u
t v

)
, |sv − tu| =

∣∣∣∣F (s, t)

cd

∣∣∣∣2/d
is an automorphism of |F |.

Proof. Since F (X, 1) is irreducible, its Galois group acts transitively on the roots α1, α2, . . . , αd.
Therefore

vα1 − u
−tα1 + s

,
vα2 − u
−tα2 + s

, . . . ,
vαd − u
−tαd + s

10



is a permutation of α1, . . . , αd. Thus

F (X, Y ) = cd

d∏
i=1

(
X − vαi − u

−tαi + s
Y

)

=
cd∏d

i=1(s− tαi)

d∏
i=1

((−tαi + s)X − (vαi − u)Y )

=
cd

F (s, t)
F (sX + uY, tX + vY )

= ±ηdF (sX + uY, tX + vY ),

where η = |cd/F (s, t)|1/d ∈ R. Since F is homogeneous, we see that the matrixM = η ( s ut v )
is an automorphism of |F |. Since

D(FM) = (detM)d(d−1)D(F )

and FM = ±F , we see that |D(FM)| = |D(F )|, and so | detM | = 1. Therefore |η|2 · |sv −
tu| = 1, leading us to a conclusion that η = |η| = |sv − tu|−1/2.

Conversely, suppose that M = |sv − tu|−1/2 ( s ut v ) ∈ Aut′ |F |. Then

FM(X, Y ) =
cd

|sv − tu|d/2
d∏
i=1

(sX + uY − αi(tX + vY )).

We see that the polynomial FM(X, 1) vanishes at (vαi − u)/(−tαi + s) for i = 1, . . . , d.
Since FM = ±F , the polynomials FM(X, 1), F (X, 1) have the same roots, so there exists
some index j such that αj = (vα1 − u)/(−tα1 + s).

2.2 Preliminary Results

This section contains five lemmas, which we utilize in Section 2.3 to explore the properties
of minimal polynomials, as well as in Section 2.5, where we establish Archimedean and
non-Archimedean gap principles. Before we proceed, let us introduce some definitions and
notation.

Definition 2.8. For an arbitrary polynomial R ∈ Z[X1, X2, . . . , Xn], we let H(R) denote
the maximum of Archimedean absolute values of its coefficients, and refer to this quantity

11



as a naive height, or simply a height, of R. For an algebraic number α with the minimal
polynomial f , we write H(α) = H(f). For a point (x1, x2, . . . , xn) ∈ Zn, we define

H(x1, x2, . . . , xn) = max
i=1,2,...,n

{|xi|} ,

and refer to this quantity as the height of (x1, x2, . . . , xn).

Definition 2.9. Let α be an algebraic number of degree d over Q and let α = α1, . . . , αd
be the conjugates of α. The house of α, denoted α , is defined to be

α = max {|α1|, . . . , |αd|} ,

where cα is the leading coefficient of the minimal polynomial of α.

Definition 2.10. Let α be an algebraic number of degree d over Q and let α = α1, . . . , αd
be the conjugates of α. The Mahler measure of α, denoted M(α), is defined to be

M(α) = cα

d∏
i=1

max {1, |αi|} .

In this section, as well as all the subsequent ones, we will write

Di,j =
1

i!j!

∂i+j

∂X i∂Y j
, Di =

1

i!

di

dX i
.

Lemma 2.11. (Liouville’s Theorem, [30, Theorem 1E]) Let α ∈ C be an algebraic number
of degree d over Q. Then for all integers x, y, y 6= 0 such that x 6= yα the inequality∣∣∣∣α− x

y

∣∣∣∣ > 1

2d+1H(α) max{1, |α|}d−1H(x, y)d
(2.2.1)

holds.

Proof. Let
f(X) = cdX

d + · · ·+ c1X + c0

be the minimal polynomial of α. Since f(α) = 0, it follows from Taylor’s Theorem that

f

(
x

y

)
=

d∑
i=1

Dif(α)

(
x

y
− α

)i
.

12



By the triangle inequality and the identity
n∑
i=1

(
i

r

)
=

(
n+ 1

r + 1

)
, (2.2.2)

also known under the name of the hockey-stick identity, we have

|Dif(α)| ≤ H(α)
d∑
j=i

(
j

i

)
max{1, |α|}j−i (2.2.3)

≤ H(α) max{1, |α|}d−i
d∑
j=i

(
j

i

)
= H(α)

(
d+ 1

i+ 1

)
max{1, |α|}d−i.

We may assume that |α − x/y| ≤ 1, for otherwise we are done. Since x 6= yα, it must
be the case that f(x/y) 6= 0. Therefore

1

H(x, y)d
≤
∣∣∣∣f (xy

)∣∣∣∣
≤
∣∣∣∣α− x

y

∣∣∣∣ d∑
i=1

|Dif(α)|

≤
∣∣∣∣α− x

y

∣∣∣∣H(α)
d∑
i=1

(
d+ 1

i+ 1

)
max{1, |α|}d−i

≤
∣∣∣∣α− x

y

∣∣∣∣H(α) max{1, |α|}d−1
d+1∑
i=2

(
d+ 1

i

)
<

∣∣∣∣α− x

y

∣∣∣∣ 2d+1H(α) max{1, |α|}d−1.

Lemma 2.12. (p-adic Liouville theorem) Let p be a rational prime and α ∈ Qp a p-adic
algebraic number of degree d over Q. Let | |p denote the p-adic absolute value on Qp,
normalized so that |p|p = p−1. Then for all integers x, y such that x 6= yα, the inequality

|yα− x|p ≥
|cα|d−1p

(d+ 1)H(α)H(x, y)d
(2.2.4)

holds, where cα is the leading coefficient of the minimal polynomial of α.

13



Proof. Let
f(X) = cdX

d + · · ·+ c1X + c0

be the minimal polynomial of α and F (X, Y ) = Y df(X/Y ) its homogenization. Note that
cd = cα. Since f(α) = 0, it follows from Taylor’s Theorem that

F (x, y) = (x− αy)
d∑
i=1

Dif(α)(x− αy)i−1yd−i

= (x− αy)
d∑
i=1

Dif(α)

ci−1d

(cdx− cdαy)i−1yd−i.

Since cdα and cd−id Dif(α) are algebraic integers, their p-adic absolute values do not exceed
one, so

|F (x, y)|p ≤ |yα− x|p · max
i=1,...,d

{∣∣∣∣Dif(α)

ci−1d

∣∣∣∣
p

}

= |yα− x|p · max
i=1,...,d

{∣∣∣∣cd−id Dif(α)

cd−1d

∣∣∣∣
p

}
≤ |yα− x|p · |cd|−d−1p .

Since x 6= yα, it must be the case that F (x, y) 6= 0. By the product formula, the following
trivial lower bound holds:

|F (x, y)|p ≥
1

|F (x, y)|
≥ 1

(d+ 1)H(α)H(x, y)d
.

The result follows once we combine the upper and lower bounds on |F (x, y)|p.

Lemma 2.13. (Siegel’s lemma, [5]) Let N and M be positive integers with N > M . Let
ai,j be integers of absolute value at most A ≥ 1 for i = 1, . . . , N and j = 1, . . . ,M . Then
there exist integers t1, . . . , tN , not all zero, such that

|ti| ≤ (NA)
M

N−M ,
N∑
i=1

ai,jti = 0, j = 1, . . . ,M.

Proof. See, for example, [36, Lemma 2.7].
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Lemma 2.14. Let α be an algebraic number of degree d over Q. Then for every non-
negative integer r there exist rational numbers ar,i such that

αr = ar,d−1α
d−1 + · · ·+ ar,1α + ar,0.

Furthermore, if we denote the leading coefficient of the minimal polynomial of α by cα, and
put

A = 1 + max
0≤i≤d−1

{|ad,i|} ,

then cmax{0,r−d+1}
α ar,i ∈ Z and |ar,i| ≤ Amax{0,r−d+1} for all i such that 0 ≤ i ≤ d− 1.

Proof. As in [36, Proposition 2.6], our proof will proceed by induction. The result trivially
holds for all r such that 0 ≤ r ≤ d. Now, suppose that the statement is true for some
r ≥ d. Then

αr+1 = α · (ar,d−1αd−1 + ar,d−2α
d−2 + · · ·+ ar,1α + ar,0)

= ar,d−1α
d + ar,d−2α

d−1 + · · ·+ ar,1α
2 + ar,0α

= ar,d−1
(
ad,d−1α

d−1 + · · ·+ ad,1α + ad,0
)

+ ar,d−2α
d−1 + · · ·+ ar,1α

2 + ar,0α

= (ar,d−1ad,d−1 + ar,d−2)α
d−1 + · · ·+ (ar,d−1ad,1 + ar,0)α + ar,d−1ad,0.

We conclude that

ar+1,0 = ar,d−1ad,0, ar+1,i = ar,d−1ad,i + ar,i−1, 1 ≤ i ≤ d− 1.

Multiplying both sides of the above equalities by cr−d+2
α , we see that cr−d+2

α ar+1,i ∈ Z for
all i such that 0 ≤ i ≤ d− 1. Also, for 1 ≤ i ≤ d− 1,

|ar+1,i| ≤ |ar,d−1| · |ad,i|+ |ar,i−1| ≤ Ar−d+1 ·max{1, |ad,i|}+ Ar−d+1 = Ar−d+2.

An analogous estimate holds for |ar+1,0|, and so we conclude that the inequality |ar,i| ≤
Amax{0,r−d+1} is true for all r and i.

Let α be an algebraic number and O the ring of integers of Q(α). Let cα denote the
leading coefficient of the minimal polynomial of α. We define

θα = #O/Z[cαα]. (2.2.5)

That is, θα is equal to the cardinality of the quotient ring O/Z[cαα]. By definition, this
quantity is finite. Recall the notion of a house of algebraic number from Definition 2.9.
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Lemma 2.15. Let α be an algebraic number of degree d over Q and

β = bd−1α
d−1 + · · ·+ b1α + b0,

where b0, b1, . . . , bd−1 ∈ Q. Let cα, cβ denote the leading coefficients of the minimal polynomials
of α, β, respectively. Then

max
1≤i≤d

{|bi|} ≤ d · β · max
1≤j≤d

∏
1≤i≤d
i 6=j

1 + |αi|
|αi − αj|

.

Furthermore,
θαcββ ∈ Z[cαα],

where θα is defined in (2.2.5). In particular, θαcβbi ∈ Z for all i = 0, 1, . . . , d− 1.

Proof. Let α = α1, . . . , αd denote the conjugates of α. For j = 1, . . . , d, let

βj =
d−1∑
i=0

biα
i
j.

Then each βj is a conjugate of β = β1. Further,
β1
β2
...
βd

 =


1 α1 α2

1 . . . αd−11

1 α2 α2
2 . . . αd−12

...
...

... . . . ...
1 αd α2

d . . . αd−1d

 ·


b0
b1
...

bd−1

 . (2.2.6)

Let us denote the Vandermonde matrix on the right-hand side of the above expression
by V . Then it follows from the inequality (4.1) in [16] that

‖V −1‖∞ ≤ max
1≤j≤d

∏
1≤i≤d
i 6=j

1 + |αi|
|αi − αj|

,

where ‖ · ‖∞ denotes the matrix infinity norm.

Now, let V −1 = (vij). Then it follows from (2.2.6) that bi =
∑d

j=1 vijβj, so

|bi| ≤
d∑
j=1

|vij| · |βj| ≤ d · β · max
1≤j≤d

∏
1≤i≤d
i 6=j

1 + |αi|
|αi − αj|

.
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Next, note that θαcββ = (#O/Z[cαα])cββ ∈ Z[cαα] due to the fact that cββ ∈ O.
Finally, observe that

θαcββ =
d−1∑
i=0

θαcβbiα
i ∈ Z[cαα].

Since Z[cαα] ⊆ Z[α], it must be the case that each coefficient θαcβbi is an integer.

The following lemma is a consequence of [34, Lemma 2].

Lemma 2.16. Let p be a rational prime and let Qp denote the algebraic closure of the field
of p-aidc numbers Qp. Let F (X, Y ) ∈ Z[X, Y ] be an irreducible homogeneous polynomial
of degree d ≥ 2 and content one, and denote the roots of F (X, 1) by α1, . . . , αd ∈ Qp. Let
x and y be coprime integers. If i0 is an index with

|x− αi0y|p
max{1, |αi0|p}

= min
1≤i≤d

{
|x− αiy|p

max{1, |αi|p}

}
,

then
|x− αi0y|p

max{1, |αi0|p}
≤ |F (x, y)|p
|D(F )|1/2p

.

Further, if |F (x, y)|p < |D(F )|1/2p , then the index i0 above is unique and αi0 ∈ Qp.

2.3 Minimal Pairs

Let α be an algebraic number of degree d over Q and β ∈ Q(α). With a pair (α, β) we
associate two polynomials P,Q ∈ Z[X], which possess certain minimal properties listed in
Definition 2.17. The properties of minimal pairs summarized in Proposition 2.19 will play
a crucial role in the development of a generalized gap principle introduced in Section 2.5.

Definition 2.17. Let α be an algebraic number of degree d and β ∈ Q(α). We say that
two polynomials P,Q, not both identically equal to zero, form a minimal pair for (α, β),
if they satisfy the following four properties:

(1) P,Q ∈ Z[X].

(2) P (α) + βQ(α) = 0.

(3) The quantity max{degP, degQ} is minimal among all polynomials satisfying the properties
(1), (2).
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(4) The quantity max{H(P ), H(Q)} is minimal among all polynomials satisfying properties
(1), (2), (3).

If P,Q is a minimal pair for (α, β) we write

r(α, β) = max{degP, degQ}.

Example 2.18. If P,Q is a minimal pair for (α, β) then −P,−Q is also a minimal pair
for (α, β). This already demonstrates that minimal pairs are not unique. Furthermore, the
uniqueness is not guaranteed even if we impose an additional condition that the leading
coefficient of Q is equal to one. Indeed, let

α = 2 cos

(
2π

15

)
, β = 2 cos

(
4π

15

)
.

Then both
P1(X) = −X2 + 2, Q1(X) = 1

and
P2(X) = −X2 + 2X − 1, Q2(X) = X2 −X − 1

are minimal pairs for (α, β).

Let P,Q be a minimal pair for (α, β) and define a polynomial

R(X, Y ) = P (X) + Y Q(X).

Polynomials of such form were used by Thue [33] for the purpose of establishing the first
instance of the Thue-Siegel principle. More precisely, they were constructed as to achieve
high vanishing at the point (α, α), i.e., DiR(α, α) = 0 for i = 0, 1, . . . , ` for some large `
(see the exposition of Thue’s method in [36, Chapter 2]). In turn, we construct R(X, Y ) so
to achieve R(α, β) = 0 for arbitrary β ∈ Q(α), for the purpose of obtaining a generalized
gap principle.

Proposition 2.19. Let α be an algebraic number of degree d over Q and β ∈ Q(α). Let
P,Q be a minimal pair for (α, β) and put r = r(α, β). Then the polynomials P,Q and their
Wronskian W = PQ′ −QP ′ possess the following properties.

1.
0 ≤ r ≤ bd/2c . (2.3.1)

18



2. P and Q are coprime.

3. If P̂ , Q̂ ∈ Z[X] satisfy P̂ (α) + βQ̂(α) = 0 and max{deg P̂ , deg Q̂} ≤ d− 1− r, then
P̂ = GP , Q̂ = GQ for some G ∈ Z[X].

4. Let α = α1, . . . , αd be the conjugates of α. Let cα, cβ be the leading coefficients of the
minimal polynomials of α, β, respectively. Then

max{H(P ), H(Q)} ≤

2−d/2

d(d+ 2)2(cα +H(α))d/2 · θαcβ β · max
1≤j≤d

∏
1≤i≤d
i 6=j

1+|αi|
|αi−αj |


d

,
(2.3.2)

where θα is defined in (2.2.5).

5. If α ∈ C then

|W (α)| ≥ max{1, |α|}2r−1(cd−1α M(α))−(2r−1)(4r3 max{H(P ), H(Q)}2)−(d−1), (2.3.3)

where M(α) denotes the Mahler measure of α (see Definition 2.10).

If α ∈ Qp then

|W (α)|p ≥ (d+ 1)−(2r−1)/2(2r)−3d/2H(α)−(2r+d−2)(rmax{H(P ), H(Q)}2)−d. (2.3.4)

Proof. Let us prove each of the above statements.

1. Let s = bd/2c and

P̂ (X) =
s∑
i=0

aiX
i, Q̂(X) =

s∑
i=0

as+1+iX
i. (2.3.5)

We view the 2s+ 2 integer coefficients a0, . . . , a2s+1 as variables. Since α is algebraic
of degree d over Q and β ∈ Q(α), the equation P̂ (α) + βQ̂(α) = 0 defines d linear
equations over Q. Since 2s + 2 > d, the existence of a non-trivial solution to the
system of d linear equations over Q in 2s+ 2 variables is guaranteed by Lemma 2.13.
Therefore there exist non-zero polynomials P̂ , Q̂ such that max{deg P̂ , deg Q̂} ≤ s.
Consequently, the polynomials P,Q with max{degP, degQ} minimal satisfy

max{degP, degQ} ≤ max{deg P̂ , deg Q̂} ≤ s.
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2. Let G = gcd(P,Q) and suppose that degG ≥ 1. Then certainly G(α) 6= 0, because
α has degree d and degG ≤ degP < d. Put P̂ = P/G and Q̂ = Q/G. Then

P̂ (α) + βQ̂(α) = 0

and
max{deg P̂ , deg Q̂} < max{degP, degQ},

in contradiction to our assumption that max{degP, degQ} is minimal. Therefore
degG = 0 and so P,Q are coprime.

3. Since
P (α) + βQ(α) = P̂ (α) + βQ̂(α) = 0,

we have
P (α)Q̂(α)−Q(α)P̂ (α) = 0.

Since α has degree d and

deg
(
PQ̂−QP̂

)
≤ max{degP, degQ}+ max{deg P̂ , deg Q̂}

≤ r + (d− 1− r)
≤ d− 1,

we conclude that PQ̂−QP̂ is identically equal to zero. If Q̂ = 0, then P̂ = 0, and so
G = 0. Otherwise P/Q = P̂ /Q̂. If we put G = gcd(P̂ , Q̂), then it becomes clear that
P̂ = GP , Q̂ = GQ.

4. Define bi, ck,i ∈ Q as follows:

αk = ck,d−1α
d−1 + · · ·+ ck,1α + ck,0,

β = bd−1α
d−1 + · · ·+ b1α + b0.

Let P̂ , Q̂ be as in (2.3.5). Then

P̂ (α) + βQ̂(α) =
s∑
i=0

aiα
i +

(
d−1∑
i=0

biα
i

)
·

(
s∑
j=0

as+1+jα
j

)

=
s∑
i=0

aiα
i +

s∑
j=0

as+1+j

d−1∑
i=0

biα
i+j

=
s∑
i=0

aiα
i +

s∑
j=0

as+1+j

(
d−1∑
i=j

bi−jα
i +

d−1+j∑
k=d

bk−jα
k

)
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=
s∑
i=0

aiα
i +

s∑
j=0

as+1+j

d−1∑
i=j

bi−jα
i +

s∑
j=0

as+1+j

d−1+j∑
k=d

bk−j

d−1∑
i=0

ck,iα
i

=
s∑
i=0

(
ai +

i∑
j=0

bi−jas+1+j +
s∑
j=0

d−1+j∑
k=d

bk−jck,ias+1+j

)
αi+

+
d−1∑
i=s+1

s∑
j=0

(
bi−j +

d−1+j∑
k=d

bk−jck,i

)
as+1+jα

i

=
d−1∑
i=0

Li(~a)αi,

where ~a = (a0, a1, . . . , a2s+1) and

Li(~a) =


ai +

i∑
j=0

(
bi−j +

d−1+j∑
k=d

bk−jck,i

)
as+1+j +

s∑
j=i+1

(
d−1+j∑
k=d

bk−jck,i

)
as+1+j , if i ≤ s;

s∑
j=0

(
bi−j +

d−1+j∑
k=d

bk−jck,i

)
as+1+j if i ≥ s+ 1.

We conclude that the equation P̂ (α)+βQ̂(α) = 0 is equivalent to the system of d−1
linear equations L0(~a) = . . . = Ld−1(~a) = 0 over Q.

Put
B = max

0≤i≤d−1
{|bi|}, C = max

0≤k≤d−1+s
0≤i≤d−1

{|ck,i|}.

Then we can bound the (rational) coefficients of Li(~a) from above by B(1 + sC):∣∣∣∣∣bi−j +

d−1+j∑
k=d

bk−jck,i

∣∣∣∣∣ ≤ B + jBC ≤ B(1 + sC),

∣∣∣∣∣
d−1+j∑
k=d

bk−jck,i

∣∣∣∣∣ ≤ jBC ≤ sBC < B(1 + sC).

By Lemma 2.15 we have θαcβbi ∈ Z for all i and

B ≤ d · β · max
1≤j≤d

∏
1≤i≤d
i 6=j

1 + |αi|
|αi − αj|

.

21



Further, by Lemma 2.14 we have cmax{0,k−d+1}
α ck,i ∈ Z for all i, k and

C ≤
(
1 + c−1α H(α)

)s
.

Hence the linear forms
L̂i(~a) = θαcβc

s
αLi(~a)

have integer coefficients and the size of these coefficients is at most

θαcβc
s
αB(1 + sC).

In turn, this quantity does not exceed

A = (csα + s(cα +H(α))s) · d · θαcβ β · max
1≤j≤d

∏
1≤i≤d
i 6=j

1 + |αi|
|αi − αj|

.

By Lemma 2.13 and the inequality csα + s(cα +H(α))s ≤ (d/2 + 1)(cα +H(α))s, we
have

max{H(P̂ ), H(Q̂)} = max
0≤i≤2s+1

{|ai|}

≤ ((2s+ 2)A)d/(2s+2−d)

≤

d(d+ 2)2

2
(cα +H(α))d/2θαcβ β · max

1≤j≤d

∏
1≤i≤d
i 6=j

1 + |αi|
|αi − αj |


d

.

Now that we know an upper bound on max{H(P̂ ), H(Q̂)}, we can determine the
upper bound on max{H(P ), H(Q)} by considering the following two cases.

Case 1. Suppose that max{deg P̂ , deg Q̂} > d− 1− r. Then it follows from Part 1 and
the inequality max{deg P̂ , deg Q̂} ≤ bd/2c that

d ≤ r + max{deg P̂ , deg Q̂} ≤ 2bd/2c.

Thus d is even and max{deg P̂ , deg Q̂} = r = d/2. Therefore the pair P̂ , Q̂
satisfies Properties (1), (2), (3) in Definition 2.17. By Property (4), the polynomials
P,Q satisfy

max{H(P ), H(Q)} ≤ max{H(P̂ ), H(Q̂)},

and so the result follows.
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Case 2. Suppose that max{deg P̂ , deg Q̂} ≤ d−1−r. Then we can use Part 3 to conclude
that P̂ = GP , Q̂ = GQ for some G ∈ Z[X]. Since either P̂ or Q̂ is non-zero, we
have H(G) ≥ 1. By Gelfond’s lemma [2, Lemma 1.6.11],

H(P ) ≤ H(G)H(P ) ≤ 2deg(GP )H(GP ) ≤ 2d/2H(P̂ ).

An analogous estimate for H(Q) yields the result.

5. Since P,Q are coprime and r ≥ 1, they are linearly independent over Q, so the
Wronskian W = PQ′−QP ′ is not identically equal to zero. Since α has degree d and

degW = deg(PQ′ −QP ′)
≤ max{degP, degQ}+ max{degP ′, degQ′}
≤ d/2 + (d/2− 1)

≤ d− 1,

we conclude that W (α) 6= 0.

With the basic properties of heights listed in [36, Section 2.4.1] we find the upper
bound on H(W ):

H(W ) ≤ H(PQ′) +H(QP ′)

≤ r(H(P )H(Q′) +H(Q)H(P ′))

≤ 2r2H(P )H(Q)

≤ 2r2 max{H(P ), H(Q)}2.

Suppose that α ∈ C. Then cdegWα W (α) is a non-zero algebraic integer, so

NQ(α)/Q
(
cdegWα W (α)

)
= cddegWα

d∏
i=1

W (αi)

is a non-zero rational integer. Thus

|W (α)|−1 ≤ cd degWα

d∏
i=2

|W (αi)|

≤ cd degWα

d∏
i=2

(degW + 1)H(W ) max{1, |αi|}degW

≤ (2rH(W ))d−1
(
cd−1α M(α)

max{1, |α|}

)2r−1

.
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Suppose that α ∈ Qp. By [27, Theorem 1.3.2] there exist polynomials ϕ(X), ψ(X) ∈
Z[X] such that degϕ < degW , degψ < d, and

ϕ(X)f(X) + ψ(X)W (X) = Res(f,W ).

Since Res(f,W ) 6= 0 and α is a root of f(X) we see that ψ(α)W (α) = Res(f,W ). Since
cd−1α ψ(α) is an algebraic integer, its p-adic absolute value does not exceed one, so

|W (α)|p ≥ |cd−1α ψ(α)W (α)|p = |cd−1α Res(f,W )|p.

Further, it follows from Hadamard’s inequality, as well as the upper bound on H(W )
established previously, that

|Res(f,W )| ≤ (deg f + 1)degW/2(degW + 1)deg f/2H(α)degWH(W )deg f

≤ (d+ 1)(2r−1)/2(2r)d/2H(α)2r−1(2r2 max{H(P ), H(Q)}2)d.

Combining the lower bound on |W (α)|p with the upper bound on |Res(f,W )| yields the
result:

|W (α)|p ≥ |cd−1α Res(f,W )|p
≥ |cd−1α Res(f,W )|−1

≥ H(α)−(d−1)|Res(f,W )|−1

≥ (d+ 1)−(2r−1)/2(2r)−d/2H(α)−(2r+d−2)(2r2 max{H(P ), H(Q)}2)−d.

We conclude this section by addressing the question of computation of a minimal pair.
For a pair of algebraic numbers (α, β) such that β ∈ Q(α), define

P(α, β) =

{
P (X) + Y Q(X) : P,Q ∈ Q[X], degP ≤ d

2
, degQ ≤ d

2
, P (α) + βQ(α) = 0

}
.

(2.3.6)
It is straightforward to verify that P(α, β) is a finite-dimensional vector space over Q.
Furthermore, in view of Proposition 2.19 part 1, it contains a polynomial P (X) + Y Q(X),
where P,Q is a minimal pair for (α, β). We outline the procedure to determine P,Q in
Algorithm 1.
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Algorithm 1 Computation of a minimal pair
Require: A pair of algebraic numbers (α, β) such that β ∈ Q(α)
Ensure: P,Q is a minimal pair for (α, β)
1: Put r = bdegα/2c.
2: Determine a basis {R1, . . . , Rk} of the vector space P(α, β) defined in (2.3.6).
3: For each j = 1, . . . , k, define c0, c1, . . . , c2r+1 so that

Rj(X, Y ) =
r∑
i=0

c2i,jX
i + Y

r∑
i=0

c2i+1,jX
i.

4: Compute the reduced row echelon form M = (mij) of a matrix
c2r+1,1 c2r,1 · · · c1,1 c0,1
c2r+1,2 c2r,2 · · · c1,2 c0,2

...
... . . . ...

...
c2r+1,k c2r,k · · · c1,k c0,k

 .

5: Define

R̂k+1−j(X, Y ) =
r∑
i=0

m2i,jX
i + Y

r∑
i=0

m2i+1,jX
i,

so that {R̂1, . . . , R̂k} is a new basis of P(α, β) satisfying degX R̂1 ≤ . . . ≤ degX R̂k.
Note that, by construction, degX R̂1 < degX R̂3.

6: If degX R̂2 > degX R̂1 return NP , NQ, where N is equal to the least common multiple
of the denominators of coefficients of R̂1(X, Y ) = P (X) + Y Q(X). Otherwise proceed
to Step 7.

7: Determine a basis B of the finest Z-lattice L contained inside the vector space spanned
by R̂1, R̂2.

8: Apply LLL lattice basis reduction algorithm to B, with naive height as a norm function,
to compute the Minkowski-reduced basis B′ of L [20].

9: Return P,Q, where P (X) +Y Q(X) is a polynomial in B′ that has the smallest height.
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2.4 A Gap Principle in the Presence of Vanishing

Let α, β be algebraic numbers over Q and R(X, Y ) ∈ Z[X, Y ] a non-zero irreducible
polynomial such that degX R ≥ 1, degY R ≥ 1, and R(α, β) = 0. If x1/y1, x2/y2 are
good rational approximations to α, β, respectively, such that H(x2, y2) ≥ H(x1, y1), then
a gap principle H(x2, y2) ≥ C−1H(x1, y1)

r holds for some C > 0, r > 1, provided that
R(x1/y1, x2/y2) 6= 0 and max{degX R, degY R} is small. This phenomenon will be studied
in detail in Chapter 5. However, one cannot deduce such a conclusion whenR(x1/y1, x2/y2) =
0. In this section, we prove Proposition 2.20, where we show that, despite the vanishing of
R at a rational point (x1/y1, x2/y2), it is still possible to produce a gap principle, provided
that R is irreducible, degX R ≥ 2 and degY R ≤ 1.

Proposition 2.20. Let P,Q ∈ Z[X] be coprime and such that r = max{degP, degQ} ≥ 1.
Let x1/y1, x2/y2 be rational numbers in lowest terms such that H(x2, y2) ≥ H(x1, y1) and

P

(
x1
y1

)
+
x2
y2
Q

(
x1
y1

)
= 0. (2.4.1)

Then
H(x2, y2) ≥ C−1H(x1, y1)

r,

where
C = C(P,Q) =

(
2r(r + 1)3(r+1)/2 max{H(P ), H(Q)}2(r+2)

)r
. (2.4.2)

The proof of Proposition 2.20 is given at the end of the section. It follows directly from
Lemma 2.21 and Corollary 2.23, which we will now establish.

Lemma 2.21. Let P,Q ∈ Z[X] be coprime polynomials of degrees r and s, respectively,
such that r ≥ max{1, s}. Let cP be the leading coefficient of P and

P (X, Y ) = Y rP (X/Y ), Q(X, Y ) = Y r(X/Y ).

Then for all coprime integers x and y the number g = gcd (P (x, y), Q(x, y)) divides

% = %(P,Q) =
∣∣cr−sP Res(P,Q)

∣∣ ,
where Res(P,Q) denotes the resultant of P and Q. Furthermore, if P and Q do not have
a linear factor in common then

1 ≤ % ≤ |cP |r−s(r + 1)s/2(s+ 1)r/2 max{H(P ), H(Q)}r+s.
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Proof. Suppose that a prime power pn exactly divides g. Since x and y are coprime, either
x or y is not divisible by p. Suppose that p does not divide y. By [27, Theorem 1.3.2] there
exist polynomials ϕ(X), ψ(X) ∈ Z[X] such that

ϕ(X)P (X) + ψ(X)Q(X) = Res(P,Q).

Let t = max{degϕ, degψ}. We evaluate the polynomial on the left-hand side at X = x/y
and multiply both sides of the above equality by yr+t:

ytϕ(x/y)P (x, y) + ytψ(x/y)Q(x, y) = Res(P,Q)yr+t.

By definition of t, the numbers ytϕ(x/y) and ytψ(x/y) are integers. Since p does not divide
y and pn divides both P (x, y), Q(x, y), we conclude that pn divides Res(P,Q).

Suppose that p divides y. Then p does not divide x, and so by analogy with the previous
case we see that pn divides Res(P (1, X), Q(1, X)). Let R(f) = Xdeg ff(1/X) denote the
reciprocal of a polynomial f . Then

P (1, X) = R(P ), Q(1, X) = Xr−sR(Q),

and so

Res(P (1, X), Q(1, X)) = Res
(
R(P ), Xr−sR(Q)

)
= Res(R(P ), X)r−s Res(R(P ),R(Q))

= cr−sP (−1)rs Res(P,Q).

Therefore pn divides
∣∣cr−sP Res(P,Q)

∣∣, and the result follows.

Finally, since P,Q are coprime and r ≥ 1, we have Res(P,Q) 6= 0, so % ≥ 1. Applying
Hadamard’s inequality and r ≥ s, we obtain

|Res(P,Q)| ≤ (r + 1)s/2(s+ 1)r/2H(P )sH(Q)r

≤ (r + 1)s/2(s+ 1)r/2 max{H(P ), H(Q)}r+s.

Lemma 2.22. Let

P (X, Y ) =
r∏
i=1

(αiX + βiY ), Q(X, Y ) =
r∏
j=1

(γjX + δjY )
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be binary forms of degree r ≥ 1, with complex coefficients. Let

C = C(P,Q) =
mini,j{|αiδj − βiγj|}

maxi,j {max{|αi|+ |γj|, |βi|+ |δj|}}
. (2.4.3)

Suppose that P (X, Y ), Q(X, Y ) do not have a linear factor in common, so that C > 0.
Then for all pairs (x, y) ∈ C2 we have

max{|P (x, y)|, |Q(x, y)|} ≥ CrH(x, y)r.

Proof. We claim that either

min
i=1,...,r

{|αix+ βiy|} ≥ C|y| or min
j=1,...,r

{|γjx+ δjy|} ≥ C|y|.

For suppose not. Then for all i, j we have

|(αiδj − βiγj)y| = |αi(γjx+ δjy)− γj(αix+ βiy)|
≤ (|αi|+ |γj|) max {|αix+ βiy|, |γjx+ δjy|}
< (|αi|+ |γj|)C|y|
≤ min{|αiδj − βiγj|}|y|,

so we reach a contradiction. Without loss of generality suppose that min{|αix + βiy|} ≥
C|y|. Then

|P (x, y)| =
r∏
i=1

|αix+ βiy| ≥ min {|αix+ βiy|}r ≥ Cr|y|r.

Analogously, either

min
i=1,...,r

{|αix+ βiy|} ≥ C|x| or min
j=1,...,r

{|γjx+ δjy|} ≥ C|x|.

In the first case we can immediately conclude that |P (x, y)| ≥ CrH(x, y)r, and the result
follows. Otherwise we have |Q(x, y)| ≥ Cr|x|r. Combining this inequality with |P (x, y)| ≥
Cr|y|r yields the result.

Corollary 2.23. Let P (X), Q(X) ∈ Z[X] be coprime polynomials of degrees r and s,
respectively, such that r ≥ max{1, s}. Let cP , cQ be the leading coefficients of P,Q, respectively,
and

P (X, Y ) = Y rP (X/Y ), Q(X, Y ) = Y rQ(X/Y ).

Then for all pairs (x, y) ∈ C2 we have

max{|P (x, y)|, |Q(x, y)|} ≥
|cP cQ|H(x, y)r(

2r−1(r + 1)(3r−1)/2
(
|cP |1/r · P + |cQ|1/r · Q

)
max{H(P ), H(Q)}2r

)r .
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Proof. Let µ1, . . . , µr be the roots of P (X) and write

P (X, Y ) = cP

r∏
i=1

(X − µiY ) =
r∏
i=1

(αiX + βiY ),

where αi = c
1/r
P , βi = −c1/rP µi. We consider the following two cases.

Case 1. Suppose that s = 0, i.e., Q(X) = cQ. Then

Q(X, Y ) = cQY
r =

r∏
j=1

(γjX + δjY ),

where γj = 0, δj = c
1/r
Q . The constant C in (2.4.3) can be estimated from below as follows:

C =
|cP cQ|1/r

maxi,j {max{|cP |1/r, |cP |1/r|µi|+ |cQ|1/r}}
≥ |cP cQ|1/r

|cP |1/r P + |cQ|1/r · Q
,

where Q = 1 by definition. The result follows from Lemma 2.22.
Case 2. Suppose that s ≥ 1. Let ν1, . . . , νs be the roots of Q(X) and write

Q(X, Y ) = cQY
r−s

s∏
j=1

(X − νjY ) =
r∏
j=1

(γjX + δjY ),

where

γj =

{
c
1/r
Q , if 1 ≤ i ≤ s;

0, if s+ 1 ≤ i ≤ r,
δj =

{
−c1/rQ νi, if 1 ≤ i ≤ s;
c
1/r
Q , if s+ 1 ≤ i ≤ r.

The constant C in (2.4.3) can be estimated from below as follows:

C =
mini,j{|αiδj − βiγj|}

maxi,j {max{|αi|+ |γj|, |βi|+ |δj|}}
≥ |cP cQ|

1/r min{1,mini,j{|µi − νj|}}
|cP |1/r · P + |cQ|1/r · Q

. (2.4.4)

By [6, Theorem A],

min
1≤i≤r
1≤j≤s

{|µi − νj|} ≥ 21−r(r + 1)(1−3r)/2 max{H(P ), H(Q)}−2r.

Since P,Q ∈ Z[X] and r ≥ 1, we have max{H(P ), H(Q)} ≥ 1, so the quantity on the
right-hand side of the above inequality does not exceed one. Combining this lower bound
on mini,j{|µi − νj|} with (2.4.4), we obtain

C ≥ |cP cQ|1/r

2r−1(r + 1)(3r−1)/2
(
|cP |1/r · P + |cQ|1/r · Q

)
max{H(P ), H(Q)}2r

.

The result follows from Lemma 2.22.
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Proof of Proposition 2.20. From equation (2.4.1) it follows thatQ(x1/y1) 6= 0, for otherwise
P (x1/y1) = 0, which means that P,Q are not coprime. Let

P (X, Y ) = Y rP (X/Y ), Q(X, Y ) = Y rQ(X/Y ).

Since |y1| ≥ 1, it must be the case that Q(x1, y1) = yr1Q(x1/y1) 6= 0, so

x2
y2

= −P (x1/y1)

Q(x1/y1)
= −P (x1, y1)

Q(x1, y1)
.

Since x2 and y2 are coprime and P (x1, y1), Q(x1, y1) are integers, we see that

|x2| =
|P (x1, y1)|

g
, |y2| =

|Q(x1, y1)|
g

,

where g = gcd (P (x1, y1), Q(x1, y1)). Let cP , cQ be the leading coefficients of P,Q, respectively.
By Lemma 2.21,

g ≤ max{|cP |, |cQ|}r(r + 1)r max{H(P ), H(Q)}2r

≤ (r + 1)r max{H(P ), H(Q)}3r.

Thus

H(x2, y2) =
max{|P (x1, y1)|, |Q(x1, y1)|}

g
≥ max{|P (x1, y1)|, |Q(x1, y1)|}

(r + 1)r max{H(P ), H(Q)}3r
.

Now, note that, for any polynomial h ∈ Z[X] of degree at least one with the leading
coefficient ch,

h ≤ M(h)

ch
≤ (deg h+ 1)H(h)

ch
,

where M(h) denotes the Mahler measure of h. Consequently,

|cP |1/r · P + |cQ|1/r · Q ≤ 2(r + 1) max{H(P ), H(Q)}. (2.4.5)

Since P,Q are coprime, Corollary 2.23 applies. We utilize it along with (2.4.5) to conclude
that

H(x2, y2) ≥
max{|P (x1, y1)|, |Q(x1, y1)|}
(r + 1)r max{H(P ), H(Q)}3r

≥ |cP cQ|H(x, y)r(
2r−1(r + 1)(3r+1)/2

(
|cP |1/r · P + |cQ|1/r · Q

)
max{H(P ), H(Q)}2r+3

)r
≥ C−1H(x1, y1)

r.
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2.5 A Generalized Gap Principle

In this section we establish a generalized gap principle for both Archimedean and non-
Archimedean absolute values on Q. Note that the numbers C1, C2, C3 appearing in the
statements of Lemmas 2.24, 2.25 depend on C0, µ, α, β, r and max{H(P ), H(Q)}. Applying
the estimates (2.3.1) and (2.3.2) given in Proposition 2.19, it is possible to remove the
dependency on r and max{H(P ), H(Q)}.

Lemma 2.24. (A generalized Archimedean gap principle) Let α be a complex algebraic
number of degree d ≥ 3 over Q and let β be irrational and in Q(α). Let P,Q be a minimal
pair for α, β and r = max{degP, degQ}. Let µ be a real number for which

2 < µ ≤ d, if r = 1,
max{d/r, r + 1} < µ ≤ d, if r ≥ 2.

Let C0 be a positive real number and put

C1 =
(
C02

2d+r+1(r + 1)r3(d−1)(cd−1α M(α))2r−1 max{H(P ), H(Q)}2d
)1/µ

, (2.5.1)

C2 = C02
r+1 max{1, |α|}r(2 + |β|) max{H(P ), H(Q)}. (2.5.2)

If x1/y1 and x2/y2 are rational numbers in lowest terms, H(x2, y2) ≥ H(x1, y1) ≥ C1

and ∣∣∣∣α− x1
y1

∣∣∣∣ < C0

H(x1, y1)µ
,

∣∣∣∣β − x2
y2

∣∣∣∣ < C0

H(x2, y2)µ
,

then one of the following holds.

1. H(x2, y2) > C−12 H(x1, y1)
µ−r.

2. r = 1 and there exist integers s, t, u, v with sv − tu 6= 0 such that

β =
sα + t

uα + v
and

x2
y2

=
sx1 + ty1
ux1 + vy1

.

3. r ≥ 2 and H(x1, y1) < C3, where

C3 =
(
2dH(α) max{1, |α|}d+1(C1C4)

µ
) 1
rµ−d (2.5.3)

and C4 = C(P,Q) is defined in (2.4.2).
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Proof. Recall that for any h ∈ Z[X] andi such that 0 ≤ i ≤ deg h the inequality

|Dih(α)| ≤ H(h)

(
deg h+ 1

i+ 1

)
max{1, |α|}deg h−i (2.5.4)

holds.2

Define R(X, Y ) = P (X) + Y Q(X), so that R(α, β) = 0. If R(x1/y1, x2/y2) 6= 0, then it
follows from the triangle inequality, |α− x1/y1| < 1, |β − x2/y2| < 1, and (2.5.4), that

1

H(x1, y1)rH(x2, y2)
≤
∣∣∣∣R(x1y1 , x2y2

)∣∣∣∣
≤

r∑
i=0

1∑
j=0

|Di,jR(α, β)|
∣∣∣∣α− x1

y1

∣∣∣∣i ∣∣∣∣β − x2
y2

∣∣∣∣j
<

C0

H(x1, y1)µ

r∑
i=0

(|Di,0R(α, β)|+ |Di,1R(α, β)|)

≤ C0

H(x1, y1)µ

r∑
i=0

(|DiP (α)|+ (1 + |β|) · |DiQ(α)|)

≤ C0

H(x1, y1)µ

r∑
i=0

((
r + 1

i+ 1

)
H(P ) + (1 + |β|)

(
r + 1

i+ 1

)
H(Q)

)
max{1, |α|}r−i

<
C2

H(x1, y1)µ
,

where C2 is defined in (2.5.2). Since µ > r + 1 we obtain the gap principle H(x2, y2) >
C2H(x1, y1)

µ−r, so case 1 holds.

Suppose that R(x1/y1, x2/y2) = 0. If r = 1, then by definition R(X, Y ) = (sX + t) −
Y (uX + v) for some integers s, t, u, v. Note that sv − tu 6= 0, for otherwise the number β
would have to be rational. Since R(α, β) = R(x1/y1, x2/y2) = 0, case 2 holds.

It remains to establish case 3. We will prove that if r ≥ 2 then H(x1, y1) is bounded
above by C3 given in (2.5.3). We begin by showing that∣∣∣∣β − x2

y2

∣∣∣∣ > 2C0

Cµ
1 max{1, |α|}2

∣∣∣∣α− x1
y1

∣∣∣∣ . (2.5.5)

2For the derivation of this inequality see (2.2.3).
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Note that∣∣∣∣β − x2
y2

∣∣∣∣ =

∣∣∣∣P (α)

Q(α)
− P (x1/y1)

Q(x1/y1)

∣∣∣∣ =
|P (α)Q(x1/y1)−Q(α)P (x1/y1)|

|Q(α)Q(x1/y1)|
. (2.5.6)

Thus, in order to establish (2.5.5), we need to estimate |Q(α)|, |Q(x1/y1)| from above and
|P (α)Q(x1/y1)−Q(α)P (x1/y1)| from below. The first two are easy and essentially follow
from the triangle inequality and (2.5.4):

|Q(α)| ≤ (r + 1) max{H(P ), H(Q)}max{1, |α|}r, (2.5.7)∣∣∣∣Q(x1y1
)∣∣∣∣ ≤ r∑

i=0

|DiQ(α)| ·
∣∣∣∣α− x1

y1

∣∣∣∣i (2.5.8)

<
r∑
i=0

|DiQ(α)|

≤ H(Q)
r∑
i=0

(
r + 1

i+ 1

)
max{1, |α|}r−i

< 2r+1 max{H(P ), H(Q)}max{1, |α|}r.

It remains to estimate |P (α)Q(x1/y1)−Q(α)P (x1/y1)| from below. LetW = PQ′−QP ′
denote the Wronskian of P and Q. By Taylor’s Theorem, (2.5.4) and (2.3.3),∣∣∣P (α)Q

(
x1
y1

)
−Q(α)P

(
x1
y1

)∣∣∣
=

∣∣∣∣P (α)
r∑
i=0

DiQ(α)
(
x1
y1
− α

)i
−Q(α)

r∑
i=0

DiP (α)
(
x1
y1
− α

)i∣∣∣∣
=
∣∣∣α− x1

y1

∣∣∣ · ∣∣∣∣r−1∑
i=0

(P (α)Di+1Q(α)−Q(α)Di+1P (α))
(
x1
y1
− α

)i∣∣∣∣
=
∣∣∣α− x1

y1

∣∣∣ · ∣∣∣∣W (α) +
(
x1
y1
− α

) r−1∑
i=1

(P (α)Di+1Q(α)−Q(α)Di+1P (α))
(
x1
y1
− α

)i−1∣∣∣∣
>
∣∣∣α− x1

y1

∣∣∣ (|W (α)| − C0

H(x1,y1)µ

r−1∑
i=1

|P (α)Di+1Q(α)−Q(α)Di+1P (α)|
)

≥
∣∣∣α− x1

y1

∣∣∣ (|W (α)| − C0

H(x1,y1)µ
2(r + 1) max{H(P ), H(Q)}2

r−1∑
i=1

(
r+1
i+2

)
max{1, |α|}2r−i−1

)
>
∣∣∣α− x1

y1

∣∣∣ ((4r3 max{H(P ), H(Q)}2)−(d−1)
(
cd−1
α M(α)

max{1,|α|}

)−(2r−1)
−

− C0

H(x1,y1)µ
2r+2(r + 1) max{H(P ), H(Q)}2 max{1, |α|}2r−2

)
≥
∣∣∣α− x1

y1

∣∣∣ · C0C
−µ
1 2r+2(r + 1) max{H(P ), H(Q)}2 max{1, |α|}2r−2,
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where the last inequality follows from H(x1, y1) ≥ C1. Combining the above result with
(2.5.6), (2.5.7) and (2.5.8) yields∣∣∣∣β − x2

y2

∣∣∣∣ =
|P (α)Q(x1/y1)−Q(α)P (x1/y1)|

|Q(α)Q(x1/y1)|
>

2C0

Cµ
1 max{1, |α|}2

∣∣∣∣α− x1
y1

∣∣∣∣ .
By Proposition 2.20, H(x2, y2) ≥ C−14 H(x1, y1)

r. Combining this inequality with (2.5.5)
yields∣∣∣∣α− x1

y1

∣∣∣∣ < Cµ
1 max{1, |α|}2

2C0

∣∣∣∣β − x2
y2

∣∣∣∣ < Cµ
1 max{1, |α|}2

2H(x2, y2)µ
≤ (C1C4)

µ max{1, |α|}2

2H(x1, y1)rµ
.

Thus we obtain an upper bound on |α − x1/y1|. On the other hand, by Lemma 2.11 we
have the lower bound (2.2.1). Combining upper and lower bounds,

1

2d+1H(α) max{1, |α|}d−1H(x1, y1)d
≤
∣∣∣∣α− x1

y1

∣∣∣∣ < (C1C4)
µ max{1, |α|}2

2H(x1, y1)rµ
.

Since µ > d/r,

H(x1, y1) <
(
2dH(α) max{1, |α|}d+1(C1C4)

µ
)1/(rµ−d)

= C3,

so case 3 holds.

Lemma 2.25. (A generalized non-Archimedean gap principle) Let p be a rational prime.
Let α ∈ Qp be a p-adic algebraic number of degree d ≥ 3 over Q and let β be irrational
and in Q(α). Let P,Q be a minimal pair for α, β and r = max{degP, degQ}. Denote the
leading coefficients of the minimal polynomials of α, β by cα, cβ, respectively. Let µ be such
that

2 < µ ≤ d, if r = 1,
max{d/r, r + 1} < µ ≤ d, if r ≥ 2,

Let C0 be a positive real number,

C1 =
(
C02

3d/2+1(d+ 1)(2r−1)/2r5d/2c2r−1α H(α)2r+d−2 max{H(P ), H(Q)}2d
)1/µ

, (2.5.9)

C2 = 2C0(r + 1)crαcβ max{H(P ), H(Q)}. (2.5.10)

If x1/y1 and x2/y2 are rational numbers in lowest terms, H(x2, y2) ≥ H(x1, y1) ≥ C1

and
|y1α− x1|p <

C0

H(x1, y1)µ
, |y2β − x2|p <

C0

H(x2, y2)µ
,

then one of the following holds.
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1. H(x2, y2) > C−12 H(x1, y1)
µ−r.

2. r = 1 and there exist integers s, t, u, v with sv − tu 6= 0 such that

β =
sα + t

uα + v
and

x2
y2

=
sx1 + ty1
ux1 + vy1

.

3. r ≥ 2 and H(x1, y1) < C3, where

C3 =
(
(d+ 1)H(α)cd−rα (C1C4)

µ
)1/(rµ−d) (2.5.11)

and C4 = C(P,Q) is defined in (2.4.2).

Proof. DefineR(X, Y ) = P (X)+Y Q(X), so thatR(α, β) = 0. Suppose thatR(x1/y1, x2/y2) 6= 0.
Then the following trivial lower bound holds:∣∣∣∣yr1y2R(x1y1 , x2y2

)∣∣∣∣
p

≥ 1

|yr1y2R(x1/y1, x2/y2)|

≥ 1

2(r + 1) max{H(P ), H(Q)}H(x1, y1)rH(x2, y2)
.

Note that for each (i, j) ∈ {0, . . . , r} × {0, 1} the p-adic number cr−iα c1−jβ DijR(α, β) is an
algebraic integer. Thus its p-adic absolute value does not exceed one. Via the application
of Taylor’s Theorem we obtain the following upper bound:∣∣∣∣yr1y2R(x1y1 , x2y2

)∣∣∣∣
p

≤ max
(i,j)6=(0,0)

{
|DijR(α, β)|p · |y1α− x1|

i
p · |y2β − x2|jp

}
= max

(i,j)6=(0,0)


∣∣∣∣∣cr−iα c1−jβ DijR(α, β)

cr−iα c1−jβ

∣∣∣∣∣
p

· |y1α− x1|ip · |y2β − x2|jp


≤ |crαcβ|−1p max

(i,j)6=(0,0)

{
|y1cαα− cαx1|ip · |y2cββ − cβx2|jp

}
≤ crαcβ max{|y1cαα− cαx1|p, |y2cββ − cβx2|p}
≤ crαcβ max{|cα|p, |cβ|p}max{|y1α− x1|p, |y2β − x2|p}

<
C0c

r
αcβ

H(x1, y1)µ
,

Upon combining the upper and lower bounds we obtain the inequality

1

2(r + 1) max{H(P ), H(Q)}H(x1, y1)rH(x2, y2)
<

C0c
r
αcβ

H(x1, y1)µ
,
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which is equivalent toH(x2, y2) > C2H(x1, y1)
µ−r, where C2 is defined in (2.5.10). Therefore

case 1 holds.

Suppose that R(x1/y1, x2/y2) = 0. If r = 1, then by definition R(X, Y ) = (sX + t) −
Y (uX + v) for some integers s, t, u, v. Note that sv − tu 6= 0, for otherwise the number β
would have to be rational. Since R(α, β) = R(x1/y1, x2/y2) = 0, case 2 holds.

It remains to establish case 3. We will prove that if r ≥ 2 then H(x1, y1) is bounded
above by a number specified in (2.5.11). We begin by showing that

|y2β − x2|p >
C0c

r−1
α

Cµ
1

|y1α− x1|p . (2.5.12)

The equation R(x1/y1, x2/y2) = 0 implies that

x2 = sign (Q(x1, y1))
P (x1, y1)

g
, y2 =

|Q(x1, y1)|
g

,

where g = gcd(P (x1, y1), Q(x1, y1)). Consequently,

|y2β − x2|p =
|P (α)Q(x1, y1)−Q(α)P (x1, y1)|p

|gQ(α)|p
(2.5.13)

Thus, in order to establish (2.5.12), we need to estimate |g|p, |Q(α)|p from above and
|P (α)Q(x1, y1)−Q(α)P (x1, y1)|p from below. The first two are easy: since g is an integer,
we have

|g|p ≤ 1. (2.5.14)

Since crαQ(α) is an algebraic integer,

|Q(α)|p ≤ |cα|−rp ≤ crα. (2.5.15)

It remains to estimate |P (α)Q(x1, y1)−Q(α)P (x1, y1)|p from below. Before we proceed,
note that for any i the number c2r−i−1α (P (α)Di+1Q(α)−Q(α)Di+1P (α)) is an algebraic
integer, so its p-adic absolute value does not exceed one. Consequently,∣∣∣∣P (α)Di+1Q(α)−Q(α)Di+1P (α)

ciα

∣∣∣∣
p

=

∣∣∣∣c2r−i−1α (P (α)Di+1Q(α)−Q(α)Di+1P (α))

c2r−1α

∣∣∣∣
p

≤ |cα|−(2r−1)p

≤ c2r−1α ,
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Now let W = PQ′ − QP ′ denote the Wronskian of P and Q. By Taylor’s Theorem and
(2.3.4),

|P (α)Q(x1, y1)−Q(α)P (x1, y1)|p
=

∣∣∣∣P (α) r∑
i=0

DiQ(α) (x1 − αy1)i yr−i1 −Q(α)
r∑
i=0

DiP (α) (x1 − αy1)i yr−i1

∣∣∣∣
p

= |y1α− x1|p

∣∣∣∣r−1∑
i=0

(P (α)Di+1Q(α)−Q(α)Di+1P (α)) (x1 − αy1)i yr−1−i1

∣∣∣∣
p

≥ |y1α− x1|p
(
|W (α)|p − |y1α− x1|p max

i=0,...,r−1

{∣∣∣P (α)Di+1Q(α)−Q(α)Di+1P (α)
ciα

∣∣∣
p

})
> |y1α− x1|p

(∣∣cd−1α Res(f,W )
∣∣
p
− C0

H(x1,y1)µ
c2r−1α

)
≥ |y1α− x1|p ·

(
(d+ 1)−(2r−1)/2(2r)−3d/2H(α)−(2r+d−2)(rmax{H(P ), H(Q)}2)−d − C0

H(x1,y1)µ
c2r−1α

)
≥ |y1α− x1|p · C0C

−µ
1 c2r−1α ,

where the last inequality follows from H(x1, y1) ≥ C1. Combining the above result with (2.5.13),
(2.5.14) and (2.5.15), we obtain

|y2β − x2|p =
|P (α)Q(x1, y1)−Q(α)P (x1, y1)|p

|gQ(α)|p
>
C0c

r−1
α

Cµ1
|y1α− x1|p.

By Proposition 2.20, H(x2, y2) ≥ C−14 H(x1, y1)
r. Combining this inequality with (2.5.12)

yields

|y1α− x1|p <
Cµ1

C0c
r−1
α
|y2β − x2|p <

Cµ1
cr−1α H(x2, y2)µ

≤ (C1C4)
µ

cr−1α H(x1, y1)rµ
.

Thus we obtain an upper bound on |y1α− x1|p. On the other hand, by Lemma 2.12 we have the
lower bound (2.2.4). Combining upper and lower bounds,

1

(d+ 1)H(α)cd−1α H(x1, y1)d
≤ |y1α− x1|p <

(C1C4)
µ

cr−1α H(x1, y1)rµ
.

Since r ≥ 2, we have

H(x1, y1) <
(
(d+ 1)H(α)cd−rα (C1C4)

µ
)1/(rµ−d)

= C3,

so case 3 holds.

2.6 Counting Approximations of Large Height

In this section we prove Theorem 2.31, where we count approximations x/y, with large
height, to distinct algebraic numbers α1, . . . , αn such that Q(αi) = Q(α1) for all i =
1, 2, . . . , n.
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Before we proceed, we need to prove a variant of the well-known result of Lewis and
Mahler [21], and recall the statement of the Thue-Siegel principle. In each of the results
stated below, we fix a field K = C or K = Qp and let | | denote the standard absolute
value on K; that is, | | is the Archimedean absolute value if K = C and | | = | |p is the
p-adic absolute value if K = Qp, normalized so that |p| = p−1.

Lemma 2.26. Let

F (X, Y ) = cdX
d + cd−1X

d−1Y + · · ·+ c0Y
d

be a binary form of degree d ≥ 2 with integer coefficients such that c0cd 6= 0. Let x, y be
non-zero integers. There exists a root α of F (X, 1) such that

min

{∣∣∣∣α− x

y

∣∣∣∣ , ∣∣∣α−1 − y

x

∣∣∣} ≤ C|F (x, y)|
H(x, y)d

,

where

C =
2d−1d(d−1)/2M(F )d−2

|D(F )|1/2
.

Proof. Let α be a root of F (X, 1) that minimizes |α− x/y|. By [31, Lemma 3],∣∣∣∣α− x

y

∣∣∣∣ ≤ C|F (x, y)|
|y|d

.

If |y| ≥ |x| then H(x, y) = |y|, and so the result holds. Otherwise, since c0cd 6= 0, we see
that the roots of F (X, 1) and F (1, X) are non-zero, meaning that all roots of F (1, X) are
of the form α−1, where α is a root of F (X, 1). If we let β−1 be a root of F (1, X) that
minimizes |β−1 − y/x|, then it follows from [31, Lemma 3] that∣∣∣β−1 − y

x

∣∣∣ ≤ C|F (x, y)|
|x|d

.

Since |x| > |y|, the result follows.

Lemma 2.27. Let K = C or Qp, where p is a rational prime, and denote the standard
absolute value on K by | |. Let α, β be distinct numbers, each algebraic over Q. Let C0, µ
be positive real numbers.

If x/y is a rational number such that H(x, y) ≥ (2C0/|α− β|)1/µ and∣∣∣∣α− x

y

∣∣∣∣ < C0

H(x, y)µ
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then ∣∣∣∣β − x

y

∣∣∣∣ ≥ C0

H(x, y)µ
.

Proof. Suppose that the statement is false. Then it follows from the triangle inequality
that

|α− β| ≤
∣∣∣∣α− x

y

∣∣∣∣+

∣∣∣∣β − x

y

∣∣∣∣ < 2C0

H(x, y)µ
,

and so H(x, y) < (2C0/|α− β|)1/µ, leading us to a contradiction.

Corollary 2.28. Let K = C or Qp, where p is a rational prime, and let K denote the
algebraic closure of K. Denote the standard absolute value on K by | |. Let f ∈ Z[X] be
an irreducible polynomial of degree d ≥ 2 with roots α1, . . . , αd ∈ K. Let C0, µ be positive
real numbers and define

C = C(C0, µ, f) =
(
C0(d+ 1)3d/2H(f)d−1

)1/µ
.

If x/y is a rational number such that H(x, y) ≥ C and∣∣∣∣αi − x

y

∣∣∣∣ < C0

H(x, y)µ

for some i ∈ {1, . . . , d} then ∣∣∣∣αj − x

y

∣∣∣∣ ≥ C0

H(x, y)µ

for all j 6= i.

Proof. By Lemma 2.27, it is sufficient to verify that the inequality

C ≥ (2C0)
1/µ · min

1≤i<j≤d
{|αi − αj|}−1/µ

holds.

If K = C then it follows from Mahler’s lemma [26, Lemma 1.1] that

min
1≤i<j≤d

{|αi − αj|} ≥
√

3

(d+ 1)(2d+1)/2H(f)d−1
.

If K = Qp then it follows from [26, Lemma 2.3] that

min
1≤i<j≤d

{|αi − αj|} ≥
1

d3d/2H(f)d−1
.
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Thus

2C0

min
1≤i<j≤d

{|αi − αj|}
≤ 2C0 max

{
3−1/2(d+ 1)(2d+1)/2, d3d/2

}
H(f)d−1

< C0(d+ 1)3d/2H(f)d−1

= Cµ,

as claimed.

Lemma 2.29. (Thue-Siegel Principle) Let K = C or Qp, and denote the standard absolute
value on K by | |. Let α ∈ K be an algebraic number of degree d ≥ 3 over Q and β ∈ Q(α).
Let t, τ be such that

2 +
√

2d3 + 2d2 − 4d

d(d+ 1)
< t <

√
2

d
,
√

2− dt2 < τ < t− 2

d
, (2.6.1)

and put λ = 2/(t− τ), so that λ < d. Define

A1 =
t2

2− dt2

(
logM(α) +

d

2

)
, A2 =

t2

2− dt2

(
logM(β) +

d

2

)
.

Let x1/y1, x2/y2 be rational numbers that satisfy the inequalities∣∣∣∣α− x1
y1

∣∣∣∣ < 1

(4eA1H(x1, y1))
λ
,

∣∣∣∣β − x2
y2

∣∣∣∣ < 1

(4eA2H(x2, y2))
λ
.

If K = Qp we also impose the condition |x1| = |x2| = 1. Then

log(4eA2) + logH(x2, y2) ≤ δ−1
(
log(4eA1) + logH(x1, y1)

)
.

Proof. Note that since d ≥ 3 the intervals in (2.6.1) are guaranteed to be non-empty, so the
statement is not vacuous. When |α| ≤ 1 the proof is as in [3] with α1 6= α2 and comments
from [4]. If |α| > 1 we have∣∣∣∣α−1 − y1

x1

∣∣∣∣ ≤ |α|−1|y1/x1| (4eA1H(x1, y1)
)−λ

<
(
3eA1H(x1, y1)

)−λ
for both K = R and K = Qp. Indeed, the first case was considered in [4]. The second case
is true due to our additional assumption that |x1| = 1. Analogous observations apply to
β, x2/y2 in place of α, x1/y1.
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Definition 2.30. Let α be an irrational number. The orbit of α is the collection

orb(α) =

{
vα− u
−tα + s

: s, t, u, v ∈ Z, sv − tu 6= 0

}
.

Theorem 2.31. Let K = C or Qp, where p is a rational prime, and denote the standard
absolute value on K by | |. Let α1 ∈ K be an algebraic number of degree d ≥ 3 over Q and
α2, α3, . . . , αn be distinct elements of Q(α1), different from α1, each of degree d. Let µ be
such that

0.5d+ 1 < µ ≤ d.

Let C0 be a real number such that C0 > (4eA)−1, where

A = 5002

(
log max

i=1,...,n
{M(αi)}+

d

2

)
. (2.6.2)

There exists an explicitly computable positive number C1, which depends on C0, µ, α1, α2, . . . , αn,
but not on p in the case K = Qp, with the following property.

The total number of rationals x/y in lowest terms, which satisfy H(x, y) ≥ C1,∣∣∣∣αj − x

y

∣∣∣∣ < C0

H(x, y)µ
(2.6.3)

for some j ∈ {1, 2, . . . , n}, and |x| = 1 if K = Qp, is less than

γ

⌊
1 +

11.51 + 1.5 log d+ log µ

log(µ− 0.5d)

⌋
,

where
γ = max{γ1, . . . , γn}, γi = #{j : αj ∈ orb(αi)}. (2.6.4)

Proof. Throughout the proof we will be adjusting our choice of C1 four times. More
precisely, the value of C1 is chosen so to satisfy (2.6.5), (2.6.8), (2.6.11), and (2.6.13).

Let C1 be such that
C1 ≥ (2C0/min{|αi − αj|})1/µ. (2.6.5)

Then it follows from Lemma 2.27 that for each x/y satisfying (2.6.3) the index j ∈
{1, 2, . . . , n} is unique.

Let x1/y1, x2/y2, . . . , x`/y` be the list of rational numbers that satisfy the following
conditions.
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1. C1 ≤ H(x1, y1) ≤ H(x2, y2) ≤ . . . ≤ H(x`, y`).

2. gcd(xj, yj) = 1 for all j = 1, 2, . . . , `.

3. For each j ∈ {1, 2, . . . , `}, there exists the index ij ∈ {1, 2, . . . , n} such that∣∣∣∣αij − xj
yj

∣∣∣∣ < C0

H(xj, yj)µ
.

By the discussion above, this index is unique.

4. For every j, k ∈ {1, 2, . . . , `}, if αik ∈ orb(αij), i.e., αik = (sαij + t)/(uαij + v) for
some integers s, t, u, v, then xk/yk 6= (sxj + tyj)/(uxj + vyj).

Due to the fourth condition this list need not be uniquely defined. This fact, however,
does not affect our estimates. The fourth property requires additional clarification: to each
approximation in the list

x1/y1, x2/y2, . . . , x`/y`

correspond several approximations, which we call derived. To be more precise, from xj/yj
one can naturally construct a (possibly bad) rational approximation to arbitrary α ∈
orb(αij) as follows. Let

α =
sαij + t

uαij + v
and

x′j
y′j

=
sxj + tyj
uxj + vyj

for some integers s, t, u, v. Then

α−
x′j
y′j

=
tu− sv

(uα + v)(u(xj/yj) + v)

(
αij −

xj
yj

)
,

so rational approximations to α and αij are connected. Thus, by imposing condition (4),
we insist that x′j/y′j does not appear in the list x1/y1, x2/y2, . . . , x`/y`.

In order to account for the presence of derived rational approximations, we introduce
the value γi defined in (2.6.4). Note that the value γij is equal to the number of rational
approximations derived from xj/yj, including xj/yj itself. Consequently, if we let N denote
the total number of rationals satisfying the conditions specified in the hypothesis, then N
does not exceed

∑`
j=1 γij . Therefore

N ≤
∑̀
i=1

γij ≤ γ`,
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where γ is defined in (2.6.4). Thus it remains to estimate `.

To derive an upper bound on `, we begin by applying a generalized gap principle to the
ordered pair (αik , αik+1

). Let

C2 = max
j,k
{C2(C0, µ, αj, αk)},

where C2(C0, µ, αj, αk) is defined in (2.5.2) if K = R or in (2.5.10) if K = Qp, with
(α, β) = (αj, αk). Let r(j, k) be the number r from Proposition 2.19 with (α, β) = (αj, αk).
Define

E = µ−max
j,k
{rjk}. (2.6.6)

It follows from (2.3.1) that
E ≥ µ− 0.5d. (2.6.7)

Note that if K = Qp then |y1| ≤ 1 and so

|y1α− x1| = |y1| ·
∣∣∣∣α− x1

y1

∣∣∣∣ < C0

H(x1, y1)µ
.

Analogously,

|y2β − x2| <
C0

H(x2, y2)µ
.

Let C1(j, k), C3(j, k) denote the constants (2.5.1), (2.5.3) if K = C or (2.5.9), (2.5.11) if
K = Qp. We adjust C1 by choosing it so that

C1 ≥ max

max
j,k
{C1(j, k)} , max

j,k
r(j,k)≥2

{C3(j, k)}

 . (2.6.8)

With such a choice of C1, case 3 in Lemmas 2.24 or 2.25 cannot hold. With our choice
of xi/yi we have also excluded case 2. Therefore only case 1 remains, i.e., it is possible to
apply our generalized gap principle to the ordered pair (α, β) = (αik , αik+1

):

logH(xk+1, yk+1) > (µ− r(ik, ik+1)) logH(xk, yk)−logC2(ik, ik+1) ≥ E logH(xk, yk)−logC2

for any k ∈ {1, 2, . . . , `− 1}, where E is defined in (2.6.6). Consequently,

logH(x`, y`) > E logH(x`−1, y`−1)− logC2

> E2 logH(x`−2, y`−2)− (1 + E) logC2

> · · ·
> E`−1 logH(x1, y1)− (1 + E + · · ·+ E`−2) logC2.
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Thus we obtain the following lower bound on logH(x`, y`):

logH(x`, y`) > E`−1 logH(x1, y1)−
E`−1 − 1

E − 1
logC2. (2.6.9)

Next, we apply the Thue-Siegel principle from Lemma 2.29 to the pair (α, β) = (αi1 , αi`).
Observe that, since all αi have degree d, we have Q(αi1) = Q(αi`), so αi` ∈ Q(αi1). For
a = 1/500, set

t =

√
2

d+ a2
, τ = 2at.

Then
λ =

2

t− τ
=

2

(1− 2a)t
< 1.42

√
d.

Further,
t2

2− dt2
=

1

a2
= 5002,

A1 = 5002

(
logM(αi1) +

d

2

)
, A` = 5002

(
logM(αi`) +

d

2

)
,

δ =
dt2 + τ 2 − 2

d− 1
=

6a2

(d+ a2)(d− 1)
.

Note that
δ−1 < 41667d2. (2.6.10)

We further adjust our definition of C1 by choosing it so that

C1 ≥ C
1

µ−1.42
√
d

0

(
4eA
) 1.42

√
d

µ−1.42
√
d , (2.6.11)

where A is defined in (2.6.2). Now with the help of inequalities λ < 1.42
√
d and H(xj, yj) ≥

C1 we obtain∣∣∣∣αij − xj
yj

∣∣∣∣ < C0

H(xj, yj)µ
≤ 1

(4eAH(xj, yj))
1.42
√
d
<

1

(4eAH(xj, yj))λ
,

so that the hypothesis of Lemma 2.29 is satisfied. Thus we arrive at the conclusion that

logH(x`, y`) ≤ δ−1
(
log(4eA1) + logH(x1, y1)

)
− log(4eA`)

< 41667d2
(
log(4eA1) + logH(x1, y1)

)
,
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where the last inequality follows from (2.6.10). Thus

logH(x`, y`) < 41667d2
(
log
(
4eA1

)
+ logH(x1, y1)

)
.

We combine the above upper bound on logH(x`, y`) with the lower bound given in (2.6.9):

E`−1 logH(x1, y1)−
E`−1 − 1

E − 1
logC2 < 41667d2

(
log
(
4eA1

)
+ logH(x1, y1)

)
.

Reordering the terms yields

(
E`−1 − 41667d2

)
logH(x1, y1)−

E`−1 − 1

E − 1
logC2 < 41667d2 log

(
4eA1

)
. (2.6.12)

Let us assume that
` ≥ 1 +

log(41667d2)

log(µ− 0.5d)
,

for otherwise the statement of our theorem holds. Then E`−1 ≥ 41667d2, so we may use
the inequality H(x1, y1) ≥ C1 to replace H(x1, y1) with C1 in (2.6.12):

(
E`−1 − 41667d2

)
logC1 −

E`−1 − 1

E − 1
logC2 < 41667d2 log

(
4eA1

)
.

From (2.6.7) we obtain

(µ− 0.5d)`−1
(

logC1 −
logC2

E − 1

)
< 41667d2 logB0 + 41667d2 log

(
4eA1

)
+

logC2

E − 1
.

We make a final adjustment to C1 by choosing it so that

C1 ≥ C
2/(E−1)
2 . (2.6.13)

Then
(µ− 0.5d)`−1

logC1

2
<

(
41667d2 +

1

2

)
logC1 + 41667d2 log

(
4eA1

)
,

leading us to a conclusion

(µ− 0.5d)`−1 < 1 + 83334d2

(
1 +

log
(
4eA1

)
logC1

)
. (2.6.14)
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By our choice of C1,

logC1 ≥
1

µ− 1.42
√
d

logC0 +
1.42
√
d

µ− 1.42
√
d

log(4eA),

which means that

log(4eA)

logC1

≤ µ− 1.42
√
d

1.42
√
d+ logC0/ log(4eA)

<
µ− 1.42

√
d

1.42
√
d− 1

,

where the last inequality follows from the fact that C0 > (4eA)−1. Plugging the above
inequality into (2.6.14), we obtain

(µ−0.5d)`−1 < 1+83334d2

(
1 +

µ− 1.42
√
d

1.42
√
d− 1

)
= 1+83334d2

µ− 1

1.42
√
d− 1

≤ 1+98896d3/2µ,

where the last inequality follows from d ≥ 3. We conclude that

` < 1 +
log(98897d3/2µ)

log(µ− 0.5d)
< 1 +

11.51 + 1.5 log d+ log µ

log(µ− 0.5d)
.

The result follows once we multiply the right-hand side by the constant γ defined in (2.6.4).

It is worth noting that the idea of considering distinct algebraic numbers α1, . . . , αn
that generate the same field extension of Q is not new. In the case n = 2 it is present in the
Thue-Siegel principle of Bombieri [1] and Bombieri and Mueller [3], which we utilized in the
proof of Theorem 2.31. It can also be found, for example, in the fundamental monograph
of Schmidt [30, Theorem 6D]. However, he Schmidt was mostly interested in applications
to the case α = α1 = · · · = αn. By using a result of Esnault and Viehweg [14], he provided
an estimate for the number of rationals x/y, in lowest terms, satisfying∣∣∣∣α− x

y

∣∣∣∣ < 1

yµ
,

where µ > 2 is fixed [30, Theorem 9B].

Our results are two-fold in their influence. Consider Theorem 2.31 with C0 = 1 and
µ = (3d + 6)/4. First, we established the existence of an explicitly computable constant
C1 = C1(α1, . . . , αn) such that the number of rationals x/y, in lowest terms, satisfying both
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H(x, y) ≥ C1 and (2.6.3) does not exceed 18γ. A combination of Corollary 2.32 and Lemma
2.5 shows that this quantity does not exceed 216, provided that α1, . . . , αn are conjugates.
Compare this to the estimate of Schmidt, which is, though proportional to log+(logH(α)),
applies to all x/y, not just those of large height.3 It is remarkable that Schmidt’s estimate
holds for all µ > 2, and it is an interesting problem to generalize Theorem 2.31 to the case
when 2 < µ ≤ d/2 + 1.

Second, not only that we determined C1 = C1(α1, . . . , αn) as above, but we also provided
an insight on the form of solutions whose heights are of comparable size. This is precisely
the alternative given in Lemmas 2.24 and 2.25: either the heights of approximations have
to be exponentially far apart from each other or the algebraic numbers and approximations
themselves have to be connected by means of some linear fractional transformation. As a
consequence, we were able to establish the concluding statement in Theorem 2.2.

The next result follows directly from Theorem 2.31.

Corollary 2.32. Let K = C or Qp, where p is a rational prime, and denote the standard
absolute value on K by | |. Let f ∈ Z[X] be an irreducible polynomial of degree d ≥ 3. Let
α = α1, . . . , αd be distinct roots of f(X) and suppose that the field extension Q(α)/Q is
Galois. Let µ be such that

0.5d+ 1 < µ ≤ d.

Let C0 be a real number greater than (4eA)−1, with

A = 5002

(
logM(f) +

d

2

)
,

B = θα · max
1≤j≤d

∏
1≤i≤d
i 6=j

1 + |αi|
|αi − αj|

,

where θα is defined in (2.2.5), and C = C(C0, µ, f) the maximum of

C
1

µ−1.42
√
d

0 (4eA)
1.42
√
d

µ−1.42
√
d

and (
C02

d5(d+ 2)5d
4

H(f)2d
5 (
f + 2

)2d4
B2d4

)4/(2µ−d−2)
,

where f = max {|α1|, . . . , |αd|}.
3Here log+(x) = logmax{1, |x|}.
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The total number of rationals x/y in lowest terms, which satisfy H(x, y) ≥ C,∣∣∣∣αj − x

y

∣∣∣∣ < C0

H(x, y)µ

for some j ∈ {1, 2, . . . , d}, and |x| = 1 if K = Qp, is less than

# Aut′ |F |
2

·
⌊

1 +
11.51 + 1.5 log d+ log µ

log(µ− 0.5d)

⌋
,

where F (X, Y ) = Y df(X/Y ) is the homogenization of f .

Proof. Since α1, . . . , αd are conjugates, it follows from Proposition 2.7 that the number γ
defined in (2.6.4) is equal to Aut′ |F |/2. The division by 2 appears due to the automorphism( −1 0

0 −1
)
∈ Aut′ |F |, which maps (x, y) to (−x,−y). Since x/y = (−x)/(−y), half of the

automorphisms can be disregarded. Thus it remains to verify that the number C exceeds
the constant C1 from Theorem 2.31. That is, we would like to ensure that the inequalities
(2.6.5), (2.6.8), (2.6.11), (2.6.13) are satisfied, with C in place of C1.

Before proceeding, we need to introduce some notation. Let Pi, Qi be a minimal pair for
(α1, αi), put ri = max{degPi, degQi} and C4(i) = C(Pi, Qi), where C(Pi, Qi) is defined in
(2.4.2). Let O denote the ring of integers of Q(α1). Put C1(i) = C1(1, i), C2(i) = C2(1, i),
and C3(i) = C3(1, i). In view of the fact that α1, . . . , αd are conjugates it is sufficient to
consider only C1(i), C2(i), C3(i) instead of C1(j, k), C2(j, k), C3(j, k) for all possible j, k.

Now we are ready to obtain our estimates. First, note that the inequalities 0.5d+ 1 <
µ ≤ d imply

1

µ
≤ 1

2µ− d
≤ 4

2µ− d− 2
. (2.6.15)

With (2.6.15) it is straightforward to verify that

C ≥
(
C0(d+ 2)3d/2H(f)d−1

)1/µ
,

so it follows from Corollary 2.28 that the inequality (2.6.5) is satisfied. By definition of C,
the inequality (2.6.11) holds as well.

It follows from (2.3.2) that

max
1≤i≤d

{max{H(Pi), H(Qi)}} < 2d(d−1)/2
(
(d+ 2)3H(f)(d+2)/2

(
f + 2

)
B
)d
. (2.6.16)
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It follows from (2.4.2), ri ≤ d/2 and (2.6.16) that

max
1≤i≤d

{C4(i)} ≤
(
2−(d+6)/4(d+ 2)3(d+2)/4 max

1≤i≤d
{max{H(Pi), H(Qi)}}d+4

)d/2
(2.6.17)

≤
(
2(2d

3+6d2−9d−6)/4(d+ 2)(12d
2+51d+6)/4H(f)(d

3+6d2+8d)/2
(
f + 2

)(d+4)d
B(d+4)d

)d/2
.

It follows from (2.5.1), (2.5.9), ri ≤ d/2, cd ≤ H(f), M(f) ≤ (d+ 1)H(f) and (2.6.16)
that

max
1≤i≤d

{C1(i)}µ ≤ C02
−d/2+3(d+ 2)4d−3c

(d−1)2
d H(f)2(d−1) max

1≤i≤d
{max{H(Pi), H(Qi)}}2d (2.6.18)

≤ C02
(2d3−2d2−d+6)/2(d+ 2)6d

2+4d−3H(f)d
3+3d2−1 ( f + 2

)2d2
B2d2 .

It follows from (2.5.2), (2.5.10), ri ≤ d/2, cd ≤ H(f) and (2.6.16) that

max
1≤i≤d

{C2(i)} ≤ C0(d+ 2)
(
2cd
(
f + 2

))(d+2)/2
max
1≤i≤d

{max{H(Pi), H(Qi)}}

≤ C02
(d2+2)/2(d+ 2)3d+1H(f)(d+1)(d+2)/2

(
f + 2

)(3d+2)/2
Bd

≤ C(2µ−d−2)/4.

Combining this inequality with (2.6.7) implies that (2.6.13) is satisfied.

Since µ/(2µ− d) ≥ 2, we see that

max
1≤i≤d

{C1(i)} ≤ max
1≤i≤d
ri≥2

{C3(i)} .

It follows from (2.5.3), (2.5.11), µ ≤ d, cd ≤ H(f), (2.6.15), (2.6.17) and (2.6.18) that

max
1≤i≤d
ri≥2

{C3(i)}2µ−d ≤ 2dcd−2d H(f)( f + 2)d+1 max
1≤i≤d

{C1(i)}µ · max
1≤i≤d

{C4(i)}d

≤ C02
(2d5+6d4−d3−14d2+4d+24)/8(d+ 2)(12d

4+51d3+54d2+32d−24)/8×

×H(f)(d
5+6d4+12d3+12d2+4d−8)/4 ( f + 2

)(d4+4d3+4d2+2d+2)/2
Bd2(d2+4d+4)/2

≤ C2µ−d,

so (2.6.8) is satisfied.
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The following result is an improvement to [17, Theorem 1] in the case when F (X, Y ) is
an irreducible binary form of degree d ≥ 3 such that the field extension Q(α)/Q, where α
is a root of F (X, 1), is a Galois extension. More precisely, let m be a positive integer. Then
[17, Theorem 1] states that there exists an explicitly computable constant C ′ = C ′(m,F )
such that the number of primitive solutions to the Thue inequality

0 < |F (x, y)| ≤ m (2.6.19)

satisfying H(x, y) ≥ C ′ does not exceed 5d. In turn, if we set µ = (3d + 2)/4 and use the
upper bound # Aut′ |F | ≤ 24 established in Lemma 2.5, then it follows from Corollary 2.33
that there exists an explicitly computable constant C = C(m,F ) such that the number of
primitive solutions to (2.6.19) does not exceed 432.

Corollary 2.33. Let F (X, Y ) ∈ Z[X, Y ] be an irreducible binary form of degree d ≥ 3.
Let α1, . . . , αd be distinct roots of F (X, 1) and assume that the field extension Q(α1)/Q
is Galois. For a positive integer m consider the Thue inequality (2.6.19). Let µ be a real
number such that 0.5d+ 1 < µ ≤ d. Define

A = 5002

(
logM(F ) +

d

2

)
, B = θα ·

∏
1≤i≤d
i 6=j

1 + |αi|
|αi − αj|

,

where θα is defined in (2.2.5), and let C the maximum of

(4eA)
1.42
√
d

µ−1.42
√
d ,(

2d
5

(d+ 2)5d
4

H(f)2d
5 (
f + 2

)2d4
B2d4

)4/(2µ−d−2)
,

and (
2dd(d−1)/2M(F )d−2m

|D(F )|1/2

) 1
d−µ

.

Then the number of solutions (x, y) to (2.6.19) such that

gcd(x, y) = 1, H(x, y) ≥ C

does not exceed
# Aut′ |F | ·

⌊
1 +

11.51 + 1.5 log d+ log µ

log(µ− 0.5d)

⌋
.
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Proof. Let α1, α2, . . . , αd be the roots of F (X, 1). By Lemma 2.26, there exists an index
j ∈ {1, 2, . . . , d} such that

min

{∣∣∣∣αj − x

y

∣∣∣∣ , ∣∣∣α−1j − y

x

∣∣∣} ≤ 2d−1d(d−1)/2M(F )d−2m

|D(F )|1/2H(x, y)d
<

1

H(x, y)µ
,

where the last inequality follows from H(x, y) ≥ C. To count the number of solutions to
this inequality, we apply Corollary 2.32 twice, first to C0 = 1, µ, f(X) = F (X, 1), and then
to C0 = 1, µ, f(X) = F (1, X).

2.7 Proof of Theorem 2.2

By Roth’s Theorem [29], for every root α of F (X, 1) there exist only finitely many non-zero
integers x, y such that min {|α− x/y|, |α−1 − y/x|} ≤ H(x, y)−2.05. Since

|F (x, y)| ≤ (d+ 1)H(F )H(x, y)d

and |F (x, y)| = tpk, we have

tpk

(d+ 1)H(F )
≤ H(x, y)d.

Hence by choosing a large enough pk we can increase H(x, y) and make it so large that the
inequality min {|α− x/y|, |α−1 − y/x|} ≤ H(x, y)−2.05 is no longer satisfied for every root
α of F (X, 1).

Define

C0 =
2d−1d(d−1)/2M(F )d−2

|D(F )|1/2
.

Let (x, y, t) be a solution to (2.0.2). By Lemma 2.26,

min

{∣∣∣∣α− x

y

∣∣∣∣ , ∣∣∣α−1 − y

x

∣∣∣} ≤ C0tp
k

H(x, y)d
.

From our choice of pk and the above inequality it follows that

1

H(x, y)2.05
< min

{∣∣∣∣α− x

y

∣∣∣∣ , ∣∣∣α−1 − y

x

∣∣∣} ≤ C0tp
k

H(x, y)d
,
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which is equivalent to
H(x, y) < (C0tp

k)1/(d−2.05). (2.7.1)

Since t ≤ (pk)λ,
tpk ≤ (pk)1+λ ≤ |F (x, y)|−(1+λ)p .

Combining this inequality with (2.7.1), we get

H(x, y)d−2.05 < C0tp
k

≤ C0|F (x, y)|−(1+λ)p .

We conclude that

|F (x, y)|p <
C

1/(1+λ)
0

H(x, y)µ
, (2.7.2)

where
µ =

d− 2.05

1 + λ
.

We take pk sufficiently large that

pk > |D(F )|.

Then
|F (x, y)|p ≤ p−k < |D(F )|−1 ≤ |D(F )|p.

By Lemma 2.16 there exists a unique p-adic root α ∈ Qp of F (X, 1) such that

|yα− x|p
max{1, |α|p}

≤ |F (x, y)|p
|D(F )|1/2p

.

Since cdα is an algebraic integer, we see that |cdα|p ≤ 1, so max{1, |α|p} ≤ |cd|−1p .
Combining this inequality with (2.7.2), we obtain

|yα− x|p <
max{1, |α|p}
|D(F )|1/2p

|F (x, y)|p

≤ C1

H(x, y)µ
,

where
C1 = C

1/(1+λ)
0 cd|D(F )|1/2.
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Now, let (x1, y1, t1), (x2, y2, t2) be two solutions to (2.0.2) ordered so that H(x2, y2) ≥
H(x1, y1). Then it follows from the discussion above that there exist p-adic roots α, β ∈ Qp

of F (X, 1) such that

|y1α− x1|p <
C1

H(x1, y1)µ
, |y2β − x2|p <

C1

H(x2, y2)µ
.

By Lemma 2.25, there exists a number C2, which depends on C1, µ, F , but not on p, such
that if H(x2, y2) ≥ H(x1, y1) ≥ C2, then either H(x2, y2) > C3H(x1, y1)

µ−d/2 for some
positive number C3, or α, β and x1/y1, x2/y2 are connected by means of a linear fractional
transformation. By choosing pk sufficiently large we can always ensure that H(x1, y1) ≥
C2. We obtain an upper bound on H(x2, y2) by combining (2.7.1) with the inequality
|F (x1, y1)| ≤ (d+ 1)H(F )H(x1, y1)

d:

H(x2, y2) < (C0t2p
k)1/(d−2.05)

≤
(
C0(p

k)1+λ
)1/(d−2.05)

≤
(
C0(t1p

k)1+λ
)1/(d−2.05)

=
(
C0|F (x1, y1)|1+λ

)1/(d−2.05)
≤
(
C0

(
(d+ 1)H(F )H(x1, y1)

d
)1+λ)1/(d−2.05)

.

Merging the above upper bound with the lower bound H(x2, y2) > C3H(x1, y1)
µ−d/2 results

in the inequality

C3H(x1, y1)
µ−d/2−d(1+λ)/(d−2.05) <

(
C0 ((d+ 1)H(F ))1+λ

)1/(d−2.05)
.

From our choice of λ it follows that the exponent of H(x1, y1) is positive, and so H(x1, y1)
is bounded. Therefore by making pk (and therefore H(x1, y1)) sufficiently large we can
always ensure that the inequality H(x2, y2) > C4H(x1, y1)

µ−d/2 does not hold. Then α, β
and x1/y1, x2/y2 are connected by means of a linear fractional transformation:

β =
vα− u
−tα + s

,
x2
y2

=
vx1 − uy1
−tx1 + sy1

,

where s, t, u, v ∈ Z and sv − tu 6= 0. By Lemma 2.7, the matrix

M =
1√

|sv − tu|

(
s u
t v

)
is an automorphism of |F |, so it is an element of Aut′ |F |. Hence the number of solutions
(x, y, t) to (2.0.2) is at most # Aut′ |F |.
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2.8 Proof of Theorem 2.3

The beginning of the proof is similar to the proof of Theorem 2.2. By Roth’s Theorem [29],
for every root α of F (X, 1) there exist only finitely many non-zero integers x, y such that
min {|α− x/y|, |α−1 − y/x|} ≤ H(x, y)−2.05. Now let (x, y, z, t) be a solution of (2.0.3).
Since |F (x, y)| ≤ (d+ 1)H(F )H(x, y)d and |F (x, y)| = tpz, we have

p

(d+ 1)H(F )
≤ tpz

(d+ 1)H(F )
=

|F (x, y)|
(d+ 1)H(F )

≤ H(x, y)d.

Hence by choosing a large enough p we can increase H(x, y) and make it so large that the
inequality min {|α− x/y|, |α−1 − y/x|} ≤ H(x, y)−2.05 is no longer satisfied for every root
α of F (X, 1).

Let (x, y, z, t) be a solution of (2.0.3). As in the proof of Theorem 2.2, for our choice of
p the inequality

H(x, y) < (C0tp
z)1/(d−2.05) (2.8.1)

holds, where

C0 =
2d−1d(d−1)/2M(F )d−2

|D(F )|1/2
.

Since
tpz ≤ (pz)1+λ ≤ |F (x, y)|−(1+λ)p ,

it follows from (2.8.1) that

|F (x, y)|p <
C

1/(1+λ)
0

H(x, y)µ
,

where
µ =

d− 2.05

1 + λ
.

We take p sufficiently large that

p > |D(F )|.

Then
|F (x, y)|p ≤ p−1 < |D(F )|−1 ≤ |D(F )|p.

By Lemma 2.16 there exists a unique p-adic root α ∈ Qp of F (X, 1) such that

|yα− x|p ≤
max{1, |α|p}
|D(F )|1/2p

|F (x, y)|p <
C1

H(x, y)µ
,
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where
C1 = C

1/(1+λ)
0 cd|D(F )|1/2.

Note that C1 is independent of p. Further, in order to ensure that p - x and p - y, we adjust
our choice of p as follows:

p > |c0cd|.

Indeed, if p | y, then p does not divide x, because x and y are coprime. Since z ≥ 1, it is
evident from equation that

cdx
d + y(cd−1x

d−1 + · · ·+ c0y
d−1) = ±tpz

that p divides cd, in contradiction to our choice of p. Then |y|p = 1, and so for any α ∈ Qp

we have ∣∣∣∣α− x

y

∣∣∣∣
p

= |yα− x|p.

Analogously, we can show that |x|p = 1. Therefore∣∣∣∣α− x

y

∣∣∣∣
p

<
C1

H(x, y)µ
.

Let α1, α2, . . . , αd be the roots of F (X, 1). Applying Corollary 2.32 to C1, µ, f(X) =
F (X, 1), we conclude that there exists a positive number C2, which depends on C1, µ, F ,
but not on p, such that the number of rationals x/y in lowest terms satisfying H(x, y) ≥ C2,
|x|p = 1, and ∣∣∣∣αj − x

y

∣∣∣∣
p

<
C1

H(x, y)µ
(2.8.2)

for some j ∈ {1, 2, . . . , d} is less than

# Aut′ |F | ·
⌊

1 +
11.51 + 1.5 log d+ log µ

log(µ− 0.5d)

⌋
.

If we choose p so that p ≥ (d+ 1)H(F )Cd
2 , then

Cd
2 ≤

p

(d+ 1)H(F )
≤ hpz

(d+ 1)H(F )
=

|F (x, y)|
(d+ 1)H(F )

≤ H(x, y)d,

so the inequality H(x, y) ≥ C2 is satisfied. Since all solutions (x, y, z, t) to (2.0.3), including
those that satisfy H(x, y) ≥ C2, also satisfy (2.8.2), the result follows.
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Chapter 3

Automorphisms of Binary Forms
Associated with 2 cos(2π/n)

Let n be a positive integer such that ϕ(n) ≥ 6, where ϕ(n) is the Euler’s totient function.
Let

f(X) = Xd + cd−1X
d−1 + · · ·+ c1X + c0

denote the minimal polynomial of the algebraic integer 2 cos(2π/n), whose degree d is
ϕ(n)/2. Let F (X, Y ) = Y df(X/Y ) denote the homogenization of f(X).

Recall Definition 2.1 from Chapter 2, where we introduced the notion of an automorphism
of a binary form. In this chapter, we determine AutQ F and Aut′ F for all binary forms
F (X, Y ) of degree d ≥ 3 defined above. For n ≥ 3, we also compute AutQ Tn for a binary
form Tn(X, Y ), which is the homogenization of the n-th Chebyshev polynomial of the
first kind. We apply Theorems 2.2, 2.3 to F (X, Y ) associated with 2 cos(2π/n) to obtain
absolute bounds on the number of solutions of equations (2.0.2) and (2.0.3).

Recall the definitions of C1,C2,C3,C4 and D2,D4 given in Table 2.2. Our main results
are stated in Theorems 3.1 and 3.2. Since the only positive integers n that satisfy 3 ≤
ϕ(n)/2 ≤ 4 are 7, 9, 14, 15, 16, 18, 20, 24, 30, we see that Theorem 3.1 covers all possible
cases.

Theorem 3.1. For a positive integer n such that ϕ(n) ≥ 6, let F (X, Y ) denote the
homogenization of the minimal polynomial of 2 cos(2π/n). Let d = ϕ(n)/2 denote its degree.

1. If d ≥ 5 is odd, then Aut′ F = {I} ∼= C1, where I denotes the 2× 2 identity matrix.
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2. If d ≥ 6 is even and n 6≡ 0 (mod 4), then Aut′ F = {±I} ∼= C2.

3. If n = 7 or 18, the binary forms corresponding to 2 cos(2π/7) and 2 cos(π/9) are X3 +
X2Y − 2XY 2 − Y 3 and X3 − 3XY 2 − Y 3, respectively. In either case,

Aut′ F =

〈(
−1 −1
1 0

)〉
∼= C3.

4. If n = 9 or 14, the binary forms corresponding to 2 cos(2π/9) and 2 cos(π/7) are X3 −
3XY 2 + Y 3 and X3 −X2Y − 2XY 2 + Y 3, respectively. In either case,

Aut′ F =

〈(
−1 1
−1 0

)〉
∼= C3.

5. If n = 15, the binary form corresponding to 2 cos(2π/15) is X4 − X3Y − 4X2Y 2 +
4XY 3 + Y 4. In this case,

Aut′ F =

〈(
1 −2
1 −1

)〉
∼= C4.

6. If n = 30, the binary form corresponding to 2 cos(π/15) is X4+X3Y −4X2Y 2−4XY 3+
Y 4. In this case,

Aut′ F =

〈(
1 2
−1 −1

)〉
∼= C4.

7. If n ≡ 0 (mod 4) and n 6= 24, then

Aut′ F =

〈(
−1 0
0 1

)
,

(
1 0
0 −1

)〉
∼= D2.

8. If n = 24, the binary form corresponding to 2 cos(π/12) is X4 − 4X2Y 2 + Y 4. In this
case,

Aut′ F =

〈(
0 1
1 0

)
,

(
0 1
−1 0

)〉
∼= D4.

Theorem 3.2. For an integer n ≥ 3, let Tn(X, Y ) ∈ Z[X, Y ] denote the homogenization
of the n-th Chebyshev polynomial of the first kind.

1. If n ≥ 3 is odd, then

AutQ Tn =

〈(
1 0
0 −1

)〉
∼= C2.
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2. If n ≥ 4 is even, then

AutQ Tn =

〈(
−1 0
0 1

)
,

(
1 0
0 −1

)〉
∼= D2.

Combining Theorem 3.1 with Theorems 2.2, 2.3 established in Chapter 2, we obtain
the following.

Corollary 3.3. Let n be a positive integer such that ϕ(n) ≥ 14 and let F (X, Y ) be the
homogenization of the minimal polynomial of 2 cos(2π/n). Put d = ϕ(n)/2. Let λ be taken
from Table 2.1 for 7 ≤ d ≤ 16 and λ = 1− 16.2/d for d ≥ 17. Let p be prime, k a positive
integer, and consider the Diophantine equation

|F (x, y)| = tpk. (3.0.1)

Provided that pk is sufficiently large, the number of solutions to (3.0.1) in integers (x, y, t)
such that

gcd(x, y) = 1, 1 ≤ t ≤ (pk)λ

is either 0, or 2 when 4 - n, or 4 when 4 | n. If solutions exist, they are of the form
(x, y), (−x,−y) if 4 - n and of the form (x, y), (−x,−y), (x,−y), (−x, y) if 4 | n.

Corollary 3.4. Let n be a positive integer such that ϕ(n) ≥ 14 and let F (X, Y ) be the
homogenization of the minimal polynomial of 2 cos(2π/n). Put d = ϕ(n)/2. Let λ be such
that

0 ≤ λ < 1− 8.1/(d+ 2).

Let p be prime, and consider the Diophantine equation

|F (x, y)| = tpz. (3.0.2)

Provided that p is sufficiently large, the number of solutions to (3.0.2) in integers (x, y, z, t)
such that

gcd(x, y) = 1, z ≥ 1, 1 ≤ t ≤ (pz)λ

is at most
N ·

⌊
1 +

11.51 + 1.5 log d+ log(d− 2.05− dλ/(1 + λ))

log(d/2− 2.05− dλ/(1 + λ))

⌋
,

where N = 2 if 4 - n and N = 4 if 4 | n.

If we let λ = 0.5 − 4.05/(d + 2), then it is a consequence of Corollary 3.4 that the
number of solutions in integers (x, y, z, t) to (3.0.2) does not exceed 332 for all d ≥ 7 and
it does not exceed 12 for all d ≥ 1015.
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3.1 Preliminary Results

Let n be a positive integer such that ϕ(n) ≥ 4. In this section, we summarize the properties
of algebraic numbers of the form 2 cos(2π/n), their minimal polynomials f(X), and the
binary forms F (X, Y ) associated with them.

Let i be the imaginary unit and let

ζn = exp

(
2πi

n

)
= cos

(
2π

n

)
+ i sin

(
2π

n

)
denote a primitive n-th root of unity. Then

Φn(X) =
∏

1≤`<n
gcd(`,n)=1

(
X − ζ`n

)

is the minimal polynomial of ζn. Note that deg Φn = ϕ(n). Further,

ζ−1n = exp

(
−2πi

n

)
= cos

(
−2π

n

)
+ i sin

(
−2π

n

)
= cos

(
2π

n

)
− i sin

(
2π

n

)
,

which means that ζn+ζ−1n = 2 cos(2π/n) ∈ R. Since both ζn and ζ−1n are algebraic integers,
so is ζn + ζ−1n .

Let f(X) denote the minimal polynomial of ζn + ζ−1n . The action of the Galois group
Gal(Q(ζn)/Q) on ζn + ζ−1n allows us to determine the conjugates of ζn + ζ−1n , which are
ζ`n + ζ−`n = 2 cos(2π`/n) for ` such that 1 ≤ ` < n/2 and gcd(`, n) = 1. We conclude that
the minimal polynomial f(X) of 2 cos(2π/n) is of the form

f(X) =
∏

1≤`<n/2
gcd(`,n)=1

(
X − 2 cos

(
2π`

n

))
.

Since for n ≥ 3 the interval [1, n/2) contains exactly one half of all the integers less than
n that are coprime to n, we see that f(X) has degree d = ϕ(n)/2.

Lemma 3.5. Let (Z/nZ)∗ denote the group of units of Z/nZ. Define the group

Gn = (Z/nZ)∗/{±1}.

Then Gal(Q(2 cos(2π/n))/Q) ∼= Gn.
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Proof. We index the roots of f(X) through the elements {±`} of Gn as follows:

α{±`} = ζ`n + ζ−`n .

We write α` in place of α{±`}, as well as α in place of α1, for brevity. Define α0 = β0 = 1,
and for a positive integer j let β`,j = (α`)

j. Then the binomial formula implies that, for
any non-negative integer k,

β`,2k =
k∑
j=0

(
2k

k − j

)
α2j` and β`,2k+1 =

k∑
j=0

(
2k + 1

k − j

)
α(2j+1)`.

Note that the first of the two identities can be rewritten as follows:
β0
β`,2
β`,4
...

β`,2k

 =


1 0 0 . . . 0
2 1 0 . . . 0
C2

4 4 1 . . . 0
...

...
... . . . ...

Ck
2k Ck−1

2k Ck−2
2k . . . 1




α0

α2`

α4`
...

α2k`

 ,

where Cb
a denotes the binomial coefficient

(
a
b

)
. The second identity can be written in an

analogous form. The (k+1)× (k+1) matrix C above is independent of the choice of `, has
integer coefficients and non-zero determinant, hence it is invertible. Moreover, its inverse
C−1 also has integer coefficients, because its determinant is equal to one. By multiplying
both sides of the above equation by C−1, we see that each α2k` can be represented as an
integer linear combination of β`,2j’s. A similar observation applies to α(2k+1)` and β`,2j+1’s.
Therefore

α2k` =
k∑
j=0

c2k,jα
2j
` and α(2k+1)` =

k∑
j=0

c2k+1,jα
2j+1
`

for some integers c2k,j and c2k+1,j. From above formulas it follows that any root α` of f(X)
is contained in Q(α), and as a consequence any field automorphism in Gal (Q(α)/Q) is
uniquely determined by its action on α. For ` coprime to n, let σ` ∈ Gal (Q(α)/Q) denote
the field automorphism such that σ` : α 7→ α`. Then for any positive even integer 2k we
have

σ`(α2k) = σ`

(
k∑
j=0

c2k,jα
2j

)
=

k∑
j=0

c2k,jσ`(α)2j =
k∑
j=0

c2k,jα
2j
` = α2k`.

Analogously, we can establish the formula for any odd positive integer 2k+ 1 and conclude
that σ` : αm 7→ α`m for any m coprime to n. Finally, note that the field automorphisms of

61



Q(α) that fix Q form a group under composition, as they satisfy the relation σ` ◦ σj = σ`j.
Consequently, the map Gal (Q(α)/Q)→ Gn, σ` 7→ {±`} defines a group isomorphism.

We conclude this section by proving Lemmas 3.6 and 3.7, which we will find useful in
the proof of Theorem 3.1.

Lemma 3.6. Let n be a positive integer and let f(X) be the minimal polynomial of
2 cos(2π/n).

1. If n ≡ 0 (mod 4) then f(X) = g(X2), where g(X) is the minimal polynomial of 2 +
2 cos(4π/n).

2. If n is odd then f(X) = (−1)dg(−X), where g(X) is the minimal polynomial of 2 cos(π/n).

Proof. 1. Suppose that n ≡ 0 (mod 4). Recall that for any x ∈ R it is the case that
2 cos2(x) = 1 + cos(2x). Therefore

4 cos2
(

2π

n

)
= 2

(
1 + cos

(
4π

n

))
= 2 + 2 cos

(
2π

n/2

)
.

Let g(X) denote the minimal polynomial of 2 + 2 cos (2π/(n/2)). Note that deg g(X) =
ϕ(n/2)/2 and

g

(
4 cos2

(
2π

n

))
= 0.

Since for any positive integer n divisible by 4 it is the case that ϕ(n)/2 = ϕ(n/2), we
have

deg f(X) =
ϕ(n)

2
= 2 · ϕ(n/2)

2
= 2 deg g(X) = deg g(X2).

Since the polynomials g(X2) and f(X) have equal degrees, both vanish at 2 cos(2π/n),
and the leading coefficient of g(X2) is positive, we conclude that f(X) = g(X2).

2. Suppose that n is odd. Note that

−2 cos

(
2π

n

)
= 2 cos

(
π +

2π

n

)
= 2 cos

(
2π(n+ 2)

2n

)
.

Since gcd(2n, n + 2) = 1, we see that −2 cos(2π/n) is a conjugate of 2 cos(π/n). Thus,
if g(X) is the minimal polynomial of 2 cos(π/n), then g(−2 cos(2π/n)) = 0. But then
2 cos(2π/n) is a root of (−1)dg(−X), and since the leading coefficient of this polynomial
is positive, it must be the minimal polynomial of 2 cos(2π/n).
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Lemma 3.7. Let F (X, Y ) ∈ Z[X, Y ] be a binary form of degree d, and let G(X, Y ) =
cF (−X, Y ), where c is a non-zero integer. Let

M =

(
s u
t v

)
and M̃ =

(
s −u
−t v

)
.

Then M ∈ AutQ F if and only if M̃ ∈ AutQG.

Proof. Let

T =

(
−1 0
0 1

)
.

Then G(X, Y ) = cF (−X, Y ) = cFT (X, Y ). Now suppose that M ∈ AutQ F , i.e., FM = F .
Then for any 2×2 matrix A it is the case that (FM)A = FA. Since MT = TM̃ , we see that

G = cFT = c(FM)T = cFMT = cFTM̃ = c(FT )M̃ = (cFT )M̃ = GM̃ .

Therefore M̃ ∈ AutQG. The converse statement can be established analogously.

In view of Lemma 3.6 part 2, as well as Lemma 3.7, it becomes evident that, in order
to understand the automorphisms of the binary form associated with 2 cos(π/n) for odd n,
it is sufficient to study the automorphisms of the binary form associated with 2 cos(2π/n).

3.2 Case d ≥ 4 and n ≡ 0 (mod 4)

We begin by proving Theorem 3.1 in the case when d ≥ 4 and n ≡ 0 (mod 4). First, we
will determine AutQ F and then derive Aut′ F from it.

According to Lemma 3.6 part 1, the minimal polynomial f(X) of 2 cos(2π/n) is equal
to g(X2) for some g(X) ∈ Z[X]. Let F (X, Y ) be the homogenization of f(X), and let

D2 =

〈(
−1 0
0 1

)
,

(
1 0
0 −1

)〉
. (3.2.1)

Then D2 ⊆ AutQ F due to the fact that f(X) = g(X2). Further, AutQ F is either equal to
D2, or isomorphic to D4, or isomorphic to D6, where the groups D4 and D6 are defined in
Table 2.2. The three lemmas established in this section allow us to conclude that AutQ F 6=
D2 if and only if n = 24.
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Lemma 3.8. Let D2 be as in (3.2.1). Every subgroup of GL2(Q) that properly contains D2

is either of the form 〈(
−1 0
0 1

)
,

(
0 t
−1/t 0

)〉
or of the form 〈(

−1 0
0 1

)
,

(
1/2 t/2
−3/2t 1/2

)〉
for some non-zero t ∈ Q.

Proof. Let G = GL2(Q) and let H be a finite subgroup of G that properly contains D2.
According to the classification of finite subgroups of G given in Table 2.2, every finite
subgroup of G that contains a group isomorphic to D2 and has more than 4 elements is
either G-conjugate to D4 or D6. We consider these two cases separately.

1. Suppose that H is G-conjugate to D4. That is, there exists some matrix A ∈ G such
that H = AD4A

−1. Since D2 ( H, we also have

D2 = ANA−1

for some subgroup N of D4 that is isomorphic to D2. Note that D4 contains exactly two
subgroups isomorphic to D2, namely D2 itself and D2. Thus we consider two separate
cases, i.e., N = D2 and N = D2.

(a) Suppose that D2 = AD2A
−1. A straightforward calculation shows that every

matrix A ∈ G such that D2 = AD2A
−1 must be of the form(

a −a
b b

)
or
(
a a
b −b

)
for some non-zero a, b ∈ Q. Independently of the form of A, we have

H =

〈
A

(
0 1
1 0

)
A−1, A

(
0 1
−1 0

)
A−1

〉
=

〈(
−1 0
0 1

)
,

(
0 a/b
−b/a 0

)〉
fo some non-zero a, b ∈ Q. Upon setting t = a/b the result follows.
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(b) Suppose that D2 = AD2A
−1. A straightforward calculation shows that every

matrix A ∈ G such that D2 = AD2A
−1 must be of the form(

a 0
0 b

)
or
(

0 a
b 0

)
for some non-zero a, b ∈ Q. Consequently,

H =

〈(
0 a/b
b/a 0

)
,

(
0 a/b
−b/a 0

)〉
=

〈(
−1 0
0 1

)
,

(
0 a/b
−b/a 0

)〉
for some non-zero a, b ∈ Q. Upon setting t = a/b the result follows.

2. Suppose that H is G-conjugate to D6. That is, there exists some matrix A ∈ G such
that H = AD6A

−1. Since D2 ( D6, we also have

D2 = ANA−1

for some subgroup N of D6 that is isomorphic to D2. Note that D6 contains exactly
three subgroups isomorphic to D2, namely D2 itself,

D
(1)
2 =

〈(
−1 0
0 −1

)
,

(
1 0
1 −1

)〉
,

and
D

(2)
2 =

〈(
−1 0
0 −1

)
,

(
1 −1
0 −1

)〉
.

Thus we consider three separate cases, i.e., N = D2, N = D
(1)
2 , and N = D

(2)
2 .

(a) Suppose that D2 = AD2A
−1 for some A ∈ G. As it was explained previously, every

matrix A which satisfies D2 = AD2A
−1 must be of the form(

a −a
b b

)
or
(
a a
b −b

)
for some non-zero a, b ∈ Q. Therefore

H =

〈
A

(
0 1
1 0

)
A−1, A

(
0 1
−1 1

)
A−1

〉
=

〈(
−1 0
0 1

)
,

(
1/2 a/2b
−3b/2a 1/2

)〉
for some non-zero a, b ∈ Q. Upon setting t = a/b the result follows.
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(b) Suppose that D2 = AD
(1)
2 A−1 for some A ∈ G. A straightforward calculation shows

that A must be of the form(
a −2a
b 0

)
or
(
a 0
b −2b

)
for some non-zero a, b ∈ Q. Therefore

H =

〈(
−1/2 −3a/2b
−b/2a 1/2

)
,

(
1/2 3a/2b
−b/2a 1/2

)〉
for some non-zero a, b ∈ Q. Upon setting t = 3a/b the result follows.

(c) Suppose that D2 = AD
(2)
2 A−1 for some A ∈ G. A straightforward calculation

shows that A must be of the form(
−2a a

0 b

)
or
(

0 a
−2b b

)
for some non-zero a, b ∈ Q. Therefore

H =

〈(
−1/2 −3a/2b
−b/2a 1/2

)
,

(
1/2 −3a/2b
b/2a 1/2

)〉
for some non-zero a, b ∈ Q. Upon setting t = 3a/b the result follows.

Lemma 3.9. Let n be a positive integer such that n ≡ 0 (mod 4), and let f(X) be
the minimal polynomial of 2 cos(2π/n). Let F (X, Y ) be the homogenization of f(X), and
suppose that D2 as defined in (3.2.1) is a proper subgroup of AutQ F . Then f(X) is a
reciprocal polynomial.

Proof. According to Lemma 3.8, there are two options for how AutQ F can look, so we will
consider two cases separately. In each case, we will make use of the formula

|fm(0)| =


0, if m = 4,
2, if m = 2k for k ≥ 3,
p, if m = 4pk for k ≥ 1, where p is an odd prime,
1, otherwise,

(3.2.2)

where fm(X) denotes the minimal polynomial of 2 cos(2π/m). The proof of the formula
(3.2.2) can be found in [9].
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1. Suppose that there exist integers a 6= 0 and b ≥ 1 such that gcd(a, b) = 1 and M ∈
AutQ F , where

M =

(
0 a/b
−b/a 0

)
.

Then

F (X, Y ) = F

(
a

b
Y,− b

a
X

)
= (ab)−dF

(
a2Y,−b2X

)
.

Thus
(ab)dF (X, Y ) = F (a2Y,−b2X).

By plugging X = 1 and Y = 0 into the above equation, we see that c0 = (−a/b)d =
(a/b)d, where c0 denotes the constant coefficient of f(X). Since c0 ∈ Z, we see that
t = a/b is an integer such that td = c0. By (3.2.2) the value of c0 is square-free, and
since d ≥ 2 is even and td = c0, we conclude that c0 = 1. Therefore t = a/b = ±1, which
means that

AutQ F =

〈(
0 1
1 0

)
,

(
0 1
−1 0

)〉
.

In particular, we see that F (X, Y ) = F (Y,X), so f(X) = F (X, 1) is a reciprocal
polynomial.

2. Suppose that there exist integers a 6= 0 and b ≥ 1 such that gcd(a, b) = 1 and M ∈
AutQ F , where

M =

(
1/2 a/2b
−3b/2a 1/2

)
.

We will show that this is impossible.

Since M ∈ AutQ F ,

F (X, Y ) = FM(X, Y )

= F

(
1

2
X +

a

2b
Y,− 3b

2a
X +

1

2
Y

)
= (2ab)−dF

(
abX + a2Y,−3b2X + abY

)
.

Thus
(2ab)dF (X, Y ) = F

(
abX + a2Y,−3b2X + abY

)
. (3.2.3)

67



By plugging X = 0 and Y = 1 into the above equation, we obtain c02
dbd = F (a, b).

Thus F (a, b) is divisible by b. Since the leading coefficient of F (X, Y ) is equal to one,
we see that

ad ≡ F (a, 0) ≡ F (a, b) ≡ 0 (mod b).

Then b | ad, and since a and b ≥ 1 are coprime, we conclude that b = 1 and c02
d =

F (a, 1). By plugging X = 1 and Y = 0 into (3.2.3), we obtain (2a)d = F (a,−3). Since
f(X) = g(X2), we see that

F (a,−3) ≡ c0(−3)d ≡ 0 (mod a2),

which means that a2 | c03d. By (3.2.2) the value of c0 is square-free, so a = ±3r for some
non-negative integer r. Since AutQ F is a group, we may replace M with M−1, and so
without loss of generality we may assume that a = 3r.

Suppose that r ≥ 3. After plugging a = 3r and b = 1 into (3.2.3) we obtain

2d3(r−1)dF (X, Y ) = F
(
3r−1X + 32r−1Y,−X + 3r−1Y

)
. (3.2.4)

Thus

F
(
3r−1X + 32r−1Y,−X + 3r−1Y

)
≡ F (0,−X) ≡ c0(−X)d ≡ 0 (mod 9).

Since this congruence must hold for all X, it holds for those X that are not divisible by
3, which means that 9 divides c0. However, this result contradicts (3.2.2), which states
that the value of c0 is square-free. We conclude that the only possible values of r are
0, 1, 2, and so the only possible values of a = 3r are 1, 3, 9.

For r = 0, X = 0, Y = 1 the equation (3.2.4) gives us F (1, 1) = 2d. For r = 1, X = 1,
Y = 1 it gives us F (1, 1) = 2d once again. Finally, for r = 2, X = 1, Y = 1 the identity
(3.2.4) is equivalent to F (1, 1) = 3−dF (15, 1). Since 15 − 2 cos(x) ≥ 13 for any x ∈ R,
in the last case we have

|F (1, 1)| = 3−d|F (15, 1)| = 3−d
∏

1≤j<n/2
gcd(j,n)=1

∣∣∣∣15− 2 cos

(
2πj

n

)∣∣∣∣ ≥ 3−d13d > 2d.

Thus, regardless of the value of r, we must have |F (1, 1)| ≥ 2d. Since d ≥ 4, we will
obtain a contradiction by proving that |F (1, 1)| ≤ 8.
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To see that this is the case, note that for any integer j we have

1− 2 cos

(
2πj

n

)
= −2 cos

(
4π

3

)
− 2 cos

(
2πj

n

)
= −4 cos

(
2π

3
+
πj

n

)
cos

(
2π

3
− πj

n

)
= 4 cos

(
π(2n+ 3j)

3n

)
cos

(
π +

π(2n− 3j)

3n

)
= 4 cos

(
π(2n+ 3j)

3n

)
cos

(
π(5n− 3j)

3n

)
.

Therefore

F (1, 1) =
∏

1≤j<n/2
gcd(j,n)=1

(
1− 2 cos

(
2πj

n

))

=
∏

1≤j<n/2
gcd(j,n)=1

2 cos

(
π(2n+ 3j)

3n

)
×

∏
1≤j<n/2
gcd(j,n)=1

2 cos

(
π(5n− 3j)

3n

)

=
∏

1≤j<n
gcd(j,n)=1

2 cos

(
π(2n+ 3j)

3n

)
.

The result follows once we consider the following three cases:

(a) Suppose that n is divisible by 9. Then gcd(2n/3+j, n) = 1 if and only if gcd(j, n) = 1.
Since n is even we have gcd(j, n) = gcd(j, 2n) = 1, so

F (1, 1) =
∏

1≤j<n
gcd(j,2n)=1

2 cos

(
π(2n/3 + j)

n

)
. (3.2.5)

By definition,

f2n(0) =
∏

1≤j<n
gcd(j,2n)=1

2 cos

(
πj

n

)
.

If we put

N =
∏

1≤j<n
gcd(j,2n)=1

2 cos

(
π(5n/3 + j)

n

)
,
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then it follows from (3.2.5) and the above expression for f2n(0) that

f2n(0)2 =
∏

1≤j<2n
gcd(j,2n)=1

2 cos

(
πj

n

)
= F (1, 1) ·N.

Since both f2n(0) and F (1, 1) are non-zero rational integers,N is a rational number.
Since it is defined as a product of algebraic integers and the ring of algebraic integers
is closed under multiplication, it must be that N is a rational integer. We conclude
that F (1, 1) divides f2n(0)2. Since 2n is divisible by 72, it follows from (3.2.2) that
|f2n(0)| = 1. Therefore |F (1, 1)| = 1.

(b) Suppose that n is divisible by 3, but it is not divisible by 9. Then the equality
(3.2.5) still holds, but the numbers 2n/3 + j and n are not necessarily coprime.
More precisely, gcd(2n/3 + j, n) = 3 if j ≡ n/3 (mod 3) and gcd(2n/3 + j, n) = 1
if j ≡ −n/3 (mod 3). Note that the case j ≡ 0 (mod 3) is impossible because j
and n are coprime. We write F (1, 1) = MN , where

M =
∏

1≤j<n
gcd(j,n)=1

j ≡ n/3 (mod 3)

2 cos

(
π(2n+ 3j)/9

n/3

)
, N =

∏
1≤j<n

gcd(j,n)=1
j ≡ −n/3 (mod 3)

2 cos

(
π(2n/3 + j)

n

)
.

Note that gcd((2n+ 3j)/9, n/3) = 1 for all j coprime to n. Further,

f2n/3(0)3 =
∏

1≤j<n
gcd(j,2n/3)=1

2 cos

(
πj

n/3

)
, f2n(0)2 =

∏
1≤j<2n

gcd(j,2n)=1

2 cos

(
πj

n

)
.

By an argument analogous to the one used in Part (a) we conclude that M divides
f2n/3(0)3 and N divides f2n(0)2. Thus |MN | ≤ |f2n/3(0)|3f2n(0)2. Since 8 | 2n/3
and 24 | 2n, it follows from (3.2.2) that |f2n/3(0)| ≤ 2 and |f2n(0)| = 1. We conclude
that

|F (1, 1)| ≤ |f2n/3(0)|3f2n(0)2 ≤ 23 · 12 = 8.

(c) Suppose that n is not divisible by 3. Then gcd(2n + 3j, 3n) = 1 if and only if
gcd(j, n) = 1. We have

F (1, 1) =
∏

1≤j<n
gcd(j,n)=1

2 cos

(
π(2n+ 3j)

3n

)
. (3.2.6)
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Note that
f6n(0) =

∏
1≤j<3n

gcd(j,6n)=1

2 cos

(
πj

3n

)
. (3.2.7)

Since all the factors in the product (3.2.6) appear in the product (3.2.7) exactly
once, the number f6n(0)/F (1, 1) is rational, and since it is equal to a product of
algebraic integers it has to be a rational integer. We conclude that F (1, 1) divides
f6n(0). Since 24 | 6n, it follows from (3.2.2) that |f6n(0)| = 1. Thus |F (1, 1)| = 1.

Lemma 3.9 states that AutQ F contains more than 4 elements whenever the minimal
polynomial f(X) of 2 cos(2π/n) is reciprocal. Now the statement of Theorem 3.1 in the
case n ≡ 0 (mod 4) follows from the next lemma, which classifies all the situations when
f(X) is reciprocal.

Lemma 3.10. The minimal polynomial f(X) of 2 cos(2π/n) is reciprocal if and only if
n = 3 or n = 24.

Proof. Via a straightforward calculation we can verify that for 1 ≤ n ≤ 745 reciprocal
polynomials appear only for n = 3, 24, and they are X + 1 and X4− 4X2 + 1, respectively.
It remains to prove that there are no reciprocal polynomials with n ≥ 746.

For a positive integer n, let g(n) denote Jacobsthal’s function; that is, g(n) is equal to
the smallest positive integer m such that every sequence of m consecutive integers contains
an integer coprime to n. It was proven by Kanold [19] that

g(n) ≤ 2ω(n),

where ω(n) denotes the number of distinct prime factors of n.1 Combining the above upper
bound with the inequality [28]

ω(n) ≤ 1.3841
log n

log log n
,

which holds for all n ≥ 3, we get
g(n) < n

0.96
log logn .

1The author is grateful to Prof. Jeffrey Shallit for pointing out that better bounds exist, e.g., [18, 35].
However, Kanold’s bound is sufficient for our purposes.
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Now consider the interval
[

1
2π

arccos
(
1
4

)
, 1
4

)
. We claim that this interval contains a

rational number j/n with j coprime to n. In other words, we would like to locate an
integer j coprime to n such that

1

2π
arccos

(
1

4

)
n ≤ j <

1

4
n.

We see that such an integer j has to belong to the interval
[

1
2π

arccos
(
1
4

)
n, 1

4
n
)
, whose

length exceeds n/25. Since our interval is half-closed, it contains at least bn/25c consecutive
integers. However, for all n ≥ 746 we have

n
0.96

log logn <
n

25
− 1,

and this inequality implies that

g(n) < n
0.96

log logn <
n

25
− 1 <

⌊ n
25

⌋
.

This means that the interval
[

1
2π

arccos
(
1
4

)
n, 1

4
n
)
contains an integer j that is coprime to

n. But then
arccos

(
1

4

)
≤ 2πj

n
<
π

2
,

and consequently

0 < αj ≤
1

2
.

Since f(X) is reciprocal, the number α−1j is a conjugate of αj, so there exists some `
such that α` = α−1j . Thus α` ≥ 2. On the other hand, α` ≤ 2, which means that ` = 0.
Since gcd(`, n) = 1, we conclude that n = 1, and this contradicts our assumption that
n ≥ 746.

It remains to compute Aut′ F . Suppose that n = 24, so that F (X, Y ) = X4−4X2Y 2+Y 4

and
AutQ F =

〈(
0 1
1 0

)
,

(
0 1
−1 0

)〉
.

Let M = |sv − tu|−1/2 ( s ut v ) ∈ Aut′ F \ AutQ F . Then M2 ∈ AutQ F . Since AutQ F is
a proper subgroup of Aut′ F , it follows from Lemma 2.5 that Aut′ F ∼= D8. Therefore
M2 has order 4, i.e., M2 = ± ( 0 1

−1 0 ). Solving this equation in integers s, t, u, v such that
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gcd(s, t, u, v) = 1, we conclude that M has to be one of the following two matrices of
order 8:

1√
2

(
1 1
−1 1

)
,

1√
2

(
1 −1
1 1

)
.

However, neither of the above matrices are automorphisms of F (X, Y ) = X4−4X2Y 2+Y 4,
so the matrix M described above does not exist. We conclude that Aut′ F = AutQ F .

Finally, suppose that 4 | n and n 6= 24, so that

AutQ F =

〈(
−1 0
0 1

)
,

(
1 0
0 −1

)〉
.

Let M = |sv − tu|−1/2 ( s ut v ) ∈ Aut′ F \ AutQ F . Then M2 ∈ AutQ F . Since AutQ F is a
proper subgroup of Aut′ F , it follows from Lemma 2.5 that Aut′ F ∼= D4. Therefore M2

has order 4, i.e., M2 = ± ( 0 1
1 0 ) or M2 = ± ( 1 0

0 −1 ). However, neither of these equations
have solutions in integers s, t, u, v such that gcd(s, t, u, v) = 1.2 Therefore the matrix M
described above does not exist. Once again, we conclude that Aut′ F = AutQ F .

3.3 Case d ≥ 5 and n 6≡ 0 (mod 4)

Next, we consider the case d ≥ 5 and n 6≡ 0 (mod 4). In view of Lemma 3.6 part 2 and
Lemma 3.7, we may assume that n is odd.

Let M be an element of Aut′ F , where

M =
1

m

(
s u
t v

)
, m = |sv − tu|1/2.

Then
mdF (X, Y ) = F (sX + uY, tX + vY ),

which means that the polynomials mdf(X) and F (sX+u, tX+v) are equal. For an integer
2They do have solutions in Gaussian integers.
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`, let α` = 2 cos(2π`/n), and let α = α1. Then

F (sX + u, tX + v) =
∏

1≤`<n/2
gcd(`,n)=1

((sX + u)− α`(tX + v))

=
∏

1≤`<n/2
gcd(`,n)=1

((−tα` + s)X − (vα` − u))

= F (s, t)
∏

1≤`<n/2
gcd(`,n)=1

(
X − vα` − u

−tα` + s

)
.

Since mdf(X) and F (sX + u, tX + v) have the same roots, we conclude that there exists
some j coprime to n such that

αj =
vα− u
−tα + s

. (3.3.1)

We will show that s = v = ±1 and t = u = 0, implying thatM ∈ {±I}. Since −I ∈ Aut′ F
if and only if d is even, this result would allow us to conclude that Aut′ F = {I} when d
is odd and Aut′ F = {±I} when d is even.

Since n is odd, it follows from the discusion in Section 3.1 that there exists σ2 ∈
Gal (Q(α)/Q) such that σ2 : α` 7→ α2` for each ` coprime to n. Therefore

α2j = σ2(αj) = σ2

(
vα− u
−tα + s

)
=

vσ2(α)− u
−tσ2(α) + s

=
vα2 − u
−tα2 + s

.

Since for any x ∈ R it is the case that 2 cos(2x) = (2 cos(x))2 − 2, we conclude that
α2i = α2

i − 2 for all i. Therefore(
vα− u
−tα + s

)2

− 2 = α2
j − 2 = α2j =

vα2 − u
−tα2 + s

=
v(α2 − 2)− u
−t(α2 − 2) + s

.

From the above equality we obtain(
−t(α2 − 2) + s

) (
(vα− u)2 − 2(−tα + s)2

)
= (−tα + s)2

(
v(α2 − 2)− u

)
.

We conclude that the polynomial

(2t3 − t2v − tv2)X4

+(−4st2 + 2stv + 2tuv)X3

+(2s2t− s2v − 2st2 + sv2 − 4t3 + t2u+ 2t2v − tu2 + 2tv2)X2

+(4s2t+ 8st2 − 2stu− 4stv − 2suv − 4tuv)X

+(−2s3 − 4s2t+ s2u+ 2s2v + su2 + 2tu2)
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vanishes at α. Since the degree of α is at least 5 and the above polynomial has degree at
most 4, it must be the case that this polynomial is identically equal to zero. That is,

t(t− v)(2t+ v) = 0,

t(−2st+ sv + uv) = 0,

2s2t− s2v − 2st2 + sv2 − 4t3 + t2u+ 2t2v − tu2 + 2tv2 = 0,

2s2t+ 4st2 − stu− 2stv − suv − 2tuv = 0,

−2s3 − 4s2t+ s2u+ 2s2v + su2 + 2tu2 = 0.

(3.3.2)

Depending on the value of t, we consider the following three cases.

1. Suppose that t = 0. Then the first two equations in (3.3.2) vanish, while the third and
the fourth equations simplify to sv(v − s) = 0 and suv = 0, respectively. Note that
s 6= 0, for otherwise the denominator of (3.3.1) vanishes. Thus the last two equations
further reduce to v(v − s) = 0 and uv = 0. If v = 0, then the number αj = −u/s
is rational, in contradiction to the fact that degαj ≥ 5. On the other hand, if v = s,
then u = 0. Since the determinant of every automorphism is equal to ±1, we have
sv − tu = s2 = ±1. Since s in an integer, we conclude that s2 = 1, and consequently
s = v = ±1 and t = u = 0, as claimed.

2. Suppose that t = v and t 6= 0. Then the second equation in (3.3.2) simplifies to v(u−s) =
0. But then s = u, and

αj =
vα− u
−tα + s

=
vα− u
−vα + u

= −1,

in contradiction to the fact that degαj ≥ 5.

3. Suppose that v = −2t and t 6= 0. Then the second equation simplifies to v(2s+ u) = 0.
But then u = −2s,

αj =
vα− u
−tα + s

=
−2tα + 2s

−tα + s
= 2,

in contradiction to the fact that degαj ≥ 5.

3.4 Case d = 3, 4 and n 6≡ 0 (mod 4)

It remains to consider the case d = 3, 4 and n 6≡ 0 (mod 4), which corresponds to n =
7, 9, 14, 15, 18, and 30. In view of Lemma 3.6 part 2 and Lemma 3.7, we may restrict our
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attention to odd n. We will demonstrate the case n = 7 in detail, and the cases n = 9 and
n = 15 can be established analogously. Let

M =
1

m

(
s u
t v

)
∈ Aut′ F,

where m = |sv − tu|1/2.

1. If n = 7, the binary form corresponding to 2 cos(2π/7) is

F (X, Y ) = X3 +X2Y − 2XY 2 − Y 3.

We will show that
Aut′ F =

〈(
−1 −1
1 0

)〉
.

Let α` = 2 cos(2π`/7), and note that α = α1, α2 and α3 are the roots of F (X, 1).
Furthermore, we have α2 = α2 − 2 and α3 = −α2 − α + 1.

Since M ∈ Aut′ F , by Proposition 2.7 there exists some j ∈ {2, 3} such that

αj =
vα− u
−tα + s

.

Suppose that j = 2. Then

vα− u = (−tα + s)αj

= (−tα + s)(α2 − 2)

= −tα3 + sα2 + 2tα− 2s

= −t(−α2 + 2α + 1) + sα2 + 2tα− 2s

= (s+ t)α2 − 2s− t.

Thus the polynomial (s+ t)X2−vX− (2s+ t−u) vanishes at α, and since α has degree
3 it must be identically equal to zero. Therefore

s+ t = 0,

v = 0,

2s+ t− u = 0,
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and we conclude that t = −s, u = s and v = 0 for any non-zero integer s. Independently
of the value of s we obtain the relation

α2 =
vα− u
−αt+ s

= − 1

α + 1
.

Further, since gcd(s, t, u, v) = 1, it must be the case that s = ±1. If s = 1, then(
s u
t v

)
=

(
1 1
−1 0

)
.

However, one can easily verify that the above matrix is not an automorphism of F . If
s = −1, then

M =

(
s u
t v

)
=

(
−1 −1
1 0

)
.

One can easily verify that, in this case, M ∈ Aut′ F .

Suppose that j = 3. Then

vα− u = (−tα + s)α3 = −sα2 − (s− t)α + s+ t.

Thus the polynomial sX2 + (s − t + v)X − (s + t + u) vanishes at α, and since α has
degree 3 it must be identically equal to zero. We conclude that s = 0, u = −t and
v = t for any non-zero integer t. Independently of the value of t we obtain the relation
α3 = −(1+α)/α. Further, since gcd(s, t, u, v) = 1, it must be the case that t = ±1. It is
straightforward to check that the matrix corresponding to t = 1 is not an automorphism,
while the matrix corresponding to t = −1 is equal to M2, so it is an automorphism of
F .

Since we considered all possible relations of the form αj = (vα − u)/(−tα + s), we
conclude that the only automorphisms of F (X, Y ) that belong Aut′ F are I,M and
M2.

2. If n = 9, the binary form corresponding to 2 cos(2π/9) is

F (X, Y ) = X3 − 3XY 2 + Y 3.

We will show that
AutQ F =

〈(
−1 1
−1 0

)〉
.
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Let α` = 2 cos(2π`/9), and note that α = α1, α2 and α4 are the roots of F (X, 1). Since
M ∈ Aut′ F , by Proposition 2.7 there exists some j ∈ {2, 4} such that

αj =
vα− u
−tα + s

.

If j = 4, we obtain α4 = 1/(−α + 1) and

M =

(
s u
t v

)
=

(
−1 1
−1 0

)
∈ Aut′ F,

while if j = 2 we obtain α2 = (α− 1)/α and M2 ∈ Aut′ F .

3. If n = 15, the binary form corresponding to 2 cos(2π/15) is

F (X, Y ) = X4 −X3Y − 4X2Y 2 + 4XY 3 + Y 4.

We will show that
Aut′ F =

〈(
1 −2
1 −1

)〉
.

Let α` = 2 cos(2π`/15), and note that α = α1, α2, α4 and α7 are the roots of F (X, 1).
Since M ∈ Aut′ F , by Proposition 2.7 there exists some j ∈ {2, 4, 7} such that

αj =
vα− u
−tα + s

.

If j = 2 or j = 7, then no relation of the above form could be obtained. If j = 4, then
α4 = (α − 2)/(α − 1) and there are two automorphisms corresponding to this relation,
namely M and M3, where

M =

(
s u
t v

)
=

(
−1 2
−1 1

)
.

3.5 Automorphisms of Binary Forms Associated with
Chebyshev Polynomials

In this section, we prove Theorem 3.2. Let n be a positive integer and let Tn(X, Y ) ∈
Z[X, Y ] denote the homogenization of the n-th Chebyshev polynomial of the first kind. It
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is well-known that the roots of Tn(X, 1) are given by cos((2j − 1)π/2n) for j = 1, 2, . . . , n.
Consequently, if we let fm(X) denote the minimal polynomial of 2 cos(2π/m), then

Tn(X, 1) =
∏
d|n

d is odd

f4n/d ((2− δdn)X) ,

where δij denotes the Kronecker delta function. If we let Fm(X, Y ) denote the homogenization
of fm(X), then Tn(X, Y ) factors as

Tn(X, Y ) =
∏
d|n

d is odd

F4n/d ((2− δdn)X, Y ) . (3.5.1)

Note that every binary form in the above factorization of Tn(X, Y ) is irreducible. The
main result will follow from the formula (3.5.1), Theorem 3.1, as well as the two lemmas
established below.

Lemma 3.11. Let F (X, Y ) ∈ Z[X, Y ] be a binary form and let A ∈ GL2(Q). Then
AutQ FA = A−1 (AutQ F )A.

Proof. Suppose that M ∈ AutQ F . Since F = FM , we have FA = (FM)A = FMA =
(FA)A−1MA, so A−1MA ∈ AutQ FA.

Lemma 3.12. For a positive integer n, let Tn(X, Y ) be the homogenization of the n-th
Chebyshev polynomial of the first kind. Suppose that G(X, Y ) ∈ Z[X, Y ] is an irreducible
binary form of degree at least 1 that divides Tn(X, Y ). Then AutQ Tn ⊆ AutQG.

Proof. Since AutQG = AutQ(rG) for any non-zero r ∈ C, without loss of generality we
may assume that G has a positive leading coefficient and content equal to one. Further,
the result is trivially true for n = 1, for if G | T1, then T1 = X and G = ±X. Therefore we
may suppose that n ≥ 2.

Let
M =

(
s u
t v

)
be an element of AutQ Tn and denote the discriminant of a binary form F by D(F ). As is
well-known,

D((Tn)M) = (detM)n(n−1)D(Tn).

Since Tn = (Tn)M and D(Tn) 6= 0, we have (detM)n(n−1) = 1. Since n ≥ 2, it must be the
case that detM 6= 0.
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The proof is by contradiction, so suppose that M /∈ AutQG, which means that the
binary forms G and GM are distinct. Since G is irreducible and detM 6= 0, it must be the
case that GM is also irreducible. Since G | Tn and Tn has content one, there exists some
H(X, Y ) ∈ Z[X, Y ] such that Tn = GH. Since M ∈ AutQ F , we have

Tn = (Tn)M = (GH)M = GMHM ,

which means that GGM | Tn in Q[X, Y ]. Since Tn factors into irreducible forms as in (3.5.1),
and both G and GM are irreducible, the result will follow after we consider the next two
cases.

1. Suppose that G(X, Y ) = X and GM(X, Y ) = rF4n/d(2X, Y ) for some non-zero r ∈ Q
and odd d | n such that d < n. Then GM(X, Y ) = sX + uY , which means that
sX+uY = rF4n/d(2X, Y ) and consequently degF4n/d = 1. Since degFm = 1 if and only
if m ∈ {3, 4, 6}, we conclude that d = n, which contradicts the assumption that d < n.
The case when G(X, Y ) = F4n/d(2X, Y ) and GM(X, Y ) = rX for some non-zero r ∈ Q
and odd d | n such that d < n can be established analogously.

2. Suppose that G(X, Y ) = F4n/d1(2X, Y ) and GM(X, Y ) = rF4n/d2(2X, Y ) for some non-
zero r ∈ Q and two distinct odd divisors d1, d2 of n that are less than n. Set k = 4n/d1,
` = 4n/d2,

S =

(
2 0
0 1

)
,

so that G = (Fk)S and GM = (rF`)S. Then GM = (Fk)SM and consequently (Fk)SM =
(rF`)S. Since S is invertible, we conclude that rF` = (Fk)SMS−1 . Consequently, there
exist rational numbers a, b, c, d such that the polynomials rF`(X, 1) and Fk(aX+c, bX+
d) are identical. In particular, their roots are the same, which means that

2 cos (2πj/`) =
−c+ 2 cos(2π/k)d

a− 2 cos(2π/k)b

for some j coprime to `. Therefore 2 cos(2πj/`) is an element of the field Q (2 cos(2π/k)).
Since the Galois group of f`(X) is cyclic, all the conjugates of 2 cos(2πj/`) belong to
this field as well, which means that the field Q (2 cos(2π/`)) is entirely contained in
Q (2 cos(2π/k)). We repeat the argument with G and GM interchanged, and conclude
that the fields Q (2 cos(2π/k)) and Q (2 cos(2π/`)) are identical. In particular, their
discriminants Dk and D` are the same.

Before we obtain a contradiction by proving that Dk 6= D`, we need to make two
additional remarks. The first one is that, since the degrees of G and GM are the same,
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we may conclude that the degrees of Fk and F` are the same. Consequently, ϕ(k)/2 =
degFk = degF` = ϕ(`)/2, which means that ϕ(k) = ϕ(`).
The second remark is that the conditions ϕ(k) = ϕ(`) and k 6= ` imply the existence of
some odd prime which divides k but not `, or vice versa. For suppose that this is not
the case and

k =
t∏
i=1

peii , ` =
t∏

j=1

pfii

for some positive integers t, e1, . . . , et, f1, . . . , ft. Then
t∏
i=1

pei−1i (pi − 1) = ϕ(k) = ϕ(`) =
t∏
i=1

pfi−1i (pi − 1).

After dividing both sides by
∏t

i=1(pi − 1), we obtain
t∏
i=1

pei−1i =
t∏
i=1

pfi−1i ,

which means that ei = fi for all i = 1, 2, . . . , t. But then k = `, in contradiction to our
assumption that k and ` are distinct. Therefore there exists some prime that divides k
but not `, or the other way around. Since k and ` are both divisible by 4, this prime
must be odd.
Now let Dm denote the discriminant of the field Q(2 cos(2π/m)). It was demonstrated
in [22] that

Dm =


2(j−1)2j−2−1, if m = 2j, j > 2;
p(jp

j−(j+1)pj−1−1)/2, if m = pj or 2pj, p > 2 prime;(∏ω(m)
i=1 p

ei−1/(pi−1)
i

)ϕ(m)
2
, if m =

∏ω(m)
i=1 peii , ω(m) > 1,m 6= 2pj,

where ω(m) denotes the number of distinct prime divisors of m. Let

k =

ω(k)∏
i=1

peii and ` =

ω(`)∏
j=1

q
fj
j

be the prime factorizations of k and `, respectively. Since Dk = D` and ϕ(k) = ϕ(`),
the above formula for the discriminant of Q (2 cos(2π/m)) yields the equality

ω(k)∏
i=1

p
ei−1/(pi−1)
i =

ω(`)∏
j=1

q
fj−1/(qj−1)
j .
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The exponents of primes in the equality above are all positive, and since we established
previously that there exists some i such that pi 6= qj for all j, or there exists some j
such that qj 6= pi for all i, this equality cannot possibly be true.

Now we can prove Theorem 3.2. Suppose that n ≥ 3 is odd andM ∈ AutQ Tn. According
to (3.5.1), every irreducible binary form different from X that divides Tn is of the form
(F4n/d)S for some odd d < n such that d | n, where

S =

(
2 0
0 1

)
.

Note that (F24)S does not divide Tn, for otherwise the equality 4n/d = 24 would imply
that n is even. It follows from Theorem 3.1 item 7, as well as Lemma 3.11, that

AutQ Tn ⊆ AutQ(F4n/d)S

= S−1
(
AutQ F4n/d

)
S

=

〈(
−1 0
0 1

)
,

(
1 0
0 −1

)〉
.

Therefore there are only four options forM . Further, since X divides Tn(X, Y ), by Lemma
3.12 it must also be the case that M ∈ AutQX. Therefore M must be of the form(

1 0
t v

)
for some t, v ∈ Q, which means that only two out of four options remain, namely (t, v) =
(0,−1), (0, 1), so the result follows.

Suppose that n ≥ 4 is even. Then X does not divide Tn, so it follows from (3.5.1) and
Theorem 3.1 items 7, 8 that〈(

−1 0
0 1

)
,

(
1 0
0 −1

)〉
⊆ AutQ Tn. (3.5.2)

Suppose that the containment in (3.5.2) is strict. Then it follows from Theorem 3.1
item 8 that the binary form (F24)S, which has degree 4, divides Tn. In this case AutQ Tn =
AutQ(F24)S. Since T4 6= (F24)S, it follows from (3.5.1) that there exists some binary form
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(Fm)S that divides Tn such that m 6= 24. If degFm ≥ 4, then (Fm)S has the automorphism
group as in Theorem 3.1 item 7, so the contradiction follows from Lemma 3.12. Therefore
degFm < 4 and since the degree of Fm is even it must be the case that degFm = 2. Because
4 divides m there are only two possible options for (Fm)S, namely (F8)S = 2X2 − Y 2 and
(F12)S = 4X2 − 3Y 2. It is straightforward to check that AutQ(F24)S 6⊆ AutQ(F8)S and
AutQ(F8)S 6⊆ AutQ(F12)S, so once again we obtain a contradiction. We conclude that the
groups in (3.5.2) are equal, as claimed.
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Chapter 4

Generalization of the Thue-Siegel
Principle

In order to extend the results from Chapter 2, we need to generalize both the gap principle
and the Thue-Siegel principle. In this chapter, we focus on the latter.

Recall the formulation of the Thue-Siegel principle from Chapter 1: if α is an irrational
algebraic number and x1/y1, x2/y2 are distinct rational numbers that satisfy the inequalities
(1.1.1) and y2 > y1 ≥ C1 for some large number C1, then y2 < yη1 for some η > 1. The
Thue-Siegel principle was first established by Thue [33], and later refined by Bombieri [1]
and Bombieri and Mueller [3]. By improving on the work of Dyson [11], they achieved the
following:

1. Instead of taking approximations x1/y1, x2/y2 to the same algebraic number α, the
Thue-Siegel principle was extended to the case when x1/y1 approximates α, while
x2/y2 approximates some β ∈ Q(α), with deg β = degα.

2. A function C(t) was discovered such that if µ >
√

2d, y2 > y1 ≥ 1,∣∣∣∣α− x1
y1

∣∣∣∣ < C(α)

yµ1
,

∣∣∣∣β − x2
y2

∣∣∣∣ < C(β)

yµ1

hold simultaneously, then y2 < yη1 for some η > 1. In other words, the lower bound
C1 on y1, y2 has been eliminated.

We generalize the first of the two results above by considering β whose degree over
Q(α) is small relative to the degree of α over Q. The main result of this chapter is stated
in Theorem 4.1.
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Theorem 4.1. Let K = C or Qp, where p is a rational prime, and denote the standard
absolute value on K by | |. Let α, β ∈ K be irrational algebraic numbers over Q and put
d = [Q(α, β) : Q]. Let µ >

√
2d. There exists an explicitly computable number C > 0,

which depends only on α, β and µ, such that if x1/y1, x2/y2 are rational numbers satisfying
H(x2, y2) ≥ H(x1, y1) ≥ C,∣∣∣∣α− x1

y1

∣∣∣∣ < 1

H(x1, y1)µ
,

∣∣∣∣β − x2
y2

∣∣∣∣ < 1

H(x2, y2)µ
,

then
H(x2, y2) < H(x1, y1)

η,

where
η =

256(µ+ 3)4

3((µ/
√

2d)− 1)2
.

Remark 4.2. Let d1 = [Q(α) : Q] and d2 = [Q(α, β) : Q(α)]. Without loss of generality,
suppose that d1 ≥ d2 (if not, then we can switch α and β). At first sight it may seem that
Theorem 4.1 applies to all algebraic numbers α, β. However, when H(x2, y2) is sufficiently
large it must be the case that Q(β) is a subfield of F , where F is the splitting field of the
minimal polynomial of α. Furthermore, the inequality d2 < d1/2 holds, indicating that the
degree of β over Q(α) is small relative to the degree of α over Q.

Indeed, if
√

2d =
√

2d1d2 ≥ d1, then µ > d1, and so Theorem 4.1 does not yield any
improvement over Liouville’s theorem. Thus it is only useful when

√
2d1d2 < µ < d1,

or equivalently d2 < d1/2. However, this condition yields a certain restriction on β: if
Q(β) 6⊆ F , then

[Q(β) : Q] = [Q(α, β) : Q(α)] = d2 < µ,

and so once again our theorem does not yield any improvement over Liouville’s theorem
applied to β. Thus, if H(x2, y2) is sufficiently large, it must be the case that Q(β) is a
subfield of F .

4.1 Preliminary Results

Lemma 4.3. (See [10, Section 13.1, Theorem 4]) Let α, β be algebraic numbers,

d1 = [Q(α) : Q], d2 = [Q(α, β) : Q(α)] .

Then the set {
αiβj : 0 ≤ i ≤ d1 − 1, 0 ≤ j ≤ d2 − 1

}
forms a basis of Q(α, β) when viewed as a vector space over Q.
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Lemma 4.4. Let α, β be algebraic numbers over Q and put

d1 = [Q(α) : Q], d2 = [Q(α, β) : Q(α)] .

Then for all non-negative integers r and s there exist rational numbers cr,s,i,j such that

αrβs =

d1−1∑
i=0

d2−1∑
j=0

cr,s,i,jα
iβj.

Furthermore, there exist positive integers c1 and C1, which depend only on α and β, such
that cr+s+d1−11 cr,s,i,j ∈ Z and |cr,s,i,j| ≤ Cr+s

1 .

Proof. The existence of rational numbers cr,s,i,j satisfying the conditions of Lemma 4.4
follows from Lemma 4.3. The proof proceeds in three steps.

Step 1. For a non-negative integer r, write

αr = ar,d1−1α
d1−1 + · · ·+ ar,1α + ar,0.

If we denote the leading coefficient of the minimal polynomial of α by a, and put

A = 1 + max
0≤i≤d1−1

{|ad1,i|} ,

then it follows from Lemma 2.14 that amax{0,r−d1+1}ar,i ∈ Z and |ar,i| ≤ Amax{0,r−d1+1} for
all i such that 0 ≤ i ≤ d1 − 1.

Step 2. For a non-negative integer s, write

βs =

d2−1∑
j=0

d1−1∑
i=0

bs,i,jα
iβj.

Let b be the least common multiple of the denominators of bd2,i,j’s, and put

B0 = max
0≤i≤d1−1
0≤j≤d2−1

{|bd2,i,j|} , B = 1 + d1B0 + d1(d1 − 1)Ad1−1B0.

Note that A ≤ B. In the second step, we prove that ad1−1bmax{0,s−d2+1}bs,i,j ∈ Z and
|bs,i,j| ≤ Bmax{0,s−d2+1} for all i and j such that 0 ≤ i ≤ d1 − 1 and 0 ≤ j ≤ d2 − 1. We
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prove these facts by induction. Our statements are trivially true for 0 ≤ s ≤ d2. If we
define bs,i,−1 = 0, then for all s ≥ d2 we have

βs+1 = β · βs

= β

d2−1∑
j=0

d1−1∑
i=0

bs,i,jα
iβj

= βd2
d1−1∑
i=0

bs,i,d2−1α
i +

d2−1∑
j=1

d1−1∑
i=0

bs,i,j−1α
iβj

=

(
d2−1∑
j=0

d1−1∑
i=0

bd2,i,jα
iβj

)
·

(
d1−1∑
i=0

bs,i,d2−1α
i

)
+

d2−1∑
j=1

d1−1∑
i=0

bs,i,j−1α
iβj

=

d2−1∑
j=0

(
d1−1∑
i=0

bd2,i,jα
i

)(
d1−1∑
i=0

bs,i,d2−1α
i

)
βj +

d2−1∑
j=1

d1−1∑
i=0

bs,i,j−1α
iβj

=

d2−1∑
j=0

[
2d1−2∑
k=0

(
k∑
`=0

bd2,`,jbs,k−`,d2−1

)
αk +

d1−1∑
i=0

bs,i,j−1α
i

]
βj

=

d2−1∑
j=0

[
2d1−2∑
k=0

(
k∑
`=0

bd2,`,jbs,k−`,d2−1

)(
d1−1∑
i=0

ak,iα
i

)
+

d1−1∑
i=0

bs,i,j−1α
i

]
βj

=

d2−1∑
j=0

d1−1∑
i=0

[
bs,i,j−1 +

2d1−2∑
k=0

ak,i

k∑
`=0

bd2,`,jbs,k−`,d2−1

]
αiβj.

We conclude that

bs+1,i,j = bs,i,j−1 +

2d1−2∑
k=0

ak,i

k∑
`=0

bd2,`,jbs,k−`,d2−1

= bs,i,j−1 +
i∑

`=0

bd2,`,jbs,k−`,d2−1 +

2d1−2∑
k=d1

ak,i

k∑
`=0

bd2,`,jbs,k−`,d2−1.

Since amax{0,k−d1+1}ak,i ∈ Z, we conclude that ad1−1bs−d2+2bs+1,i,j ∈ Z. Further, since |ak,i| ≤
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Amax{0,k−d1+1}, |bd2,i,j| ≤ B0, and |bs,i,j| ≤ Bs−d2+1 by the induction hypothesis, we see that

|bs+1,i,j| ≤ |bs,i,j−1|+
i∑

`=0

|bd2,`,jbs,k−`,d2−1|+
2d1−2∑
k=d1

|ak,i|
k∑
`=0

|bd2,`,jbs,k−`,d2−1|

≤ Bs−d2+1 + (i+ 1)B0B
s−d2+1 +B0B

s−d2+1

d1−1∑
k=1

(k + 1)Ak

≤ Bs−d2+1 + d1B0B
s−d2+1 + d1B0B

s−d2+1

d1−1∑
k=1

Ak

≤ Bs−d2+1(1 + d1B0 + d1(d1 − 1)Ad1−1B0)

= Bs−d2+2.

Step 3. In the third step, we prove that ar+d1−1bmax{0,s−d2+1}cr,s,i,j ∈ Z and |cr,s,i,j| ≤
d1A

rBmax{0,s−d2+1} for all i and j such that 0 ≤ i ≤ d1− 1 and 0 ≤ j ≤ d2− 1. We consider
the expansion of αrβs:

αrβs =

d2−1∑
j=0

d1−1∑
m=0

bs,m,jα
r+mβj

=

d2−1∑
j=0

d1−1∑
m=0

bs,m,j

(
d1−1∑
i=0

ar+m,iα
i

)
βj

=

d2−1∑
j=0

d1−1∑
i=0

(
d1−1∑
m=0

bs,m,jar+m,i

)
αiβj.

Therefore

cr,s,i,j =

d1−1∑
m=0

bs,m,jar+m,i,

Since ad1−1bmax{0,s−d2+1}bs,m,j ∈ Z and arar+m,i ∈ Z for all m such that 0 ≤ m ≤ d1− 1, we
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conclude that ar+d1−1bmax{0,s−d2+1}cr,s,i,j ∈ Z. Further,

|cr,s,i,j| ≤
d1−1∑
m=0

|bs,m,jar+m,i|

≤ Bmax{0,s−d2+1}
d1−1∑
m=0

Amax{0,r+m−d1+1}

≤ d1A
rBmax{0,s−d2+1}

≤ d1B
r+max{0,s−d2+1},

where the last inequality follows from the fact that A ≤ B. From the observations made
above we conclude that the values c1 = lcm(a, b) and C1 = d1B would satisfy the hypothesis
of the lemma.

Lemma 4.5. Let r1, r2 be positive real numbers with r2 ≤ r1 and let t be a real number
such that 0 ≤ t ≤ 1. Then the number of solutions to the inequality

i

r1
+
j

r2
< t (4.1.1)

in integers i, j such that 0 ≤ i ≤ r1, 0 ≤ j ≤ r2 is less than

r1r2
2
t2 +

(
r1 +

3r2
2

)
t+ 1.

Proof. For each fixed i ∈ {0, 1, . . . , br1tc} only

j = 0, 1, . . . ,

⌊
r2t−

r2i

r1

⌋
could satisfy the inequality (4.1.1). So the total number of solutions does not exceed

br1tc∑
i=0

(⌊
r2t−

r2i

r1

⌋
+ 1

)
≤ (r1t+ 1)(r2t+ 1)− r2

r1
· br1tc (br1tc+ 1)

2

< (r1t+ 1)(r2t+ 1)− r2t(r1t− 1)

2

=
r1r2

2
t2 +

(
r1 +

3r2
2

)
t+ 1.
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Let (r1, r2) ∈ N2, and let P (X, Y ) ∈ Z[X, Y ] be a polynomial such that degX P ≤ r1
and degY P ≤ r2. For (α, β) ∈ Q2, write P (X, Y ) as

P (X, Y ) =

r1∑
i=0

r2∑
j=0

pi,j(X − α)i(Y − β)j.

Definition 4.6. We define the index of P (X, Y ) at (α, β) relative to (r1, r2) as

ind(P ;α, β; r1, r2) = min
pi,j 6=0

(
i

r1
+
j

r2

)
.

Lemma 4.7. Let α, β be algebraic numbers such that

d1 = [Q(α) : Q], d2 = [Q(α, β) : Q(α)] ,

d1d2 ≥ 2. Let t, δ be such that

0 < t <

√
2

d1d2
,
d1d2

2
t2 < δ < 1.

Let c1, C1 be the constants from Lemma 4.4 and r1, r2 be positive integers such that the
inequalities

r1 + r2 ≥ (d1 − 1)
log c1
log 2

, (4.1.2)

and
d1d2

(
r1r2

2
t2 +

(
r1 +

3r2
2

)
t+ 1

)
≤ δr1r2 (4.1.3)

are satisfied. There exists a non-zero polynomial P (X, Y ) ∈ Z[X, Y ] such that

degX P ≤ r1, degY P ≤ r2,

H(P ) < (16c1C1)
(r1+r2)δ/(1−δ)

and
ind(P ;α, β; r1, r2) ≥ t.

Proof. Note that our choice of t, δ implies d1d2t2/2 < δ, so the inequalities (4.1.2) and
(4.1.3) most certainly can be satisfied if r1, r2 are chosen sufficiently large. We will show
that there exists a non-zero polynomial

P (X, Y ) =

r1∑
i=0

r2∑
j=0

pi,jX
iY j
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with the properties mentioned above.

Let m be the number of pairs (h1, h2) ∈ {0, 1, . . . , r1}×{0, 1, . . . , r2} such that (h1/r1 +
h2/r2) < t. By Lemma 4.5,

m <
r1r2

2
t2 +

(
r1 +

3r2
2

)
t+ 1. (4.1.4)

For each such (h1, h2) we impose the condition Dh1,h2P (α, β) = 0. Since

Dh1,h2P (α, β) =

r1∑
i=h1

r2∑
j=h2

(
i

h1

)(
j

h2

)
pi,jα

i−h1βj−h2

=

r1∑
i=h1

r2∑
j=h2

(
i

h1

)(
j

h2

)
pi,j

(
d1−1∑
k=0

d2−1∑
`=0

ci−h1,j−h2,k,`α
kβ`

)

=

d1−1∑
k=0

d2−1∑
`=0

(
r1∑
i=h1

r2∑
j=h2

(
i

h1

)(
j

h2

)
ci−h1,j−h2,k,`pi,j

)
αkβ`,

each condition Dh1,h2P (α, β) = 0 corresponds to d1d2 linear equations indexed by (k, `) ∈
{0, 1, . . . , d1 − 1} × {0, 1, . . . , d2 − 1} of the form

r1∑
i=h1

r2∑
j=h2

(
i

h1

)(
j

h2

)
ci−h1,j−h2,k,`pi,j = 0.

Thus there areM = d1d2m linear equations over Q in total. To convert the above equations
from Q to Z we multiply each equation by cr1+r2+d1−11 . The coefficients of these equations
are integers such that∣∣∣∣∣cr1+r2+d1−11

r1∑
i=h1

r2∑
j=h2

(
i

h1

)(
j

h2

)
ci−h1,j−h2,k,`

∣∣∣∣∣ ≤ cr1+r2+d1−11 (r1 − h1 + 1)(r2 − h2 + 1)2r1+r2Cr1+r2−h1−h2
1

≤ (r1 + 1)(r2 + 1)cd1−11 (2c1C1)
r1+r2

≤ cd1−11 (4c1C1)
r1+r2

≤ (8c1C1)
r1+r2 ,

where the last inequality follows from (4.1.2). Let A = (8c1C1)
r1+r2 and N = (r1+1)(r2+1)
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be the number of coefficients of P . Then it follows from (4.1.3) and (4.1.4) that

M = d1d2m

< d1d2

(
r1r2

2
t2 +

(
r1 +

3r2
2

)
t+ 1

)
≤ δr1r2

< δN.

Therefore M/(N −M) < δ/(1− δ), so by Lemma 2.13 there exist integers pi,j, not all zero,
such that

H(P ) = max{|pi,j|} ≤ (NA)
M

N−M < (16c1C1)
(r1+r2)δ/(1−δ).

Lemma 4.8. Let K = C or Qp and let | | denote the standard absolute value on K.
Let α, β be algebraic numbers over Q, and denote the leading coefficients of the minimal
polynomials of α, β by cα, cβ, respectively. Let P ∈ Z[X, Y ] be a non-zero polynomial of
bi-degree (r1, r2) and (i, j) ∈ {0, . . . , r1} × {0, . . . , r2}.

If K = C then

|Di,jP (α, β)| ≤ H(P )

(
r1 + 1

i+ 1

)(
r2 + 1

j + 1

)
max{1, |α|}r1−i max{1, |β|}r2−j (4.1.5)

If K = Qp then
|Di,jP (α, β)| ≤ |cα|−(r1−i)|cβ|−(r2−j). (4.1.6)

Proof. Let

P (X, Y ) =

r1∑
k=0

r2∑
`=0

rk`X
kY `.

If K = C, then it follows from the triangle inequality and the identity (2.2.2) that

|Di,jP (α, β)| ≤
r1∑
k=i

r2∑
`=j

(
k

i

)(
`

j

)
|rk`|max{1, |α|}k−i max{1, |β|}`−j

≤ H(P ) max{1, |α|}r1−i max{1, |β|}r2−j
(

r1∑
k=i

(
k

i

))
·

(
r2∑
`=j

(
`

j

))

= H(P )

(
r1 + 1

i+ 1

)(
r2 + 1

j + 1

)
max{1, |α|}r1−i max{1, |β|}r2−j.
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If K = Qp, then due to the fact that cαα, cββ are algebraic integers, the number
cr1−iα cr2−jβ Di,jP (α, β) is also an algebraic integer. Therefore its p-adic absolute value does
not exceed one. Thus we conclude that

|Di,jP (α, β)| ≤ |cα|−(r1−i)|cβ|−(r2−j).

Lemma 4.9. Let K = C or Qp, where p is a rational prime, and denote the standard
absolute value on K by | |. Let α, β ∈ K be algebraic numbers over Q, and denote the
leading coefficients of the minimal polynomials of α, β by cα, cβ, respectively. Put

d1 = [Q(α, β) : Q] .

Let µ >
√

2d1d2, and choose δ, t and ε, with ε > 0, so that

2

µ
< t <

√
2

d1d2
,
dt2

2
< δ < 1,

(1 + ε)(2 + ε) < tµ.

Suppose that there exist rational numbers x1/y1, x2/y2,∣∣∣∣α− x1
y1

∣∣∣∣ < 1

H(x1, y1)µ
,

∣∣∣∣β − x2
y2

∣∣∣∣ < 1

H(x2, y2)µ
,

and
H(x2, y2) ≥ H(x1, y1) ≥

(
4C2(16c1C1)

δ/(1−δ))1/ε , (4.1.7)

where c1, C1 are the constants from Lemma 4.4 and

C2 =

{
max{1, |α|, |β|}, if K = C;
max{cα, cβ}, if K = Qp.

Let r1, r2, P be as in Lemma 4.7, where, in addition, the inequalities r1 + r2 ≥ 2 and

r1 logH(x1, y1) ≤ r2 logH(x2, y2) ≤ (1 + ε)r1 logH(x1, y1)

are satisfied. Then

ind(P ;x1/y1, x2/y2; r1, r2) ≥ t− (1 + ε)(2 + ε)

µ
.
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Proof. By Lemma 4.7, the inequality ind(P ;α, β; r1, r2) ≥ t holds. Let us fix some particular
h1 and h2 such that

h1
r1

+
h2
r2

< t− (1 + ε)(2 + ε)

µ
,

and consider the polynomial Dh1,h2P (X, Y ). We would like to show that it vanishes at
(x1/y1, x2/y2). By Taylor’s theorem,

Dh1,h2P (X, Y ) =

r1−h1∑
i=0

r2−h2∑
j=0

Di+h1,j+h2P (α, β) (X − α)i (Y − β)j .

At this point, we recall that Di+h1,j+h2P (α, β) = 0, unless

i+ h1
r1

+
j + h2
r2

≥ t.

If we let ∆α = x1/y1 − α and ∆β = x2/y2 − β, then for such i and j we have

− log |∆i
α∆j

β| > µ

(
i

r1
r1 logH(x1, y1) +

j

r2
r2 logH(x2, y2)

)
≥ µr1 logH(x1, y1)

(
i

r1
+
j

r2

)
≥ µr1 logH(x1, y1)

(
t− h1

r1
− h2
r2

)
≥ µ

2 + ε

(
t−
(
t− (1 + ε)(2 + ε)

µ

))
(r1 logH(x1, y1) + r2 logH(x2, y2))

= (1 + ε) (r1 logH(x1, y1) + r2 logH(x2, y2)) .

Thus for the aforementioned i and j the following inequality holds:∣∣∆i
α∆j

β

∣∣ < (H(x1, y1)
r1H(x2, y2)

r2)−1−ε . (4.1.8)

Now, suppose that K = C. Then it follows from the triangle inequality, Taylor’s
theorem, Lemma 4.8 and (4.1.8) that∣∣∣∣yr11 yr22 Dh1,h2P

(
x1
y1
,
x2
y2

)∣∣∣∣ ≤ H(x1, y1)
r1H(x2, y2)

r2

r2−h2∑
j=0

r1−h1∑
i=0

|Di+h1,j+h2P (α, β)| ·
∣∣∆i

α∆j
β

∣∣
< 2r1+r2+2H(P ) max{1, |α|, |β|}r1+r2 (H(x1, y1)

r1H(x2, y2)
r2)−ε

<
(
4(16c1C1)

δ/(1−δ) max{1, |α|, |β|}
)r1+r2

(H(x1, y1)
r1H(x2, y2)

r2)−ε

≤ 1,
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where the last inequality follows from (4.1.7). Since yr11 y
r2
2 Dh1,h2P (x1/y1, x2/y2) is an

integer which is less than one in absolute value, it must be equal to zero. Therefore
Dh1,h2P (X, Y ) vanishes at (x1/y1, x2/y2), as claimed.

Suppose thatK = Qp. It follows from the non-Archimedean triangle inequality, Taylor’s
theorem, Lemma 4.8 and (4.1.8) that∣∣∣∣yr11 yr22 Dh1,h2P

(
x1
y1
,
x2
y2

)∣∣∣∣ ≤ max
0≤i≤r1−h1
0≤j≤r2−h2

{
|Di+h1,j+h2P (α, β)| · |∆i

α∆j
β|
}

< max{cα, cβ}r1+r2 (H(x1, y1)
r1H(x2, y2)

r2)−1−ε .

Suppose that Dh1,h2P (x1/y1, x2/y2) 6= 0. Then it follows form the product formula that∣∣∣∣yr11 yr22 Dh1,h2P

(
x1
y1
,
x2
y2

)∣∣∣∣ ≥ ∣∣∣∣yr11 yr22 Dh1,h2P

(
x1
y1
,
x2
y2

)∣∣∣∣−1
∞

≥ ((r1 + 1)(r2 + 1)H(Dh1,h2P )H(x1, y1)
r1H(x2, y2)

r2)−1 ,

≥
(
4r1+r2H(P )H(x1, y1)

r1H(x2, y2)
r2
)−1

>
(
4r1+r2(16c1C1)

(r1+r2)δ/(1−δ)H(x1, y1)
r1H(x2, y2)

r2
)−1

.

where | |∞ denotes the Archimedean absolute value. Combining upper and lower bounds
on |yr11 yr22 P (x1/y1, x2/y2)|, we obtain

1

4r1+r2(16c1C1)(r1+r2)δ/(1−δ)H(x1, y1)r1H(x2, y2)r2
<

max{cα, cβ}r1+r2

(H(x1, y1)r1H(x2, y2)r2)
1+ε ,

or equivalently

(H(x1, y1)
r1H(x2, y2)

r2)ε <
(
4(16c1C1)

δ/(1−δ) max{cα, cβ}
)r1+r2

.

Since H(x2, y2) ≥ H(x1, y1), we conclude that

H(x1, y1)
ε < 4(16c1C1)

δ/(1−δ) max{cα, cβ},

which contradicts (4.1.7). Therefore Dh1,h2P (X, Y ) vanishes at (x1/y1, x2/y2), as claimed.

Lemma 4.10. Let 0 < ε < 1/12, and put w = ε2/24. Let r1, r2 be positive integers for
which wr1 ≥ r2, and let x1/y1, x2/y2 be rational numbers such that yr22 ≥ yr11 , yw1 ≥ 64, and
yw2 ≥ 64. Suppose that P (X, Y ) ∈ Z[X, Y ] is a non-zero polynomial such that degX P ≤ r1,
degY P ≤ r2, and H(P ) ≤ ywr11 . Then ind(P ;x1/y1, x2/y2; r1, r2) ≤ ε.

Proof. See [7, Chapter VI, Theorem IV].
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4.2 Proof of Theorem 4.1

We choose t, δ and ε as follows:

t =
1

µ
+

1√
2d
, δ =

1

2
+
dt2

4
, ε =

3
(
µ−
√

2d
)

4
√

2d(µ+ 3)2
.

One can easily verify that with such choice of parameters the following inequalities are
satisfied:

2

µ
< t <

√
2

d
,
dt2

2
< δ < 1,

0 < ε < min

{√
µ2 + 4tµ+ 6µ+ 1− µ− 3

2
,

1

12

}
. (4.2.1)

Let a be the leading coefficient of the minimal polynomial of α and b > 0, b0,0, . . . , bd1−1,d2−1
be integers, with no factor in common, such that

bβd2 =

d1−1∑
i=0

d2−1∑
j=0

bi,jα
iβj,

where
d1 = [Q(α) : Q], d2 = [Q(α, β) : Q(α)].

Let cα, cβ denote the leading coefficients of the minimal polynomials of α, β, respectively.
Define

w = ε2/24, η = 2/w,

c1 = lcm(a, b),

C1 = d1 + d21
(
1 + (d1 − 1)(1 +H(α))d1−1

)
max

0≤i≤d1−1
0≤j≤d2−1

{|bi,j|/b}.

C2 =

{
max{1, |α|, |β|}, if K = C;
max{cα, cβ}, if K = Qp,

C = max

{
(16c1C1)

w−1+1

δ−1−1 ,
(
4C2(16c1C1)

δ/(1−δ))1/ε , 641/w

}
. (4.2.2)

Now, suppose that x1/y1, x2/y2 are rational numbers such that

H(x2, y2) ≥ H(x1, y1)
η ≥ Cη,
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∣∣∣∣α− x1
y1

∣∣∣∣ < 1

H(x1, y1)µ
,

∣∣∣∣β − x2
y2

∣∣∣∣ < 1

H(x2, y2)µ
.

We will show that all of these conditions cannot be satisfied.

Let r1 be an integer such that

r1 ≥ max

{
2, (d1 − 1)

log c1
log 2

,
logH(x2, y2)

ε logH(x1, y1)

}
.

Put
r2 =

⌊
r1 logH(x1, y1)

logH(x2, y2)

⌋
+ 1.

Then
r1 + r2 > max

{
2, (d1 − 1)

log c1
log 2

}
,

r1 logH(x1, y1) < r2 logH(x2, y2)

≤ r1 logH(x1, y1) + logH(x2, y2)

≤ (1 + ε)r1 logH(x1, y1),

so the conditions of Lemma 4.9 are satisfied. That is, there exists a non-zero polynomial
P (X, Y ) ∈ Z[X, Y ] such that H(P ) < (16c1C1)

(r1+r2)δ/(1−δ) and

ind(P ;x1/y1, x2/y2; r1, r2) ≥ t− (1 + ε)(2 + ε)

µ
. (4.2.3)

Further, since

r2 logH(x2, y2) ≤ (1 + ε)r1 logH(x1, y1) ≤ 2r1 logH(x1, y1),

it follows form H(x2, y2) ≥ H(x1, y1)
η that

r2 ≤ r1
2 logH(x1, y1)

logH(x2, y2)
≤ r1w.

Combining this inequality with the lower bound H(x1, y1) ≥ (16c1C1)
w−1+1

δ−1−1 , we obtain

H(P ) < (16c1C1)
(r1+r2)δ/(1−δ) ≤ (16c1C1)

r1
w+1

δ−1−1 ≤ H(x1, y1)
wr1 .
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Consequently, the polynomial P (X, Y ) satisfies the conditions of Lemma 4.10, so we
conclude that

ind(P ;x1/y1, x2/y2; r1, r2) ≤ ε. (4.2.4)

Upon combining (4.2.3) with (4.2.4) we obtain

t− (1 + ε)(2 + ε)

µ
≤ ε.

One can easily verify that this inequality contradicts our choice of ε in (4.2.1).
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Chapter 5

Bounds on the Number of Solutions to
a Wider Class of Equations of Thue and
Thue-Mahler Type

In Chapter 2, we produced absolute bounds on the number of solutions of certain equations
of Thue and Thue-Mahler type by exploring properties of minimal pairs associated with a
pair of algebraic numbers (α, β), and then applying these properties to produce generalized
Archimedean and non-Archimedean gap principles. One of the limitations of our method
was that the number β would have to be taken from the field Q(α). In this chapter, we push
our theory to its (currently visible) limits and introduce the notion of a minimal polynomial
of a pair of algebraic numbers (α, β). If the degree of β over Q(α) is small relative to the
degree of α over Q, we are, once again, able to produce generalizations of Archimedean
and non-Archimedean gap principles, and then combine them with the generalized Thue-
Siegel principle established in Chapter 4 to produce bounds on the number of solutions of
equations of Thue and Thue-Mahler type. Though our bounds are not absolute, they still
yield improvements over what is presently available in the literature.

In order to state our main result, we need to introduce the notion of a minimal
polynomial of a pair of algebraic numbers (α, β) and explain which minimal polynomials
are considered to be µ-special and µ-exceptional.

Definition 5.1. Let α, β be algebraic numbers over Q. A minimal polynomial R(X1, X2)
of (α, β) is a non-zero polynomial that satisfies the following properties.

(1) R(X1, X2) ∈ Z[X1, X2].
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(2) R(α, β) = 0.

(3) The quantity max{degX1
R, degX2

R} is minimal among all polynomials satisfying
properties (1), (2).

(4) Let i, j ∈ {1, 2} be distinct, with i such that degXi R = maxk{degXk R}. The quantity
degXj R is minimal among all polynomials satisfying properties (1), (2), (3).

(5) The quantity H(R) is minimal among all polynomials satisfying properties (1) – (4).

Example 5.2. If R is a minimal polynomial of (α, β) then −R is also a minimal polynomial
of (α, β). This already demonstrates that a minimal polynomial is not unique. Furthermore,
uniqueness is not guaranteed even if we take multiplication by −1 into account. Indeed, let

α = 2 cos

(
2π

17

)
, β = 2 cos

(
8π

17

)
.

Then both
R1(X, Y ) = (X2 − 1)Y 2 + (X + 1)Y −X2 +X + 1

and
R2(X, Y ) = XY 2 + (X2 +X − 1)Y −X + 1

are minimal polynomials for (α, β).

Definition 5.3. Let α, β be algebraic numbers over Q and put

d1 = [Q(α) : Q], d2 = [Q(α, β) : Q(α)].

Let µ be a real number such that 0 < µ ≤ d1. If R is a minimal polynomial of (α, β) of
bi-degree (r1, r2), we call it µ-special if⌊

d1d2 + r1r2
r1 + r2

⌋
≥ µ2

d1 + µ
.

If, in addition, the curve R(X1, X2) = 0 contains infinitely many rational points, we call it
µ-exceptional.

Example 5.4. By Definition 5.1, for any algebraic number α over Q the polynomials
X1 −X2 and X2 −X1 are minimal polynomials of (α, α). Furthermore, by Definition 5.3,
for any µ such that 0 < µ ≤ d1 they are µ-exceptional. More generally, if F is an irreducible
binary form, the same observation applies to any polynomial

R(X1, X2) = vX1 − u+X2(tX1 − s),
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which corresponds to an automorphism |sv− tu|−1/2 ( s ut v ) ∈ Aut′ |F | (see Proposition 2.7).
In Theorems 2.2, 2.3 we exploited the fact that every µ-special polynomial has to arise
from an automorphism, provided that we change the definition of a minimal polynomial
so that degX2

R ≤ 1 and assume β ∈ Q(α), µ > d/2 + 1. In this chapter, we weaken both
of these restrictions.

Our first result is given in Theorem 5.5. Note that, unlike in Theorems 2.2, 2.3, all of
the numbers in its statement are explicitly computable.

Theorem 5.5. Let F (X, Y ) ∈ Z[X, Y ] be an irreducible binary form of degree d1 ≥ 37
and content one. Let α1, . . . , αd1 be the roots of F (X, 1), put

d2 = max
1≤i≤d1

{[Q(α1, αi) : Q(α1)]} ,

and suppose that d2 < d1/36. Let λ, µ, γ be such that

0 ≤ λ <
d1

2
√
d1d2

− 2, µ =
d1

2 + λ
,

γ = #{i : a minimal polynomial of (α1, αi) is µ-special}.

Note that γ ≥ 1, because minimal polynomials of (α1, α1) are always µ-special.

For a prime p and a positive integer k, consider the Diophantine equation

|F (x, y)| = tpk. (5.0.1)

There exists an explicitly computable number C1 = C1(µ, F ) such that if pk ≥ C1 then the
number of solutions to (5.0.1) in integers (x, y, t) satisfying

gcd(x, y) = 1, 1 ≤ t ≤ (pk)λ

is less than

2γ + 4γ ·

⌊
1 +

5.15 + 4 log(µ+ 3)− 2 log
(
µ/
√

2d1d2 − 1
)

log
(
µ/
√
d1d2 − 1

) ⌋
.

The usage of minimal and µ-special polynomials deserves explanation. Consider Theorem
5.5 in the case d2 = 1, which was studied in detail in Chapter 2. Let Ri be a minimal
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polynomial of (α1, αi) of bi-degree (r1, r2). Setting λ = 0 implies that µ = d1/2, and so a
polynomial Ri is considered to be µ-special if⌊

d1 + r1r2
r1 + r2

⌋
≥ d1

6
.

Applying x ≥ bxc and rearranging, we obtain

r1 + r2
6

− 1 ≤ r1r2
d1
≤ 1,

where the last inequality follows from the fact that max{r1, r2} ≤ b
√
d1d2c (see Proposition

5.10). We conclude that max{r1, r2} ≤ 12, so the maximum of the degrees of Ri is small in
comparison to d1. For d1 sufficiently large, we expect that among the minimal polynomials
R1, R2, . . . , Rd1 only few will satisfy such a restrictive condition.

Our second result is as follows.

Theorem 5.6. Let F (X, Y ) ∈ Z[X, Y ] be an irreducible binary form of degree d1 ≥ 8 and
content one. Let α1, . . . , αd1 be the roots of F (X, 1), put

d2 = max
1≤i≤d1

{[Q(α1, αi) : Q(α1)]} ,

and suppose that d2 < (d1 − 2.05)2/4d1. Let λ, µ, γ be such that

0 ≤ λ <
d1 − 2.05

2
√
d1d2

− 1, µ =
d1 − 2.05

1 + λ
,

γ = #{i : a minimal polynomial of (α1, αi) is µ-exceptional}.
Note that γ ≥ 1, because minimal polynomials of (α1, α1) are always µ-exceptional.

For a prime p, consider the Diophantine equation

|F (x, y)| = tpz. (5.0.2)

The number of solutions to (5.0.2) in integers (x, y, z, t) such that

gcd(x, y) = 1, z ≥ 1, 1 ≤ t ≤ (pz)λ

does not exceed

2γ ·

⌊
1 +

5.15 + 4 log(µ+ 3)− 2 log
(
µ/
√

2d1d2 − 1
)

log
(
µ/
√
d1d2 − 1

) ⌋
.
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5.1 Preliminary Results

Lemma 5.7. Let P,Q ∈ Z[X1, X2] be polynomials of bi-degrees (r1, r2), (s1, s2), respectively.
Denote h(X1) = ResX2(P,Q) ∈ Z[X1], where polynomials P,Q inside the resultant are
viewed as polynomials in X2 with coefficients in Z[X1]. Then

deg h ≤ r1s2 + r2s1,

H(h) ≤ (r1 + 1)s2−1(r2 + 1)s2(s1 + 1)r2−1(s2 + 1)r2(r1s2 + 1)H(P )s2H(Q)r2 .

Proof. Write

P (X1, X2) =

r2∑
i=0

pi(X1)X
i
2, Q(X1, X2) =

s2∑
j=0

qj(X1)X
j
2 .

By definition, ResX2(P,Q) is equal to the determinant of a (r2 + s2)× (r2 + s2) matrix. In
turn, this determinant is equal to the summation of at most (r2 + 1)s2(s2 + 1)r2 terms of
the form

±pi1(X1) · · · pis2 (X1)qj1(X1) · · · qjr2 (X1),

where i1, . . . , is2 ∈ {0, . . . , r2} and j1, . . . , jr2 ∈ {0, . . . , s2}. Since deg pj ≤ r1 and deg qj ≤
s1, we conclude that deg h ≤ r1s2 + r2s1.

It remains to estimate H(h). Recall that for any polynomials f, g ∈ Z[X1] the inequality
H(f) ≤ (deg f + 1)H(f)H(g) holds. Therefore

H
(
pi1(X1) · · · pis2 (X1)qj1(X1) · · · qjr2 (X1)

)
≤ (r1s2 + 1)H

(
pi1(X1) · · · pis2 (X1)

)
H
(
qj1(X1) · · · qjr2 (X1)

)
≤ (r1s2 + 1) ((r1 + 1)s2−1H(P )s2) ((s1 + 1)r2−1H(Q)r2) .

Since there are at most (r2 + 1)s2(s2 + 1)r2 terms in total, the result follows.

Lemma 5.8. Let α, β be algebraic numbers over Q and put

d1 = [Q(α) : Q], d2 = [Q(α, β) : Q(α)].

Denote the leading coefficients of the minimal polynomials of α, β by cα, cβ, respectively.
Let R ∈ Z[X1, X2] be a non-zero polynomial of bi-degree (r1, r2) such that R(α, β) 6= 0.

If α, β ∈ C then

|R(α, β)| ≥ max{1, |α|}r1 max{1, |β|}r2(
cr1α c

r2
β (r1 + 1)(r2 + 1)H(R)

)d1d2−1M(α)r1M(β)r2
. (5.1.1)
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If α, β ∈ Qp then

|R(α, β)|p ≥

∣∣cr1α cr2β ∣∣−1p
(cr1α c

r2
β )d1d2−1 ((r1 + 1)(r2 + 1)H(R))d1d2 M(α)r1M(β)r2

. (5.1.2)

Proof. Since cαα, cββ are algebraic integers, the number cr1α c
r2
β R(α, β) is also an algebraic

integer.

Suppose that α, β ∈ C. Denote the complex conjugates of α over Q by α = α1, . . . , αd1
and the complex conjugates of β over Q(α) by β1, . . . , βd2 . Then the number

NQ(α,β)/Q
(
cr1α c

r2
β R(α, β)

)
=

d1∏
i=1

d2∏
j=1

cr1α c
r2
β R(αi, βj)

is a non-zero rational integer. We can bound this quantity from above as follows:∣∣NQ(α,β)/Q
(
cr1α c

r2
β R(α, β)

)∣∣
=

d1∏
i=1

d2∏
j=1

∣∣cr1α cr2β R(αi, βj)
∣∣

≤ (cr1α c
r2
β )d1d2

d1∏
i=1

d2∏
j=1

(r1 + 1)(r2 + 1)H(R) max{1, |αi|}r1 max{1, |βj|}r2

=
(
cr1α c

r2
β (r1 + 1)(r2 + 1)H(R)

)d1d2 ( d1∏
i=1

max{1, |αi|}
)r1
·

(
d2∏
j=1

max{1, |βj|}

)r2

≤ (cr1α c
r2
β )d1d2−1 ((r1 + 1)(r2 + 1)H(R))d1d2 M(α)r1M(β)r2 .

(5.1.3)

Since R(α, β) 6= 0, we conclude that

|R(α, β)|−1 ≤ (cr1α c
r2
β )d1d2

∏
(i,j)6=(1,1)

|R(αi, βj)|

≤ (cr1α c
r2
β )d1d2

∏
(i,j)6=(1,1)

(r1 + 1)(r2 + 1)H(R) max{1, |αi|}r1 max{1, |βj|}r2

= (cr1α c
r2
β )d1d2 ((r1 + 1)(r2 + 1)H(R))d1d2−1

(
d1∏
i=1

max{1, |αi|}
)r1
·

(
d2∏
j=1

max{1, |βj|}

)r2

max{1, |α|}r1 max{1, |β|}r2

≤
(
cr1α c

r2
β (r1 + 1)(r2 + 1)H(R)

)d1d2−1M(α)r1M(β)r2

max{1, |α|}r1 max{1, |β|}r2
.
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Suppose that α, β ∈ Qp. Put γ1 = cr1α c
r2
β R(α, β). Then γ1 is an algebraic integer, so its

p-adic absolute value, as well as p-adic absolute values of its conjugates γ2, . . . , γdeg γ1 , does
not exceed one. Therefore

∣∣NQ(α,β)/Q(γ1)
∣∣
p

= |γ1|p ·
deg γ1∏
i=2

|γi|p ≤
∣∣cr1α cr2β R (α, β)

∣∣
p
.

Since NQ(α,β)/Q(γ1) is a non-zero integer, it follows from the product formula and (5.1.3)
that ∣∣NQ(α,β)/Q(γ1)

∣∣
p
≥
∣∣NQ(α,β)/Q(γ1)

∣∣−1
≥ (cr1α c

r2
β )−(d1d2−1) ((r1 + 1)(r2 + 1)H(R))−d1d2 M(α)−r1M(β)−r2 .

The result follows once we combine upper and lower bounds on |NQ(α,β)/Q(γ1)|p.

Lemma 5.9. Let α, β be algebraic numbers over Q and put

d1 = [Q(α) : Q], d2 = [Q(α, β) : Q(α)].

Let cα, cβ denote the leading coefficients of the minimal polynomials of α, β, respectively.
Suppose that, for some ξ, η, the polynomial R ∈ Z[X1, X2] of bi-degree (r1, r2), r1 ≥ 1
satisfies

R(α, β) = R(ξ, η) = 0, D1,0R(α, β) 6= 0.

Then the following two results hold.

• If α, β, ξ, η ∈ C and
max{|α− ξ|, |β − η|} ≤ C1,

then
|α− ξ| < κ|β − η|,

where

C1 = min

{
1,

max{1, |α|}max{1, |β|}
2r1+r2+3

(
cr1−1α cr2β r

2
1(r2 + 1)

)d1d2−1
M(α)r1−1M(β)r2 max{1, |α|, |β|}H(R)d1d2

}
,

κ = 2r2+2(r1 + 1)2d1d2−1
(
(r2 + 1)cr1−1α cr2β

)d1d2−1 max{1, |α|}max{1, |β|}−1H(R)d1d2 .
(5.1.4)
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• If α, β, ξ, η ∈ Qp and
max{|α− ξ|p, |β − η|p} ≤ C1,

then
|α− ξ|p ≤ κ|β − η|p,

where

C1 = 2−1
(
cr1−1α cr2β

)−(d1d2−1) (r21(r2 + 1)H(R)
)−d1d2 M(α)−(r1−1)M(β)−r2 ,

κ = 2cα(cr1−1α cr2β )d1d2−1
(
r21(r2 + 1)H(R)

)d1d2 M(α)r1−1M(β)r2 . (5.1.5)

Proof. By Taylor’s theorem,

0 = R(ξ, η)

=

r1∑
i=0

r2∑
j=0

Di,jR(α, β)(ξ − α)i(η − β)j

= (η − β)

r2∑
j=1

D0,jR(α, β)(η − β)j−1 + (ξ − α)

r1∑
i=1

r2∑
j=0

Di,jR(α, β)(ξ − α)i−1(η − β)j.

Therefore

α− ξ = (η − β)

r2∑
j=1

D0,jR(α, β)(η − β)j−1

r1∑
i=1

r2∑
j=0

Di,jR(α, β)(ξ − α)i−1(η − β)j
. (5.1.6)

At this point, we distinguish two cases.

Case 1. Suppose that α, β, ξ, η ∈ C. Since D1,0R(α, β) 6= 0, we may apply Lemma 5.8
to the polynomial D1,0R. Then it follows from the triangle inequality, (5.1.1) and (4.1.5)
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that ∣∣∣∣∣ r1∑i=1

r2∑
j=0

Di,jR(α, β)(ξ − α)i−1(η − β)j

∣∣∣∣∣
≥ |D1,0R(α, β)| −max{|α− ξ|, |β − η|}

(
r1∑
i=2

|Di,0R(α, β)|+
r1∑
i=1

r2∑
j=1

|Di,jR(α, β)|

)
≥ |D1,0R(α, β)| − C1

(
H(R)(r2 + 1) max{1, |α|}r1−2 max{1, |β|}r2

r1∑
i=2

(
r1+1
i+1

)
+

+H(R) max{1, |α|}r1−1 max{1, |β|}r2−1
r1∑
i=1

r2∑
j=1

(
r1+1
i+1

)(
r2+1
j+1

))
≥ max{1,|α|}r1−1 max{1,|β|}r2

(cr1−1
α c

r2
β r1(r2+1)H(D1,0R))

d1d2−1
M(α)r1−1M(β)r2

−

−C12
r1+r2+2H(R) max{1, |α|}r1−2 max{1, |β|}r2−1 max{1, |α|, |β|}

≥ max{1,|α|}r1−1 max{1,|β|}r2

2(cr1−1
α c

r2
β r

2
1(r2+1)H(R))

d1d2−1
M(α)r1−1M(β)r2

,

(5.1.7)
where the last inequality follows from the definition of C1 and the inequality

H(Di,jR) ≤
(
r1
i

)(
r2
j

)
H(R).

Also, by the triangle inequality, |η − β| ≤ 1, and (4.1.5),∣∣∣∣∣
r2∑
j=1

D0,jR(α, β)(η − β)j−1

∣∣∣∣∣ ≤
r2∑
j=1

|D0,jR(α, β)| (5.1.8)

≤
r2∑
j=1

H(R)(r1 + 1)

(
r2 + 1

j + 1

)
max{1, |α|}r1 max{1, |β|}r2−j

≤ H(R)(r1 + 1) max{1, |α|}r1 max{1, |β|}r2−1
r2∑
j=1

(
r2 + 1

j + 1

)
< H(R)(r1 + 1)2r2+1 max{1, |α|}r1 max{1, |β|}r2−1.

Combining (5.1.6), (5.1.7) and (5.1.8), we obtain

|α− ξ| =

∣∣∣∣∣
r2∑
j=1

D0,jR(α, β)(η − β)j−1

∣∣∣∣∣ ·
∣∣∣∣∣
r1∑
i=1

r2∑
j=0

Di,jR(α, β)(ξ − α)i−1(η − β)j

∣∣∣∣∣
−1

· |β − η|

< κ |β − η| .
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Case 2. Suppose that α, β, ξ, η ∈ Qp. Since D1,0R(α, β) 6= 0, we may apply Lemma
5.8 to the polynomial D1,0R. Then it follows from non-Archimedean triangle inequality,
(5.1.2) and (4.1.6) that∣∣∣∣∣ r1∑i=1

r2∑
j=0

Di,jR(α, β)(ξ − α)i−1(η − β)j

∣∣∣∣∣
p

≥ |D1,0R(α, β)|p −max{|α− ξ|p, |β − η|p} · max
i≥1,j≥0

(i,j) 6=(1,0)

{|Di,jR(α, β)|p}

≥
|cr1−1
α c

r2
β |
−1

p

(c
r1−1
α c

r2
β )d1d2−1(r1(r2+1)H(D1,0R))d1d2M(α)r1−1M(β)r2

− C1 max
i≥1,j≥0

(i,j) 6=(1,0)

{
|cα|−(r1−i)p |cβ|−(r2−j)p

}
≥

|cr1−1
α c

r2
β |
−1

p

2(c
r1−1
α c

r2
β )d1d2−1(r21(r2+1)H(R))

d1d2M(α)r1−1M(β)r2
.

(5.1.9)

Also, by non-Archimedean triangle inequality, |η − β|p ≤ 1 and (4.1.6),∣∣∣∣∣
r2∑
j=1

D0,jR(α, β)(η − β)j−1

∣∣∣∣∣
p

≤ max
1≤j≤r2

{|D0,jR(α, β)|p} (5.1.10)

≤ max
1≤j≤r2

{
|cα|−r1p |cβ|−(r2−j)p

}
≤ |cα|−r1p |cβ|−(r2−1)p .

Combining (5.1.6), (5.1.9) and (5.1.10), the result follows.

5.2 Minimal and Supplementary Polynomials

In this section, we explore properties of minimal polynomials and introduce the notion of
a supplementary polynomial.

Proposition 5.10. Let α, β be algebraic numbers over Q and put d = [Q(α, β) : Q]. Let R
be a minimal polynomial of (α, β) and put r = r(α, β) = max{degX1

R, degX2
R}. Then R

possesses the following properties.

1. 1 ≤ r ≤ b
√
dc.

2. R is irreducible.

110



Proof. Let us prove both of the above statements.

1. If r = 0 then R is a constant polynomial, and since R(α, β) = 0 it must be the
case that R is identically equal to zero, which contradicts the definition of a minimal
polynomial. Therefore r ≥ 1.

Next, let P ∈ Q[X1, X2] be a polynomial such that

max
k=1,2

{
degXk P

}
≤ t1,

where t1 = b
√
dc. Then P has at most (t1 + 1)2 rational coefficients, which we view

as variables. The equation R(α, β) = 0 corresponds to d linear equations over Q.
Since (t1 + 1)2 > d, we conclude that the number of variables exceeds the number of
equations, and so there exists a non-zero polynomial P such that P (α, β) = 0. Thus,
if R is a minimal polynomial of (α, β), then by definition

r = max
k=1,2
{degXk R} ≤ max

k=1,2
{degXk P} ≤ t1.

2. Let i, j ∈ {1, 2} be distinct, with i such that degXi R = r. Then by Definition 5.1,

degXj R ≤ degXi R. (5.2.1)

Suppose that R(X1, X2) is reducible. Then R(X1, X2) = S(X1, X2)T (X1, X2) for
some non-constant polynomials S, T ∈ Z[X1, X2]. Without loss of generality, S(α, β) =
0. Since the value maxk{degXk R} is minimal among all non-zero polynomials that
vanish at (α, β), it must be the case that

max
k=1,2
{degXk S} = r.

Therefore S satisfies Properties (1), (2), (3) in Definition 5.1.

If degXi S = degXi R, by Property (4) in Definition 5.1,

degXj R ≤ degXj S.

Since S | R, we conclude that degXj S = degXj R. But then T would have to be a
constant polynomial, so we reach a contradiction.

If degXj S = degXi R, by Property (4) in Definition 5.1,

degXj R ≤ degXi S.
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It follows from S | R and (5.2.1) that

degXi R = degXj S ≤ degXj R ≤ degXi R,

so degXi R = degXj R and degXj S = degXj R. Since S | R,

degXj R ≤ degXi S ≤ degXi R = degXj R,

so degXi S = degXj R = degXi R. We conclude that T is a constant polynomial, so
once again we reach a contradiction. Therefore R is irreducible.

Proposition 5.11. Let α, β be algebraic numbers over Q and put d = [Q(α, β) : Q]. Let R1

be a minimal polynomial of (α, β) of bi-degree (r1, r2). There exists an irreducible polynomial
R2 ∈ Z[X1, X2] such that R2(α, β) = 0, R1 - R2 and

max
k=1,2
{degXk R2} ≤

⌊
d+ r1r2
r1 + r2

⌋
.

Proof. Let

t1 = b
√
dc, t2 =

⌊
d+ r1r2
r1 + r2

⌋
.

We claim that
t1 ≤ t2. (5.2.2)

Indeed, the inequality
0 ≤

(√
d− r1

)
·
(√

d− r2
)

always holds, because by construction of R1 we have r1 ≤
√
d and r2 ≤

√
d. It is easy to

see that the above inequality is equivalent to

√
d ≤ d+ r1r2

r1 + r2
.

Thus t1 does not exceed (d+ r1r2)/(r1 + r2). Now, suppose for a contradiction that t1 > t2.
Then we end up in the situation⌊

d+ r1r2
r1 + r2

⌋
< b
√
dc ≤ d+ r1r2

r1 + r2
,
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which is nonsensical, because for every x ∈ R a half-open interval (bxc, x] does not contain
any integers. Therefore t1 ≤ t2, as claimed.

For an arbitrary positive real number t define the vector spaces

P(α, β; t) =
{
P ∈ Q[X1, X2] :

P (α,β)=0,
max{degXk P}≤t

}
, (5.2.3)

P(α, β;R1, t) =
{
P ∈ Q[X1, X2] :

R1 |P,
max{degXk P}≤t

}
.

Then it follows from Proposition 5.10 and (5.2.2) that R1 ∈ P(α, β; t2). Therefore

P(α, β;R1, t2) ⊆ P(α, β; t2).

Let us analyze the dimensions of these vector spaces. Certainly, we have

dimP(α, β;R1, t2) = (t2 + 1− r1)(t2 + 1− r2). (5.2.4)

On the other hand, if P ∈ P(α, β; t2), the equation P (α, β) = 0 corresponds to d linear
equations over Q, while the number of coefficients of P (X, Y ) (viewed as variables) is equal
to (t2 + 1)2. Therefore

dimP(α, β; t2) ≥ (t2 + 1)2 − d. (5.2.5)

Since bxc > x− 1 for any x, we have

t2 >
d+ r1r2
r1 + r2

− 1,

which is equivalent to

(t2 + 1− r1)(t2 + 1− r2) < (t2 + 1)2 − d.

Combining this inequality with (5.2.4), (5.2.5), we obtain

dimP(α, β;R1, t2) = (t2 + 1− r1)(t2 + 1− r2)
< (t2 + 1)2 − d
≤ dimP(α, β; t2).

Therefore there exists R̂2 ∈ P(α, β; t2) \ P(α, β;R1, t2).

If R̂2 is irreducible, then we set R2 = R̂2, and the result follows. Otherwise there exists
an irreducible polynomial R2 ∈ Z[X1, X2] such that R2(α, β) = 0 and R2 | R̂2. Since
maxk{degXk Rk} ≤ maxk{degXk R̂k}, the result follows.

113



Definition 5.12. A polynomialR2 from Proposition 5.11 is called a supplementary polynomial
for R1 and (α, β).

We conclude this section by briefly addressing the question of computation of a minimal
polynomial. Let (α, β) be a fixed pair of algebraic numbers and consider the vector space
P(α, β; t1), where t1 = b

√
dc and P(α, β; t) is defined in (5.2.3). This is a finite-dimensional

vector space over Q. Furthermore, in view of Proposition 5.10 part 1, it contains a minimal
polynomial R of (α, β). By analogy with Algorithm 1 outlined in Section 2.3, it is possible
to determine a minimal polynomial of (α, β) by using row reduction and LLL reduction.
We leave the problem of writing an explicit algorithm for its computation for future work.

5.3 A Generalized Gap Principle

Lemma 5.13. (A generalized Archimedean gap principle) Let α, β ∈ C be distinct algebraic
numbers over Q such that d2 < d1/4, where

d1 = [Q(α) : Q], d2 = [Q(α, β) : Q(α)].

Let cα, cβ denote the leading coefficients of the minimal polynomials of α and β, respectively.
Let R1 be a minimal polynomial for (α, β) of bi-degree (r1, r2), and R2 a supplementary
polynomial for R1 and (α, β). Define

t1 =
⌊√

d1d2

⌋
, t2 =

⌊
d1d2 + r1r2
r1 + r2

⌋
. (5.3.1)

Let 2t1 < µ ≤ d1, C0 > 0,

C1 = max
{
C

1/µ
0 , ((t2 + 1)4H(R1)H(R2))

t2 ,(
C02r1+r2+3(cr1−1

α c
r2
β r

2
1(r2+1))

d1d2−1
M(α)r1−1M(β)r2 max{1,|α|,|β|}H(R1)d1d2

max{1,|α|}max{1,|β|}

)1/µ
}
,

(5.3.2)

C1+` = 4 max{1, |α|}max{1, |β|} · (4C0H(R`))
1/t` , ` = 1, 2. (5.3.3)

If x1/y1 and x2/y2 are rational numbers in lowest terms, H(x2, y2) ≥ H(x1, y1) ≥ C1

and ∣∣∣∣α− x1
y1

∣∣∣∣ < C0

H(x1, y1)µ
,

∣∣∣∣β − x2
y2

∣∣∣∣ < C0

H(x2, y2)µ
,

then one of the following holds.
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1. H(x2, y2) > C−12 H(x1, y1)
µ/t1−1.

2. t2 ≥ µ2/(d1 + µ) (i.e., R1 is µ-special) and R1(x1/y1, x2/y2) = 0.

3. t2 < µ2/(d1 + µ) and H(x1, y1) < C4, where

C4 =
(
2d1+1H(α) max{1, |α|}d1−1κC0C

µ
3

)t2/(µ2−µt2−d1t2) (5.3.4)

and κ = κ(α, β,R1) is defined in (5.1.4).

Proof. By Propositions 5.10 and 5.11,

max
k=1,2
{degXk R1} ≤ t1, max

k=1,2
{degXk R2} ≤ t2.

We claim that the inequality H(x1, y1) ≥ C1 implies the existence of ` ∈ {1, 2} such
that R`(x1/y1, x2/y2) 6= 0. Indeed, suppose that R1(x1/y1, x2/y2) = R2(x1/y1, x2/y2) = 0.
By Proposition 5.10, R1 is irreducible. Further, by Proposition 5.11, R1 does not divide
R2. Then it follows from Bézout’s theorem that the algebraic curves R1(X, Y ) = 0 and
R2(X, Y ) = 0 have only finitely many points in common. Let g(X1) = ResX2(R1, R2),
where R1, R2 are viewed as polynomials in one variable X2 with coefficients in Z[X1]. Then
g is non-zero, and it must be the case that g(x1/y1) = 0. Since x1, y1 are coprime, it follows
from the rational roots theorem that x1, y1 divide the constant and the leading coefficients
of g, respectively. Thus H(x1, y1) ≤ H(g). By Lemma 5.7 and (5.2.2),

H(x1, y1) ≤ H(g)

≤ (t2 + 1)2t1−1(t1 + 1)2t2−1(t1t2 + 1)H(R1)
t2H(R2)

t1

<
(
(t2 + 1)4H(R1)H(R2)

)t2
≤ C1,

which leads us to a contradiction. Hence there exists ` ∈ {1, 2}, which we choose to be the
smallest, such that R`(x1/y1, x2/y2) 6= 0.

Let ` ∈ {1, 2} be as defined above. SinceH(x1, y1) ≥ C1, the inequalities |α−x1/y1| < 1,
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|β − x2/y2| < 1 hold. By Taylor’s theorem, triangle inequality and (4.1.5),

1

H(x1, y1)t`H(x2, y2)t`
≤
∣∣∣∣R`

(
x1
y1
,
x2
y2

)∣∣∣∣
≤

t∑̀
i=0

t∑̀
j=0

|Di,jR`(α, β)|
∣∣∣∣α− x1

y1

∣∣∣∣i ∣∣∣∣β − x2
y2

∣∣∣∣j

<
C0

H(x1, y1)µ

t∑̀
i=0

t∑̀
j=0

H(R`)

(
t` + 1

i+ 1

)(
t` + 1

j + 1

)
max{1, |α|}t`−i max{1, |β|}t`−j

<
C0

H(x1, y1)µ
4t`+1H(R`) max{1, |α|}t` max{1, |β|}t`

=
Ct`

1+`

H(x1, y1)µ
.

In particular, if ` = 1, we see that H(x2, y2) > C−12 H(x1, y1)
µ/t1−1, so case 1 holds.

If, however, ` = 2, then we end up in the situation

R1

(
x1
y1
,
x2
y2

)
= 0, R2

(
x1
y1
,
x2
y2

)
6= 0.

If t2 ≥ µ2/(d1 + µ) then case 2 holds.

If t2 < µ2/(d1 + µ), then µ ≤ d1 implies t2 ≤ µ/2, which means that the gap principle
H(x2, y2) > C−13 H(x1, y1)

µ/t2−1 holds. Since H(x1, y1) ≥ C1, Lemma 5.9 applies, so we
obtain the upper bound∣∣∣∣α− x1

y1

∣∣∣∣ ≤ κ

∣∣∣∣β − x2
y2

∣∣∣∣ < κC0

H(x2, y2)µ
≤ κC0C

µ
3

H(x1, y1)µ(µ/t2−1)
.

On the other hand, by Lemma 2.11, the lower bound (2.2.1) holds. Combining upper and
lower bounds, we obtain

1

2d1+1H(α) max{1, |α|}d1−1H(x1, y1)d1
<

∣∣∣∣α− x1
y1

∣∣∣∣ < κC0C
µ
3

H(x1, y1)µ(µ/t2−1)
.

Therefore

H(x1, y1) <
(
2d1+1H(α) max{1, |α|}d1−1κC0C

µ
3

)1/(µ(µ/t2−1)−d1)
,

so case 3 holds.
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Lemma 5.14. (A generalized non-Archimedean gap principle) Let α, β ∈ Qp be distinct
algebraic numbers over Q such that d2 < d1/4, where

d1 = [Q(α) : Q], d2 = [Q(α, β) : Q(α)].

Let cα, cβ denote the leading coefficients of the minimal polynomials of α and β, respectively.
Let R1 be a minimal polynomial for (α, β) of bi-degree (r1, r2), and R2 a supplementary
polynomial for (α, β). Define

t1 =
⌊√

d1d2

⌋
, t2 =

⌊
d1d2 + r1r2
r1 + r2

⌋
. (5.3.5)

Let 2t1 < µ ≤ d1, C0 > 0,

C1 = max
{
C

1/µ
0 , ((t2 + 1)4H(R1)H(R2))

t2 ,(
2
(
cr1−1α cr2β

)d1d2−1 (r21(r2 + 1)H(R))
d1d2 M(α)r1−1M(β)r2

)1/µ}
,

(5.3.6)

C1+` = cαcβ
(
C0(t` + 1)2H(R`)

)1/t` , ` = 1, 2. (5.3.7)

If x1/y1 and x2/y2 are rational numbers in lowest terms, H(x2, y2) ≥ H(x1, y1) ≥ C1

and
|y1α− x1|p <

C0

H(x1, y1)µ
, |y1α− x1|p <

C0

H(x2, y2)µ
,

then one of the following holds.

1. H(x2, y2) > C−12 H(x1, y1)
µ/t1−1.

2. t2 ≥ µ2/(d1 + µ) (i.e., R1 is µ-special) and R1(x1/y1, x2/y2) = 0.

3. t2 < µ2/(d1 + µ) and H(x1, y1) < C4, where

C4 =
(
cd1−1α (d+ 1)H(α)κC0C

µ
3

)t2/(µ2−µt2−d1t2) (5.3.8)

and κ = κ(α, β,R1) is defined in (5.1.5).

Proof. As in Lemma 5.13, the inequality H(x1, y1) ≥ C1 implies the existence of ` ∈ {1, 2},
which we choose to be the smallest, such that R`(x1/y1, x2/y2) 6= 0. Consequently, the
following trivial lower bound holds:∣∣∣∣(y1y2)t`R`

(
x1
y1
,
x2
y2

)∣∣∣∣
p

≥
∣∣∣∣(y1y2)t`R`

(
x1
y1
,
x2
y2

)∣∣∣∣−1
≥
(
(t` + 1)2H(R`)H(x1, y1)

t`H(x2, y2)
t`
)−1

.
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Note that for each (i, j) ∈ {0, . . . , t`}2 the p-adic number ct`−iα ct`−jβ Di,jR`(α, β) is an
algebraic integer. Thus its p-adic absolute value does not exceed one. Via the application
of Taylor’s theorem we obtain the following upper bound:∣∣∣∣(y1y2)t`R`

(
x1
y1
,
x2
y2

)∣∣∣∣
p

≤ max
(i,j)6=(0,0)

{
|Di,jR(α, β)|p · |y1α− x1|

i
p · |y2β − x2|jp

}
= max

(i,j) 6=(0,0)


∣∣∣∣∣ct`−iα ct`−jβ Di,jR(α, β)

ct`−iα ct`−jβ

∣∣∣∣∣
p

· |y1α− x1|ip · |y2β − x2|jp


≤
∣∣ct`α ct`β ∣∣−1p max

(i,j)6=(0,0)

{
|y1cαα− cαx1|ip · |y2cββ − cβx2|jp

}
≤ (cαcβ)t` max{|y1cαα− cαx1|p, |y2cββ − cβx2|p}
≤ (cαcβ)t` max{|cα|p, |cβ|p}max{|y1α− x1|p, |y2β − x2|p}

<
C0(cαcβ)t`

H(x1, y1)µ
.

Combining upper and lower bounds,

1

(t` + 1)2H(R`)H(x1, y1)t`H(x2, y2)t`
<
C0(cαcβ)t`

H(x1, y1)µ
.

In particular, if ` = 1, we see that H(x2, y2) > C−12 H(x1, y1)
µ/t1−1, so case 1 holds.

If, however, ` = 2, then we end up in the situation

R1

(
x1
y1
,
x2
y2

)
= 0, R2

(
x1
y1
,
x2
y2

)
6= 0.

If t2 ≥ µ2/(d1 + µ) then case 2 holds.

If t2 < µ2/(d1 + µ), then µ ≤ d1 implies t2 ≤ µ/2, which means that the gap principle
H(x2, y2) > C−13 H(x1, y1)

µ/t2−1 holds. Since H(x1, y1) ≥ C1, Lemma 5.9 applies, so we
obtain the upper bound∣∣∣∣α− x1

y1

∣∣∣∣ ≤ κ

∣∣∣∣β − x2
y2

∣∣∣∣ < κC0

H(x2, y2)µ
≤ κC0C

µ
3

H(x1, y1)µ(µ/t2−1)
.

On the other hand, by Lemma 2.12, the lower bound (2.2.4) holds. Combining upper and
lower bounds, we obtain

1

cd1−1α (d+ 1)H(α)H(x1, y1)d1
≤
∣∣∣∣α− x1

y1

∣∣∣∣ < κC0C
µ
3

H(x1, y1)µ(µ/t2−1)
.
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Therefore
H(x1, y1) <

(
cd1−1α (d+ 1)H(α)κC0C

µ
3

)1/(µ(µ/t2−1)−d1)
,

so case 3 holds.

5.4 Counting Approximations of Large Height

Theorem 5.15. Let K = C or Qp, where p is a rational prime, and denote the standard
absolute value on K by | |. Let f ∈ Z[X] be an irreducible polynomial of degree d1 ≥ 5,
and α1, . . . , αd1 be the roots of f . Define

d2 = max
1≤i≤d

{[Q(α1, αi) : Q(α1)]}

and suppose that d2 < d1/4. Let µ be such that 2.31 ≤ µ ≤ 3 if d1 = 3 and

2
√
d1d2 < µ ≤ d1

otherwise. Let C0 be a positive real number. There exists an explicitly computable positive
number C1, which depends on C0, µ, f , but not on p in the case K = Qp, with the following
property.

The total number of rationals x/y in lowest terms, which satisfy H(x, y) ≥ C1 and∣∣∣∣αj − x

y

∣∣∣∣ < C0

H(x, y)µ
(5.4.1)

for some j ∈ {1, 2, . . . , d} is less than

γ ·

⌊
1 +

5.15 + 4 log(µ+ 3)− 2 log
(
µ/
√

2d1d2 − 1
)

log
(
µ/
√
d1d2 − 1

) ⌋
,

where
γ = #{i : a minimal polynomial of (α1, αi) is µ-special}.

Proof. Throughout the proof we will be adjusting our choice of C1 several times. We begin
by choosing C1 so that

C1 ≥
(
C0(d+ 1)3d/2H(f)d−1

)1/µ
.

Then it follows from Corollary 2.28 that for each x/y satisfying (5.4.1) the index j ∈
{1, 2, . . . , d} is unique.
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Let Ri denote a minimal polynomial for (α1, αi) and Ri,j = Rσ(j), where σ is some
element of Gal(Q(α1, . . . , αd)/Q) such that σ : αi 7→ α1. Then by constructionRi,j(αi, αj) = 0.
Further, let t2(i), C1(i), C4(i) denote the constants (5.3.1), (5.3.2), (5.3.4) if K = C or
(5.3.5), (5.3.6), (5.3.8) if K = Qp, with (α, β) = (α1, αi). We adjust C1 by choosing it so
that

C1 ≥ max

max
1≤i≤d

{C1(i)} , max
1≤i≤d

t2(i)<µ2/(d1+µ)

{C4(i)}

 .

With such a choice of C1, case 3 in Lemmas 5.13 or 5.14 cannot hold.

Let X denote the collection of all rational numbers x/y in lowest terms that satisfy
H(x, y) ≥ C1 and (5.4.1). Suppose that X contains at least two elements (otherwise the
result holds trivially). Let X ′ = {x1/y1, . . . , x`/y`} be a subset of X , constructed according
to the following procedure:

1. Let x1/y1 ∈ X be such that H(x1, y1) is the smallest among elements of X , and let
i1 denote the index such that |αi1 − x1/y1| < C0H(x1, y1)

−µ.

2. For j ≥ 2, let xj/yj ∈ X be such that the following three properties are satisfied:

(a) H(xj, yj) > H(xj−1, yj−1);

(b) Rij−1,ij(xj−1/yj−1, xj/yj) 6= 0, where ij is such that |αij−xj/yj| < C0H(xj, yj)
−µ;

(c) H(xj, yj) is the smallest among all x/y ∈ X satisfying (a) and (b).

Our first goal is to bound X in terms of ` = |X ′|. To do so, define

Xj = {x/y ∈ X \ X ′ : H(xj, yj) ≤ H(x, y) < H(xj+1, yj+1)} , j = 1, . . . , `− 1,

X` = {x/y ∈ X \ X ′ : H(x`, y`) ≤ H(x, y)} .

Then by construction X = X ′ ∪ X1 ∪ · · · ∪ X`. Furthermore, for any x/y ∈ Xj with
|αk − x/y| < C0H(x, y)−µ we have

Rij ,k

(
xj
yj
,
x

y

)
= 0.

Due to our choice of C1, the above equality and the inequalities H(x, y) ≥ H(xj, yj) ≥
C1 can be satisfied simultaneously only if Rij ,k is a µ-special polynomial (this situation
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corresponds to case 2 in Lemmas 5.13, 5.14). Since there always exists an automorphism
σ in the Galois group of f such that σ : ij 7→ 1, we have

Rij ,k

(
αij , αk

)
= R1,σ(k)

(
α1, ασ(k)

)
= 0,

meaning that a minimal polynomial R1,σ(k) of (α1, ασ(k)) is a µ-special polynomial. By
definition, the total number of such polynomials is γ, leading us to a conclusion that
there are at most γ possible values for k. Since the minimal polynomial for (αij , αij) is
R(X1, X2) = X1 − X2, which is always µ-special, one of the possible values is k = ij.
However, since

Rij ,ij

(
xj
yj
,
x

y

)
=
xj
yj
− x

y
= 0,

it must be the case that x/y = xj/yj. This is impossible due to the fact that xj/yj /∈ Xj,
and so we conclude that there are at most γ − 1 possible values for k.

Now, we claim that the proper choice of C1 implies |Xj| ≤ γ − 1 for all j, where γ is
the total number of µ-special polynomials. Indeed, let us choose C1 so that

C1 ≥
(
Cµ+1

0 2µ+2(d+ 1)H(f) max{2 f , cd}d−1 max
i,j
{κ(i, j)}

)1/(µ2−µ−d)

,

where κ(i, j) = κ(αi, αj, Ri,j) is defined in (5.1.4) if K = C or (5.1.5) if K = Qp. Note
that due to our choice of µ we have µ2 − µ − d1 > 0. Let x/y ∈ Xj and k be such that
|αk − x/y| < C0H(x, y)−µ. If |Xj| ≥ γ then it follows from the Dirichlet’s box principle
that there exist x/y, x′/y′ ∈ Xj, with H(x′, y′) ≥ H(x, y), which correspond to the same
value of k. In other words,

Rij ,k

(
xj
yj
,
x

y

)
= Rij ,k

(
xj
yj
,
x′

y′

)
= 0.

Since ∣∣∣∣αk − x

y

∣∣∣∣ < C0

H(x, y)µ
and

∣∣∣∣αk − x′

y′

∣∣∣∣ < C0

H(x′, y′)µ
,

the standard gap principle applies:

1

H(x, y)H(x′, y′)
≤
∣∣∣∣xy − x′

y′

∣∣∣∣ ≤ ∣∣∣∣αk − x

y

∣∣∣∣+

∣∣∣∣αk − x′

y′

∣∣∣∣ < 2C0

H(x, y)µ
.

We conclude that

H(x′, y′) > (2C0)
−1H(x, y)µ−1 ≥ (2C0)

−1H(xj, yj)
µ−1.
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On the other hand, since H(xj, yj) ≥ C1, Lemma 5.9 applies to (αij , αk, Rij ,k), so we obtain
the upper bound∣∣∣∣αij − xj

yj

∣∣∣∣ ≤ κ(ij, k)

∣∣∣∣β − x′

y′

∣∣∣∣ < κ(ij, k)C0

H(x′, y′)µ
<
κ(ij, k)C0(2C0)

µ

H(xj, yj)µ(µ−1)
.

Applying Lemma 2.11 if K = C or Lemma 2.12 if K = Qp, we are also able to produce a
lower bound on |αij − xj/yj|:

1

4(d+ 1)H(f) max{2, 2|αij |, cd}d−1H(xj, yj)d
≤
∣∣∣∣αij − xj

yj

∣∣∣∣ < κ(ij, k)C0(2C0)
µ

H(xj, yj)µ(µ−1)
.

Therefore

H(xj, yj) <
(
Cµ+1

0 2µ+2(d+ 1)H(f) max{2, 2|αij |, cd}d−1κ(ij, k)
)1/(µ2−µ−d) ≤ C1,

so we reach a contradiction. We conclude that distinct rationals x/y, x′/y′ ∈ Xj cannot
correspond to the same value of k. From this fact we deduce that |Xj| ≤ γ − 1 for all j,
and so

|X | = |X ′|+
∑̀
j=1

|Xj| ≤ γ`.

It remains to obtain an upper bound on `. We begin by applying a generalized gap
principle to the ordered pair (αik , αik+1

). Let C2(i) denote the constant (5.3.3) if K = C or
(5.3.7) if K = Qp, with (α, β) = (α1, αi), and define

C2 = max
1≤i≤d

{C2(i)},

E = µ/
√
d1d2 − 1.

Since µ > 2
√
d1d2, we see that E > 1. Note that if K = Qp then for all j ∈ {1, . . . , `} we

have |yj| ≤ 1, and so

|yjαij − xj| = |yj| ·
∣∣∣∣αij − xj

yj

∣∣∣∣ < C0

H(xj, yj)µ
.

With the choice of C1 and X ′ as above, neither case 2 nor case 3 hold in Lemmas 2.24,
2.25. Therefore only case 1 remains, i.e., it is possible to apply our generalized gap principle
to the ordered pair (α, β) = (αik , αik+1

):

logH(xk+1, yk+1) > E logH(xk, yk)− logC2(ik, ik+1) ≥ E logH(xk, yk)− logC2
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for any k ∈ {1, 2, . . . , `− 1}, where E is defined in (2.6.6). Consequently,

logH(x`, y`) > E logH(x`−1, y`−1)− logC2

> E2 logH(x`−2, y`−2)− (1 + E) logC2

> . . .

> E`−1 logH(x1, y1)− (1 + E + · · ·+ E`−2) logC2.

Thus we obtain the following lower bound on logH(x`, y`):

logH(x`, y`) > E`−1 logH(x1, y1)−
E`−1 − 1

E − 1
logC2. (5.4.2)

Next, we apply the Thue-Siegel principle from Theorem 4.1 to the pair (α, β) =
(αi1 , αi`). We adjust our definition of C1 by choosing it so that

C1 ≥ C,

where C = C(α, β, µ) is the constant from Theorem 4.1 (for the exact definition, see
(4.2.2)). Since H(x`, y`) ≥ H(x1, y1) ≥ C1, it follows from Theorem 4.1 that

logH(x`, y`) <
86(µ+ 3)4

(µ/
√

2d1d2 − 1)2
logH(x1, y1).

We combine the above upper bound on logH(x`, y`) with the lower bound given in (5.4.2):

E`−1 logH(x1, y1)−
E`−1 − 1

E − 1
logC2 <

86(µ+ 3)4

(µ/
√

2d1d2 − 1)2
logH(x1, y1).

Reordering the terms yields(
E`−1 − 86(µ+ 3)4

(µ/
√

2d1d2 − 1)2

)
logH(x1, y1) <

E`−1 − 1

E − 1
logC2. (5.4.3)

Let us assume that
` ≥ 1 + log

(
86(µ+ 3)4

(µ/
√

2d1d2 − 1)2

)
/ logE,

for otherwise the statement of our theorem holds. Then

E`−1 ≥ 86(µ+ 3)4

(µ/
√

2d1d2 − 1)2
,
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so we may use the inequality H(x1, y1) ≥ C1 to replace H(x1, y1) with C1 in (5.4.3):(
E`−1 − 86(µ+ 3)4

(µ/
√

2d1d2 − 1)2

)
logC1 <

E`−1 − 1

E − 1
logC2.

We make a final adjustment to C1 by choosing it so that

C1 ≥ C
2/(E−1)
2 .

Then logC2 ≤ ((E − 1)/2) logC1, so

E`−1 − 86(µ+ 3)4

(µ/
√

2d1d2 − 1)2
<
E`−1 − 1

2
,

leading us to a conclusion that

` < 1 + log

(
172(µ+ 3)4

(µ/
√

2d1d2 − 1)2

)
/ logE < 1 +

5.15 + 4 log(µ+ 3)− 2 log
(
µ/
√

2d1d2 − 1
)

log
(
µ/
√
d1d2 − 1

) .

Corollary 5.16. Let F (X, Y ) ∈ Z[X, Y ] be an irreducible binary form of degree d1 ≥ 5.
Let α1, . . . , αd1 denote the roots of F (X, 1),

d2 = max
1≤i≤d1

{[Q(α1, αi) : Q(α1)]} ,

and suppose that d2 < d1/4. For a prime p and a positive integer k, consider

|F (x, y)| = tpk, (5.4.4)

where t is a positive integer variable. Let λ be a non-negative real number and µ such that

2
√
d1d2 < µ ≤ d1.

Let C be the maximum between the constant C1 from Theorem 5.15 and(
2dd(d−1)/2M(F )d−2(pk)1+λ

|D(F )|1/2

) 1
d−µ

.

Then the number of solutions to (5.4.4) such that

gcd(x, y) = 1, t ≤ (pk)λ, H(x, y) ≥ C
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does not exceed

4γ ·

⌊
1 +

5.15 + 4 log(µ+ 3)− 2 log
(
µ/
√

2d1d2 − 1
)

log
(
µ/
√
d1d2 − 1

) ⌋
,

where
γ = #{i : a minimal polynomial of (α1, αi) is µ-special}.

Proof. Let α1, α2, . . . , αd be the roots of F (X, 1). By Lemma 2.26, there exists an index
j ∈ {1, 2, . . . , d} such that

min

{∣∣∣∣αj − x

y

∣∣∣∣ , ∣∣∣α−1j − y

x

∣∣∣} <
2dd(d−1)/2M(F )d−2|F (x, y)|
|D(F )|1/2H(x, y)d

≤ 2dd(d−1)/2M(F )d−2(pk)1+λ

|D(F )|1/2H(x, y)d

≤ 1

H(x, y)µ
,

where the last inequality follows from H(x, y) ≥ C. To count the number of solutions to
this inequality, we apply Theorem 5.15 twice, first to C0 = 1, µ, f(X) = F (X, 1), and then
to C0 = 1, µ, f(X) = F (1, X). The result follows once we recall that the solutions (x, y)
and (−x,−y) are regarded as the same.

5.5 Proof of Theorem 5.5

Throughout the proof we will be adjusting our choice of pk several times. Let

C0 =

(
2d1d(d1−1)/2M(F )d1−2

|D(F )|1/2

)1/(d1−µ)

.

Recall the definitions of explicitly computable constants C1 = C1(1, µ, F (X, 1)) and C =
C(1, λ, µ, F (X, 1)) from Theorem 5.15 and Corollary 5.15, respectively. We begin by choosing
pk so that

pk ≥

(
|D(F )|1/2

2d1d
(d1−1)/2
1 M(F )d1−2

) µ
d1−µ

Cµ
1 .

Then by definition of C,
C = C0(p

k)
1
µ .
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By Corollary 5.16, the number of solutions (x, y, t) to (5.0.1) with H(x, y) ≥ C does not
exceed

4γ ·

⌊
1 +

5.15 + 4 log(µ+ 3)− 2 log
(
µ/
√

2d1d2 − 1
)

log
(
µ/
√
d1d2 − 1

) ⌋
.

It remains to count the number of solutions (x, y, t) such that

H(x, y) < C0(p
k)1/µ. (5.5.1)

Note that
H(x, y)µ < Cµ

0 p
k ≤ Cµ

0 |F (x, y)|−1p .

Therefore
|F (x, y)|p <

Cµ
0

H(x, y)µ
. (5.5.2)

Let us further adjust our choice of pk as follows:

pk > |D(F )|.

Then
|F (x, y)|p ≤ p−k < |D(F )|−1 ≤ |D(F )|p.

By Lemma 2.16 there exists a unique p-adic root α ∈ Qp of F (X, 1) such that

|yα− x|p ≤
max{1, |α|p}
|D(F )|1/2p

|F (x, y)|p.

Combining this inequality with (5.5.2), we obtain

|yα− x|p ≤
max{1, |α|p}
|D(F )|1/2p

|F (x, y)|p

<
max{1, |α|p}
|D(F )|1/2p

· Cµ
0

H(x, y)µ

≤ C1

H(x, y)µ
,

where
C1 = Cµ

0 cd|D(F )|1/2.
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Now, suppose that there exist two distinct solutions (x1, y1, t1), (x2, y2, t2) to (3.0.1)
such that H(x2, y2) ≥ H(x1, y1), with H(x1, y1) as small as possible. Let α1, . . . , αt ∈ Qp

denote the p-adic roots of F (X, 1). Then there exist indices i1 and i2 such that

|y1αi1 − x1|p <
C1

H(x, y)µ
, |y2αi2 − x2|p <

C1

H(x, y)µ
.

We would like to apply Lemma 5.14 to (αi1 , αi2). For this purpose, we need to further adjust
our choice of pk. Denote a minimal polynomial for (α1, αi) by Ri, and define Ri,j = Rσ(j),
where σ is some element of Gal(Q(α1, . . . , αd)/Q) such that σ : αi 7→ α1. By construction,
Ri,j(αi, αj) = 0. Further, let t2(i), C1(i), C4(i) denote the constants (5.3.5), (5.3.6), (5.3.8),
with (α, β) = (α1, αi). We choose pk so that

pk ≥ (d+ 1)H(F ) max

max
1≤i≤d

{C1(i)} , max
1≤i≤d

t2(i)<µ2/(d1+µ)

{C4(i)}


d

.

Since pk ≤ |F (xi, yi)| ≤ (d+ 1)H(F )H(xi, yi)
d, we conclude that

H(xi, yi) ≥
(

pk

(d+ 1)H(F )

)1/d

≥ max

max
1≤i≤d

{C1(i)} , max
1≤i≤d

t2(i)<µ2/(d1+µ)

{C4(i)}

 .

It follows from the above inequality and µ > 2
√
d1d2 that Lemma 5.14 can be applied to

(C0, α, β, µ) = (C1, αi1 , αi2 , µ). Furthermore, our choice of m implies that case 3 in Lemma
5.14 does not hold. Therefore we either have

H(x2, y2) > C−12 H(x1, y1)
µ/
√
d1d2−1, (5.5.3)

where C2 is defined in (5.3.7), or the polynomial Ri1,i2(X, Y ) is µ-special and

Ri1,i2

(
x1
y1
,
x2
y2

)
= 0. (5.5.4)

Suppose that (5.5.3) holds. We combine this inequality with (5.5.1):

C−12 H(x1, y1)
µ/
√
d1d2−1 < H(x2, y2)

< C0(p
k)1/µ

≤ C0(|F (x1, y1)|)1/µ

≤ C0((d1 + 1)H(F )H(x1, y1)
d1)1/µ.
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Therefore
H(x1, y1)

µ/
√
d1d2−1−d1/µ < C0C2 ((d1 + 1)H(F ))1/µ .

Since µ = d2/(2 + λ), it follows from our choice of λ that

µ/
√
d1d2 − 1− d1/µ > 0.

Thus, if we choose pk so that

pk ≥ (d+ 1)H(F )
(
max{2C1, C2}C0((d+ 1)H(F ))1/µ

)1/(µ/√d1d2−1−d1/µ)
, (5.5.5)

then the inequalities pk ≤ |F (x1, y1)| ≤ (d1 + 1)H(F )H(x1, y1)
d1 imply

H(x1, y1) ≥
(

pk

(d1 + 1)H(F )

)1/d1

≥
(
C0C2((d1 + 1)H(F ))1/µ

)1/(µ/√d1d2−1−d1/µ)
,

so we obtain a contradiction. Consequently, by choosing pk sufficiently large we are able
to ensure that the inequality (5.5.3) does not hold. But then it follows from Lemma 5.14
that the polynomial Ri1,i2(X, Y ) is µ-special and the equality (5.5.4) holds.

With (x1, y1, i1) fixed, it remains to estimate the number of solutions (x2, y2, i2) to
(5.5.4). We claim that it does not exceed 2γ. Indeed, suppose that there are at least 2γ+ 1
solutions. Certainly, if (x2, y2, i2) is a solution, then so is (−x2,−y2, i2). By the Dirichlet’s
box principle, there exists some minimal µ-special polynomial Ri1,i2 such that

Ri1,i2

(
x1
y1
,
x2
y2

)
= Ri1,i2

(
x1
y1
,
x′2
y′2

)
= 0,

where x2/y2, x′2/y′2 are distinct rationals in lowest terms such that

|y2αi2 − x2|p <
C1

H(x2, y2)µ
, |y′2αi2 − x′2|p <

C1

H(x′2, y
′
2)
µ

for some root αi2 of F (X, 1), ordered so that H(x′2, y
′
2) ≥ H(x2, y2). By the product formula

and the non-Archimedean triangle inequality,

1

2H(x2, y2)H(x′2, y
′
2)
≤ |x2y′2 − y2x′2|−1

≤ |x2y′2 − y2x′2|p
≤ max

{
|y2αi2 − x2|p , |y

′
2αi2 − x′2|p

}
<

C1

H(x2, y2)µ
,
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so
H(x′2, y

′
2) > (2C1)

−1H(x2, y2)
µ−1. (5.5.6)

Combining this inequality with (5.5.1),

(2C1)
−1H(x2, y2)

µ(µ−1) < H(x′2, y
′
2)

< C0(p
k)1/µ

< C0(|F (x2, y2)|)1/µ

≤ C0((d1 + 1)H(F )H(x2, y2)
d1)1/µ.

Therefore
H(x2, y2)

µ(µ−1)−d1/µ < 2C0C1 ((d+ 1)H(F ))1/µ .

However, since

µ(µ− 1)− d1/µ ≥ µ/
√
d1d2 − d1/µ > µ/

√
d1d2 − 1− d1/µ > 0,

our choice of pk made in (5.5.5) implies that

H(x2, y2) ≥
(

pk

(d1 + 1)H(F )

)1/d1

≥
(

2C0C1 ((d+ 1)H(F ))1/µ
)1/(µ/√d1d2−1−d1/µ)

>
(

2C0C1 ((d+ 1)H(F ))1/µ
)1/(µ(µ−1)−d1/µ)

,

so we are able to ensure that the inequality (5.5.6) does not hold. Thus we reach a
contradiction, and so there are at most 2γ solutions (x, y, t) to (5.0.1), including (x1, y1, t1),
such that H(x, y) < C0(p

k)1/µ.

5.6 Proof of Theorem 5.6

By Roth’s theorem [29], for every root α of F (X, 1) there exist only finitely many non-zero
integers x, y such that min {|α− x/y|, |α−1 − y/x|} ≤ H(x, y)−2.05. Now let (x, y, z, t) be a
solution of (2.0.3). Since |F (x, y)| ≤ (d+ 1)H(F )H(x, y)d and |F (x, y)| = tpz, we have

p

(d+ 1)H(F )
≤ tpz

(d+ 1)H(F )
=

|F (x, y)|
(d+ 1)H(F )

≤ H(x, y)d.
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Hence by choosing a large enough p we can increase H(x, y) and make it so large that the
inequality min {|α− x/y|, |α−1 − y/x|} ≤ H(x, y)−2.05 is no longer satisfied for every root
α of F (X, 1).

Let (x, y, z, t) be a solution to (5.0.2). On one hand, it follows from our choice of p that

1

H(x, y)2.05
< max

{∣∣∣∣αj − x

y

∣∣∣∣ , ∣∣∣α−1j − y

x

∣∣∣} .
On the other hand, it follows from Lemma 2.26 that there exists an index j such that

max

{∣∣∣∣αj − x

y

∣∣∣∣ , ∣∣∣α−1j − y

x

∣∣∣} ≤ C0|F (x, y)|
H(x, y)d1

, (5.6.1)

where

C0 =
2d1−1d(d1−1)/2M(F )d1−2

|D(F )|1/2
.

Combining this inequality with (5.6.1),

H(x, y) < (C0tp
z)1/(d1−2.05).

Since t ≤ pλ, we see that

tpz ≤ p1+λ ≤ (pz)1+λ ≤ |F (x, y)|−(1+λ)p .

Therefore
H(x, y) < (C0tp

z)1/(d1−2.05) ≤
(
C0|F (x, y)|−(1+λ)p

)1/(d1−2.05)
,

and so we conclude that

|F (x, y)|p <
C

1/(1+λ)
0

H(x, y)µ
, (5.6.2)

where
µ =

d1 − 2.05

1 + λ
.

Since d1 ≥ 8, λ < (d1 − 2.05)/2
√
d1d2 − 1 and d2 < (d1 − 2.05)2/(4d1), we conclude that

µ > 2
√
d1d2.

Let us further adjust our choice of p as follows:

p > |D(F )|.
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Then
|F (x, y)|p ≤ p−1 < |D(F )|−1 ≤ |D(F )|p.

By Lemma 2.16 there exists a unique p-adic root α ∈ Qp of F (X, 1) such that

|yα− x|p ≤
max{1, |α|p}
|D(F )|1/2p

|F (x, y)|p.

Combining this inequality with (5.6.2), we obtain

|yα− x|p ≤
max{1, |α|p}
|D(F )|1/2p

|F (x, y)|p <
C1

H(x, y)µ
,

where
C1 = C

1/(1+λ)
0 cd|D(F )|1/2.

Note that C1 is independent of p. Further, we choose p so that p - c0cd. Such a choice of
p implies p - x and p - y. Indeed, if p | y, then p does not divide x, because x and y are
coprime. Since z ≥ 1, it is evident from the equation

cdx
d + y(cd−1x

d−1 + · · ·+ c0y
d−1) = ±tpz

that p divides cd, in contradiction to our choice of p. Then |y|p = 1, and so for any α ∈ Qp

we have ∣∣∣∣α− x

y

∣∣∣∣
p

= |yα− x|p.

Analogously, we can show that |x|p = 1. Therefore∣∣∣∣α− x

y

∣∣∣∣
p

<
C1

H(x, y)µ
.

Let α1, α2, . . . , αd be the roots of F (X, 1). Applying Theorem 5.15 to C1, µ, f(X) =
F (X, 1), we conclude that there exists a positive number C2, which depends on C1, µ, F ,
but not on p, such that the number of rationals x/y in lowest terms satisfying H(x, y) ≥ C2,
|x|p = 1, and ∣∣∣∣αj − x

y

∣∣∣∣
p

<
C1

H(x, y)µ

for some j ∈ {1, 2, . . . , d} is less than

γ̂ ·

⌊
1 +

5.15 + 4 log(µ+ 3)− 2 log
(
µ/
√

2d1d2 − 1
)

log
(
µ/
√
d1d2 − 1

) ⌋
.
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where γ̂ is the number of µ-special polynomials. If we choose p so that p ≥ (d1+1)H(F )Cd1
2 ,

then
Cd1

2 ≤
p

(d1 + 1)H(F )
≤ tpz

(d1 + 1)H(F )
=

|F (x, y)|
(d1 + 1)H(F )

≤ H(x, y)d1 ,

so the inequality H(x, y) ≥ C2 is satisfied.

Suppose that Ri is a µ-special polynomial such that the curve Ri(X1, X2) = 0 has
only finitely many rational points. Then there exists a number C3 = C3(R) such that if
H(x2, y2) ≥ H(x1, y1) ≥ C3 then R(x1/y1, x2/y2) 6= 0. By choosing p sufficiently large we
can always ensure that H(x, y) ≥ C3, and so we can replace γ̂, the number of µ-special
polynomials, with γ, the number of µ-exceptional polynomials. The result follows once we
recall that the solutions (x, y, z, t) and (−x,−y, z, t) are regarded as distinct.
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Chapter 6

Conclusion

In this thesis we developed generalizations of two principles from the theory of Diophantine
approximation, namely the gap principle and the Thue-Siegel principle. These generalizations
enabled us to prove Theorems 2.2 and 2.3, where we established absolute bounds on the
number of solutions of certain equations of Thue and Thue-Mahler type.

In our studies we were primarily motivated by Conjecture 1.1, which was stated by
Stewart in 1991 [31]. Theorem 2.2 serves as a theoretical evidence in support of Stewart’s
conjecture, but in order for the conjecture to be established, at least with the techniques
investigated in this manuscript, more theory has to be developed. In particular, the following
two problems have to be resolved:

1. In Theorem 2.2 irreducible binary forms F (X, Y ) have a rather restrictive property
that the field extension Q(α)/Q, where α is a root of F (X, 1), is a Galois extension.
Such forms are only a drop in the ocean of other forms for which we believe that
Stewart’s conjecture is true. It is a challenging problem to generalize our results
to larger families of binary forms, ideally to all forms of degree at least three with
non-zero discriminant. When proving Theorem 5.5 we had this goal in mind, but
our bounds ended up not being absolute. To be more precise, they depend on a
parameter γ, which does not exceed the degree of F . Perhaps, a careful investigation
of a function γ = γ(µ, F ) would lead to further progress in this direction.

2. In equation (2.0.2) we considered positive integers tpk, where t is small relative to
a prime power pk. However, we believe that Stewart’s conjecture should hold for
all integers, not just those that are divisible by a large prime power. This suggests
another direction of research, namely to generalize Theorem 2.2 to all possible integers.
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Finally, it would be interesting to see generalizations of Theorems 2.3 and 5.6, where we
established bounds on the number of solutions of certain equations of Thue-Mahler type.
In both settings we restricted our attention to only one prime p, but the question what
happens if we consider more than one prime remains open. We believe that ideas present
in this thesis have a lot of potential for further development and could lead to an answer
to this question, as well as to the resolution of Stewart’s conjecture.
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