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Abstract 

In this thesis, the study of intermolecular interactions within cluster systems is presented. 

Covalently and non-covalently bound clusters possess oftentimes unique and unexpected 

properties which can be tuned by adjustment of size, composition, and geometry to target desired 

properties for use in nanotechnologies. Additionally, clusters present a computationally tractable 

model of bulk systems such as reactive sites on bulk heterogeneous catalysts. Infrared spectra have 

been collected of various clusters and theoretical computations have been conducted to interpret 

spectra and provide predictions for other properties to guide future works. Investigations of the 

forces binding cluster species together are conducted to provide insight into the fundamental 

underpinning of molecular properties with applications in the field of nanomaterial design. 

 A variety of clusters have been studied here. Computational studies of size-dependency in 

nitrous oxide reactions with rhodium sulphide clusters have been conducted. Barriers to competing 

N2O desorption and decomposition have been ascertained and compared with and without thermal 

corrections. Inclusion of the sulphur atom is found to alter which reaction pathway is preferred, as 

seen by comparison with analogous studies on pure rhodium clusters. Infrared multiple photon 

dissociation (IRMPD) spectroscopy is utilized to probe the additional clusters; a series of 

palladium coordination complexes and a series of clusters containing icosahedral B12X12
2─ (X = 

H, halogen) cages complexed with a cationic transition metal atom, a cationic amine, or a neutral 

polar cyclohexane-based compound. This IRMPD technique successfully produced infrared 

spectra for these species in the gas phase and unique properties were observed for each cluster 

upon IR induced dissociation. Density functional theory calculations determined geometries, 

dissociation thresholds, and interpreted IR spectra. Additional theoretical tools quantified 

molecular orbital interactions and topographical parameters of the electron density. 
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 1 

1 Introduction 

Clusters present a fascinating and challenging area of study. They represent a bridging size regime 

between atomic/molecular systems, with discrete quantum structure, and bulk phase with classical 

properties arising from the convergence of many quantum states into continua or band structures. 

As such, size dependent studies are often employed to understand the evolution of quantum 

properties into those of the bulk phase.1 An exciting realization of such size-dependent studies is 

that clusters have been found to display drastically different properties than their bulk or quantum 

counterparts.2 This presents an opportunity to uncover and exploit the unique and unpredictable 

properties of clusters by tuning size, composition, and structure. It is the forces, covalent and non-

covalent, which bind clusters together that dictate the observed properties, and a better 

understanding of these forces could lead to improved control of cluster properties for specific 

applications. 

 The study of clusters provides an opportunity to push the boundaries of theoretical and 

computational models. Pursuing the theoretical treatment of cluster species that represent the 

boundary of computational tractability is not only challenging, but also presents the potential for 

the advancement of current theoretical models. The computational work described herein helps 

establish limits for some model chemistries, highlighting strengths and uncovering deficiencies, 

and thereby assisting theoreticians in their efforts to improvement upon current models. 

Studies of clusters usually exploit a combination of theoretical and experimental 

approaches.2 Here, we primarily use density functional theory (DFT) for calculations and infrared 

multiple photon dissociation (IRMPD) spectroscopy for experimental validation. The general 
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approach has been to theoretically identify the lowest energy geometric isomers of a cluster species 

and compare calculated spectra to those acquired at the Centre Laser Infrarouge d’Orsay (CLIO) 

free electron laser (FEL) facility of Université de Paris XI in Orsay, France. Having experimentally 

validated a computational method, other cluster properties can be predicted with confidence. 

Properties key to this thesis include: charge distribution, stabilization energies of orbital 

interactions, reaction barrier heights, binding energies, and electron density at critical points. A 

brief introduction to each model cluster system follows. Detailed motivations and literature review 

can be found in the introduction sections of each corresponding chapter. 

In Chapter 3, we use a purely computational approach to study reactions of nitrous oxide 

on cationic rhodium sulphide clusters. Previous studies on analogous pure rhodium clusters 

spectroscopically validate the computational methods that are applied here.3 Confidence in our 

global minimum geometries comes from the exhaustive searches of the potential energy surfaces 

conducted using our custom-written basin hopping (BH) algorithm. The motivation for this study 

comes from the use of bulk rhodium in catalytic converters for decomposition of nitrous oxide, a 

potent greenhouse gas.3,4 Small gas phase rhodium clusters are used to model the reactive sites in 

heterogeneous catalysis.1,2 Here, we model the competing decomposition and desorption of nitrous 

oxide on rhodium sulphide clusters, RhnS
+•N2O (n = 2 – 9). We include sulphur because it is a 

well-known bulk phase catalyst poison; it is an open question as to if these poisoning properties 

persist in the small cluster size regime.5 In this study, three key stationary points and a transition 

state along the proposed N2O decomposition reaction pathway are investigated using basin 

hopping and DFT. The global minimum geometries of RhnS
+•N2O, RhnS

+•O, and RhnSO+•N2 

(n = 2–9) are identified and their vibrational spectra are predicted. Optimizations are performed 

on RhnS
+•N2O

‡ transition state structures along the N-O fission coordinate of a bent N2O moiety 
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that brings the oxygen atom in contact with a rhodium atom of the cluster core. The relative height 

of these reaction barriers is compared to the N2O desorption threshold to establish whether N2O 

decomposition is likely to occur as was done previously for the analogous pure rhodium clusters.3 

In Chapter 4 we study catalytic organopalladium complexes. Five different complexes of 

the form RPdL2, which vary in the organic residue or the ligand, are interrogated using IRMPD 

and the results are interpreted with the aid of DFT calculations. A key finding is that IR excitation 

can be used to mode-selectively induce ligand scrambling reactions. IR induced dissociation 

products are analyzed and the energetic thresholds to produce those products are calculated. We 

find the wavenumber dependence on the formation of ligand scrambling products and the 

associated energetic thresholds have major implications regarding the redistribution of vibrational 

energy, a key tenant of the IRMPD process. 

Chapter 5 addresses molecular clusters of B12X12
2─ (X = H, F, Cl) and three different types 

of coordinating moieties, which emphasize different intermolecular interactions. B12X12
2─ 

molecules all adopted an icosahedral geometry with B-X units at each vertex; the boron atoms 

form an icosahedral cage and the X atoms are directed outward from the cage center, essentially 

forming an isolating halogen layer around the boron atoms. We separate this work into three related 

studies. The first study investigates the complexation of a single transition metal (TM) atom with 

B12F12
2─. Twelve different transition metals from the last four groups of the d-block are considered. 

IRMPD spectra were recorded for the isolable species and DFT calculations are employed to 

model the systems of interest. The second study investigates the interactions between B12X12
2─ 

(X = F, Cl) and triethylammonium, [(CH3CH2)3NH]+ (TEA). TEA is found to orient such that the 

charge-carrying proton points towards the center of a triangular face formed by three X atoms, 

leading to the formation of B-X•••H-N hydrogen bonds. Detailed investigations of the molecular 
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orbital (MO) interactions and electron topology are conducted. IRMPD spectra are collected for 

the fluorinated and chlorinated clusters, and fragments associated with TEA loss and cage fission 

to form BnXm
─ are observed. DFT energies of the various dissociation pathways reveal that both 

proton transfer and charge transfer thresholds are accessed during IRMPD, and that both thresholds 

give rise to their own fragmentation patterns. The third study investigates the interaction between 

all-cis 1,2,3,4,5,6-hexafluorocyclohexane, C6H6F6 (referred to as 1), and B12X12
2– (X = H,F). 1 is 

a neutral molecule with an unusually large dipole moment (~7.3 D) owing to the placement of all 

fluorine atoms on the same face of the cyclohexane ring.6–8 Complexes of 1 with B12H12
2─ present 

an excellent opportunity to study the exotic dihydrogen bond, six of which are expected to form at 

each B12H12
2─/1 interface. Clusters of up to four 1 molecules around B12H12

2─ are isolated and 

probed using IRMPD. Additionally, photoelectron (PE) spectra of [1n•B12H12]
2─ (n = 1 – 5), have 

been collected. DFT is used to calculate global minimum geometries, IR spectra, and (considerably 

large) cluster binding energies. Natural bond orbital (NBO) analysis is used to investigate atomic 

partial charges and stabilization energies of intermolecular MO interactions. Further to this, the 

quantum theory of atoms in molecules (QTAIM) is used to analyze the electron topology at the 

B12H12
2─/1 interfaces. The effects of sequential addition of 1 around the B12H12

2─ cage are 

considered. Comparisons are made to the analogous fluorinated cage clusters, [1n•B12F12]
2─ 

n = 1 – 4.7 

Taken as a whole, this thesis provides a detailed investigation of intermolecular interactions 

between moieties that exhibit complex electronic and/or geometric structures. The interactions 

studied range from essentially covalent through to essentially ionic in nature, and we very clearly 

see how the interplay between electronic and geometric structure gives rise to interesting, and 

oftentimes unexpected, behavior such as mode-selectivity, catalyst poisoning, and dihydrogen 
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bonding. While non-covalent interactions have for many years been implicated in determining the 

physicochemical properties of systems such as biological macromolecules and catalysts,2,9–12 a 

deep understanding of the physics underpinning these phenomena is still being developed. With 

the research described herein, we hope to have provided a little more clarity and direction for this 

fascinating subject.
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2 Methods 

2.1 Computational 

2.1.1 Basin Hopping 

In general, the quantum chemist’s goal is to determine the lowest energy spatial arrangement of 

nuclei within a molecule. It is well known to be the dominant contributor to that molecule’s room 

temperature physicochemical properties since it is geometry that defines the quantum structure. 

Accurate determination of a molecule’s thermally accessible (i.e. lowest vibronic energy) 

geometries is therefore of paramount concern to the field of computational chemistry. Often DFT 

is utilized to optimize molecular structure such that it minimizes the electronic energy on the 

potential energy surface (PES). This is an effective strategy when dealing with geometrically 

simple molecules where the global minimum geometry is already known or can be intuited. 

However, when the global minimum geometry of a molecule is less obvious, the molecular 

structure can optimize to a stable, but high energy local minimum rather than the global minimum 

of that PES. The strategy we have adopted to assist with determining the global minimum geometry 

of geometrically complex systems is to generate as many unique and chemically relevant input 

geometries for DFT optimization as possible with a custom-written molecular simulation code 

based on the basin hopping (BH) algorithm.13–15 

 The BH algorithm searches for minima on a PES by using a modified Monte-Carlo based 

energy minimization technique.13–15 To initiate the algorithm a single input geometry  is optimized 

to a local minimum using molecular mechanics (MM), see Section 2.1.2 Page 8 for details, as 

implemented by the Gaussian 09 program.16 The MM optimized input geometry is then randomly 

distorted to produce a new candidate structure. The distortion is applied to specific degrees of 
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freedom selected by the user. For example, the user can choose to vary the orientation of a surface 

moiety through translation and/or rotation or change bond angles and/or dihedral angles. The user 

must also specify several other input parameters including: the range over which the random 

distortion may be applied, a containment volume for the system, minimum internuclear distances, 

and a simulation temperature, T. These parameters control the degree to which the PES is sampled 

and ensures the generated structures are chemically relevant. 

The newly distorted geometry, n, is optimized at the MM level of theory to produce the 

most stable isomer in that region of the PES. The energy of n (En) is then compared to the energy 

of the current MM global minimum (EGM). Acceptance of n can occur if En < EGM, which 

establishes n as the new MM global minimum, or if En > EGM and the Boltzmann population ratio, 

Pn/PGM, at temperature T (Eq. 2.1) is less than a randomly selected value between zero and one. 

 𝑃𝑛

𝑃𝐺𝑀
= 𝑒

(𝐸𝐺𝑀−𝐸𝑛)
𝑘𝐵𝑇  Eq. 2.1 

 

If geometry n fails both energy comparisons it is rejected and the geometry that was distorted to 

produce n (i.e., n-1 in the BH sequence) is re-distorted. The first energy comparison, where 

En < EGM is evaluated, directs the search towards the MM global minimum geometry. The second 

energy comparison prevents the algorithm from getting trapped in a deep basin where the En < EGM 

condition would be impossible to satisfy without the application of a substantial distortion. 

Preventing energetic trapping ensures a full sampling of the PES. Commonly, the 

acceptance-to-rejection ratio, ε, is monitored to assess the search efficiency. Usually, we seek to 

employ a value of ε ≈ 0.5, meaning that if 15,000 structures pass the BH routine, 30,000 geometries 

were sampled. 
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2.1.2 Molecular Mechanics 

Molecular mechanics employs a classical approach to calculate the total energy for a nuclear 

arrangement. The energy calculated by MM is relative to idealized geometric parameters from the 

hybridization of atomic orbitals in valence bond theory.17 This energy is therefore referred to as a 

strain energy since it is a sum of terms related to the deviation from the idealized values. The strain 

energies of bonds and angles are calculated using the harmonic oscillator model. The summation 

of these strain energies is equal to the energy of the bonding interactions, see Eq. 2.3.17 

Non-bonding interactions are defined by van der Waals parameters and Coulomb’s law to treat 

electrostatic interactions between partial charges (see Eq. 2.4).17 The sum of the bonding and non-

bonding energies yields the total MM energy of the molecule, as per Eq. 2.2. The specific 

functional form and input parameters for Eq. 2.3 and Eq. 2.4 are provided by the chosen force 

field. The force fields for this work were the universal force field (UFF) and the AMBER force 

field. Discussion of the chosen force fields can be found in the relevant sections of this thesis, 

Sections 3.2 and 4.3. 

 𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑏𝑜𝑛𝑑𝑖𝑛𝑔 + 𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑖𝑛𝑔 
Eq. 2.2 

 𝐸𝑏𝑜𝑛𝑑𝑖𝑛𝑔 = ∑ 𝐾𝑟(𝑟 − 𝑟𝑒𝑞)2

𝑏𝑜𝑛𝑑𝑠

+ ∑ 𝐾𝜃(𝜃 − 𝜃𝑒𝑞)2

𝑎𝑛𝑔𝑙𝑒𝑠

+ ∑ 𝐾𝑃[1 − 𝑃𝑐𝑜𝑠(𝜔 − 𝜔𝑒𝑞)]

𝑡𝑜𝑟𝑠𝑖𝑜𝑛𝑠

 
Eq. 2.3 

 𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑖𝑛𝑔 = ∑ [
𝐴𝑖𝑗

𝑟𝑖𝑗
12 −

𝐵𝑖𝑗

𝑟𝑖𝑗
6 +

𝑞𝑖𝑞𝑗

4𝜋𝜖0𝑟𝑖𝑗  
]

𝑖<𝑗

 
Eq. 2.4 

In Eq. 2.3, Kr and Kθ are the harmonic force constants for the bond stretching and bond angle 

bending respectively, r and θ are the values for input bond length and bond angle, and req and θeq 

are the equilibrium values for the specific bond type (e.g., C-C or C=C). P is the periodicity of the 
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dihedral angle, KP is a proportionality constant for that periodicity, ω is the dihedral angle, and ωeq 

is the equilibrium value for the specific bond type. In Eq. 2.4, A and B are the van der Waals 

parameters describing short- and long-range interactions, i and j are nuclear indices, q is the atomic 

charge, and 𝜖0 is the vacuum permittivity. Typically, atomic charges are calculated for a DFT pre-

optimized guess structure using the charge from an electrostatic potential with grid sampling 

(CHELPG) partition scheme.18,19 CHELPG determines the atomic partial charges by a least-

squares fitting the DFT electrostatic potential outside the van der Waals surface of the 

molecule.15,18 

 The MM model is used exclusively in the BH routine. The simplicity of MM results in the 

calculations being very computationally inexpensive, typically completing in less than five 

seconds for the species studied here. A computationally inexpensive model is of primary 

importance for a BH simulation because the number of candidate structures is typically in the range 

of 103 - 104. The disadvantage of using MM on small molecules such as those studied here is the 

relative inaccuracy of a method which relies on valence bond theory idealized geometries, van der 

Waals radii, and Coulombic attractions. To mitigate this issue, the output MM structures identified 

by BH are used as starting geometries for optimization at the (much more accurate) density 

functional level of theory. 

2.1.3 Density Functional Theory 

Density functional theory has become an indispensable tool for interpreting and predicting 

experimental results. In contrast to wavefunction based methods such as Hartree-Fock theory, DFT 

models the properties of many-electron systems by treating the spatially dependent electron 

density, which is more computationally efficient than treating each electron independently. The 

electron density function can be used to define the components of the electronic Hamiltonian: 
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kinetic energy, electron-nuclear interaction energy, Coulomb energy, and the exchange/correlation 

energy.17 Given that the electron density is itself a function, the terms of the electronic Hamiltonian 

are therefore functionals (i.e., functions of functions). 

For implementation, a trial electron density, in combination with the linear combination of 

atomic orbitals (LCAO) approximation, are used to define a trial wavefunction. Determination of 

a trial wavefunction and a Hamiltonian naturally leads to a trial energy. The trial electron density 

is iteratively adjusted by the standard self-consistent field approach until a minimum energy is 

reached.15 A challenge in the DFT approach is that the exact form of the exchange/correlation 

functional is not known and must therefore be approximated.15,17 The type of exchange/correlation 

functionals used here are hybrid generalized gradient approximation functionals, which depend on 

the value of the electron density at a point and the density gradient around that point, as well as a 

percentage of exact Hartree-Fock exchange.15 Theoretically, exchange/correlation functionals are 

independent of the system being studied. However, certain functionals have been found to produce 

results which better match the experimental data of certain systems. For example, some functionals 

are better suited for treating organic molecules than inorganic molecules. The specific functionals 

used and the justification for their choice is given in the methods sections of each results chapter. 

 To create molecular orbitals (MOs) via the LCAO method, a basis set consisting of atomic 

orbitals (AO) is employed. Basis sets are defined by the number of AOs used, the type of AO (i.e., 

s, p, d, etc.), how the valence electrons are split into different orbitals and if a pseudo-potential is 

used to treat e.g., core electrons. A split-valence basis set takes the chemically interesting valence 

orbitals and splits them into multiple valence orbitals. This is done to account for the dependence 

of the valence orbitals on the chemical bond in which they are participating. A common notation 

used to represent this type of basis set (i.e., a Pople-type basis set) is K-LMG where K is the 
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number of s-type primitive Gaussian functions used for the core electrons, L and M are the number 

of sp-type primitive Gaussians used for the inner and outer valence orbitals and G indicates that 

Gaussian primitives are being used.15 A primitive Gaussian refers to an AO-like function in the 

form of a Gaussian function.15 Additional AOs can be added to better treat inter- and 

intramolecular interactions. The polarization basis set, indicated in basis set notation as “(d,p),” 

addresses the issue that AO functions are centered only on atoms by adding d-orbital functions to 

non-hydrogen atoms and p-orbital functions to hydrogen atoms. Finally, diffuse s- and p-functions 

(indicated by “++”) can also be added to deal with unpaired electrons and anionic species where it 

may not be clear with which atom the extra electron is associated.15 

2.1.4 Natural Bond Orbital Analysis 

NBO analysis interprets wavefunctions produced by modern quantum chemistry models into the 

language of Lewis structure and digestible valence and bonding concepts.20,21 The NBOs are 

defined in terms of natural atomic orbitals (NAO) which describes a molecular environment in 

terms of atom-like components. Lewis type NBOs include highly occupied orbitals which are one-

centered, (core) or two-centered (bonding orbitals), whereas non-Lewis type NBOs are low 

occupancy antibonding and Rydberg orbitals.22 Orbital interactions occur between donor (Lewis) 

and acceptor (non-Lewis) orbitals. Their energy of interaction (i.e. stabilization energy) is 

determined using second order perturbation theory as per: 

 
∆𝐸𝑖→𝑗 = 𝑞𝑖

𝐹𝑖𝑗
2

𝜀𝑗 − 𝜀𝑖
 

 

Eq. 2.5 

In Eq. 2.5, qi is the occupancy of the donor orbital, Fij is the off-diagonal NBO Fock matrix element 

(i.e. orbital overlap), εi and εj are the diagonal NBO Fock matrix elements (i.e. orbital energies) of 
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the donor and acceptor orbitals, respectively. The stabilization energy is represented 

diagrammatically in Figure 2.1. 

 

Figure 2.1 Molecular orbital diagram illustrating the stabilization energy (∆Ei→j) of 

donor(εi)-accepter(εj) orbital interactions within NBO. 

One can also calculate atomic partial charges via the NBO approach. Calculation of the 

atomic partial charges is performed by natural population analysis (NPA) of the NAOs. The 

expectation value of the first-order reduced density operator on a NAO produces the electron 

population of that orbital. By repeating the calculation for all NAOs centered on a particular atom 

and summing orbital contributions the population of the atom is calculated. The atomic partial 

charge is simply equal to the atom’s nuclear charge minus the sum of the orbital populations. NPA 

adheres to the physical constraints of the Pauli principle; an orbital’s population is never less than 

zero or greater than two, and charge additivity (the sum of the orbital populations for the molecule) 

equals the total number of electrons in the molecule.21 
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2.1.5 The Quantum Theory of Atoms in Molecules 

The quantum theory of atoms in molecules (QTAIM) exploits the electron density to gain 

information about the nature of the bonding within a molecular system.23 The gradient and the 

Laplacian of the electron density are evaluated and from the results one obtains the spatial 

coordinates of bonding interactions, the electron density at those coordinates, the degree of 

covalency or non-covalency, and the classification of the interaction.24 The spatial coordinates of 

the bonding interactions can be determined by identifying where the gradient is found to be zero, 

these positions are labelled critical points (CPs). The value of the electron density at the CPs 

provides a measure of the bond strength.25–30 CPs are classified as nuclear CPs, bond critical points 

(BCPs), ring critical points (RCPs), and cage critical points (CCPs) based on the curvature of the 

electron density around a specific point. The degree of covalency is indicated by the Laplacian; a 

negative value reflects a concentration of electron density at a CP indicating a covalent interaction, 

a positive value indicates a depletion of electron density and therefore a non-covalent interaction.24 

Two software packages were used to conduct the AIM analyses, AIMALL and Multiwfn.31,32 

2.2 Experimental 

2.2.1 Infrared Multiple Photon Dissociation 

Infrared multiple photon dissociation was used to record vibrational spectra of gas-phase 

molecules in the region of 800 – 1600 cm─1. This technique has been described extensively in the 

literature and is the subject of numerous review articles.2,7,33–47 There is no direct measurement of 

the emission or absorption of light during the IRMPD process but instead one monitors molecular 

fragments, IRMPD is referred to as an action or consequence spectroscopy. Fragmentation occurs 

as a result of the repeated absorption of IR photons until the internal energy of the molecule 
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increases beyond the lowest dissociation threshold. The number of IR photons required to 

overcome a typical dissociation threshold is often in the range of 10 – 100.46 A distinction must be 

highlighted here between multiphoton processes and multiple photon processes. In multiphoton 

processes related to vibrational spectroscopy, absorptions of photons promote the subjected normal 

mode to successively higher vibrational quantum states (i.e. ν = 0 → 1, then ν = 1 → 2, etc.) either 

by overcoming anharmonic bottlenecks or via non-linear processes. Since every molecule has 

some degree of anharmonicity, transition frequencies decrease with every subsequent increase in 

the vibrational quantum number. For example, the ν = 0 → 1 transition frequency is 2ωeχe higher 

than that of the ν = 1 → 2 transition in a diatomic molecule (assuming Morse potential where ωeχe 

is the anharmonic constant). A multiple photon process allows for many photons of the same 

frequency to be absorbed via efficient energy transfer out of the excited state once populated. Here, 

upon excitation of a v = 1 state , photon energy is transferred to a ‘quasi-continuum’ of coupled 

vibrational energy levels known as the bath states46 via a process known as intramolecular 

vibrational energy redistribution (IVR). Following IVR, the originally excited normal mode is 

depopulated (returns to the ν = 0 state) and is now capable of absorbing another photon of the same 

frequency. This cyclical process is illustrated in Figure 2.2.  
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Figure 2.2 Cyclic representation of the IRMPD process. A normal mode is 

vibrationally excited by an IR photon. The energy is deposited into the bath states via 

IVR, returning the original normal mode to the ground state (ν = 0), but leaving the 

molecule with increased internal energy. This cycle repeats until molecular 

dissociation occurs. 

The repeated resonant absorption of photons leads to fragmentation of the species of interest and 

is marked by a decrease in the intensity of a parent ion and the concomitant increase in intensity 

of a fragment ion in the associated mass spectrum. A logarithmic ratio of fragment (Ifrag) and parent 

(Ipar) ion intensities, known as the fragmentation efficiency (see Eq. 2.6), is recorded as a function 

of IR wavenumber to generate the spectrum of the parent ion.35 

 
𝐹𝑒𝑓𝑓 = −𝑙𝑛 (

∑ 𝐼𝑝𝑎𝑟

∑ 𝐼𝑝𝑎𝑟 + ∑ 𝐼𝑓𝑟𝑎𝑔
) Eq. 2.6 

A FEL is typically utilized for generating the high intensity beam of IR photons required 

for IRMPD. The FEL at CLIO was used to produce all IRMPD spectra presented in this thesis.48,49 

Briefly, a FEL produces IR photons by synchrotron radiation emitted from electrons travelling at 

relativistic speeds (accelerated by 10 – 50 MeV) through an undulator (see Figure 2.3). The 
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undulator consists of a series of magnets which alternate in the direction of their poles. Emitted 

photons are tunable via adjustment of the spacing between the magnets which produces a large 

range of wavelengths in the IR region of 3 – 90 μm and possess a bandwidth of ~ 0.3 %. The 

tunability of the frequency dependent on the adjustable separation between the magnets. The light 

emitted is trapped in an optical cavity by mirrors on either end of the undulator and stimulated 

emission occurs via interference with subsequent packets of electrons.46 The IR beam is then 

directed into the Paul-type quadrupole ion trap (QIT) of a Bruker Esquire 3000+ mass spectrometer 

where it is used to fragment the parent ion of interest which have been introduced into the gas 

phase by electrospray ionization (ESI). A voltage of 5 kV is applied to the ESI needle and a N2 

carrier gas at 180°C assists the delivery of the ions into the ion trap. Typically, IRMPD spectra 

match best with global minimum geometries identified by DFT and often higher energy isomers 

(+ 10 kJ/mol) are found to not contribute to the observed spectra indicating an ion trap temperature 

of no more than 25°C. Trap pressures were on the order of 10–7 Torr therefore collisions should be 

negligible. Figure 2.3 provides a schematic overview of the electron source, the undulator, and the 

QIT. 

 

Figure 2.3 Cartoon diagram of the IRMPD experiment. Relativistic electron packets 

pass through an undulator which generates a high intensity field of IR photons by 

synchrotron radiation. The IR beam interrogates the selected ions in a QIT. This figure 

has been adapted from a review article by J. Oomens et. al.46 
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The CLIO FEL has a 40 ms duty cycle, wherein a 1 ps burst of light is emitted once every 16 ns 

for 10 µs. In other words, the sample experiences 625 1 ps bursts of IR radiation over the timespan 

of 10 µs and is then given 39.99 ms to respond.48 The mass spectrometric data is averaged over 10 

duty cycles for every wavelength and a typical FEL step size was 2.5 – 3 cm–1. The CLIO IR-FEL 

pulse train is represented on a logarithmic scale in Figure 2.4. 

 

Figure 2.4 Output IR pulse train by the free electron laser at CLIO.
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3 Reactions of Nitrous Oxide with RhnS+ (n = 2 – 9) 

3.1 Introduction 

Rhodium has become an element of great importance due to the transition metal’s catalytic 

abilities. There are many papers in the literature that discuss the use of rhodium as a homogeneous 

or heterogeneous synthetic catalyst.4,50–64 With respect to the environment, rhodium is the catalyst 

of choice for the decomposition of greenhouse gases (GHGs) produced by combustion engines.61 

Transportation accounts for 27 % of GHGs produced by the economic sector in the United States 

with nitrous oxide comprising 5 % of U.S. GHGs in 2013. Additionally, nitrous oxide remains in 

the atmosphere for an average of 114 years, and is 300 times more effective at trapping heat than 

carbon dioxide.65 Catalytic converters are equipped on all transportation vehicles to decompose 

GHGs. A wash coat possessing suspended particles of catalytic metals: platinum, palladium, and 

rhodium, is used to deposit the metals on a ceramic monolith with a honeycomb structure.  

Deposition of small particulates increases the catalytic surface area and reduces the required 

amount of the precious metal with comparison to catalysis on a bulk surface. The vehicle’s exhaust 

passes through the honeycomb structure and the combustion gases: hydrocarbons, carbon 

monoxide, and NOx ( including nitrous oxide) are decomposed.61  

Prior investigations show that the molecular interactions often occur at defect sites of a 

heterogeneous catalyst, which can be modelled effectively using gas phase clusters.66 This 

approximation has been utilized by many researchers who have demonstrated the significance of 

cluster size and co-adsorbed species.3,38,40,60,67–77 For example, Hamilton et al. used DFT and 

IRMPD to study the following nitrous oxide reactions on cationic rhodium clusters Rhn
+

 (n = 4 – 

8).3  
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Decomposition: Rhn
+ + N2O → RhnO

+ + N2   (Rxn. 1) 

Desorption: Rhn
+•N2O → Rhn

+ + N2O  (Rxn. 2) 

Hamilton’s study observed mass spectrometric evidence of the IR induced decomposition reaction 

(Rxn. 1) competing with the desorption reaction (Rxn. 2) on all cluster sizes (n = 4 – 8).38 An 

exception occurred for n = 5 which demonstrated only desorption of N2O. Additionally, blue 

shifted stretching modes of N2O was interpreted as proof of terminal nitrogen binding N2O. A 

paper by Hermes et al. subsequently investigated the anomalously low reactivity of the Rh5•N2O
+ 

cluster using similar techniques.40 Again, they also observed a preference for the desorption 

reaction (Rxn. 2) of N2O when irradiating in the region of the N2O bend (500 cm─1 to 700 cm─1). 

However, Hermes observed clusters of Rh5O•N2O
+, which showed a clear preference for N2O 

decomposition; producing Rh5O2
+ and N2. DFT calculations of the reaction pathways supported 

the IRMPD results. The barrier to N2O desorption from Rh5O
+ was found to be 28 kJ/mol higher 

than decomposition on Rh5O
+. The barrier to N2O desorption on Rh5

+ was only 1.9 kJ/mol higher 

than decomposition: the desorption pathway is favoured entropically. These studies have shown 

that co-adsorbed species and cluster size can significantly alter reaction barrier energetics, 

changing the outcome of a reaction. The investigation in this chapter will focus on how the 

presence of a co-adsorbed sulphur atom, a known catalytic poison and fuel impurity, will affect 

the N2O surface reaction on cationic rhodium nanoclusters.5,51,78–84 

In addition to the effect of co-adsorbed species and cluster size on IR induced reactions, 

the importance of cluster size and geometry on rates of cluster surface reactions have been 

demonstrated.60,67,69,73,75–77,85–91 Parry et al. observed rates of nitrous oxide decomposition and 

desorption on Rhn
+ (n = 5, 6) occurring via blackbody infrared dissociation in a Fourier transform 

ion cyclotron resonance (FT-ICR) mass spectrometer.90 Extended ion retention times (on the order 
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of seconds) allow for absorption of IR photons emitted by the ambient blackbody radiation field.92 

This study also highlighted the effects of cluster size and found evidence for the presence of 

multiple isomers. Observing relative ion signal at a particular mass to charge ratio (m/z) as a 

function of retention time shows decay of a peak with a m/z ratio corresponding to Rh5
+•N2O 

(kobs = 0.075 s─1) and growth of peaks for Rh5
+ (the desorption product) and Rh5O

+ (the 

decomposition product). Once again competition between reactions (Rxn. 1) and (Rxn. 2) is 

observed on Rh5
+. The same experiment was conducted for Rh6

+•N2O however no signal intensity 

was seen to grow for Rh6
+, only growth of Rh6O

+; indicating a clear preference for nitrous oxide 

decomposition on Rh6
+. The supporting DFT calculations determined the barrier to reaction (Rxn. 

1) and (Rxn. 2) on Rh5
+ to both be ca. 60 kJ/mol. On Rh6

+ the desorption reaction (Rxn. 2) barrier 

was ca. 80 kJ/mol and the decomposition reaction (Rxn. 1) barrier was ca. 60 kJ/mol, favouring 

decomposition. The addition of a single rhodium atom raises the barrier to desorption sufficiently 

higher than the barrier to decomposition and only the production of Rh6O
+ is observed. Also 

reported are first-order kinetic fits to the decay of parent ion intensity, Rhn•N2O
+ (n = 5, 6). A sum 

of exponentials was found to provide a better fit indicating the presence of multiple isomers. 

Adlhart et al. made similar observations of the rates of alkane dehydrogenation reactions catalyzed 

by Rhn
+ (n = 1 – 30) under single-collision conditions in an FT-ICR.60 A bi-exponential rate 

consisting of a fast and a very slow rate were taken as evidence for the presence of multiple 

isomeric forms of Rh12
+. Clearly, the rhodium cluster size and geometry must be carefully 

considered when modelling reactions of this nature. 

Small clusters of rhodium atoms have garnered interest on their own due to their unique 

magnetic properties. A DFT study on Rhn (n = 2 – 15) clusters by Da Silva et al. reported finding 

large magnetic moments that increase with cluster size.71
 This magnetic moment trend is in 
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agreement with Harding et al. and Lecours et al. who reported a 15-tet ground state multiplicity 

for Rh9
+

 and Rh9S
+, respectively.39,76 Experimentally, Ma et al. used simultaneous magnetic and 

electric deflection studies to find evidence of superparamagnetism in select cluster sizes of Rhn 

(n = 6 - 40).93 The smaller cluster sizes possess the largest magnetic moment per atom while the 

larger clusters showed the magnetic moment per atom trending toward the bulk limit of zero. This 

evidence points to the need to also carefully consider the multiplicity of clusters in these reactions. 

The foundations for the study presented in this chapter were laid in a publication by 

Lecours et al., a DFT study of RhnS
±,0 (n = 1 - 9) and Rhn

±,0 (n = 2 - 10).76 Using a potential energy 

surface searching technique, basin hopping, in combination with DFT, clusters were found to 

prefer closed polytetrahedral geometries and high spin state electronic configurations which is 

consistent with results from pure rhodium cluster research.3,38,39,74,89,94 Additionally, Lecours found 

sulphur prefers binding sites with larger coordination numbers than the oxygen atom in analogous 

RhnO
± clusters investigated by Harding et al.40,75,88 Using NBO analysis calculations Lecours et 

al. determined that the tighter binding of sulphur in RhnS
0,± is partially due to favourable overlap 

of atomic sulphur p-orbitals with atomic rhodium d-orbitals, and back donation from the Rh cluster 

framework into atomic sulphur d-orbitals. This orbital behaviour is reminiscent of metallic 

bonding and suggests that sulphur valence electrons are partially delocalizing across the cluster. 

An exhaustive computational approach was utilized to study nitrous oxide decomposition 

(Rxn. 3) and desorption (Rxn. 4) on cationic rhodium sulphur clusters containing 2 – 9 rhodium 

atoms, RhnS
+ (n = 2 - 9). 

Decomposition: RhnS
+ + N2O → RhnSO+ + N2   (Rxn. 3) 

Desorption: RhnS
+•N2O → RhnS

+ + N2O  (Rxn. 4) 
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Figure 3.1 illustrates the main goal of this study, determining the energies of the desorption 

products, Rh2S
+ and N2O, and the stationary points on route to N2O decomposition. These studies 

will provide atomistic insights and a map of the decomposition mechanism (or poisoning thereof) 

on heterogeneous rhodium catalysts. 

 

Figure 3.1 A hypothetical reaction coordinate diagram of competing reactions (Rxn. 3) 

and (Rxn. 4) of N2O with Rh2S
+. 

3.2 Computational Methods 

In pursuit of the main goal of this study the most accurate relative barrier heights possible must be 

obtained of reactions (Rxn. 3) and (Rxn. 4) where n = 2 - 9. Established above is the need to 
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thoroughly consider geometric and electronic structure. To that end a PES searching algorithm, 

basin hopping, was used to locate stationary points (i.e. local minima) of the RhnS
+ + N2O PES. 

The stationary points of interest were RhnS
+•N2O, RhnS

+•O, and RhnSO+•N2 (see Figure 3.1). 

Basin hopping provided geometric isomers of the position of the moieties (N2O, O, and N2) relative 

to the cluster cores (RhnS
+ and RhnSO+) which remained unchanged by the algorithm. The RhnS

+ 

cluster cores are acquired from the study by Lecours et al. and the RhnSO+ cluster cores were 

generated during the course of this study.76 The cluster core structures used from these studies 

consisted of the identified global minimum geometry and the higher energy isomers up to 

25 kJ mol─1 above the global minimum at each cluster size. The isomers acquired from basin 

hopping served as candidates for the global minimum geometry of each stationary point. DFT is 

used to energetically order the global minimum candidates of each stationary point with the 

successful candidate possessing the lowest energy geometry and multiplicity. With the geometries 

and multiplicities of the stationary points have been identified, optimizations of the first order 

saddle point (i.e., transition state) which connects the RhnS
+•N2O and RhnSO+•N2 were performed. 

Frequency calculations were conducted on every structure computed so that normal mode analysis 

can classify the structures as stationary points (0 imaginary frequencies), first order saddle points 

(1 imaginary frequency), or higher order saddle points (>1 imaginary frequencies).95 Frequency 

calculations are useful in two aspects; for prediction of vibrational spectra which can be compared 

to future experimental work and for the calculation of the molecular partition function and 

subsequently the thermochemical corrections to the electronic energies. A better understanding of 

electronic structure in RhnS
+•N2O can be achieved by conducting NBO analysis. NBO analysis 

provides many measures including: stabilization energies of various orbital interactions, atomic 

partial charges by natural population analysis, and cluster stabilities by HOMO-LUMO gaps. 
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The basin hopping studies were set to generate 5,000 to 10,000 molecular mechanics (MM) 

optimized candidate structures based on cluster core size (n) and the number of low-lying 

geometric isomers (<25 kJ/mol of the RhnS
+ or RhnSO+ global minimum isomers). MM was 

chosen for its short optimization times (<5 seconds), a necessity when performing such large 

numbers of calculations. The chosen force field for use with MM was the AMBER force field as 

implemented in Gaussian 09.16,96 The AMBER force field has been designed for use with organic 

and biologically relevant molecules.96 It has been used here for proper treatment of the N2O 

moiety. Given AMBER’s intended use for biological systems, parameters for rhodium are not 

included and are therefore borrowed from the UFF.97 In addition to the Cartesian coordinates for 

each atom, MM input files also require the partial charge for each atom and any force field 

parameters which are not already contained in the AMBER force field. The partial charges were 

found using the CHELPG partition scheme.19 The force field parameters include van der Waals 

radii, force constants, and all equilibrium bond lengths, angles, and dihedrals. Determination of 

these parameters is dependent on the previous RhnS
+ study which provided DFT calculated 

frequencies for each cluster size and their isomers.76 A MM optimization and frequency calculation 

was run on the particular cluster being prepared for basin hopping using default AMBER 

parameters for S, N, and O and UFF values for Rh. The results of this MM calculation were 

compared to the previous DFT results. Alterations were made to the AMBER parameters until the 

MM results resembled the DFT results (geometries and vibrational frequencies). A MM input file 

for a RhnS
+ or RhnSO+ cluster core with a randomly oriented N2O, O, or N2 moiety was submitted 

to the BH algorithm which is discussed in detail in Section 2.1.1 of this thesis. The following BH 

input parameters describe how the PES is sampled. The Cartesian coordinates of the moiety’s 

center of mass are altered by a random value of η where ─0.7 Å ≤ η ≤ 0.7 Å and a rotation of the 
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molecular moieties (N2O and N2) by a random θ about the center of mass of the moiety, where 

─45⁰ ≤ θ ≤ 45⁰. The maximum values selected for the translations correspond to the shortest bond 

length, 74 pm found in H2.
95 The Boltzmann temperature for the secondary acceptance criterion 

was selected to be 400K which lead to an acceptance ratio of ca. 0.5. Lower temperatures resulted 

in insufficient sampling of the PES while higher temperatures lead to the acceptance of 

energetically inaccessible structures. Additionally, bonds are restricted from compressing to values 

shorter than 0.7 Å and all atoms are constrained to be within a cubic volume of 10 Å x 10 Å x 10 

Å. For small distortions the optimization process will typically yield identical geometries and 

energies. Therefore, the candidates are sorted based on simultaneous uniqueness of geometry and 

energy and the unique candidates are subjected to further optimization using DFT, chosen for its 

relatively low computational cost and good experimental agreement.3,38–40,88,90,91,94 

The chosen computational methods have been guided by previous studies. 3,76 The PBE0 

functional with 25% Hartree-Fock exact exchange energy with the TZVP basis set for sulphur, 

oxygen, and nitrogen and Lanl2DZ for rhodium has been shown to accurately reproduce 

experimental frequencies and magnetic moments of rhodium clusters.39,76,98 Low energy 

geometries have been identified by DFT, however, global minimum identification still requires 

determination of the lowest energy multiplicities. All geometric isomers within 25 kJ/mol of the 

lowest energy geometry are re-optimized at various multiplicities to complete global minimum 

identification of each stationary point of the reaction coordinate. Global minimum structures are 

re-optimized using the TPSSh functional which includes 10% Hartree-Fock exact exchange and 

the Def2-TZVP basis set on all atoms.99–101 This method has been shown to yield reaction barriers 

which better reflect experimental results than the previous methods.102–104 In short, the 

PBE0/Lanl2DZ(Rh), TVZP(S,N,O) method will be used to identify global minimum geometries, 
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mulitplicities, and frequencies while the TPSSh/Def2-TZVP method will be used to identify 

reaction energies. 

Determination of the barrier to nitrous oxide decomposition, reaction (3), was done 

utilizing the synchronous transit quasi-newton (STQN) eigenvector following method for 

optimization of transition state structures, called using the QST3 keyword.105–107 This method for 

transition state searching requires three structures for the input: reactant, product, and a guess 

structure for the transition state. As an example, Figure 3.2 shows structures for input to a QST3 

calculation of Rh4S
+•N2O. The reactant and product structures are global minimum structures for 

RhnS
+•N2O and RhnSO+•N2, respectively. The reaction pathway studied by Hamilton et al. for N2O 

decomposition on Rhn
+ was used as a guide for modelling the RhnS

+•N2O transition state 

structures.3 This pathway involves the nitrous oxide molecule bending at the middle nitrogen to 

bring the oxygen atom close to a rhodium atom. The pathway continues with forming a rhodium-

oxygen bond, breaking the nitrogen-oxygen bond, breaking the nitrogen-rhodium bond, and finally 

a structural rearrangement to form a cationic rhodium sulphide oxide (RhnSO+) and molecular 

nitrogen (N2). Guess structures for the transition states were drawn keeping this in mind and to 

best connect the reactant and product structures.  

 

Figure 3.2 Three input geometries used for the determination of the transition state in 

the nitrous oxide decomposition reaction, Rh4S
+ + N2O → Rh4SO+ + N2. 
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3.3 Results and Discussion 

3.3.1 Geometric Structure 

RhnS+•N2O n = 2 – 9. Figure 3.3 shows the global minimum geometries of RhnS
+•N2O (n = 2 – 

9). All rhodium sulphur cluster cores possessed a distorted polytetrahedral motif. The distortions 

were a result of the 17% Rh-S bonds compared to Rh-Rh bonds.3,38,39,69,71,73,74,86,87,89,94,104,108–110 

The average Rh-Rh bond was found to be 2.73 Å which is in good agreement with the nearest 

neighbor distances of 2.69 Å in the fcc lattice of bulk rhodium.111 The binding of N2O did not 

induce a significant change in the geometry of the cluster cores as they were observed to 

maintained the same geometric shape as the bare RhnS
+ species identified by Lecours et al.76 For 

example, the Rh6S
+ cluster core possessed a distorted pentagonal bipyramidal geometry. The 

nitrous oxide molecule is bound by the terminal nitrogen atom to a sulphur adjacent rhodium atom. 

This Rh6S
+•N2O cluster is representative of the N2O orientation and cluster core geometry for the 

entire series. 

 

Figure 3.3 DFT optimized global minimum geometries of RhnS
+•N2O (n = 2 – 9) at 

PBE0/Lanl2DZ (Rh), TZVP (S,N,O). 
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Rh8S
+•N2O was the only cluster to show a change in the preferred geometric shape of the 

cluster core, Rh8S
+ when bound to N2O. Interestingly, reconstruction of the underlying metal frame 

work, caused by surface moieties, has been seen previously in DFT studies of Rh6O
+.75,88 The 

global minimum geometry of Rh8S
+ was determined to be bicapped octahedron with the sulphur 

atom occupying a 3-coordinate face of rhodium atoms (using DFT at PBE0/Lanl2DZ).76 The 

global minimum identified here for Rh8S
+·N2O has the cluster core in a bicapped trigonal prism 

geometry with the sulphur atom occupying a 4-coordinate position (see Figure 3.3). The Lecours 

study identified the relative energies of bicapped octahedron (BO) Rh8S
+ (0 kJ mol─1) and the 

bicapped trigonal prism (BTP) Rh8S
+ (+5.98 kJ mol─1); these same two geometries were found to 

be the lowest energy isomers here BTP-Rh8S
+•N2O (0 kJ/mol) and BO-Rh8S

+•N2O 

(+5.31 kJ mol─1). These small differences in energy suggests both isomers are likely to be present 

in a gas phase ensemble as + 6 kJ mol─1 corresponds to a Boltzmann population of ca. 0.09. 

Average percent differences of the Rh-Rh and Rh-S bonds in RhnS
+ compared to RhnS

+•N2O were 

2.8% and an average contraction of the N2O bound Rh-S bond by 3.6% were the observed changes 

upon N2O complexation. 

The binding of the N2O moiety via the terminal nitrogen atom is supported by observations 

of a blue shift in the N2 stretching mode by various spectroscopic methods on Pt(111), Ir (111), 

Pd(110), and Ru(001), argon tagged Rhn
+ (n = 4 – 8) gas phase clusters, and on monoatomic 

complexes with the coinage metals.3,112–116 Additionally, this binding has been observed in 

ruthenium coordination complexes such as RuIICl2(η
1-N2O)(P-N)(PPh3) 

{P-N = [o-(dimethylamino)-phenyl]diphenylphosphane} by use of  31P(1H) NMR spectroscopy, 

for example.117–120 In a DFT study of these ruthenium coordination complexes a MO diagram was 

generated based on electronic energies and separated orbital symmetry to illustrate the potential 
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for favourable overlap between d-orbitals of the Ru(II) center and a nitrogen lone pair donating 

orbital with σ-symmetry. The analogous oxygen lone pair orbital was determined to be 338 

kJ mol─1 below the nitrogen lone pair orbital and therefore too energetically different than the 

metal d-orbitals to overlap with them.120 In this study, oxygen bound structures were found ca. 

30 kJ mol─1 above the N bound structures. Many competing covalent and non-covalent 

interactions are likely responsible for the dominance of this motif. NBO calculations were 

conducted to understand the nature of this binding, the results of which are discussed below. 

N2O bond lengths, free and RhnS
+ bound, are presented in Table 3.1. The calculated N-N 

and N-O bonds in RhnS
+•N2O are both shorter than their respective bond lengths in experimentally 

observed free N2O.121 This difference in bond lengths will include, in addition to the 

physicochemical differences between free and bound N2O, any error from the theoretical treatment 

of these systems. To focus on the physicochemical properties responsible for the differing bond 

lengths, comparisons are made to the calculated structure of free N2O at the PBE0/TZVP level 

rather than the experimental values. Comparison to the calculated bond lengths of free N2O, the 

N-N bond length shows elongation and the N-O bond shows contraction when bound to RhnS
+ 

clusters. The increased N-N bond length suggests reduced electron density between the nitrogen 

nuclei. This could be possible through donation of electron density out of a N-N bonding molecular 

orbital or into an anti-bonding orbital. The opposite applies to the N-O bond, the observed 

contraction could be due to either donation into a bonding or out of an anti-bonding orbital 

localized on the N-O bond. Bond strength, molecular orbitals, and electron donation can was 

examined by analysis of the vibrational frequencies and the natural bonding orbital calculations 

discussed below. In the size regime of two to nine rhodium atoms, N-N bond lengths are 

empirically fit to linear a function of rhodium atoms (see Figure 3.4 left). Extrapolation of the 
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linear function for the dependence of rN-N on the number of Rh atoms predicts an unbound (n = 0) 

rN-N of 1.1203 Å, only 0.1% larger than the free N2O calculation suggests (See Figure 3.4 and 

Table 3.2). The N-O bond lengths, as a function of Rh atoms, is empirically fit to a logarithmic 

function, the limit as n goes to infinity would represent the N-O bond length when found on bulk 

rhodium with sulphur impurities. This function predicts a N-O bond length of 1.175 Å for Rh100S
+. 

A computational study on N2O adsorption on Rh(111) predicts r(N-N) and r(N-O) of 1.153 Å and 

1.209 Å, respectively.122 Clearly, this logarithmic function does not extrapolate well to the bulk 

phase. A recent DFT/ZORA study on the interactions of Pt8 with nitrous oxide reported a negligible 

change in the N-N bond with a blue shift in the corresponding stretching mode, also observed here, 

and a slight increase in the N-O bond, relative to free N2O. They concluded that charge transfer 

from the platinum cluster to the moiety was responsible for weakening the N-O bond and 

promoting N2O decomposition.123  

Table 3.1 Bond lengths of N2O when bound to RhnS
+ (n = 2 – 9) and free N2O.121 The 

third and fifth columns were calculated by taking the ratio of the difference of the free 

N2O. The PBE0/Lanl2DZ (Rh), TZVP (S,O, N) functional and basis sets were used. 

 

n rN-N (Å)

Free - Bound 

Percent 

Difference rN-O (Å)

Free - Bound 

Percent 

Difference

2 1.1209 -0.16 1.1566 1.64

3 1.1210 -0.17 1.1595 1.40

4 1.1211 -0.17 1.1615 1.23

5 1.1214 -0.20 1.1633 1.08

6 1.1219 -0.25 1.1635 1.06

7 1.1218 -0.24 1.1651 0.93

8 1.1221 -0.27 1.1663 0.82

9 1.1225 -0.30 1.1642 1.00

Free (calc.) 1.1191 - 1.1760 -

*Free (expt.) 1.127292 - 1.185089 -
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Figure 3.4 (Left) Dependence of the N-N bond length in N2O on the number of 

rhodium atoms in the RhnS
+ cluster core. In both graphs, red is the experimentally 

reported value of the same bond length in free N2O
123 and black is the calculated value. 

The blue line represents a linear fit. (Right) Dependence of the N-O bond on the 

number of rhodium atoms in the cluster. The blue line represents a logarithmic fit. 

Table 3.2 Analysis of blue trend lines shown in Figure 3.4 

 

RhnS+•O n=2─9. Mapping the reaction pathway for N2O decomposition on RhnS
+ requires the 

investigation of a rhodium sulphur oxide clusters which are the products of decomposition, the 

other product being molecular nitrogen. The same methods used for determining the global 

minimum structures for RhnS
+•N2O (n = 2 – 9) are employed for determining the global minimum 

structures for RhnS
+•O (n = 2 – 9) with the resulting geometries presented in Figure 3.5. The DFT 

studies of Rh6On
+ (n = 1 – 4) by Harding et al. showed oxygen’s preferred binding motif as 

bridging two Rh atoms (η2). η1 (atop one Rh atom) is ~8.7 kJ mol─1 above the bridge isomer, and 

the least preferred binding motif is coordination of three Rh atoms, referred to as hollow site 

binding (η3), ~ 60 kJ mol─1 above the bridge isomer.75 The RhnS
+•O (n = 2 – 9) structures in Figure 

y N-N Bond Length N-O Bond Length

x Number of Rh Atoms Number of Rh Atoms

Equation y = a + b*x y = a - b*ln(x+c)

a 1.12032 ± 1.50981x10
-4 1.15787 ± 0.00269

b 2.3075x10
-4

 ± 2.534x10
-5 -0.00382 ± 0.00136

c - -1.29427 ± 0.66274

R
2 0.93253 0.93846
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3.5 mostly show preference for a hollow site motif, with three cluster sizes showing bridging. 

Energetic analysis of the Rh6S•O+ isomers at the optimal spin state contrasts the Rh6
+ results by 

showing hollow site (0 kJ mol─1), bridging (19 kJ mol─1), and atop (37 kJ mol─1) as the ordering 

of preferred binding motifs (i.e., η3 preferred over η2). Sulphur prefers larger coordination 

numbers, usually η3 or η4, once the rhodium clusters are large enough to accommodate this. The 

high coordination number of the sulphur atom is a result of donation into and out of d-orbitals on 

the sulphur atom. This back donation allows sulphur to behave as if it is a pseudo-metal atom and 

incorporate itself into the polytetrahedral motif.76 The oxygen atomic d-orbitals are much higher 

in energy relative to the valence atomic orbitals. Consequently, oxygen behaves as a surface atom 

rather than incorporating into the geometric structure of the Rh cluster core. 

The polytetrahedral motif of the cluster cores (RhnS
+) remained consistent between RhnS

+, 

RhnS
+•N2O, and RhnS

+•O, however, the addition of the oxygen atom had a larger effect on the 

Rh-Rh and Rh-S internuclear distances as compared with nitrous oxide. The most significant 

changes occur at the coordination site of the oxygen atom, as one would expect. In most cases the 

distances between the rhodium atoms that coordinate the oxygen increase. The degree of 

perturbation decreases with increasing n. This is seen by taking the average of the Rh-Rh bond 

lengths and the average of the Rh-S bond lengths in RhnS
+•N2O and comparing them to the same 

values of the RhnS
+•O structures. There is a difference of 8 % at n = 2 which reduces to 1 % at 

n = 9. A notable exception was Rh6S
+•O which changes the metal framework from pentagonal 

bipyramid in Rh6S
+•N2O (see Figure 3.3) to trigonal prism with a Rh atom cap on a rectangular 

face (η4) in Rh6S
+•O, an effect of surface adsorbates seen when N2O binds to Rh8S

+ and 

elsewhere.75,88 The Rh6S
+ cluster has pentagonal bipyramidal shape with one of the pentagonal 

corner positions occupied by a sulphur atom.  Addition of the oxygen atom results in the Rh6S
+ 
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cluster core taking on a trigonal prism geometry with a rhodium atom capping a rectangular face 

and the oxygen atom in Rh6S
+•O caps a η3 trigonal face opposite the sulphur atom (see Figure 3.5). 

This severe distortion of the Rh6S
+ core amounted to the average internuclear distances changing 

by 8.7 % upon addition of the oxygen atom.  

 

Figure 3.5 Global minimum DFT optimized geometries of RhnSO+ (n = 2 ─ 9) at 

PBE0/Lanl2DZ (Rh), TZVP (S,O). 

RhnSO+•N2 n=2─9. The final reaction minimum that requires attention to complete the model of 

N2O decomposition is a rhodium sulphide oxide cluster core with a molecular nitrogen tag, 

RhnSO+•N2 (i.e., charge-induced dipole complex). Global minimum structures provide insight as 

to the location of the N2 moiety relative to oxygen following breaking of the nitrogen oxygen bond. 

This information is pertinent to determining the structures of the RhnS
+•N2O

‡ transition states. 

Utilizing the global minimum and low-lying local minima from the RhnS
+•O study, RhnSO+•N2 is 

studied by varying the position and orientation of N2 relative to the RhnSO+ cluster core for 

n = 2 – 9 through BH. The resulting geometries are presented in Figure 3.6. Nitrogen was found 

to bind to a single rhodium atom via a single nitrogen atom (η1). This binding motif is similar to a 

recent study by Klein et al. which investigated N2 adsorbates on pure rhodium clusters, 

[Rhn(N2)m]+ n = 6 - 15, m = 1-16.110 The geometry of RhnSO+ remained consistent between the 
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RhnS
+•O and RhnSO+•N2 studies. For most cases, the positioning of the oxygen atom did as well, 

the exception being Rh9SO+•N2. The global minimum structure for Rh9S
+•O involved the oxygen 

atom bridging (η2) two rhodium atoms (see Figure 3.5), one of the Rh atoms is also sulphur bound. 

The resulting global minimum structure for Rh9SO+•N2 has the oxygen atom capping one of the 

four equivalent trigonal faces furthest from the sulphur atom. The apparent relocation of the 

oxygen atom may have resulted from the influence of molecular nitrogen, a previously seen effect 

of binding N2O to Rh8S
+ and when comparing the cluster core geometries of Rh6S

+•N2O and 

Rh6S
+•O.75,88 The average N-Rh-O bond angle was 178° ± 1.2°. The directionality indicates that 

the binding of N2 moiety may possess some covalent nature. This rearrangement of the global 

minimum core structure for n = 9 displays the preference for the approximately linear N-Rh-O 

bond angle requirement. 

 

Figure 3.6 Global minimum DFT optimized geometries of RhnSO+•N2 (n = 2 – 9) at 

PBE0/Lanl2DZ (Rh), TZVP (S,O, N). 

Plotted in Figure 3.7 are the N-N bond lengths for the global minima of the N2 moiety 

bound to clusters of RhnSO+; the calculated free N2 bond length is represented by a dashed line. 

The N-N bond is elongated by the presence of the metal cluster and continues to increase with the 
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cluster size over the range studied here. This indicates a donation of electron density from the 

cluster into the N2 π* LUMO and/or donation out of the N2 σ HOMO.110 

 

Figure 3.7 N-N bond lengths in RhnSO+•N2 calculated at PBE0/Lanl2DZ(Rh), 

TZVP(S,N,O). (Black) Free N2 bond length calculated at PBE0/TZVP and (Red) 

experimental.124 

Plotted in Figure 3.8 are the Rh-N bond lengths for RhnS
+•N2O, Rhn

+•N2O, and RhnSO+•N2. 

Published structures for Rhn
+•N2O were reoptimized at PBE0/Lanl2DZ(Rh),TZVP(N,O).3,39 In all 

cases there is a decrease in the cluster-moiety separation indicating tighter binding to larger metal 

clusters of RhnS
+•N2O, Rhn

+•N2O, and RhnSO+•N2. At all cluster sizes molecular nitrogen is bound 

more closely to the metal containing core (i.e., RhnSO+) than nitrous oxide (RhnS
+ core). Given 

the catalyst poisoning reputation of sulphur one might expect a preference of nitrous oxide 

desorption for the sulphur clusters, and therefore elongated Rh-N bond lengths. Surprisingly, 

nitrous oxide is binding more tightly to the sulphur clusters than the pure rhodium clusters. 
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Figure 3.8 Rhodium-nitrogen bond lengths in Rhn
+•N2O (red), RhnS

+•N2O (black), 

and RhnSO+•N2 (blue). 

Multiplicity Studies. All basin hopping studies and DFT optimizations conducted to this point 

were at the multiplicities that Lecours et al. determined to be the lowest in energy for RhnS
+ 

(n = 1 – 9).76 Global minima and higher energy isomers, up to 25 kJ mol─1 greater than the 

minimum, were re-optimized at four additional multiplicities: (2S+1)-4, (2S+1)-2, (2S+1)+2, and 

(2S+1)+4 where (2S+1) represents the originally optimized multiplicity. This was done to achieve 

the most accurate reaction barriers possible. Additionally, there is precedent for reactions 

involving open-shell transition metal complexes to undergo electronic state crossings, changing 

the multiplicity, during the course of a reaction.125 Four out of the eight n-values studies here 

retained the same multiplicity when bound to N2O. The cluster sizes with different global 

minimum multiplicities between RhnS
+ and RhnS

+•N2O are highlighted in Table 3.3 along with the 

change in electronic energy when comparing the N2O bound and unbound multiplicities. In all 

four cases, the binding of N2O reduced the multiplicity. The energetic differences here are so small 

that DFT is unable to definitively state which multiplicity is preferred. Regardless, at room 

temperature electronic states up to 10 kJ mol─1 above the global minimum make a significant 

contribution (> 1 % populated, assuming Boltzmann population distribution at 298.15 K) to the 

electronic partition function so all states within 10 kJ mol─1 will likely contribute. 
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Table 3.3 Multiplicities (2S+1) of the global minimum RhnS
+ structures with and 

without N2O bound to the surface. Differences in electronic energy of RhnS
+•N2O at 

the minimum energy spin state of RhnS
+ and RhnS

+•N2O at the minimum energy spin 

state. 

 

Shown in Figure 3.9, is a plot of the relative electronic energies for isomers of Rh9S
+·N2O which 

vary in Rh9S
+ geometry, N2O orientation, and multiplicity. This plot demonstrates the need for 

careful consideration of the spin state as the energetic ordering between structural isomers is 

multiplicity dependent. The large value of the multiplicities for rhodium nanoclusters have been 

experimentally verified spectroscopically and in magnetic moment measurements.93 Multiplicity 

is likely to have a large influence on reaction energetics of rhodium clusters with surface moieties 

given that the relative energy of spin-state isomers are on the order of ca. 25 kJ mol─1. 

 

Figure 3.9 Isomers of Rh9S
+•N2O (global minimum inset) calculated at 

PBE0/Lanl2DZ (Rh), TZVP (S,N,O). Different traces represent different isomers of 

the Rh9S
+ core, anti-cubic prism with a rhodium cap on top (ACTOP) and a fused 

pentagonal bipyramid (FPBP), with varied positioning of nitrous oxide. 

n

Without 

N2O

With 

N2O

∆E 

(kJ/mol)

2 6 2 5

4 8 6 2

7 13 11 17

8 14 12 6
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RhnS+•N2O‡ n=2-9. Having now ascertained the key minima on the reaction pathway we are able 

to conduct transition state calculations to map the decomposition of nitrous oxide on the rhodium 

sulphur clusters. Hamilton et al., among others, have previously described nitrous oxide 

decomposition on Rh clusters to produce molecular nitrogen and oxidized rhodium.3 This 

information, along with experimental IRMPD evidence for terminal nitrogen binding guides our 

exploration of the reaction mechanism on RhnS
+.3,112–116 Our calculations show that erect N2O 

molecule bends toward the cluster and brings the oxygen atom in contact with a rhodium atom, 

forming a Rh-O bond. Next, the N-O bond fractures and finally the Rh-N bond fractures and 

releases N2. Transition state (TS) structures were sought along this reaction path with optimized 

structures consisting of a bent N2O moiety bridging adjacent rhodium atoms via the terminal 

nitrogen and oxygen atoms (Figure 3.10). Normal mode analysis was conducted to validate these 

structures as transition states (i.e., transition state geometries have only one imaginary frequency). 

The imaginary frequency for each TS is assigned to a N-O stretching mode. The only TS structure 

that differed was Rh7S
+•N2O

‡. This TS still involved the bent N2O but without changes to the N-O 

bond length or formation of a Rh-O bond. Additionally, its imaginary frequency was assigned to 

a N-N-O bending mode. This may imply the existence of at least two transition states in this 

pathway; one for the bending of N2O and another for the N-O bond fission, with the possibility of 

a shallow local minimum between them. This minimum may be similar to that identified by 

Hamilton et al. which consisted of the bent N2O molecule bridging two rhodium atoms.3 However, 

the study detailed here was unable to identify a shallow-lying minimum for any cluster size or the 

bending TS for any cluster size aside from n = 7. 
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Figure 3.10 DFT optimized transition state geometries of RhnS
+•N2O

‡ (n = 2 – 9) on 

route to N2O decomposition at PBE0/Lanl2DZ (Rh), TZVP (S,N,O). Transition states 

found using the QST3 method and normal mode analysis revealed 1 imaginary 

frequency. 

Electronic energies of the TPSSh/Def2-TZVP optimized structures have been used to 

estimate barrier heights for the following reactions. Note the change in functional and basis set as 

this method has been shown to better predict experimental reaction outcomes. 

N2O Binding: RhnS
+•N2O → RhnS

+ + N2O  (Rxn. 5) 

N2O Activation: RhnS
+•N2O → RhnS

+•N2O
‡  (Rxn. 6) 

N2 Binding: RhnSO+•N2 → RhnSO+ + N2  (Rxn. 7) 

O Binding: RhnS
+•O → RhnS

+ + O  (Rxn. 8) 

N2O Decomposition: RhnS
+•N2O → RhnSO+ + N2  (Rxn. 9) 

These barrier heights have been tabulated below in Table 3.4 and have been used to 

illustrate the reaction coordinate diagram in Figure 3.13 (shown only for n = 5 and 9 for clarity). 

The N2O binding energy decreases as the number of rhodium atoms in the cluster core increases. 
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The larger binding energies of molecular nitrogen to RhnSO+ as compared with nitrous oxide to 

RhnS
+ agrees with the shorter Rh-N bond lengths found in the RhnSO+•N2 structures. No trend is 

observed for decomposition energies, but all are negative values which indicates energy is released 

and the decomposition products are more electronically stable than the N2O bound state. 

Comparing activation energies for N2O decomposition vs. desorption energy allows for a 

prediction to be made with respect to which competing reaction will prevail at each cluster size. 

Given the reputation of sulphur as a catalytic poison in solid phase bulk Rh metal catalysis, one 

would expect the decomposition activation energy to be larger than the N2O binding energy. This 

is true for five of the eight cluster sizes studied here as can be seen in Table 3.4 and Figure 3.11. 

Thermal corrections to these relative reaction energies are discussed at the end of the vibrational 

structure section, 3.3.3 Vibrational Structure. 

Table 3.4 Reaction energies for the desorption of N2O from RhnS
+, N2 from RhnSO+, 

and O from RhnS
+. Also given are the activation energies and the overall change in 

energy for the N2O decomposition on RhnS
+. All values are changes in the non-zero 

point corrected electronic energy calculated at TPSSh/Def2-TZVP. All values are in 

units of kJ mol─1. 

 

n
N2O Binding 

Energy

Decomposition 

Activation Energy

N2 Binding 

Energy

O Binding 

Energy

Decomposition 

Reaction ∆E

2 93 89 105 403 -106

3 88 91 100 353 -61

4 84 98 126 360 -73

5 77 31 104 381 -101

6 67 63 114 356 -86

7 62 88 77 390 -124

8 60 64 94 389 -126

9 61 104 100 407 -143
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Figure 3.11 The difference in energy between the N2O binding energy and the 

decomposition activation energy on RhnS
+ at each cluster size. Positive values indicate 

that N2O will desorption and negative values indicate that N2O will decompose. 

Figure 3.12 shows the lowest energy multiplicity of each cluster size for each of the 

structures investigated along the reaction profile. The multiplicities of the transition state structures 

were chosen to be the same as the reactant multiplicity. However, when the transition state 

structure for a cluster failed to converge after several attempts, the multiplicity was changed to be 

closer to or match the multiplicity of the RhnSO+·N2 structures. This facilitated successful 

convergence. Only two cluster sizes showed a change in global minimum multiplicity when 

moving from the N2 bound RhnSO+ to the unbound structure. All cluster sizes show a change in 

global minimum multiplicity at some point during the reaction; this requires a crossing of 

electronic states. 
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Figure 3.12 Multiplicities of the global minimum structure for each reaction stationary 

point and the transition state at each cluster size. Calculated with PBE0 and 

Lanl2DZ(Rh)/TZVP(S,N,O). 

To further our understanding of the effects of the sulphur atom on reaction barriers, 

TPSSh/Def2-TZVP Rhn
+•N2O structures have been obtained and transition states have been 

searched using QST3 and normal mode analysis, as was done for RhnS
+. Unfortunately, successful 

completion of the transition state optimization of Rh7
+•N2O‡ could not be achieved. N2O binding 

energies and the activation energy for the decomposition reaction have been computed and 

supplied in Table 3.5. 

N2O Binding Rhn
+•N2O → Rhn

+ + N2O  (Rxn. 10) 

N2O Activation Rhn
+•N2O → Rhn

+•N2O
‡  (Rxn. 11) 
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Decomposition appears to be the preferred reaction, showing a lower barrier than desorption for 

five of the seven cluster sizes computed. Nitrous oxide binds more strongly to pure rhodium 

clusters as compared with sulphur doped clusters with the same number of rhodium atoms. To 

provide insight into the observations made of the electronic energies, analyses of the electronic 

structure have been conducted and are discussed below. 

Table 3.5 Reaction energies for the desorption of N2O from Rhn
+. Also given are the 

activation energies for N2O on Rhn
+. All values are changes in the non-zero point 

corrected electronic energy calculated at TPSSh/Def2-TZVP. All values are given in 

units of kJ mol─1. 

 

Nitrous oxide binding energies on Rhn
+ clusters reported here agree well with similar 

calculations reported by Hermes et al.40 For example, they reported binding energies for Rh5
+•N2O 

of 69.8 kJ mol─1 and Rh6
+•N2O of 74.3 kJ mol─1. However, their reported decomposition 

activation energies of 73.3 kJ mol─1 for Rh5
+•N2O and 67.5 kJ mol─1 for Rh6

+•N2O do not agree 

with those that we calculate. These inconsistencies in the energy of the optimized transition states 

relative to global minimum geometries of the nitrous oxide bound stationary points illustrate the 

need for experimental validation of theoretical studies such as this. 

n
N2O Binding 

Energy

Decomposition 

Activation Energy

2 100 51

3 75 12

4 86 113

5 69 106

6 70 39

7 68 -

8 81 35

9 91 69
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Figure 3.13 Reaction coordinate diagrams of nitrous oxide decomposing on Rh5S
+ and 

Rh9S
+. Inset: Barriers of N2O desorption versus decomposition on Rh5

+ and Rh9
+. Non 

zero-point corrected electronic energies have been used to determine the barrier 

heights and were calculated at TPSSh/Def2-TZVP. 
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3.3.2 Electronic Structure 

Results from second order perturbation theory analysis of the Fock matrix in the NBO basis of 

RhnS
+•N2O (n = 2 – 9) and Rhn

+•N2O (n = 2 – 9) are presented in Table 3.6 and Table 3.7, 

respectively. This analysis reports on donor-acceptor relationships between molecular orbitals and 

their calculated stabilization energies. The stabilization energies over interactions which involve 

MOs localized on Rhn
+ or RhnS

+ donating into N2O are totaled in the second column of each table. 

Cluster-to-ligand interactions appear to be stronger in the sulphur analogs than in the case of pure 

rhodium cluster cores. This contrasts the trend observed in the electronic binding energy results 

presented earlier in Table 3.4 and Table 3.5, which showed nitrous oxide to bind more strongly to 

Rhn
+ clusters than the RhnS

+ clusters. The third column of Table 3.6 and Table 3.7 contains the 

percentage of the total stabilization energy in which N2O antibonding orbitals, of mostly π 

character, act as the acceptor. The presence of electron density in π* orbitals would reduce bonding 

character, and therefore molecular rigidity of N2O. A less rigid N2O molecule is more likely to be 

capable of participating in the decomposition mechanism which requires bending and subsequent 

fission of the N-O bond. The involvement of these MOs as acceptor orbitals is more significant in 

the pure rhodium analogs. 

Also examined are the MO interactions where the N2O molecule acts as the donor, the totals 

of these interactions are presented in column 4. The sulphur analogs show these N2O-donor 

interactions to be more stabilizing than the N2O-acceptor interactions, for every cluster size. In the 

case of the pure rhodium analogs these two interactions are closer in magnitude with some 

instances of N2O-acceptor interactions being greater than N2O-donor interactions. Donation out of 

bonding π N2O orbitals is consistently present and more so in the pure rhodium clusters, see 
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column 5. The final column presents the largest contributor to N2O donation, the terminal nitrogen 

lone pair, as one could intuit. 

Table 3.6 Stabilization energies of molecular orbital interactions as determined by 

NBO analysis. The summation of all MO interaction energies with RhnS
+ or N2O 

acting as the donor are presented as well as the degree of involvement of chemically 

relevant orbitals. 

 

Table 3.7 Stabilization energies of molecular orbital interactions as determined by 

NBO analysis. The summation of all MO interaction energies with Rhn
+ or N2O acting 

as the donor are presented as well as the degree of involvement of chemically relevant 

orbitals. 

 

Figure 3.14 shows the summation of the stabilization energies from cluster donation to 

nitrous oxide and nitrous oxide donation to the cluster for both the sulphur and the pure rhodium 

clusters. In general, more stabilization energy exists between N2O and RhnS
+ as compared with 

Rhn
+, supporting the lower binding energies found for Rhn

+•N2O. The change in stabilization 

Species
RhnS

+
 Donation 

(kJ/mol)

Acceptor: 

N2O π* (%)

N2O Donation 

(kJ/mol)

Donor: N2O 

π (%)

Donor: N Lone 

Pair (%)

Rh2S+•N2O 246 28 387 4.4 93

Rh3S
+
•N2O 374 26 376 3.7 93

Rh4S+•N2O 223 39 430 5.4 90

Rh5S
+
•N2O 218 29 423 5.3 90

Rh6S+•N2O 216 49 360 5.4 90

Rh7S
+
•N2O 293 31 339 5.4 90

Rh8S+•N2O 303 45 408 6.3 89

Rh9S+•N2O 256 41 402 6.0 88

Species
Rhn

+
 Donation 

(kJ/mol)

Acceptor: N2O 

π* (%)

N2O Donation 

(kJ/mol)

Donor: N2O 

π (%)

Donor: N Lone 

Pair (%)

Rh2
+
•N2O 150 69 240 2.4 94

Rh3
+
•N2O 103 51 243 5.5 90

Rh4
+
•N2O 133 42 300 7.6 86

Rh5
+•N2O 203 54 169 10.1 84

Rh6
+
•N2O 184 51 194 7.9 86

Rh7
+•N2O 248 43 359 7.9 86

Rh8
+•N2O 251 41 205 8.0 86

Rh9
+
•N2O 275 45 386 7.8 87
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energy, according to NBO analysis, with cluster size bears no resemblance to the trend in binding 

energies reported earlier. These inconsistencies likely point to covalent interactions not being the 

dominant binding interaction. 

 

Figure 3.14 Black Summation of RhnS
+ donation and N2O donation stabilization 

energies. Blue Summation of Rhn
+ donation and N2O donation stabilization energies. 

Results of natural population analysis for the computation of atomic partial charges in 

Rhn
+•N2O and RhnS

+•N2O structures are given in Figure 3.15 and Table 3.8. Summed partial 

charges for the Rhn
+ and RhnS

+ core are plotted in Figure 3.15A. Summed partial charges for the 

N2O moiety are plotted in Figure 3.15B. Values further from the nominal charges, +1e for the 

cluster core and 0e for N2O, indicate a higher degree of charge transfer. The total charge for the 

cluster cores is less than +1e for every cluster size in both analogs and N2O possesses a slightly 

positive charge. This points to an overall charge transfer occurring in which N2O donates electron 

density to the metal cluster core. This effect appears to diminish slightly with cluster core size. 

When comparing the two analogs, it is obvious that the sulphur clusters are experiencing more 

charge transfer (ca. 0.022e) than the pure rhodium analogs for all values of n studied. The lower 

partial charge on the sulphur doped clusters compared to the pure rhodium clusters and the higher 
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partial charge on the N2O moiety when bound to the RhnS
+ clusters versus the Rhn

+ means there is 

less charge separation for sulphur clusters with the N2O moiety, and the electrostatic binding 

should therefore be weaker on average.  

 

Figure 3.15 Summed atomic partial charges of (A) the cluster core and (B) the nitrous 

oxide moiety. In blue are the partial charges for the pure rhodium clusters and these 

are given for the sulphur clusters in black. The partial charges were found by using the 

natural populations analysis of the NBO calculations. Nominal total charge for the 

cluster cores are +1e and the N2O moiety are 0e. 

Table 3.8 Total of the atomic partial charges for the cluster core and the nitrous oxide 

moieties for the sulphur cores and pure rhodium cores. 

 

Molecular Orbital Analysis. The difference in energy between the LUMO and HOMO is a metric 

for the stability of a species, where larger gaps indicate a more stable complex.76,126 The HOMO-

LUMO gaps (∆EH-L) for the α and β-spin orbitals of RhnS
+•N2O and Rhn

+•N2O (n = 2 – 9) have 

been plotted in Figure 3.16. ∆EH-L for the α-spin orbitals of Rhn
+•N2O indicate at most cluster sizes 

Cluster Core N2O Cluster Core N2O

2 0.920 0.079 0.956 0.044

3 0.932 0.069 0.952 0.047

4 0.932 0.066 0.945 0.056

5 0.935 0.065 0.961 0.040

6 0.947 0.053 0.965 0.034

7 0.945 0.056 0.965 0.035

8 0.950 0.051 0.973 0.027

9 0.944 0.056 0.964 0.038

RhnS+•N2O Rhn
+•N2O

n
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(excluding n = 8, 9) pure rhodium analogs form a more stable complex with nitrous oxide than the 

sulphur doped analogs, which agrees with the computed N2O binding energies (Table 3.4 and 

Table 3.5). The peaks at n = 5 in the α-spin orbitals of both analogs indicate that this cluster size 

is the most stable of the series which agrees with the experimental finding of anomalously inert 

Rh5 clusters.3 All four series show similar trends, peaks at n = 3 – 5, followed by a decrease in 

cluster stability with the lowest ∆EH-L values at the largest cluster size. This also agrees with the 

trend in binding energies which decrease with cluster size. 

 

Figure 3.16 HOMO-LUMO gaps of RhnS
+•N2O and Rhn

+•N2O (n = 2 – 9). The open 

shell nature of small rhodium clusters required the use of an unrestricted functional 

which calculates α and β spin orbitals separately. 

As an example, the frontier molecular orbitals (FMOs) for Rh5S
+•N2O and Rh5

+•N2O are 

given in Figure 3.17. All FMOs involve the metal core interacting with the FMOs of the free N2O 

molecule (see Figure 3.18). This highlights that electron density is populating the π*-system of 

nitrous oxide, relaxing the rigidity of N2O. A less rigid N2O molecule is more capable of 

participating in a mechanism which requires a bent transition state. Within the metal core itself the 

disruption caused by the inclusion of a sulphur atom is substantial. The α-HOMO of Rh5
+•N2O 
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consists of d-orbitals localized on each rhodium atom while the α-LUMO consists of a large π-type 

orbital delocalized across the entire cage with a nodal plane along the equatorial plane of the Rh5
+ 

moiety (see Figure 3.17).  

 

Figure 3.17 The α-HOMO (left column) and α-LUMO (right column) orbitals of 

Rh5S
+•N2O (top row) and Rh5

+•N2O (bottom row). These FMOs illustrate the overlap 

of the metal cores and the anti-bonding π nitrous oxide orbitals. The delocalization of 

the sulphur atom orbitals is also seen. 

The sulphur atomic p-orbital spreads out over the rhodium atomic d-orbitals and shows a small 

amount of overlap with the nitrous oxide π-system. The large, delocalized cluster π-orbital of the 

Rh5
+ α-LUMO is lost when the sulphur atom is included. The FMOs of the other cluster sizes can 

be described in a similar fashion. 
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Figure 3.18 Frontier molecular orbitals of N2O. Calculated at HF/6-31 for the purpose 

of qualitative discussion. 

At this point it is helpful to summarize the analyses conducted and the information they 

reveal about Rhn
+•N2O compared with RhnS

+•N2O clustering stabilities. The optimized geometries 

provide Rh-N bond lengths that are shorter in RhnS
+•N2O clusters than in Rhn

+•N2O and NBO 

analysis indicates greater stabilization energies in RhnS
+•N2O clusters between the cluster core 

(RhnS
+) and N2O MOs (likely due to the shorter Rh-N bond lengths which provide better overlap 

of the MOs). Moreover, atomic partial charges indicate more charge transfer occurring in the 

sulphur-doped species than in the bare rhodium species, which is not unexpected given the 

comparatively larger degree of MO overlap between the ligand and cluster core moieties. These 

results indicate that there is a greater interaction between the cluster core and the N2O ligand in 

the sulphur-doped systems and suggest that the RhnS
+•N2O clusters are more stable than the 

analogous Rhn
+•N2O clusters. However, the N2O binding energies and the HOMO-LUMO gaps 

are larger in Rhn
+•N2O clusters, suggesting a greater relative stability for the Rhn

+•N2O clusters. 

Based purely on these electronic structure calculations, there is still some ambiguity with respect 

to relative stability / reactivity for the bare versus sulphur-doped clusters. To clarify this situation, 

it is necessary to consider the vibrational structure of the clusters and its impact on the reaction 

profiles of the sulphur-containing systems. 
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3.3.3 Vibrational Structure 

Normal mode frequencies corresponding to each global minimum geometry and transition state 

structure has been predicted. These calculations verify the structures as minima, transition states, 

or higher order saddle points. The computed frequencies can also be used for comparison with 

future experimental work, such as IRMPD. Additionally, the frequencies of the molecular moieties 

(N2O and N2) can be compared when bound to the cluster or when free of the cluster to provide 

insight on the nature of the binding interactions. Finally, thermal corrections to the electronic 

energies, which include contributions from the vibrational partition function, are included to 

understand how the competing ligand surface reactions may behave at room temperature. 

As an example, the predicted vibrational spectra for two isomers of Rh5S
+•N2O are shown 

in Figure 3.19. Figure 3.19A shows all 3N-6 vibrational modes for the identified global minimum 

isomer and Figure 3.19B shows the 19 modes at frequencies less than 700 cm─1. Figure 3.19C and 

D show the same data for an isomer found at 58 kJ mol─1 above the global minimum. Highlighted 

in blue are the N2O stretching modes. The N-N stretch is predicted to appear at approximately 

2471 cm─1 and the N-O stretch at 1403 cm─1 which are both blue shifted relative to the same modes 

of free N2O at 2417 cm─1 and 1375 cm─1 respectively; represented by vertical dashed lines. This 

trend is also observed in IRMPD experiments and DFT calculations of Rhn
+•N2O (n = 4 – 8) by 

Hamilton et al.3 The red highlighted peaks are the degenerate bending modes of N2O, again with 

dashed lines indicating the value of free N2O at 604 cm─1. When bound to the cluster the bending 

modes are red shifted and their degeneracy is lifted to yield two closely spaced frequencies at 

approximately 580 cm─1 and 587 cm─1.  
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Figure 3.19 (A) Predicted vibrational frequencies of the Rh5S
+•N2O global minimum. 

Blue highlights indicate the stretching frequencies of N2O. (B) Magnification (100x) 

of low frequency vibrations for the global minimum. Green highlights sulphur 

vibrations that are unique to each isomer and red highlights N2O bending modes. (C) 

and (D) The predicted vibrational frequencies of an isomer 58 kJ mol─1 above the 

global minimum. Dashed lines indicate the values of the calculated free N2O 

frequencies. All frequencies computed at PBE0/Lanl2DZ(Rh), TZVP(S,N,O). 

Comparison of the spectra, Figure 3.19B and Figure 3.19D, for the two isomers reveals a difference 

of only 2 cm─1 between their N2O bending frequencies which are therefore insufficient for isomer 

identification. As such, the low energy vibrations will prove more useful. In Figure 3.19B and D 

candidate peaks are highlighted in green. The peaks at 458.14 cm─1 and 367.34 cm─1 in Figure 

3.19D are assigned to sulphur stretches which are specific to coordination by 3 rhodium atoms; 

the arrangement found in the higher energy isomer. The vibrations predicted to occur at less than 

150 cm─1 Figure 3.19B correspond to group breathing of the rhodium sulphur core and 

simultaneous wagging of the N2O moiety. These low energy, low intensity modes would be 

difficult to measure using standard absorption techniques. IRMPD is known to be very sensitive, 



54 

 

especially when a weakly bound, typically Ar, tag is present.3,38,39 Cluster breathing modes would 

be unlikely to cause fragmentation except for very high quanta of excitation, but when 

vibrationally redistributed to a weakly bound tag, energy absorbed at less than 150 cm─1 will 

redistribute to the tag, causing desorption for relatively low quanta of excitation. Additionally, the 

weak van der Waals binding associated with rare gas tags should not lead to significant differences 

between the bound and unbound cluster vibrational frequencies. 

The wavenumbers of the fundamental bands of free N2O (dotted lines) and the 

wavenumbers corresponding to the same vibrations in the cluster bound species as a function of 

cluster size are presented in Figure 3.20. Excellent agreement is found between the calculated and 

free N2O (± 1 cm─1) fundamental transitions. The N-N stretch and the N-O stretch have both been 

shifted to higher wavenumber. The bending modes, which are degenerate in free N2O, are observed 

to be non-degenerate when bound to RhnS
+. These shifts agree with many experimental and 

computational studies and they are attributed to binding via the terminal nitrogen atom. 3,112–116  

Notably the IRMPD and DFT study by Hamilton et al. on N2O bound to Rhn
+ (n = 4 – 8) found 

N2O stretching frequencies blue shifted by ~40 cm─1 for the smaller clusters which drops to 

~30 cm─1 for the larger cluster sizes. Hamilton was also able to exclude the possibility of N2O 

binding by the oxygen atom as DFT predicted a 60 cm─1 red shift in the N-O stretch which was 

not seen in any of the IRMPD spectra.3 A dependence on underlying cluster structure is indicated 

by the lack of a strong correlation of N2O stretching frequencies to cluster size.3 The 

experimentally observed bending frequencies for bound N2O are red shifted by ~30 cm─1 when 

compared to unbound and red shift further with increasing cluster size. The bending modes were 

observed to maintain degeneracy within experimental error indicating the high degree of local 

symmetry for the N2O binding site. The only exception was in the spectrum of Rh5•N2O
+ which 
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showed the two bends separated by ~15 cm─1. For our vibrational analysis, DFT predicts lifting 

the degeneracy of the bending modes by ~20 cm─1 for n > 3. This is primarily due the presence of 

sulphur breaking the symmetry of the cluster core. 

 

Figure 3.20 Vibrational frequencies of experimentally observed free nitrous oxide127  

(red) and calculated (black). DFT predictions for the N-N stretching, N-O stretching, 

and N2O bending frequencies are presented in the top, middle, and bottom panels, 

respectively for RhnS
+•N2O (n = 2 – 9) (blue and green). All frequencies were 

calculated at PBE0/Lanl2DZ(Rh), TZVP(S,N,O). 

The blue shift observed in the N-O stretching frequency (Figure 3.20 middle) relative to 

the same values in free-N2O is consistent with the calculated stronger N-O bonds. This can be 

understood using the results of the NBO analysis and the FMOs of N2O (see Figure 3.18). The 

FMOs of N2O both possess nodal planes between the N-O bond. Donation out of the HOMO 

should serve to shorten and strengthen the N-O bond while donation into the LUMO should serve 
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to elongate and weaken the N-O bond. The NBO analysis shows that both processes are occurring 

however the stabilization energy of N2O donation is larger than that of RhnS
+ donation implying 

that N2O HOMO donation is involved to a greater extent than LUMO acceptance. Donation from 

N2O to the metal cluster is also supported by the calculated partial charges which indicate reduced 

positive charge on the cluster and increase positive charge on N2O. Nitrous oxide HOMO donation 

shortens the N-O bond length, increases the force constant, and blue shifts the stretching frequency. 

The involvement of the N2O FMOs with the cluster cores also serves to disrupt the π-system of 

N2O by populating internuclear nodal planes and allow the N2O molecule to be more flexible. A 

more flexible N2O will require less energy to bend and therefore display red shifting in its bending 

modes. Additionally, N2O HOMO donation would result in elongation of the N-N bond and a 

vibrational red shift as electron density is transferred out of the N-N π-bonding orbital; however, 

a blue shift is observed and therefore a different explanation is required. Interactions between MOs 

localized on the terminal nitrogen atom and RhnS
+ cluster orbitals dampen the translation of the 

nitrogen atom therefore increasing the amount of energy required to induce the N-N stretching 

vibration. NBO analysis identified one such nitrogen lone pair orbital which accounted for 

ca. 90 % of the N2O donor stabilization energy (Table 3.6). It is this blue shift that was used as a 

signature in experimental studies to indicate binding of the terminal nitrogen atom.3,112–116 

Normal mode analyses are also conducted for the oxide clusters. As an example, the 

predicted vibrational frequencies for Rh9S
+•O are presented in Figure 3.21. Panels A and C are 

showing the full vibrational spectrum for the global minimum isomer (+0 kJ mol─1) and a local 

minimum isomer (+59.2 kJ mol─1), respectively. Panels B and D show only the low frequency 

modes (<350 cm─1) for the global and local minimum, respectively. The most intense peak at 

711 cm─1 in the local minimum and 640 cm─1 in the global minimum is assigned to an oxygen 
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stretch during which the oxygen atom is translating along a displacement vector that is 

perpendicular to the Rh-Rh bond being bridged by the oxygen atom. The second red highlighted 

band in panels A and C at 429 cm─1 and 283 cm─1, respectively, is assigned to the oxygen atom 

rocking between its two binding rhodium atoms. A third isomer distinguishing feature, in green in 

panels B (327 cm─1) and D (250 cm─1), is assigned to the sulphur atom rocking among three 

rhodium atoms in the high energy isomer and four rhodium atoms in the global minimum structure. 

 

Figure 3.21 (A) Predicted vibrational frequencies of the Rh9S
+•O global minimum and 

(B) x10 magnification of the low energy vibrations. (C) Predicted vibrational 

frequencies of a Rh9S
+•O isomer lying 59.2 kJ mol─1 above the global minimum and 

(D) x10 magnification of the low energy vibrations. Green highlights a sulphur 

vibration that is unique to each isomer and red highlights unique O rocking modes. All 

frequencies computed at PBE0/Lanl2DZ(Rh), TZVP(S,N,O). 

As a representative example of the RhnSO+•N2 vibrational analyses, predicted vibrational 

frequencies of Rh5SO+•N2 isomers are presented in Figure 3.22. Panels A and B show the spectrum 

of the global minimum geometry, fundamental transitions for all 3N-6 normal modes and a 100x 

magnification in the region of 0 – 800 cm─1, respectively. Panels C and D display the spectrum in 

the same manner for a higher energy isomer at 9.6 kJ/mol above the global minimum. The spectra 
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are dominated by the N2 stretching frequency at 2420 cm─1 and 2395 cm─1 for the global minimum 

and the local minimum, respectively. The calculated stretching frequency of free N2 is represented 

by the vertical dashed line. The red shift of this frequency when bound indicates a weakening of 

the N2 bond which accords with the increase in the N-N bond length when N2 is bound to RhnSO+. 

Green highlights in panels B and D indicate features that may be used to assign potential 

experimental spectra to their appropriate isomers. For example, a rhodium-oxygen stretch appears 

at 719 cm─1 in the global minimum and 628 cm─1 in the higher energy isomer.  

 

Figure 3.22 (A) Predicted vibrational frequencies of the Rh5SO+•N2 global minimum 

and (B) x100 magnification of the low energy vibrations. (C) Predicted vibrational 

frequencies of a Rh5SO+•N2 isomer lying 9.6 kJ mol─1 above the global minimum and 

(D) x10 magnification of the low energy vibrations. Red highlight indicates the N2 

stretching frequency and the calculated free N2 is indicated by the dashed line. Green 

highlights indicate distinguishing features. All frequencies computed at 

PBE0/Lanl2DZ(Rh), TZVP(S,N,O). 

This difference is primarily a result of the coordination of two rhodium atoms in the global 

minimum and three Rh atoms in the higher energy isomer. Similar behaviour is observed in a 

Rh-O-Rh bend occurring at 523 cm─1 in the higher energy isomer and 569 cm─1 in the global 



59 

 

minimum. A sulphur-rhodium stretch shows a considerably different frequency for each isomer; 

403 cm─1 in the higher energy isomer and 307 cm─1 in the global minimum. The frequency of the 

cluster-N2 moiety stretch occurred at very similar wavenumber for both isomers; 315 cm─1 and 

317 cm─1 for the higher energy isomer and global minimum, respectively. 

Figure 3.23 and Table 3.9 highlight the frequency results for select normal modes for 

increasing rhodium cluster size. The core-N2 stretching frequency shows an overall increase with 

the number of rhodium atoms. The change in this frequency with each rhodium atom mirrors the 

change in the Rh-N bond length with each rhodium atom (see Figure 3.8). For instance, the 

contraction of the Rh-N bond length from Rh2SO+•N2 to Rh3SO+•N2 corresponds to the increase 

in the core-N2 stretching frequency over the same change in cluster size. The same relationship 

exists between the N2 stretching frequencies and the N-N bond lengths reported in Figure 3.7. The 

cluster bound N2 stretching frequencies are found red shifted from the calculated free N2 stretch at 

2496.79 cm─1. In an experimental study, infrared spectra were collected from RhN2 samples that 

were deposited on a CsI window after generated by laser ablation of a rhodium target in excess 

N2.
128 The nitrogen stretching frequency was observed at 2328.2 cm─1. Our calculated red shift in 

the N2 stretching frequency has been experimentally observed using infrared photodissociation on 

Rhn
+•N2 (n = 6 – 15).110 The authors explain both the general red shift and the trend with increasing 

cluster size. The general red shift is explained by the σ-donor and π-acceptor properties of N2, 

which is similar to observations for the isoelectronic compound, CO, on metal surfaces.129 The 

increasing red shift with n is explained by a charge dilution model, previously used for N2 shifts 

on Co and Ni. As the number of rhodium atoms increase the positive charge of the cluster is spread 

over more atoms. This allows for a greater degree of electron density localization at interaction 

sites creating greater π backdonation into the π* LUMO of the N2 moiety. 
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Figure 3.23 Top The predicted N2 stretching frequency of RhnSO+•N2 (n = 2 – 9) for 

each value of n, calculated at PBE0/Lanl2DZ(Rh), TZVP(S,N,O). Bottom The 

predicted frequency of the core-N2 stretching vibration along a dissociative 

displacement vector. 

Table 3.9 Predicted vibrational frequencies of RhnSO+•N2 (n = 2 – 9) by DFT 

PBE0/Lanl2DZ(Rh), TZVP(S, N, O). 

 

Calculation of the vibrational eigenstates allows for determination of the vibrational 

partition function at room temperature. Determination of the electronic partition function uses the 

standard approximation of negligible population in the excited electronic states. This may lead to 

a source of error in this study as the multiplicity studies revealed numerous electronic states within 

n
Core-N2 Stretch 

(cm-1)

N2 Stretch 

(cm-1)

2 305.16 2468.37

3 316.19 2444.58

4 338.86 2426.21

5 315.44 2420.65

6 390.45 2372.16

7 335.24 2389.94

8 369.27 2376.87

9 375.46 2374.61
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10 kJ mol─1 which corresponds to a Boltzmann weighting of ca. 2 %. The translational partition 

function assumes ideal gas behaviour and contributes 3/2RT = 3.72 kJ mol─1 to the internal energy 

at 298.15 K, R is the ideal gas constant. The rotational partition function contributes the same as 

the translational motions for nonlinear polyatomic molecules and RT = 2.48 kJ mol─1 as the 

contribution from linear molecules at room temperature. This allows for calculation of thermal 

corrections to the electronic energies which can be used to approximate Gibbs’ energy landscapes 

and reaction barriers at room temperature. As an example, reaction coordinate diagrams for 

Rh2S
+ + N2O and Rh2

+ + N2O are presented in Figure 3.24. Black traces show zero-point corrected 

electronic energies while blue traces show Gibbs’ energy corrected electronic energies. 

Comparison of blue and black traces for the sulpur-doped species reveal a reduction in desorption 

threshold while the transition state along the decomposition pathway exhibits a slight increase in 

energy relative to the cluster-N2O bound state upon application of Gibbs’ corrections. The inset of 

Figure 3.24 shows the analogous desorption and decomposition thresholds for N2O on Rh2
+. A 

decrease in both barrier heights are calculated. When thermal corrections are considered, 

decomposition is still the energetically preferred outcome. In the case of Rh2S
+ + N2O, Gibbs’ 

energy corrections change the preferred reaction from N2O decomposition (Rxn 4; Pg. 20) with 

thermal corrections neglected to N2O desorption (Rxn. 3; Pg. 20) when thermal corrections are 

considered. This is also found for the n = 3 - 9 cluster sizes. Gibbs’ energy corrected binding and 

activation energies are given in Figure 3.25 and Table 3.10. Desorption barriers consistently 

decrease by ~ 40 kJ mol─1 and decomposition barriers increase by ~ 5 – 15 kJ mol─1 with free 

energy corrections. The corrected new barrier heights show preference for N2O desorption over 

decomposition at every cluster size, demonstrating that sulphur’s ability as a catalytic poison for 

bulk catalysis is mirrored in calculated reactivities for gas phase nanoclusters.  
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Figure 3.24 Reaction coordinate diagram of competing nitrous oxide decomposition 

and desorption on clusters of RhnS
+ (n = 2 – 9) and Rhn

+ (n = 2 – 9) (inset). (Black) 

Energy of stationary points determined using zero-point corrected electronic energies. 

(Blue) Stationary points determined using Gibbs’ energy corrected electronic energies 

at T = 298.15 K. Structures and frequencies calculated at TPSSh/Def2-TZVP. 
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Figure 3.25 Binding energies of N2O and O to RhnS
+ and N2 to RhnSO+. Energetic 

difference of RhnS
+•N2O transition state and bound minimum. (Black) Energies 

determined using zero-point corrected electronic energies. (Blue) Energies determined 

using Gibbs’ energy corrected electronic energies at T = 298.15 K. Structures and 

frequencies calculated at TPSSh/Def2-TZVP. 
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Table 3.10 Binding energies of N2O and O to RhnS
+ and N2 to RhnSO+. Energetic 

difference of RhnS
+•N2O transition state and bound minimum. Change in Gibbs’ 

energy of nitrous oxide decomposition on RhnS
+ (n = 2 – 9). Energies determined 

using Gibbs’ energy corrected electronic energies at T = 298.15 K. Structures and 

frequencies calculated at TPSSh/Def2-TZVP. 

 

For completeness, Figure 3.26 illustrates the impact of thermal corrections on the reactions 

of N2O with Rhn
+ clusters. The desorption barrier is consistently reduced by ca. 40 kJ mol─1 while 

the changes to the decomposition barrier are less persistent and inconsistent. Most cluster sizes see 

a negligible increase of at most 10 kJ mol─1, except n = 2 which sees a drop of about 15 kJ mol─1. 

Table 3.11 compares the barriers heights of the two competing reactions and reveals no clear 

preference across the entire series, with three out of seven clusters sizes showing a lower barrier 

to decomposition. 

n
N2O Binding 

Energy

Decomposition 

Activation Energy

N2 Binding 

Energy

O Binding 

Energy

Decomposition 

∆G⁰

2 52 88 59 362 -153

3 45 86 51 317 -116

4 41 101 81 312 -113

5 32 33 60 329 -140

6 30 72 63 311 -124

7 20 85 32 346 -169

8 18 63 47 345 -170

9 16 104 53 357 -184
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Figure 3.26 Binding energies of N2O to Rhn
+. Energetic difference of Rhn

+•N2O 

transition state and bound minimum. (Black) Energies determined using zero-point 

corrected electronic energies. (Blue) Energies determined using Gibbs’ energy 

corrected electronic energies at T = 298.15 K. Structures and frequencies calculated at 

TPSSh/Def2-TZVP. Starting geometries taken from Hamilton et al.38 Convergence 

could not be obtained for Rh7
+•N2O

‡. 

Table 3.11 Binding energies of N2O to Rhn
+ (n = 2 – 9). Energetic difference of 

Rhn
+•N2O transition state and bound minimum. Energies determined using Gibbs’ 

energy corrected electronic energies at T = 298.15 K. Structures and frequencies 

calculated at TPSSh/Def2-TZVP. Starting geometries taken from Hamilton et al.38 

Convergence could not be obtained for Rh7
+•N2O

‡. 

n
N2O Binding 

Energy

Decomposition 

Activation Energy

2 50 31

3 33 11

4 42 109

5 31 110

6 38 49

7 29 -

8 41 36

9 52 70
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3.4 Conclusions 

Extensive mapping of the potential energy surfaces for RhnS
+•N2O, RhnS

+•O, and RhnSO+•N2 

(n = 2 – 9) has been conducted. The global minimum geometries of these clusters have been 

identified at the DFT level of theory as well as transition states for the RhnS
+ + N2O decomposition 

reaction. Normal mode analysis confirmed the structures as stationary points, which possess only 

real frequencies of vibration, or transition states, which possess one imaginary frequency of 

vibration. The geometric, electronic, and vibrational structures of the global minimum isomers 

were analyzed to understand the effects of the sulphur atom on the two competing nitrous oxide 

reactions; decomposition and desorption. It was found that when thermal corrections are 

considered sulphur addition raises the barrier height for the transition state to N2O decomposition 

and the desorption reaction becomes favoured at every cluster size. Inclusion of a sulphur atom 

effectively poisons N2O decomposition on non-interacting, room temperature, cationic rhodium 

gas phase nanoclusters. 

Studies of electronic structure were employed to further understand the geometric 

structures and to ensure the accuracy of the reaction barriers by identifying the lowest energy 

multiplicities. Natural population analysis identified charge transfer from N2O to the metal 

clusters. Greater charge transfer in the sulphur analogs and larger stabilization energies suggest 

RhnS
+•N2O clusters should be more stable. However, greater N2O binding energies and HOMO-

LUMO gaps are found in the Rhn
+•N2O clusters. This creates an uncertainty regarding electronic 

stability of RhnS
+•N2O clusters relative to Rhn

+•N2O clusters. Results of these analyses were also 

used to explain the calculated shifts in vibrational frequencies for bound ligands relative to their 

unbound frequencies. The interactions realized by NBO analysis and this influence on the structure 
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of the N2O and N2 moieties indicates the existence of considerable covalent interactions. The 

multiplicities of the global minimum structures accord with past computational and experimental 

studies, finding a general increase in the multiplicity as the number of rhodium atoms increases. 

For example, the largest cluster studied, Rh9S
+•N2O, possessed 14 unpaired electrons, a 15-tet 

multiplicity. Most cluster sizes exhibited multiple spin-states within 10 kJ/mol. These results point 

to the need for multireference methods however current implementations are too computationally 

expensive. As such, a future step may employ time-dependent DFT which considers the temporal 

dependence of the electron density. 

Geometry optimizations determined the preferred binding motifs studied clusters. The N2O 

moiety prefers to bind a single rhodium atom in RhnS
+ via its terminal nitrogen atom. Binding of 

N2 to RhnSO+ occurs through interactions of a single nitrogen atom to a single rhodium atom. The 

oxygen atom preferred binding to two or three rhodium atoms depending on the underlying metal 

framework. The binding of oxygen was also found to be the most disruptive to the geometry of the 

rhodium sulphur clusters. The global minimum geometries were used to predict the harmonic 

vibrational spectra of each cluster and structurally identifying bands have been highlighted to guide 

possible IRMPD experiments.
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4 Mode-Selective Laser-Control of Catalyst Decomposition 

4.1 Introduction 

It is generally assumed that thermal reactions which result in bond formation or bond cleavage 

proceed in an ergodic fashion, i.e., that energy is distributed stochastically and efficiently across 

all internal states of the molecule(s).130–138 In other words, the reactivities of molecules depend 

only on the total energy of the system and not on the means of activation (i.e., the initial state of 

the system).139 While there are examples of chemical systems which exhibit non-ergodic behavior, 

these are predominantly limited to very small molecules.140–146 Nevertheless, non-ergodicity has 

been put forward as an explanation for the unexpected outcomes of electron-transfer reactions,147–

151 and rapid abstraction/dissociation reactions.152,153 To our knowledge, there are only two 

examples of non-ergodic vibrational mode-selective behavior in larger molecular systems 

containing several 10s of atoms, both of which are weakly-bound ionic clusters. In 2012, Shaffer 

et al. reported on mode-selectivity in IRMPD of non-covalent ion pairs of triflate and 

bispyridinium.134 In 2015, we demonstrated mode-specific fragmentation of amino acid-

containing clusters via IR-induced transparency.43 In the earlier case, the non-ergodic behavior 

was attributed to hindered IVR, which led to a localized “overheating” of the triflate moiety. The 

IR-induced fragmentation of the triflate-bispyridinium system was particularly noteworthy 

because it resulted exclusively in the production of triflic acid, indicating that the observed non-

ergodic behavior occurred on a timescale longer than that required for the formation of the new O-

H chemical bond. While there is some debate regarding the possible correlations between the 

properties of gas-phase and condensed phase species,154–156 studies like these provide interesting 
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insights into molecular energy disposal / distribution and pique the imaginations of scientists who 

envision quantum control of chemical reactions. 

To date, there have been no reports of IR mode-selective behavior in large covalently 

bound species. This suggests that the quantum states of molecular systems can efficiently couple 

and distribute energy stochastically throughout the molecule. However, if hindered IVR is a pre-

requisite for non-ergodicity, one might expect mode-selective behavior to be common in chemical 

reactions. For example, in organometallic systems there is usually a significant energy mismatch 

between the ligand-localized normal modes and metal-ligand vibrations. Moreover, since these 

vibrational motions are associated with distinctly different regions of the molecule (i.e., they 

occupy different regions of phase space), the anharmonic vibrational wavefunction overlap is 

expected to be quite small. Consequently, one might expect an IVR bottleneck to occur at the metal 

center, resulting in localized overheating of ligands should they be excited mode-selectively. Here, 

we show that such a scenario arises in palladium catalysts.      

Palladium-catalyzed coupling reactions have become fundamental tools for controlled 

preparation of carbon–carbon and carbon-heteroatom bonds.157–166 These reactions are tolerant of 

most chemical functionalities, and they are regio- and steriospecific.167 Moreover, cross-coupling 

reactions are useful in condensation polymerization owing to the fact that reaction yields can be 

nearly quantitative.168,169 This ease of use and breadth of applications has led to the ubiquity of Pd-

catalysts in modern chemical synthesis. Pd-catalyzed reactions are initiated by oxidative addition 

of PdL2, where L is commonly triarylphosphine (usually triphenylphosphine, PPh3), with an aryl 

or alkyl halide (RX). This yields a RPdL2X species, which is believed to be the resting state of the 

catalyst in the cycle.167,170–172 A simplified schematic of the Pd-catalyzed coupling cycle is shown 

in Figure 4.1. 
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Figure 4.1 A schematic diagram of Pd-catalyzed cross-coupling reactions. 

Prior to substitution of the second alky or aryl group (R′), Pd-catalysts can suffer from 

interchange between the Pd-bound R group and one of the phosphorus-bound aryl moieties. This 

allows the phosphorus-bound aryl group to enter the cross-coupling in place of the R group, which 

leads to unwanted product mixtures.167,173 This “ligand scrambling” can also generate R-L products 

and result in the catalyst leaving the cycle. Given the synthetic importance of these Pd-catalysts, a 

more complete understanding of the impact of energy disposal on chemical reactivity is highly 

desirable, since this might lead to elimination of side products from coupling reactions.  

To investigate the structure and reactivity of Pd-catalysts, five complexes were chosen for 

study. These are shown in Figure 4.2. Three complexes of the form RPd(PPh3)2I (R = naphthyl 

(1), biphenyl (2), and isopropylphenyl (3)) were chosen to study the effect of varying the organic 

residue on the observed IRMPD behavior. Note that these species all potentially exhibit C─H•••Pd 

agostic interactions, which have been proposed as stabilizing interactions for the migratory 

insertion transition state.173–175 We also examined the IRMPD behavior of PhPd(P(furyl)3)2I (4) 

and PhPd(AsPh3)2I (5) to study the effect of varying the ligand composition. In the case of 
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PhPd(P(furyl)3)2I, furyl substituents replace the phenyl rings of the phosphine group, and in 

PhPd(AsPh3)2I we replace triphenylphosphine with triphenylarsine to probe the impact of the 

metal-heteroatom bond. 

 

Figure 4.2 The five Pd-catalysts chosen for study. (1) 

trans-bis(triphenylphosphino)(1-naphthalenyl)palladium(II), (2) 

trans-bis(triphenylphosphino)(2-biphenyl)palladium(II), (3) 

trans-bis(triphenylphosphino)(2-isopropylphenyl)palladium(II), (4) 

trans-bis(trifurylphosphino)(1-phenyl)palladium(II), and (5) 

trans-bis(triphenylarseno)(1-phenyl)palladium(II). 

4.2 Experimental Methods 

4.2.1 Sample Preparation 

Palladium complexes were prepared as outlined in E. Fillion, et al., Organomet., 28, 

3518-3531 (2009).175 Electrospray ionization solutions were prepared in dry acetonitrile at a 

concentration of ca. 100 M and were infused into the mass spectrometer at a rate of 100 L per 

hour. 
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It should be noted that compounds 1-3 and 5 were studied as bare and acetonitrile-tagged 

complexes, whereas compound 4 was studied as a bare complex and one which was tagged with 

dibenzylacetone (dba). We were unable to produce the acetonitrile-tagged version of compound 4. 

4.2.2 Instrumentation 

IRMPD experiments were carried out at the CLIO FEL facility.47,176,177 The cationic Pd-

catalysts, both bare and tagged with a molecule of acetonitrile, were prepared by electrospray 

ionization and were isolated within the QIT of a Bruker Esquire 3000+ mass spectrometer.178–180 

Trapped ions were then irradiated with the tunable infrared output of the FEL over a wavenumber 

range of 900 – 2000 cm–1. As the FEL was tuned, depletion of the parent ion signal and concurrent 

enhancement in fragment ion signals were recorded to generate the vibrational absorption 

spectrum of the catalyst. A detailed description of the IR-FEL output is available in Chapter 2 

Section 2.2.1.  

4.3 Computational Methods 

To aid in spectral assignment, a detailed computational study was conducted in parallel 

with the experimental work. An exhaustive search of each catalysts’ potential energy surface was 

undertaken using the basin hopping (BH) algorithm.14,76,178 The Pd-complexes were first optimized 

individually at the B3LYP/Lanl2DZ level of theory to better approximate their geometries, and 

atomic partial charges were calculated using the CHELPG partition scheme. The cluster PES was 

modeled using the Universal Force Field. To search the PES, the dihedral angles associated with 

single bonds were randomly distorted by −5° ≥  ≥ +5° at each iteration of the BH code. In total, 

approximately 40,000 geometries were sampled for each catalyst. Unique structures were then 

carried forward for geometry optimization at the B3LYP/Lanl2DZ level of theory where normal 
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mode analyses were also conducted to predict IR spectra and to ensure that each structure was a 

local minimum on the PES. For several of the complexes and fragments, calculations were also 

conducted at the B3LYP/def2-TZVPPD(Pd), 6-311++G(d,p)(C,H,P) level of theory to test the 

validity of the B3LYP/Lanl2DZ calculations. This computational study indicated that both 

calculation methods yielded similar structures and harmonic spectra (see Figure 4.19 at the end of 

section 4.4).  Unique cluster structures were identified based on zero-point corrected energy and 

geometry. 

4.4 Results and Discussion 

4.4.1 Optimized Geometries of Palladium Complexes 

For each catalyst, the BH search strategy identified a single low energy isomer, which was carried 

forward for calculation at the density functional level of theory to identify the most stable catalyst 

geometry and provide accurate predictions for harmonic vibrational spectra and thermodynamic 

properties. The optimized geometries of compounds 1-5 are presented in Figure 4.3. Figure 4.4D 

shows the calculated harmonic vibrational spectrum for the ground state of 1•ACN. In comparing 

this spectrum with the experimental spectrum recorded in the acetonitrile loss channel (Figure 

4.4A), we see that all major vibrational bands are reproduced by the calculation. The agreement 

between the calculated and measured spectra indicate that the [RPd(PPh3)2]
+ complexes adopt 

T-shaped geometries wherein both PPh3 ligands are oriented orthogonal to the R─Pd bond axis.  
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Figure 4.3 DFT B3LYP/Lanl2DZ optimized geometries of compounds 1-5. 

4.4.2 Vibrational Spectroscopy 

The analysis of the vibrational structure, both calculated and observed by IRMPD, of all 

compounds is presented. Figure 4.4, Figure 4.5, Figure 4.6, Figure 4.7, and Figure 4.8 display the 

vibrational data of compounds 1, 2, 3, 4, and 5, respectively. Table 4.1 provides the assignments 

of the fragmentation peaks for the spectra acquired by irradiating each compound without the 

solvent tag and the ratio of their ion count to the total fragment ion count. Of interest for this study 

is the fact that fragmentation channels other than loss of acetonitrile are observed by IRMPD. For 

example, in the case of 1•ACN, IR excitation also leads to formation of PPh4
+, Naph─PPh3

+, and 

loss of benzene (see Figure 4.18 at the end of this section for proposed reaction mechanisms). 

These product channels have been observed previously in mass spectrometry studies.181 It should 

be noted that this fragmentation behavior is dependent on laser fluence; all fragmentation channels 

were observed when the full 1.5 W output of the FEL was utilized, but when the IR beam was 
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attenuated by ≥ 5 dB, loss of ACN was the only observed product channel. Production of PPh4
+ 

must, by necessity, proceed via ligand migration whereby a phenyl ring associated with one of the 

PPh3 moieties migrates to the opposite PPh3 moiety via the Pd center. Such a scenario accords with 

expectations based on ligand scrambling in Pd-catalyzed cross-coupling reactions: should a 

phosphine phenyl group migrate to the Pd center during the reaction process, followed by 

migration of the R-group to the phosphorus center to generate a diphenyl R-phosphine, ligand 

scrambling can occur in the catalytic cycle. The formation of benzene arises from hydrogen 

abstraction during the ligand migration process. When repeating these experiments with the bare 

catalyst, 1, formation of PPh4
+, Naph─PPh3

+, and loss of benzene was again observed (in a 

58:29:12 branching ratio), but only at high laser power (i.e., there was no fragmentation when 

attenuating the IR beam). 

The key observations in this IRMPD study are shown in Figure 4.4A and B, which plot the 

IRMPD spectra acquired when monitoring the loss of ACN from 1•ACN (Figure 4.4A) and the 

ligand migration product channels for 1•ACN (Figure 4.4B). Whereas loss of ACN was observed 

following excitation of each 1•ACN vibrational transition in the 900 – 2000 cm−1 region, product 

channels associated with ligand migration could only be accessed by exciting three vibrational 

bands. In other words, excitation of any vibrational band resulted in the absorption and 

redistribution of enough energy to access the lowest thermodynamic threshold (loss of ACN), but 

excitation of very specific vibrational transitions is required to access the higher energy ligand 

migration channels. It is interesting to note that the ligand modes do not all couple to the reactive 

channel with the same efficiency. For example, the phenyl ring vibration at 1490 cm−1 (analogous 

to the 19A mode of benzene) is particularly weak (see Figure 4.4B). 
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Figure 4.4 IRMPD spectra of compound 1 with (A, B) and without (C) the ACN tag. 

Measured data are plotted as blue points, and the black traces are 3-pt adjacent 

averages. (A) The IRMPD spectrum of 1•ACN acquired by monitoring the ACN loss 

channel, and (B) when monitoring the production of (naphthyl)PPh3
+ and PPh4

+. (C) 

The IRMPD spectrum of bare compound 1 acquired by monitoring the production of 

PPh4
+. (D) The calculated harmonic vibrational spectrum of compound 1•ACN. 

Solvent fundamental vibrations are indicated with red asterisks, naphthyl group 

vibrations are indicated with green circles. Calculated IR intensities are in km mol–1. 
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Table 4.1 Experimentally observed fragmentation assignments for each compound. 

The branching ratios correspond to the ion count for that particular m/z value divided 

by the total fragment ion count. The spectra that produced these branching ratios are 

given in the first column. 

 

When conducting analogous experiments on the bare catalyst 1 (Figure 4.4C), the ligand 

migration product channels are again accessed via excitation of the two most intense features 

observed in Figure 4.4B. In comparing the experimental spectra and computational results, we find 

that the vibrational bands observed in the mode-selective process are associated with phenyl ring 

vibrations of the triphenyl phosphine ligands. These bands are easily resolved and distinguished 

from the vibrations of the naphthyl organic residue (highlighted with green dots in Figure 4.4A). 

This directly parallels the observations of Shaffer et al., who found that non-covalent 

triflate/bispyridinium complexes generated triflic acid via selective excitation of SO stretching 

modes.134 Here, we find that selective excitation of the PPh3 phenyl ring vibrations in the 

Pd-catalysts leads to ligand migration and the formation of new covalent C-P and C-H bonds. Note 

that the ligand migration pathway is not accessed when exciting relatively intense absorptions 

associated with the ACN tag or R-group. This suggests that excitation of the phenyl moieties 

results in localized overheating of the triphenylphosphine ligands due to incomplete IVR, allowing 

the complex to access higher energy ligand migration thresholds rather than the lowest energy 
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ACN loss channel. It is also worth noting that ACN-tagging enhances fragmentation efficiency by 

a factor of fifty. This could be related to the very slight change in molecular geometry upon solvent 

binding; calculations show that the P–Pd–P angle opens from 171.9° to 177.6°. While this 

geometry change has a negligible effect on vibrational frequencies, it could affect vibrational 

wavefunction overlap, which would in turn influence the IVR process. 

Similar mode-selective ligand scrambling is observed for compounds 2, 3, and 4. 

Compounds 2 and 3 show the same ligand scrambling products as compound 1 [(R)PdPPh3]
+ and 

PPh4
+ where R2 = C12H9 and R3 = C9H11) and appear by using radiation of the same wavenumber 

as compound 1. Figure 4.5C shows the ligand scrambling products, [(C12H9)PdPPh3]
+ and PPh4

+ 

appear when irradiating compound 2 with ~1090 cm─1 and ~1440 cm─1. Figure 4.6D shows the 

ligand scrambling products, [(C9H11)PdPPh3]
+ and PPh4

+ appear when irradiating compound 3 also 

with ~1090 cm─1 and ~1440 cm─1. Compound 4 once again shows analogous ligand scrambling 

products PhPdPfuryl3
+ and Pfuryl4

+ however these ions appear at ~1000 cm─1, ~1130 cm─1, and 

~1210 cm─1 showing the frequency dependence of this process on the identity of ligand X in the 

PX3 groups, see Figure 4.7C. 
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Figure 4.5 IRMPD spectra of compound 2. Measured data are plotted as blue points, 

and the black traces are 3-pt adjacent averages. (A) The IRMPD spectrum of 2•ACN 

acquired by monitoring the ACN loss channel, and (B) when monitoring the 

production of PPh4
+. (C) The IRMPD spectrum of bare compound 2 acquired by 

monitoring the production of (biphenyl)PdPPh3
+ and PPh4

+. (D) The calculated 

harmonic vibrational spectrum of compound 2•ACN. Solvent vibrations are indicated 

with red asterisks. Calculated IR intensities are in km mol–1. 
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Figure 4.6 IRMPD spectra of compound 3. Measured data are plotted as blue points, 

and the black traces are 3-pt adjacent averages. (A) The IRMPD spectrum of 3•ACN 

acquired by monitoring the ACN loss channel, and (B) when monitoring the 

production of unassigned minor product channel (<1%; m/z 279) and (C) the 

production of unassigned minor product channel (~1%; m/z 579). (D) The IRMPD 

spectrum of bare compound 3 acquired by monitoring the production of 

(isopropylphenyl)PdPPh3
+ and PPh4

+. (E) The calculated harmonic vibrational 

spectrum of compound 3•ACN. Solvent vibrations are indicated with red asterisks. 

Calculated IR intensities are in km mol–1. 
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Figure 4.7 IRMPD spectra of compound 4. Measured data are plotted as blue points, 

and the black traces are 3-pt adjacent averages. (A) The IRMPD spectrum of 4•dba 

acquired by monitoring the dba loss channel, and (B) when monitoring the production 

of PhP(furyl)3
+ and P(furyl)4

+. (C) The IRMPD spectrum of bare compound 4 acquired 

by monitoring the production of PhP(furyl)3
+ and P(furyl)4

+. (D) The calculated 

harmonic vibrational spectrum of compound 4•dba. Solvent vibrations are indicated 

with red asterisks. Calculated IR intensities are in km mol–1. 



82 

 

Compounds 2, 3, and 4 exhibited similar mode-selective behavior to 1. This suggests that 

that the observed mode-selective behavior of the Pd-catalysts is invariant with respect to the 

organic residue. These observations are consistent with mode-selective localized overheating of 

the phosphine ligand due to hindered IVR arising from poor coupling with Pd-P vibrational modes. 

To test this hypothesis, the triphenylarsine derivative of compound 4 (i.e., compound 5) was 

studied. By substituting arsenic for phosphorus, one shifts the Pd-L vibrational levels to lower 

energy. Consequently, this chemical substitution should impact coupling between vibrational 

modes, and therefore IVR efficiency in the catalyst. Indeed, when probing the IRMPD behavior 

of compound 5, we see no evidence for mode-selectivity; we only observe loss of ACN from 

5•ACN, and we observe the same IRMPD spectrum (with the exception of the ACN vibrations) 

for all product channels of the bare catalyst, 5. 
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Figure 4.8 IRMPD spectra of compound 5. Measured data are plotted as blue points, 

and the black traces are 3-pt adjacent averages. (A) The IRMPD spectrum of 5•ACN 

acquired by monitoring the ACN loss channel. (B) The IRMPD spectrum of bare 

compound 5 acquired by monitoring the production of AsPh4
+. (C) The calculated 

harmonic vibrational spectrum of compound 5•ACN. Solvent vibrations are indicated 

with red asterisks. Calculated IR intensities are in km mol–1. 
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Figure 4.8 shows the IRMPD spectrum for compound 5•ACN in panel A and compound 5 

when monitoring for the analogous AsPh4
+ seen previously in panel B. The spectrum in panel B 

completely reproduced the spectrum in panel A indicating that mode-selective ligand scrambling 

was not observed in compound 5. 

Figure 4.9 provides an energy level diagram showing the observed IRMPD product 

channels for the bare catalyst 1. These results are also tabulated in Table 4.2. For IR excitation at 

ca. 1000 cm−1, the energy of eight photons is required to access the lowest energy product channel 

(production of Naph-PPh3
+), nine are required to produce PPh4

+, and the energy of fourteen IR 

photons are required to produce benzene. Here, it is important to distinguish between multiple 

photon and multiphoton processes. In a multiple photon process, photons are absorbed sequentially 

one at a time and photon energy is redistributed via intramolecular vibrational energy redistribution 

(IVR) prior to the next absorption event.46,182–184 In contrast, multiphoton processes are non-linear 

processes wherein absorption of N photons occurs simultaneously at the N-photon level. 

Consequently, IRMPD is analogous to a thermal process whereby a molecule is “heated” a single 

photon at a time. It is interesting to note that production of PPh3 and production of the naphthyl 

radical, which are both lower in energy than the benzene product channel, and which require 

simple impulsive fragmentation of the Pd-PPh3 or Pd-Naph bonds, are not observed. In other 

words, excitation of the triphenylphosphine ligands results in selective cleavage of a P-Ph bond. 

This observation also supports the conclusion that the absorbed IR energy is initially localized to 

the triphenylphosphine ligand and does not immediately access the dissociative coordinate 

associated with the Pd-P or Pd-Naph bonds. Analogous energy level diagrams and tabulated data 

of the product and reactant free energy differences for compounds 2 – 5 are presented in Figure 



85 

 

4.10, Figure 4.11, Figure 4.12, and Figure 4.13 and Table 4.3, Table 4.4, Table 4.5, and Table 4.6, 

respectively. 

 

Figure 4.9 The relative standard Gibbs energies of fragmentation product channels for 

compound 1. The channels highlighted with color are observed via IRMPD, with 

branching ratios as indicated. Calculations were conducted at the B3LYP/Lanl2DZ 

level of theory. 

Table 4.2 Energetic barriers for various ligand migration reactions of compound 1. 

Barriers were calculated using B3LYP/Lanl2DZ. The given branching ratios 

correspond to the IRMPD interrogation of the non-solvent cluster compound. 

 

Parent Cationic Fragment Neutral Fragment
∆D0 /eV 

(kJ/mol)

∆G0 /eV 

(kJ/mol)

Branching 

Ratio

1•ACN → 1 + ACN 1.01 (97.4) 0.48 (46.0) N/A

→ Pd(PPh3)2 + C10H9 2.16 (208) 1.45 (140) 0

→ (C10H9)Pd(PPh3) + PPh3 1.58 (152) 1.04 (100) 0

→ (C10H9)PPh3 + PdPPh3 1.39 (134) 0.95 (91.7) 0.59

→ PPh4 + (C10H9)Pd(PPh2) 1.64 (158) 1.15 (111) 0.29

→ (C10H9)Pd(PPh3)(PPh2) + C6H5 3.03 (292) 2.40 (232) 0

→ (C10H9)Pd(PPh3)(PPh2)-H + C6H6 2.42 (233) 1.82 (176) 0.12

1
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Figure 4.10 The relative standard Gibbs energies of fragmentation product channels 

for compound 2. The channels highlighted with color are observed via IRMPD, with 

branching ratios as indicated. Calculations were conducted at the B3LYP/Lanl2DZ 

level of theory. 

Table 4.3 Energetic barriers for various ligand migration reactions of compound 2. 

Barriers were calculated using B3LYP/Lanl2DZ. The given branching ratios 

correspond to the IRMPD interrogation of the non-solvent cluster compound. 

 

Parent Cationic Fragment Neutral Fragment
∆D0 /eV 

(kJ/mol)

∆G0 /eV 

(kJ/mol)

Branching 

Ratio

2•ACN → 2 + ACN 0.98 (94.6) 0.45 (43.4) N/A

→ Pd(PPh3)2 + C12H9 2.08 (201) 1.27 (123) 0

→ (C12H9)Pd(PPh3) + PPh3 1.66 (160) 1.08 (104) 0.24

→ (C12H9)PPh3 + PdPPh3 1.60 (154) 1.08 (104) 0

→ PPh4 + (C12H9)Pd(PPh2) 1.50 (145) 0.96 (92.6) 0.76

→ (C12H9)Pd(PPh3)(PPh2) + C6H5 3.03 (292) 2.40 (232) 0

→ (C12H9)Pd(PPh3)(PPh2)-H + C6H6 2.41 (233) 1.82 (177) 0

2
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Figure 4.11 The relative standard Gibbs energies of fragmentation product channels 

for compound 3. The channels highlighted with color are observed via IRMPD, with 

branching ratios as indicated. Calculations were conducted at the B3LYP/Lanl2DZ 

level of theory. 

Table 4.4 Energetic barriers for various ligand migration reactions of compound 3. 

Barriers were calculated using B3LYP/Lanl2DZ. The given branching ratios 

correspond to the IRMPD interrogation of the non-solvent cluster compound. 

 

Parent Cationic Fragment Neutral Fragment
∆D0 /eV 

(kJ/mol)

∆G0 /eV 

(kJ/mol)

Branching 

Ratio

3•ACN → 3 + ACN 0.98 (94.6) 0.55 (53.0) N/A

→ Pd(PPh3)2 + C9H11 2.05 (198) 1.26 (122) 0

→ (C9H11)Pd(PPh3) + PPh3 2.04 (197) 1.47 (142) 0

→ (C9H11)PPh3 + PdPPh3 1.38 (133) 0.89 (85.9) 0.38

→ PPh4 + (C9H11)Pd(PPh2) 1.61 (155) 1.06 (102) 0.62

→ (C9H11)Pd(PPh3)(PPh2) + C6H5 3.00 (289) 2.40 (231) 0

→ (C9H11)Pd(PPh3)(PPh2)-H + C6H6 2.38 (230) 1.81 (175) 0

3
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Figure 4.12 The relative standard Gibbs energies of fragmentation product channels 

for compound 4. The channels highlighted with color are observed via IRMPD, with 

branching ratios as indicated. Calculations were conducted at the B3LYP/Lanl2DZ 

level of theory. 

Table 4.5 Energetic barriers for various ligand migration reactions of compound 4. 

Barriers were calculated using B3LYP/Lanl2DZ. The given branching ratios 

correspond to the IRMPD interrogation of the non-solvent cluster compound. 

 

Parent Cationic Fragment Neutral Fragment
∆D0 /eV 

(kJ/mol)

∆G0 /eV 

(kJ/mol)

Branching 

Ratio

4•DBA → 4 + DBA 1.06 (102) 0.43 (41.5) N/A

→ Pd(Pfuryl3)2 + C6H5 2.30 (222) 1.06 (102) 0

→ (C6H5)Pd(Pfuryl3) + Pfuryl3 2.06 (199) 1.54 (149) 0

→ (C6H5)Pfuryl3 + PdPfuryl3 1.52 (147) 0.99 (95.5) 0.95

→ Pfuryl4 + (C6H5)Pd(Pfuryl2) 2.00 (193) 1.45 (140) 0.05

→ (C6H5)Pd(Pfuryl3)(Pfuryl2) + C4H3O 3.10 (299) 2.53 (244) 0

4
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Figure 4.13 The relative standard Gibbs energies of fragmentation product channels 

for compound 5. The channels highlighted with color are observed via IRMPD, with 

branching ratios as indicated. Calculations were conducted at the B3LYP/Lanl2DZ 

level of theory. 

Table 4.6 Energetic barriers for various ligand migration reactions of compound 5. 

Barriers were calculated using B3LYP/Lanl2DZ. The given branching ratios 

correspond to the IRMPD interrogation of the non-solvent cluster compound. 

 

Some insight into the hindered IVR interpretation of the observed mode-selective behavior 

is provided by our quantum chemical calculations. Figure 4.14 shows the harmonic vibrational 

spectra of compounds 1 and 5. See Figure 4.15, Figure 4.16, and Figure 4.17 for compounds 2, 3, 

and 4, respectively. While these approximate the actual vibrational structure of the respective 

Parent Cationic Fragment Neutral Fragment
∆D0 /eV 

(kJ/mol)

∆G0 /eV 

(kJ/mol)

Branching 

Ratio

5•ACN → 5 + ACN 1.10 (106) 0.55 (53.1) N/A

→ Pd(AsPh3)2 + C6H5 2.37 (229) 1.81 (175) 0

→ (C6H5)Pd(AsPh3) + AsPh3 1.45 (140) 0.93 (89.7) 0

→ AsPh4 + PdAsPh3 1.34 (129) 0.89 (85.9) 1

→ AsPh4 + (C6H5)Pd(AsPh2) 1.54 (149) 1.05 (101) 0

→ (C6H5)Pd(AsPh3)(AsPh2) + C6H5 2.97 (287) 2.38 (230) 0

5
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Pd-catalysts, the fact that the computed spectra agree so well with the observed ACN-tagged 

spectra suggests that the vibrational normal modes are relatively harmonic. The vibrational 

transitions associated with relatively large amplitude Pd-L motion are indicated with dashed blue 

lines in Figure 4.14. As expected, these vibrations are lower in energy in compound 5 (AsPh3) than 

in compound 1 (PPh3). The PPh3 phenyl ring vibrational bands that exhibit mode-selective 

behavior are highlighted in green in Figure 4.14; the position of these bands remains largely 

unaffected when arsenic is substituted for phosphorus. The IVR lifetimes of room temperature 

aromatic molecules are typically much less than 1 ns.185–189 Thus, it is likely that the rate of IVR 

within the triphenylphosphine ligand is less than 1 ns, which is well within the micropulse spacing 

of the IR-FEL (see Section 2.2.1). As shown by high-resolution experiments on CH stretching 

modes of hydrocarbon molecules,185,189 the IVR rate is not directly determined by the density of 

states, but rather by the presence of doorway states which efficiently couple the vibrational mode 

of interest to the bath states of the molecule;184 this defines the statistical limit and irreversibility 

of vibrational energy redistribution.46 Thus, to explain the observed non-ergodic behavior of 

compound 1, we must consider the doorway states which can potentially couple with the phenyl 

ring vibrations and thus provide a pathway for IVR throughout the catalyst.46 The most likely 

doorway states are combination levels composed of the large amplitude Pd-L modes (highlighted 

in blue) and the lower energy ligand vibrations in the 700 –1000 cm−1 region. These combination 

levels lie within the 900 – 2000 cm−1 region that was probed with IRMPD and are plotted as red 

dashed lines in Figure 4.14. Note that the combination energy level structure is significantly 

different for the arsenic derivative compared to the phosphorus derivative. Since these combination 

levels involve motion of the ligand phenyl (or furyl) rings, it is possible that they might exhibit 

non-zero coupling with the v = 1 levels in the 900 – 2000 cm−1 region due to system anharmonicity. 
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Consequently, the combined ligand and Pd-L vibration provides an IVR pathway through the metal 

center. However, given the excellent match between the measured IRMPD spectrum and the 

calculated harmonic spectrum, one might expect that anharmonic wavefunction overlap between 

the v = 1 levels and the combination levels is poor. Moreover, the density of the potential doorway 

states in the 900 – 2000 cm−1 region is low – there are significant energy gaps between adjacent 

combination levels (see Figure 4.14). This has important bearing on IVR efficiency since the 

coupling between vibrational levels is dependent on wavefunction overlap and on the energy 

difference between the interacting states: a modest shift in doorway state energy, as would be 

expected following substitution of As for P, would dramatically impact IVR efficiency.  

IR multiphoton electronic excitation, which could also result in the apparent mode-

selective behavior, is unlikely to occur in these complexes. In the bare Pd2+ cation, the lowest 

energy electronic excitation is a spin-forbidden 4F7/2 – 2D3/2 transition at 27,097.084 cm−1 

(324 kJ mol−1).190 The lowest energy allowed transition from the ground electronic state of Pd2+ is 

the 2F7/2 – 2D3/2 transition at 32,280.538 cm−1 (386 kJ mol−1).190 To reach these electronic states 

with IR excitation of 1000 cm−1 requires ca. 30 photons, approximately twice the energy 

requirement to reach the highest observed fragmentation threshold. Note that these two lowest 

energy electronic transitions have been observed in UV-Vis spectra of similar Pd coordination 

complexes,191,192 which exhibit weak bands near 400 nm and strong absorptions near 350 nm. 
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Figure 4.14 The calculated harmonic vibrational spectra of (left) compound 1 and 

(right) compound 5. The mode-selective PPh3 phenyl ring vibrations are highlighted 

in green. Blue dashed lines indicate the location of large amplitude Pd-L vibrations. 

Red dashed lines indicate the location of ligand/Pd-L combination levels. 
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Figure 4.15 The calculated harmonic vibrational spectra of compound 2. The mode-

selective PPh3 phenyl ring vibrations are highlighted in green. Blue dashed lines 

indicate the location of large amplitude Pd-L vibrations. Red dashed lines indicate the 

location of ligand/Pd-L combination levels. 
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Figure 4.16 The calculated harmonic vibrational spectra of compound 3. The mode-

selective PPh3 phenyl ring vibrations are highlighted in green. Blue dashed lines 

indicate the location of large amplitude Pd-L vibrations. Red dashed lines indicate the 

location of ligand/Pd-L combination levels. 
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Figure 4.17 The calculated harmonic vibrational spectra of compound 4. The mode-

selective P(furyl)3 furyl ring vibrations are highlighted in green. Blue dashed lines 

indicate the location of large amplitude Pd-L vibrations. Red dashed lines indicate the 

location of ligand/Pd-L combination levels. 
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Figure 4.18 Proposed mechanisms for decomposition pathways. 
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Figure 4.19 Results of frequency calculations of the optimized structure of Pd(PPh3)2 

using (A) Lanl2DZ and (B) def2-TZVPPD (Pd), 6-311++G(d,p) (C, H, P). 



98 

 

4.5 Conclusions 

To conclude, while the focus of this study is on Pd-containing catalysts, it seems likely that these 

species are archetypal of organometallic systems, since similar IVR bottlenecks are likely to occur 

at other heavy-metal centers. For example, the quantized vibrational structure of analogous Rh- or 

Pt-containing complexes should not be too dissimilar to the Pd-complexes discussed here. Thus, 

it is an interesting open question as to how IVR influences energy disposal within, and chemical 

reactivity of, this class of compounds. Finally, it is worth underscoring that these are gas phase 

observations and that the solution phase IVR behavior of these catalysts may be modified by 

vibrational shifts due to interactions between solvent and solute molecules. Moreover, vibrational 

excitation can potentially be damped within a few picoseconds by coupling with the solvent bath 

modes. How this affects the vibrational mode-selective behavior of these catalysts, and therefore 

the efficacy of employing IR excitation to control solution phase reactions, is currently unknown.
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5 Clusters of B12X12
2─ (X = H, F, Cl) 

5.1 Introduction 

5.1.1 The All-halogenated or All-hydrogenated Icosahedral 

Dodecaborate Dianion 

Small boron-containing clusters have received an increasing amount of attention owing to the 

promise of new boron-based nanomaterials. Anionic elemental boron clusters, for example, are 

known to be planar up to approximately B39, suggesting that cluster deposition may provide a route 

to extended atomically thin boron sheets (i.e., borophene).193–202 The transition to three-

dimensional anionic structures at B40 results in borospherene, the recently (and as of yet only) 

observed all-boron analogue of Buckminster Fullerene, C60.
203–206 It is hoped that these advances 

will unlock a new facet of boron chemistry, as occurred with carbon chemistry through the 1990s 

and 2000s.207  

The structural evolution from 2D to quasi-planar to 3D boron cluster geometries can be 

influenced by addition of hydrogen, fluorine, or heavier halides.208–214 For example, the quasi-

planar B12 cluster is significantly lower in energy than the icosahedral isomer, however, the 

icosahedral B12H12
2─ cluster is the most stable known polyhedral borane.212,215 In recent years, a 

great deal of progress has been made in studying a variety of small boron clusters, especially those 

which incorporate hydrogen or halogen atoms.2,7,36,41,193,198–201,206,211,216–222 For example, the 

polyhedral dodecaborate ions, closo-B12X12
2‒ (with X being a variety of different substituents), 

have been found to exhibit outstanding structural and electronic stability, and have consequently 

found use in a variety of fundamental and applied research fields, including neutron capture cancer 

therapy, energy storage, self-organization processes, and as weakly coordinating anions for the 
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stabilization of highly reactive cations used in synthesis and catalysis.216,220,223–230 However, 

despite the variety and importance of these applications, a detailed understanding of the interaction 

of these ions with other molecules and counterions is still lacking. Further insight is required to 

allow the rational selection of a specific closo-borate species for a target property and application 

(e.g., solubility, reactive ion delivery). To obtain a fundamental understanding of the interaction 

of dodecaborates with certain molecules or ions, we are investigating these interactions in the gas 

phase, where they can be studied without the perturbing influence of other molecules. For this 

purpose, we have investigated the gas phase interaction of different closo-dodecaborates with 

metal cations,2,36,41 large organic host molecules like cyclodextrine,219 strong dipoles,7 

tetraalkylammonium ions,221 and protons.231 

B12X12
2‒ [X = H, F, Cl] dianions have quadruply-degenerate cage-centered HOMOs of gu 

symmetry. The HOMO is mainly localized on the boron cage and separated from complexing 

counterions by the intervening hydrogen/halogen atoms (note that halogen lone pair electron 

density increasingly contributes to the HOMO with increasing halogen size).222 The ‒2e charge is 

always spherically delocalized, so that the Coulomb-interaction of a cation with the unpolarized 

anion may be approximated by the center of the sphere, resulting in a relatively large distance over 

which charge separation occurs (ca. 3–4 Å).36,41 The electrostatic interaction between the boron 

cage and coordinating cations is therefore relatively weak in comparison with common dianionic 

species like SO4
2‒ or HPO4

2‒. For this reason, B12H12
2‒ and its halogenated derivatives are often 

referred to as “weakly coordinating” or “superweak” anions. 216,224–227  

5.1.2 Transition Metal Clusters 

Owing to the quasi-spherical shape, large size, and high rotational mobility of B12H12
2─, metal-

B12H12 salts have been found to exhibit superionicity, and Na2B12H12 has recently been proposed 
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as a solid-state Na superionic conductor for use in sodium-based batteries.223 Research focus is 

now also being directed towards the fluorinated analogues, Mn+(B12F12)m, since the strong B–F 

bonds are expected to be very weakly basic with respect to forming BF•••Mn+ bridging bonds.224 

As such, the fluorine atoms act to separate the metal centre and the gu-symmetry HOMO of the 

boron cage,232 thereby preventing charge-transfer. Consequently, the reactivity of metal ions in 

Mn+(B12F12)m salts might approach that of the corresponding gas-phase Mn+ cation, thus creating 

new opportunities for delivery of highly reactive catalysts in solution or supported catalysts in, 

e.g., microporous zeolites.224 

While a good deal is known about the structures and properties of polyboron chlorides, 

bromides, and iodides,210 the literature concerning experimental investigation of polyboron 

fluoride clusters is relatively sparse.208,210–214 For the most part, structural characterization of small 

boron halide clusters has been achieved by gas-phase electron diffraction or X-ray crystallography 

of low-temperature BnFm crystals.211,213,214,224,227 The structures that have been characterized to 

date typically have a high degree of fluorination and consist of a tightly bound central polyboron 

unit with BF2 groups or atomic fluorine bound to the central boron cluster’s surface. While there 

have been some reports of elemental boron clusters complexed with metal atoms,197,233–236 we are 

not aware of any publications that investigate the interactions within isolated clusters of M•BnFm 

(where M is a metal ion/atom). Here, we describe a combined computational and experiment study 

of gas-phase ionic clusters of transition metals (TMs) and the superweak B12F12
2─ anions. 

5.1.3 Triethylammonium Clusters 

Here, we study the complexes formed between the B12X12
2‒ [X = F, Cl] dianions and 

triethylammonium (Et3NH+) to increase our knowledge of the role of protic hydrogens in the 

interaction with halogenated dodecaborates. These results deepen and complement the insights of 
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a 2015 study that examines the collision-induced dissociation (CID) of [(CH3)3NH•B12X12]
‒ 

[X = F, Cl, Br, I].231 It was found for these species that the major products of dissociation at low 

collision energies were [H•B12X12]
‒ [X = F, Cl, Br, I] protic anions that acted as Bronsted acids in 

the gas phase. The formation of hydronium was demonstrated following complexation of the 

protonated anions with trace water vapor in the ion trap. These protic anions could also be obtained 

by fragmentation of N-tetraalkylammonium complexed with B12X12
2‒ [X = F, Cl, Br, and I].221 In 

this case, fragmentation was shown to result in the loss of neutral trialkylammonia and the 

production of the alkylated closo-dodecaborate anion. CID of the nascent [B12X12 + CnH2n+1]
– 

(X = Cl, Br, I) species yielded the protic anions by alkene loss. Interestingly, [B12F12 + CnH2n+1]
– 

exhibited different chemistry, yielding B12F12
– via charge transfer and B12F11

– via fluoride 

abstraction.221 While the structure of [R3NH•B12X12]
‒ [X = F, Cl], which produces the protic 

anions in a proton transfer process, has been studied previously computationally, direct 

experimental evidence for this structure is still lacking. To address this, we employ IRMPD to 

determine the geometric structures of the isolated clusters and to probe fragmentation as a function 

of laser wavelength and power. Experimental outcomes are interpreted with the aid of DFT 

calculations. 

5.1.4 All-cis Hexafluorocyclohexane Clusters 

First synthesized by Keddie et al. and more recently by Wiesenfeldt et al., all-cis 1,2,3,4,5,6-

hexafluorocyclohexane, hereafter 1, possesses the largest reported dipole (6.2 D) of any aliphatic 

compound.6,237 This high polarity leads to considerable dispersive and electrostatic interactions 

between 1 and ions, both anionic and cationic.7,8,238 Figure 5.1 presents a DFT optimization of the 

chair conformation for 1. A recent publication of [B12F12]
2─ regarded clustering with 1 where DFT 

and IRMPD was employed to study [1n•B12F12]
2─ (n = 1-4).7 This study revealed the presence of a 
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solvation shell completing at n = 3 in a trigonal planar geometry around [B12F12]
2─. Unexpectedly, 

it was also revealed that the charge-dipole interaction binds 1 to B12F12
2─ as strongly as it does to 

Cl─ despite the fact that B12F12
2─ is viewed as a superweak anion, and an unusual C-H•••F-B 

hydrogen bond was facilitated.8 

 

Figure 5.1 Chair conformation of 1, All-cis 1,2,3,4,5,6-hexafluorocyclohexane. 

Optimized using DFT at B3LYP/6-311++G(d,p). 

Moving forward with the study of [B12X12]
2─ complexes, we exploit this opportunity to 

investigate the intriguing and exotic dihydrogen bonding likely to exist when [B12H12]
2─ clusters 

with the partial positive face of 1. An account by Crabtree et al. investigated literature and the 

Cambridge Crystallographic Database (CSD) for characteristics of the unconventional H•••H 

dihydrogen bond.239 They rationalized a high melting point of H3BNH3 relative to isoelectronic 

ethane as evidence for strong B-H•••H-N dihydrogen bonding in H3BNH3. A search of the CSD 

for short intermolecular B-H•••H-N distances revealed 26 such interactions in the range of 1.7 – 

2.2 Å, which is shorter than twice the van der Waals radius of hydrogen (2.4 Å) suggesting an 

attractive interaction between the H atoms. In addition to HH bond lengths they also found that 

the B-H•••(HN) angles in those 26 intermolecular bonds to fall in the range of 95° - 120°, unlike 

standard hydrogen bonds which are typically linear. Finally, they conducted DFT optimization of 

the H3BNH3 dimer. The geometry closely reproduced the crystallographic geometric parameters 

and provided an estimate of the interaction energy for a B-H•••H-N dihydrogen bond of 

25.5 kJ mol─1. 
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We have taken advantage of our expertise in joint IRMPD and DFT studies to determine 

cluster geometry and predict binding energies, ionization energies, bond/cage critical points, 

donor/acceptor relationships among molecular orbitals, and many other physical properties. 

Vibrational IRMPD spectra have been collected by use of the CLIO facility in France. 

Additionally, a new collaboration has been established with researchers at the Pacific Northwest 

National Labs (PNNL) in Richland, WA, USA who have previously investigated halogenated 

dodecaboron clusters.219,222,231 The researchers at PNNL have produced and recorded 

photoelectron spectra of [1n•B12X12]
2─ (X = H, F; n = 1-5) which will allow for evaluation of the 

electronic structure and assessment of our employed DFT method for predicting vertical 

detachment energies. 

5.2 Experimental Methods 

5.2.1 Preparation of Transition Metal B12F12
2─ Clusters 

Clusters of TMs and the B12F12
2─ dianion were produced via electrospray ionization (ESI) of 

acetonitrile solutions containing the associated TM(solv.)nB12F12 salt. See reference 224 for a 

detailed description of the synthetic procedure for making some of these salts. Briefly, a 0.5 mmol 

solution of commercially available K2B12F12 in acetonitrile was quickly added to 1.0 mmol of 

anhydrous AgNO3 in acetonitrile and stirred for 20 minutes. The resulting white KNO3 precipitate 

was removed and the filtrate was evaporated under vacuum to yield Ag2(CH3CN)4B12F12, which 

was dissolved in dry dichloromethane and the insoluble residue filtered. The filtrate was then 

evaporated to give a white solid. This silver salt precursor was then used in ion exchange reactions 

with the TM chloride salts of Co(II), Ni(II), Cu(I), Cu(II), Zn(II), Rh(III), Pd(II), Ag(I), Cd(II), 

Ir(III), Pt(II), Au(I), Au(III), and Hg(II) in acetonitrile, water, or a mixture of acetonitrile and 

water. Following removal of the AgCl precipitate, the filtrate was evaporated under vacuum to 
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yield the associated TM(CH3CN)nB12F12 or TM(H2O)nB12F12 salt. The TM(solv.)nB12F12 salts were 

all isolated as solids with the exception of the Au(I)(CH3CN)nB12F12 salt, which yielded a viscous 

yellow liquid. Since ESI of the 5d TM salts yielded only BnFm fragments (i.e., metal-cage clusters 

could not be isolated), they will not be discussed further. 

5.2.2 Preparation of Triethylammonium B12X12
2─ (X = F, Cl) Clusters 

[(CH2CH3)3NH•B12X12]
‒ (X = F, Cl) clusters were produced via electrospray ionization of ca. 100 

M solutions of triethylammonium chloride (Sigma Aldrich; Oakville, ON) and K2B12X12 

(X = F, Cl) in a 50:50 methanol/water mixture. The cluster salts K2B12X12 (X = F, Cl) were 

prepared according to literature procedures.240 

5.2.3 Preparation of all-cis Hexafluorocyclohexane B12H12
2─ Clusters 

Cluster of [1•B12H12]
2─ n = 1 – 5 were introduced into the gas phase by electrospray ionization of 

a solution containing a 1:1 mixture of 1 and K2B12H12 (Sigma Aldrich; Oakville, ON) each with a 

concentration of 100 μg/mL in a solvent of 50:50 methanol/water.  Samples of 1 were supplied by 

the O’Hagan group at the University of St. Andrews, UK. 

5.2.4 Instrumentation 

IRMPD experiments were performed at the CLIO FEL facility. All experiments were run with 

solutions of ca. 100 mol were injected into vacuum at a rate of 100 L/hour via an ESI source 

operating in negative ion mode. The resulting gas phase clusters were transferred to a Bruker 

Esquire 3000+ ion trap mass spectrometer where they were mass-selected, trapped, and irradiated 

with the tunable infrared output of the FEL. 

 Photoelectron spectroscopy was conducted by researchers at the Pacific Northwest 

National Labs (PNNL) in Richland, WA, USA. The instrumentation has been described in detail 
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elsewhere.241 Briefly, solution is introduced to the gas phase by electrospray ionization, a species 

is selected by a quadrupole mass selector, the ions are accumulated and cooled in a Paul type ion 

trap which is cryogenically controlled (10 K – 350 K), cooled ions travel down a 2 m time-of-flight 

(TOF) mass spectrometer, then ions are interrogated with a detachment laser and the ejected 

electrons are collected using a magnetic bottle and analyzed by a 5.2 m TOF electron tube. The 

TOFs of the photoelectrons are used to construct a kinetic energy spectrum by comparison with 

the TOFs of ejected electrons from known calibrants. Finally, the binding energy of the electrons 

is deduced by subtraction of the electron kinetic energy from the photon energy of the detachment 

laser. 

5.3 Computational Methods 

To support the experimental work, DFT calculations were conducted using the Gaussian 09 suite 

for computational chemistry.16 Owing to the icosahedral symmetry of the B12X12
2─ cages, 

relatively few geometric isomers exist, so cluster isomers can be generated manually with 

confidence. For example, the Cu(I)•(B12F12)
─ cluster can have the copper cation located at an apex 

site (i.e., 180° B–F•••Cu bond angle), an edge site (adjacent to two F atoms), or a facial site 

(adjacent to three F atoms). The same three possible isomers of the charge carrying proton in 

triethylammonium clusters were used as input geometries with all three converging on the proton 

adjacent to a facial site as the global minimum. For completeness structures with the charge 

carrying proton was pointing away from the dianion cage and with one of the ethyl branches is 

adjacent to the cage were sampled and found to be lie within 15 – 60 kJ mol─1 of the global 

minimum. Electronic structure calculations were undertaken at the B3LYP/6-311++G(d.p) level 

of theory for 3d TMs, triethylammonium, and 1 as this method has been demonstrated to be reliable 

for boron cluster calculations.212,213,242,243 Note, however, that several other DFT methods have 
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been shown to yield reliable results in computational studies of other boron-containing 

systems.197,206 Since the 6-311++G(d,p) basis set is not available for atoms that are larger than Kr, 

the Def2-TZVPPD/ECP-28 basis set and effective core potential were used for the 4d TMs.244,245 

Owing to the fact that clusters containing 5d TMs could not be isolated and studied via IRMPD 

(vide supra), these species were not studied computationally. Since [B12X12]
2─ (X = H, F, Cl) are 

closed shell species, cluster multiplicities were set to those of the free non-cage moiety ground 

state. Empirical dispersion corrections were applied to energy calculations of triethylammonium 

and 1 with the intent of focusing the investigation on the weak non-covalent intermolecular 

interactions. 

To improve numerical integration and ensure convergence of the calculations, an 

integration grid with 225 radial shells and 974 angular points per shell was employed. This resulted 

in 219,150 integration grid points for each atom.16 Following geometry optimization, normal mode 

analyses were completed to ensure that each cluster structure was a local minimum on the potential 

energy surface. This also served to calculate the harmonic vibrational frequencies of each cluster. 

Natural bonding orbital (NBO) analysis was then conducted for the ground state of each cluster to 

calculate the natural partial charge of the metal ion and the interaction energies between the various 

moieties and B12X12
2─ cages.22 Quantum theory of atoms in molecules (QTAIM) analyses were 

also undertaken to investigate intermolecular interactions.23,31 On the basis of previous work,2,7,36,41 

we expect that this computational approach is valid for the complexes studied here. 
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5.4 Transition Metal B12F12
2─ Clusters 

5.4.1 Results and Discussion 

Interestingly, TM•(B12F12)m clusters, where m = 1 or 2, could only be isolated for the 3d TMs (Co, 

Ni, Cu(I), Cu(II), Zn), Ag and Cd. ESI of the Rh, Pd, and 5d TM salts yielded no evidence of 

TM•(B12F12)m cluster formation, nor production of any other metal-containing cluster or the bare 

TM cation. This suggests that the Rh, Pd, and 5d TM cations are neutralized during the ESI 

process. More interesting still, ESI of the Rh, Pd, and 5d TM solutions produced a range of BnFm
─ 

clusters from n = 10 – 24 and m = 10 – 24, where in general (n ─ m) = 0, ±1. The same BnFm
─ 

fragments were also produced from the TM = Co, Ni, and Cd solutions, but not from solutions of 

TM = Cu, Ag, or Zn salts. These observations suggest that, with the exception of TM = Cu, Ag, 

and Zn, the ESI process drives charge-transfer from the B12F12
2─ cage to the metal counterion, 

thereby destabilizing the boron cage and leading to fragmentation/reaction. Here, we will focus on 

the single cage [TM•B12F12]
─ (TM = Cu(I), Ag(I)) and double cage [TM•(B12F12)2]

2─ (TM = Co(II), 

Ni(II), Zn(II), Cd(II)) clusters. 

Single Cage Clusters Boron occurs naturally in a 4:1 ratio as 11B and 10B, respectively, 

which produces an isotopic distribution for boron cage clusters that facilitates unambiguous 

identification by mass spectrometry. With the exception of cobalt, which exists naturally as 59Co 

in 100% abundance, all other isolable [TM•B12F12]
─ and [TM•(B12F12)2]

2─ clusters exhibit at least 

two appreciably abundant naturally occurring isotopologues. For the single cage [TM•B12F12]
─ 

species, for example, TM = 63Cu, 65Cu, 107Ag or 109Ag. 

Figure 5.2 shows the IRMPD spectrum recorded for [Cu(I)•B12F12]
─ in the 

1000 - 1450 cm─1 region when gating on the mass channel associated with production of B12F12
─. 
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The intense band at ca. 1225 cm─1 is associated with excitation of the triply degenerate T1u 

vibrational normal mode of the B12F12 cage. Owing to the fact that the Cu(I) cation occupies a 

facial site on the B12F12 icosahedron (see Figure 5.3), the degeneracy of the T1u mode is lifted and 

the band is split into a component associated with vibration along the Cu(I)–B12F12 axis and a 

doubly degenerate component associated with off-axis cage vibration. This is most easily seen 

experimentally in the m/z = 360 amu mass channel, which corresponds to production of 11B12
19F12 

by IRMPD of [63Cu(I)•11B12
19F12]

─ and [65Cu(I)•11B12
19F12]

─. The apparent broadening of the 

lower wavenumber (ca. 1207 cm─1) component is due to the vibrational isotope effect associated 

with the Cu(I)–B12F12 axial motion of the two Cu(I) isotopologues. In comparing with the 

calculated harmonic vibrational spectrum shown in Figure 5.2F, we see a wavenumber shift that 

corresponds to a scaling factor of 0.9798, which is in good general agreement with commonly used 

scaling factors found in the literature.246 Since the application of a scaling factor was not needed 

for spectral assignment, we report unscaled computed frequencies here. 
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Figure 5.2 IRMPD spectrum of [Cu(I)•B12F12]
─ as observed in the (A) m/z = 356 amu, 

(B) m/z = 357 amu, (C) m/z = 358 amu, (D) m/z = 359 amu, and (E) m/z = 360 amu 

mass channels corresponding to production of the five most abundant isotopologues 

of B12F12
2─. (F) Calculated harmonic vibrational spectrum of [Cu(I)•B12F12]

─. 

Calculations were conducted at the B3LYP/6-311++G(d,p) level of theory. 

Product channels of m/z = 359 amu and lighter exhibit an intense broad peak in the 

1200 – 1250 cm─1 region owing to the fact that each isotopologue has several associated 

isotopomers (i.e., isotopic isomers) contributing to the observed spectrum. For example, the 

m/z = 359 amu product, which corresponds to production of 10B11B11
19F12, could have the 10B atom 

located at one of four different symmetry sites of the boron cage in the parent 

[Cu(I)•10B11B11
19F12]

─ cluster. As a result, the spectrum acquired in the m/z = 359 amu channel is 
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composed of eight isotopomeric variants of [Cu(I)•B12F12]
─, each of which exhibits a slightly 

different vibrational spectrum owing to the vibrational isotope effect. In comparing the spectra 

recorded for the m/z = 356 – 360 amu product channels, which correspond to formation of 

10Bm
11B12–m

19F12 (m = 4–0), the expected trend for the vibrational isotope effect is apparent. 

 

Figure 5.3 The geometry optimized structure of [Cu(I)•B12F12]
─ shown (left) along the 

Cu(I)–B12F12 axis and (right) perpendicular to the Cu(I)–B12F12 axis. Also shown in 

the quadruply degenerate HOMO. Calculations were conducted at the B3LYP/6-

311++G(d,p) level of theory. 

Formally, [TM(I)•B12F12]
─ (TM = Cu, Ag) clusters exist as TM+•B12F12

2─. Indeed, a major 

source of interest in these superweak ion systems is the view that the weak BF•••Mn+ interactions 

should lead to reactive metal ions that behave as pseudo gas-phase species in the solid or solution 

phases. It is therefore perhaps surprising that formation of TM0 + B12F12
─ was the only observed 

product channel for IRMPD of [Cu(I)•B12F12]
─ and [Ag(I)•B12F12]

─. This, of course, implies that 

charge-transfer from the B12F12
2─ cage gu HOMO to the valence s atomic orbital of the metal cation 

occurs during the dissociation process. The observed charge-transfer process can be rationalized 

if we draw analogy with the textbook example of NaCl, which exists as Na+•Cl─ in its ground 

electronic state, but which dissociates to form neutral products via its lowest thermodynamic 

threshold in the gas-phase. This, of course, is due to the imbalance between the electron affinity 
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of Cl (3.51 eV) and the ionization energy of Na (5.14 eV).247 Given the ionization energies of Cu 

(7.73 eV) and Ag (7.58 eV), and the expected electron affinity of B12F12
─ (1.6 eV), observation of 

charge-transfer during IRMPD of [TM(I)•B12F12]
─ (TM = Cu, Ag) is not unreasonable.247 Here, 

however, charge-transfer must occur over a distance of ca. 3.5 Å and via the intervening fluorine 

layer that separates the metal cation and the quadruply degenerate HOMO of the anionic boron 

cage (see Figure 5.3). 

To investigate the charge-transfer properties of the clusters, NBO calculations were 

conducted for the geometrically optimized electronic ground states. Subsequent population 

analysis shows that ca. 0.1e of charge density is transferred from B12F12
2─ to the Ag(I) cation in 

[Ag(I)•B12F12]
─. For the ground electronic state of [Cu(I)•B12F12]

─, a charge transfer of ca. 0.5e to 

the metal cation is calculated. This supports the chemically intuitive view that the metal centers 

retain a high partial positive charge for these ground state clusters. Second order perturbation 

theory analysis of the Fock matrix in the NBO basis facilitates calculation of the dominant 

interactions associated with the transfer of charge density to the metal cation.42,76 These are 

summarized for [Cu(I)•B12F12]
─ and [Ag(I)•B12F12]

─ in Table 5.1. Charge-transfer and incipient 

chemical bond formation between Ag+ and B12F12
2─ accounts for ca. 411.7 kJ mol─1 worth of 

stabilization energy in [Ag(I)•B12F12]
─. The dominant interactions are charge-transfer from the 

boron cage and the F atoms adjacent to the Ag(I) cation, and back donation from Ag(I) to the boron 

cage. A minor degree of back donation from Ag(I) to the adjacent F atoms was also calculated. 

These four interactions were found in all of the TM•(B12F12)n clusters studied. In the case of 

[Cu(I)•B12F12]
─, charge-transfer interactions account for ca. 824 kJ mol─1 worth of stabilization 

energy. More than half of the interaction energy (487.4 kJ mol─1) is provided by charge-transfer 

from the MOs associated with the B12 cage. It should be noted that, since different basis sets were 
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used for the Cu(I) and Ag(I), there will be some small error introduced when drawing comparison 

between charge-transfer properties in [Cu(I)•B12F12]
─ and [Ag(I)•B12F12]

─. Nevertheless, we are 

confident that these calculations capture a qualitative view of the specific charge-transfer 

interactions in these clusters. 

Table 5.1 Natural partial charges and interaction energies calculated for charge-

transfer interactions in the ground electronic states of [Cu(I)•B12F12]
─ and 

[Ag(I)•B12F12]
─. Calculations were conducted at the B3LYP/6-311++G(d,p) level of 

theory. A Def2-TZVPPD/ECP-28 basis set and effective core potential combination 

was employed for Ag. 

 

Figure 5.4 shows the calculated change in standard Gibbs energy for production of B12F12
2─ 

and B12F12
─ following dissociation of the various TM•(B12F12)n clusters studied. Numerical values 

are tabulated in Table 5.2. For the two coinage metal clusters, the dissociation processes are: 

 [TM•B12F12]
─ → TM+ + B12F12

2─ Rxn. 1 

 [TM•B12F12]
─ → TM0 + B12F12

─ Rxn. 2 

Where TM = Cu or Ag. In both cases, dissociation via the charge-transfer threshold (Rxn. 2) is 

favoured by ca. 627.6 kJ mol─1 over formation of TM+ + B12F12
2─, which is consistent with 

experimental observations. The energy difference between these thresholds is, of course, equal to 

IE(TM) ─ EA(B12F12
2─), where IE(TM) is the ionization energy of the transition metal and 

Cluster
Metal Partial 

Charge

Cage → Cu
+

487.4

F → Cu
+

243.1

Cage ← Cu
+

57.7

F ← Cu
+

37.7

Cage → Ag
+

103.3

F → Ag
+

150.2

Cage ← Ag
+

135.1

F ← Ag
+

23.0

[Cu(I)•B12F12]
-

[Ag(I)•B12F12]
-

+ 0.4 e

+ 0.9 e

Interaction Energy 

(kJ/mol)
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EA(B12F12
2─) is the electron affinity of B12F12

2─. Importantly, the charge-transfer dissociation 

threshold is the lowest thermodynamic dissociation threshold for TM•(B12F12)n clusters. The 

highest calculated charge-transfer dissociation threshold amongst the species studied here is 

G° = 160 kJ mol─1 for [Cu(I)•B12F12]
─, with most of the other cluster species exhibiting 

significantly smaller (or negative) values of G° for dissociation. Thus, accessing the charge-

transfer dissociation threshold via IRMPD at ca. 1225 cm─1 requires at most 11 photons (usually 

many fewer). 

Double Cage Clusters TM•(B12F12)n clusters for TM = Co(II), Ni(II), Zn(II), and Cd(II) 

were observed as [TM•(B12F12)2]
2─. As was mentioned above, the Rh(III) and Pd(II) analogues, 

which were stable in the solid and solution phases, were not isolable as gas-phase clusters. 

Nevertheless, DFT calculations were conducted for [Rh(III)•(B12F12)n]
─ and [Pd(II)•(B12F12)n]

2─ 

for comparison with the observed 3d TM analogues. Calculations show that all but one of the 

double cage clusters exhibit a geometric structure wherein the metal atom is sandwiched between 

eclipsed trigonal faces of the two B12F12 cages (see Figure 5.5). Interestingly, [Pd(II)•(B12F12)n]
2─ 

adopts a geometry wherein the central metal atom is bound between edge sites of the two B12F12 

cages. This might not be unexpected given the propensity of palladium to form square planar 

complexes. This geometry is, however, suggestive of relatively strong chemical interactions in 

addition to the expected electrostatic bonding. 
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Figure 5.4 Calculated ∆G° for unimolecular dissociation of [TM•B12F12]
─ 

(TM = Cu(I), Ag(I)) and [TM•(B12F12)2]
2─ (TM = Co(II), Ni(II), Zn(II), Rh(III), 

Pd(II), Cd(II)) to yield (red) B12F12
2─ and (blue) B12F12

─. Calculations were conducted 

at the B3LYP/6-311++G(d,p) level of theory for 3d metals. The 

Def2-TZVPPD/ECP-28 basis set and effective core potential was employed for 4d 

metals. (1 kcal mol─1 = 4.184 kJ mol─1) 

Table 5.2 Calculated ∆G° for unimolecular dissociation of [TM•B12F12]
─ (TM = Cu(I), 

Ag(I)) and [TM•(B12F12)2]
2─ (TM = Co(II), Ni(II), Zn(II), Rh(III), Pd(II), Cd(II)) to 

yield B12F12
2─ and B12F12

─. Calculations were conducted at the B3LYP/6-311++G(d,p) 

level of theory for 3d metals. The Def2-TZVPPD/ECP-28 basis set and effective core 

potential was employed for 4d metals. 
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Figure 5.5 Optimized structures for (left) [Ni(II)•(B12F12)2]
2─ and (right) 

[Pd(II)•(B12F12)2]
2─, where the local geometry about the TM is octahedral and square 

planar, respectively. Calculations were conducted at the B3LYP/6-311++G(d,p) level 

of theory for 3d metals. The Def2-TZVPPD/ECP-28 basis set and effective core 

potential was employed for 4d metals. 

The IRMPD spectra obtained for the [TM•(B12F12)2]
2─ (TM = Co(II), Ni(II), Zn(II), Cd(II)) 

clusters are shown in Figure 5.6. Relatively little variation in the B12F12 T1u normal mode peak 

position is observed as a function of TM substitution. The vibrational band associated with the 

[Co(II)•(B12F12)2]
2─ cluster is noticeably narrower than the analogous bands for the heavier TMs 

owing to the fact that Co(II) is monoisotopic and therefore has fewer isotopologues contributing 

to the spectrum. In principle, the IRMPD spectra for the various isotopologues can (to some 

degree) be deconvoluted by gating on specific parent and daughter mass peaks. However, owing 

to the complexity of the isotopomer/isotopologue structures and the fact that the isotopically pure 

[Co(II)•(10B12F12)2]
2─ and [Co(II)•(11B12F12)2]

2─ species were only minor components in the 

statistical distribution, spectral deconvolution was not possible. 

In all cases, DFT calculations predicted weak bands to slightly higher and lower 

wavenumber of the intense B12F12 cage T1u vibration. The transition at ca. 1300 cm─1 is associated 

with the B12F12 cage breathing mode, while the peak at ca. 1115 cm─1 corresponds to excitation of 
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the B12F12–TM–B12F12 asymmetric stretch (reminiscent of the CO2 asymmetric stretching motion). 

The IRMPD spectrum of [Cd(II)•(11B12F12)2]
2─ was the only one in which the 1115 cm─1 peak was 

observed (see Figure 5.6D). Of course, the non-observation of weak vibrational transitions in 

IRMPD spectra is not unusual.42,45,178,248,249 

 

Figure 5.6 (black) Experimental and (red) calculated vibrational spectra for (A) 

[Co(II)•(B12F12)2]
2─, (B) [Ni(II)•(B12F12)2]

2─, (C) [Zn(II)•(B12F12)2]
2─, (D) 

[Cd(II)•(B12F12)2]
2─. Calculations were conducted at the B3LYP/6-311++G(d,p) level 

of theory for 3d metals. The Def2-TZVPPD/ECP-28 basis set and effective core 

potential was employed for 4d metals. 
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Figure 5.4 also shows the binding energies of the double cage clusters for dissociation via: 

 [TM•(B12F12)2]
2─ → TM•B12F12 + B12F12

2─ Rxn. 3 

 [TM•(B12F12)2]
2─ → [TM•B12F12]

─ + B12F12
─ Rxn. 4 

Where TM = Co(II), Ni(II), Zn(II), Pd(II), Cd(II). In the case of the [Rh(III)•(B12F12)2]
─ cluster, 

the transition metal-containing products are [Rh(III)•(B12F12)]
+ and Rh(II)•(B12F12), respectively. 

With the exception of [Rh(III)•(B12F12)2]
─ (where G°dissociation = 89.1 kJ mol─1), the double cage 

species exhibit G° values for dissociation via the charge-transfer channel that are all less than 

43.9 kJ mol─1. Thus, IRMPD to access the charge-transfer dissociation threshold is expected to be 

at most a three-photon process. This, again, is consistent with the observation of B12F12
─ as the 

major product channel. As was done for the single cage clusters, NBO analysis was conducted for 

each of [TM•(B12F12)2]
2─ (TM = Co(II), Ni(II), Zn(II), Pd(II), Cd(II)) and [Rh(III)•(B12F12)2]

─. The 

results of these calculations are summarized in Table 5.3. In all cases, significant interactions 

associated with charge-transfer were observed, both in terms of electron density donation from the 

B12F12 cages to the metal ion, and back donation from the metal to the B12F12 cages. Calculated 

natural charges for Co, Ni, Zn, and Cd were all in the range of +1.3 – 1.6, implying electron density 

donation in the range from 0.4e – 0.7e to the metal centres for the ground electronic states of these 

clusters. Interestingly, in addition to the dominant B12F12
─ product channel, IRMPD of mass-

selected [Co(II)•(B12F12)2]
2─ (ca. 0.6e donation) and  [Ni(II)•(B12F12)2]

2─ (ca. 0.7e donation) also 

resulted in production of BnFm
─ fragments ranging in size from B6F4

─ up to B18F18
─. The 

production of these BnFm
─ fragments can be rationalized in terms of the charge-transfer process 

since removal of electron density from the quadruply degenerate highest occupied molecular 

orbital of the B12F12
2─ cage yields a reactive radical species.  
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Table 5.3 TM natural partial charges and calculated interaction energies for charge-

transfer interactions in the ground electronic states of [TM•(B12F12)2]
2─ (TM = Co(II), 

Ni(II), Zn(II), Pd(II), and Cd(II)) and [Rh•(B12F12)2]
─. Calculations were conducted at 

the B3LYP/6-311++G(d,p) level of theory. A Def2-TZVPPD/ECP-28 basis set and 

effective core potential combination was employed for the 4d TMs. 

 

The fact that two such species are in close proximity in the cobalt- and nickel-bound 

B12F12
2─ dimers facilitates reactions associated with the fusion and fragmentation of the B12F12 

cages. Indeed, the electrospray process itself generated BnFm ionic fragments up to B24F24
2+ when 

employing solutions containing the Ni(II), Rh(II), and Pd(II) salts. This, too, can be rationalized 

in terms of charge-transfer since clusters of these three metals exhibit the highest degree of charge 

density donation from the B12F12 cages. In the case of Pd (ca. 1.2e donated) and Rh (ca. 2.2e 
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donated) so much charge density is donated that the metals are neutralized and the B12F12 cages 

undergo reaction during the electrospray process. 

5.4.2 Conclusions 

Six TM•(B12F12)n clusters (TM = Co(II), Ni(II), Cu(I), Zn(II), Ag(I), Cd(II)) have been prepared 

by ESI of solutions containing their respective salts. IRMPD spectra show strong absorptions in 

the 1200 – 1250 cm─1 region, which are associated with the triply degenerate T1u vibrational mode 

of the B12F12 cage. Excitation of this mode leads predominantly to production of B12F12
─, 

indicating that charge-transfer from the boron cage to the TM plays a major role in the ground 

state electronic structure. This conclusion is supported by DFT calculations, where in all cases 

studied the charge-transfer dissociation threshold was lower than that of simple ionic dissociation. 

Thus, the B12F12
2─ cage may be viewed as a “superatom” in the larger clusters.1 The degree of 

charge-transfer in, and how charge-transfer might influence the physicochemical properties of, the 

solid state of TM•(B12F12) compounds (which could all be isolated) are interesting open questions. 

Our group has recently published results of an analogous study on B12H12-transition metal 

clusters.36 

When electrosprayed, several of the TM•(B12F12) salts generate a broad distribution of 

BnFm clusters. Calculations show that production of BnFm clusters occurs for TM species that 

exhibit the highest degrees of charge-transfer. This suggests that charge-transfer to the metal center 

generates highly reactive open shell B12F12 cages, which subsequently undergo fusion and 

fragmentation reactions. The precise mechanism by which these reactions occur is not known. 

Nevertheless, this method might offer a new, efficient production technique for studying isolated 

or deposited BnFm clusters, with potential applications in nanofabrication of boron-based materials.  
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5.5 Triethylammonium B12X12
2─ (X = F, Cl) Clusters 

5.5.1 Results and Discussion 

Figure 5.7 plots the IRMPD spectrum for total fragmentation efficiency at four FEL power 

settings. By comparing the experimental spectra to the calculated IR absorption spectrum for the 

lowest energy isomeric cluster structures, we can confidently assign the band at ~ 1250 cm─1 to 

the T1u vibrational mode of the B12F12 moiety. The spectral width of this feature (~ 50 cm‒1) is 

larger than the ca. 25 cm‒1 band width normally observed at the CLIO facility.33,49,176,179 As was 

the case in analogous B12X12-containing clusters, we attribute this difference to: (1) lifting of the 

T1u degeneracy and splitting of the associated vibrational band upon complexation (ca. 15 cm–1 

for the fluorine derivative), and (2) vibrational isotope shifts due to the presence of multiple 10B/11B 

isotopologues (ca. 50 cm–1 for the fluorine derivative).36,41,49,250 The remaining vibrational bands 

observed at 1035 cm‒1, 1160 cm─1, 1325 cm‒1, 1400 cm‒1, and 1470 cm‒1 are all associated with 

the triethylammonium moiety in the global minimum isomer (see Figure 5.7B). The bands at 

1400 cm─1 and 1470 cm‒1, which arise from motion of the charge-carrying proton and the CH2 

scissoring / CH3 umbrella modes of the ethyl groups, are particularly sensitive to the binding mode 

of the complex. For example, for the global minimum structure, the NH wag is predicted at 

1400 cm–1, whereas in isomers 2 and 3, the band wavenumber is at 1477 cm–1 and 1442 cm–1, 

respectively. Comparison of these band positions with those calculated at the 

B3LYP/6-311++G(d,p) level of theory indicate that the N–H bond is oriented towards one of the 

triangular faces of the B12F12
2– moiety, with the three F atoms and the H atom creating a distorted 

tetrahedral cage. This structural motif has also been found in the crystal structures of 

[(nBu3NH)(HCB11I11)] and [(Et3NH)2(B12Cl12)]•2NCCH3.
231,251 The average H•••F (H•••Cl) 
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distance was 2.25 Å (2.78 Å) and the distance from the H atom to the center of the F3 (Cl3) 

triangular face was 1.35 Å (1.68 Å). A recent paper by Fedorova et al. computationally studied 

HN(C2H5)3
+ complexed with ten different acidic anions of the form RXOn (X = S, P; n = 3, 4).252 

The preferred binding of HN(C2H5)3
+ to the acid occurred via the charge carrying proton to an 

oxygen atom, forming a conventional hydrogen bond (N-H•••O). The shortest H-bond length 

found was 1.421 Å with the acid H2PO3 and the longest was 1.589 Å with the acid CF3HSO3. At 

55.9 kJ mol–1 above the global minimum a second binding motif is computed wherein the N–H 

bond is oriented away from the B12F12
2– moiety; the calculated IR spectrum for this geometric 

isomer has a significantly poorer agreement with the experimental spectrum (see Figure 5.8). It is 

worth noting that the bands associated with the HN(C2H5)3
+ moiety are observed only at relatively 

high FEL powers. This is likely due to the relatively low IR absorption cross-sections of 

HN(C2H5)3
+ moiety compared to that of the B12F12

2‒ moiety (see Figure 5.7B); at low FEL power 

(125 mW), there is insufficient IR absorption via the HN(C2H5)3
+ vibrational transitions to induce 

cluster fragmentation. The vibrational bands of the chlorinated derivative exhibit similar power 

dependence (see Figure 5.9). 
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Figure 5.7 (A) The IRMPD spectrum of [(CH2CH3)3NH•B12F12]
‒ as a function of FEL 

power. Note that the band at 1250 cm–1 associated with the B12F12
2– moiety is saturated 

at powers above 125 mW. (B) The calculated IR absorption spectrum for the global 

minimum geometry of the ion. (C) The optimized geometry of the complex. The 

ammonium proton is highlighted in green in the front view. 
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Figure 5.8 Vibrational spectra of B12F12TEA. (A, B) DFT predicted spectra of higher 

energy isomer 3 (+55.9 kJ mol─1) and isomer 2 (+16.4 kJ mol─1), respectively. (C) 

DFT predicted spectrum of the global minimum isomer. (D) IRMPD Experimental 

spectrum; black – 1000 mW, red – 500 mW, green – 250 mW, blue – 125 mW. Blue 

highlighted bands are assigned to TEA group vibrations, red highlighted band assigned 

to asymmetric breathing of the boron atoms. 
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Figure 5.9 Vibrational spectra of B12Cl12TEA. (A, B) DFT predicted spectra of higher 

energy isomer 3 (+53.4 kJ mol─1) and isomer 2 (+18.6 kJ mol─1), respectively. (C) 

DFT predicted spectrum of the global minimum isomer. (D) IRMPD Experimental 

spectrum; black – 1000 mW, red – 500 mW, green – 250 mW, blue – 125 mW. Blue 

highlighted bands are assigned to TEA group vibrations, red highlighted band assigned 

to asymmetric breathing of the boron atoms. 
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Figure 5.10A shows the mass spectrum of [(CH2CH3)3NH•B12F12]
‒ as observed when 

irradiating the trapped ions non-resonantly with 1000 mW at 940 cm‒1. Because the parent cluster 

does not absorb at this wavenumber, fragmentation is negligible. In contrast, irradiation at a 

wavenumber of 1250 cm‒1 resulted in substantial fragmentation of the parent ion. The observed 

product ions accord well with those assigned in the collision induced dissociation (CID) studies 

described previously.221 A full assignment of the fragmentation products are given in Table 5.4 for 

the experiments involving the fluorine analog and Table 5.5. for the experiments involving the 

chlorine analog. 

At low FEL power (1250 cm‒1, 125 mW; Figure 5.9A), the major products of IRMPD are 

B12F12
‒ (m/z ~ 358), B12F11

‒ (m/z ~ 339), and B11F8
‒ (m/z ~ 271). As the FEL power is increased, 

additional low m/z fragments become dominant contributors to the observed mass spectrum (e.g., 

see Figure 5.10C and D; highlighted in orange). The formation of these small species is attributed 

to fragmentation of BnFm (n ≤ 12, m ≤ 12) moieties. It is possible that the formation of the small 

BnFm species proceeds via sequential fragmentation of larger fragments following absorption of 

multiple photons, or instead by IRMPD of the nascent products from a previous fragmentation 

event. We favour the former interpretation based on Figure 5.10E, which plots the ion signal as a 

function of m/z and IRMPD wavenumber as observed at a FEL power of ca. 1000 mW. The 

spectral regions associated with HN(C2H5)3
+ vibrational transitions are highlighted in blue and the 

B12F12
2– vibrational transition is highlighted in red (vide infra). There are two observations of note 

for Figure 5.10E. First, it is clear upon inspection that some mass channels exhibit a different IR 

wavenumber dependence than others (e.g., m/z 112 versus m/z 358). The IRMPD spectrum as 

acquired in the m/z 112 and m/z 358 product channels are plotted in Figure 5.12A and B, 

respectively. Whereas the m/z 112 product channel exhibits a single vibrational band associated 
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with the B12F12
2– cage vibration, the m/z 358 product channel exhibits vibrational bands associated 

with both the B12F12
2– cage and the HN(C2H5)3

+ moiety. Analogous plots for the chlorinated 

species (see Figure 5.13) use m/z 255 (B7Cl5
–), 283 (B10Cl5

–), and 555 (B12Cl12
─) product channels. 

B7Cl5
– is produced from B12Cl12

─ via loss of multiple BCl/BCl3 fragments. The appearance of the 

HN(C2H5)3
+ bands in the B7Cl5

– spectrum indicates that B7Cl5
– may be fragmented from 

[(CH2CH3)3NH•B12Cl12]
‒ to a small extent. B10Cl5

– is produced from B12Cl11
─ via loss of multiple 

BCl/BCl3 fragments. Absence of the HN(C2H5)3
+ bands indicates B10Cl5

– cannot be produced from 

[(CH2CH3)3NH•B12Cl12]
‒. To produce B10Cl5

─, [(CH2CH3)3NH•B12Cl12]
‒ must fragment to 

B12Cl11
─, the fragment B12Cl11

─ then subsequently absorbs IR photons and fragments to B10Cl5
–. 

Recently, similar observations for other ionic complexes have been interpreted in the context of 

mode-selective behavior.33,134 Here, however, the second notable observation from Figure 5.10E 

suggests otherwise. When exciting [(CH2CH3)3NH•B12F12]
‒ via the HN(C2H5)3

+ bands at 1400 cm‒

1 and 1470 cm‒1, one observes products at m/z 358 (B12F12
‒), m/z 339 (B12F11

‒), m/z 271 (B11F8
‒), 

and m/z 172 (B9F4
‒); excitation of the HN(C2H5)3

+ moiety clearly leads to fragmentation of the 

boron cage. In other words, when deposited in the HN(C2H5)3
+ moiety, the energy flow to the 

B12F12
2– moiety is apparently sufficient so as to access fragmentation channels associated with loss 

of F– and BF3
– (and larger BnFm

– species differing in mass by one BF unit). Similar behavior was 

observed for the chlorinated analogue (see Figure 5.11 and Table 5.5). This is notable because CID 

was found to yield B12Cl11
– and fragments produced from B12Cl11

–,220,221 whereas IRMPD also 

produced B12Cl12
– and smaller species associated with fragmentation of the oxidized cage. 

Fragmentation pathways are given for loss of BX and BX3 from B12X11 and B12X12 in Figure 5.14 

and Figure 5.15 for X = F and Figure 5.16 and Figure 5.17 for X = Cl. 
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Figure 5.10 (A) The mass spectrum observed for isolated [(CH2CH3)3NH•B12F12]
‒ 

when interrogating with 1000 mW at 940 cm‒1 (non-resonant); only the parent ion is 

observed. The mass spectrum observed when the FEL is resonant with the B12F12 

transition at 1250 cm‒1 and the FEL power is (B) 125 mW, (C) 250 mW, and (D) 

500 mW. The orange bar in A-D highlights the production of small mass ions (e.g., 

B6F2
─) with increasing laser power when resonant with an absorption. (E) A 2-D 

IR/MS plot showing the mass spectrum as a function of FEL wavenumber across the 

800 - 1600 cm‒1 region when interrogating at 1000 mW. Low ion intensities are shown 

in green, high intensities in red. The blue highlighted regions indicate vibrational 

bands associated with the triethylammonium moiety, and the red highlighted region 

indicates the vibrational band(s) associated with the B12F12 cage. 
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Figure 5.11 (A) The mass spectrum observed for isolated [(CH2CH3)3NH•B12Cl12]
‒ 

when interrogating with 1000 mW at 930 cm‒1 (non-resonant); only the parent ion is 

observed. The mass spectrum observed when the FEL is resonant with the B12Cl12 

transition at 1033 cm‒1 and the FEL power is (B) 125 mW, (C) 500 mW, and (D) 

1000 mW. (E) A 2-D IR/MS plot showing the mass spectrum as a function of FEL 

wavenumber across the 800 – 1600 cm‒1 region when interrogating at 1000 mW. Low 

ion intensities are shown in green, high intensities in red. The blue highlighted regions 

indicate vibrational bands associated with the triethylammonium moiety, and the red 

highlighted region indicates the vibrational band(s) associated with the B12Cl12 cage. 
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Table 5.4 Peak assignments for [B12F12TEA]─ mass spectrum when radiated with 

1000 mW of 1228 cm─1. m/z values are given for the most intense peak of the isotopic 

distribution. Most isotopic distributions do not match one assignment perfectly and 

likely consist of multiple species with similar nominal mass. Hydroxide and water 

clusters likely contributing to peak intensities but are difficult to assign due to similar 

nominal mass with fluorine and overlapping isotopic distributions due to the presence 

of boron. (OH=17 amu, H2O=18 amu, F=19 amu) 

 

m/z Assignment Parent

460 [B12F12∙TEA]- -

368 [B12F11∙N2]
-

[B12F11]
-

[B12F12]
-

[B12F12∙TEA]
-

[B12F11∙H2O]
-

[B12F11]
-

338 [B12F11]- [B12F12∙H]-

328 [B11F11]- [B12F12]-

317 [B10F10∙H2O]- [B12F12]-

309 [B11F10]
-

[B12F11]
-

298 [B10F10]- [B12F12]-

291 [B11F9]- [B12F12]-

271 [B11F8]- [B12F11]-

260 [B10F8]- [B12F12]-

250 [B9F8]- [B12F11]-

241 [B10F7]- [B12F11]-

[B10F6]- [B12F12]-

[B8F7]- [B12F11]-

211 [B9F6]- [B12F11]-

204 [B10F5]- [B12F11]-

[B9F5]- [B12F12]-

[B7F6]- [B12F11]-

181 [B8F5]
-

[B12F11]
-

173 [B9F4]- [B12F11]-

163 [B8F4]- [B12F12]-

[B9F3]- [B12F12]-

[B7F4]- [B12F11]-

144 [B8F3]- [B12F11]-

[B7F3]- [B12F12]-

[B9F2]- [B12F11]-

124 [B8F2]- [B12F12]-

113 [B7F2]- [B12F11]-

103 [B6F2]
-

[B12F12]
-

135

153

191

221

358
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Table 5.5 Peak assignments for [B12Cl12TEA]─ mass spectrum when radiated with 

1000 mW of 1032 cm─1. m/z values are given for the most intense peak of the isotopic 

distribution. Most isotopic distributions do not match one assignment perfectly and 

likely consist of multiple species with similar nominal mass. Hydroxide and water 

dimer clusters likely contributing to peak intensities but are difficult to assign due to 

similar nominal mass with chlorine and overlapping isotopic distributions due to the 

presence of boron. ((OH)2=34 amu, (H2O)2=36 amu, Cl=35 amu) 

 

m/z Assignment Parent

658 [B12Cl12∙TEA]
- -

555 [B12Cl12]
-

[B12Cl12∙TEA]
-

538 [B12Cl11∙H2O]- [B12Cl11]-

[B12Cl11]- [B12Cl12∙H]-

[B12Cl10OH∙H2O]- [B12Cl11∙H2O]-

500 [B12Cl10OH]
-

[B12Cl11∙H2O]
-

[B12Cl10]
-

[B12Cl12]
-

[B12Cl9(OH)2]- [B12Cl11∙H2O]-

[B10Cl10]- [B12Cl12]-

[B12Cl8(OH)3]- [B12Cl11∙H2O]-

[B10Cl9∙H2O]- [B12Cl11]-

[B12Cl7(OH)4]- [B12Cl11∙H2O]-

[B10Cl9]- [B12Cl11]-

[B12Cl6(OH)5]- [B12Cl11∙H2O]-

409 [B12Cl5(OH)6]
-

[B12Cl11∙H2O]
-

401 [B11Cl8]- [B12Cl11]-

[B10Cl8]- [B12Cl12]-

[B12Cl4(OH)7]- [B12Cl11∙H2O]-

382 [B9Cl8]- [B12Cl11]-

[B8Cl8]- [B12Cl12]-

[B12Cl3(OH)8]- [B12Cl11∙H2O]-

348 [B9Cl7]- [B12Cl12]-

[B8Cl6∙H2O]- [B12Cl12]-

[B12(OH)11]
-

[B12Cl11∙H2O]
-

310 [B9Cl6]- [B12Cl11]-

301 [B8Cl6]- [B12Cl12]-

285 [B10Cl5]- [B12Cl11]-

255 [B7Cl5]- [B12Cl12]-

230 [B9Cl4]- [B12Cl11]-

193 [B8Cl3]- [B12Cl11]-

168 [B9Cl2]
-

[B12Cl11]
-

138 [B6Cl2]
-

[B12Cl12]
-

390

317

371

519

483

464

445

427
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Figure 5.12 The IRMPD spectrum of [(CH2CH3)3NH•B12F12]
‒ as monitored via the 

(A) m/z 112 and (B) m/z 358 product channels. Triethylammonium (TEA) bands are 

highlighted in blue and the B12F12
2– band is highlighted in red. The FEL power was set 

to 1000 mW. 



133 

 

 

Figure 5.13 The IRMPD spectrum of [(CH2CH3)3NH•B12Cl12]
‒ as monitored via the 

(A) m/z 255, (B) m/z 283, and (C) m/z 554 product channels. Triethylammonium 

(TEA) bands are highlighted in blue and the B12F12
2– band is highlighted in red. The 

FEL power was set to 1000 mW. 
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Figure 5.14 Fragmentation pathways of B12F11 by loss of BF and/or BF3. Species 

highlighted in green were observed while those highlighted in red were not observed. 

 

Figure 5.15 Fragmentation pathways of B12F12 by loss of BF and/or BF3. Species 

highlighted in green were observed while those highlighted in red were not observed. 
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Figure 5.16 Fragmentation pathways of B12Cl11 by loss of BCl and/or BCl3. Species 

highlighted in green were observed while those highlighted in red were not observed. 

 

Figure 5.17 Fragmentation pathways of B12Cl12 by loss of BCl and/or BCl3. Species 

highlighted in green were observed while those highlighted in red were not observed. 
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To further investigate the observed fragmentation of the [(CH2CH3)3NH•B12X12]
‒ 

(X = F, Cl) complexes, detailed electronic structure calculations were conducted at the density 

functional level of theory. Table 5.6 provides an overview of the three lowest-energy 

fragmentation thresholds for the [(CH2CH3)3NH•B12X12]
‒ (X = F, Cl) complexes. Channels IIIa 

and IIIb are the binding energies of HN(C2H5)3
+ to [B12F12]

2─ and [B12Cl12]
2─. The study of 

HN(C2H5)3
+ clustering with acidic anions provides a comparison for HN(C2H5)3

+ binding energies. 

The largest binding energy they reported was 503.7 kJ mol─1 to H2PO3.
252 The larger binding 

energy in [(CH2CH3)3NH•B12X12]
‒ (X = F, Cl) are a result of the larger charge of the cages. In 

both the fluorinated and chlorinated derivatives, proton transfer from the HN(C2H5)3
+ moiety to 

the B12X12
2‒ cage followed by dissociation to yield neutral triethylamine and B12X12H

‒ is the most 

thermodynamically favored pathway (channel Ia/b in Table 5.6). This accords with expectation 

based on the observed CID behavior of [(CH3)3NH•B12X12]
‒ (X = F, Cl).221 However, upon 

IRMPD of  [(CH2CH3)3NH•B12F12]
‒ the isotope pattern of the ion signal observed at ~ m/z 359 

does not match that of B12X12H
‒ (see Figure 5.18). Instead, the signal at ~m/z 359 is best modelled 

by a ca. 70:30 contribution of B12F12
‒ and [B12F11 + H2O]‒. 

Table 5.6 Calculated low-energy dissociation thresholds of [(CH2CH3)3NH•B12X12]
‒ 

(X = F, Cl). 

 

Parent
D0 

kJ/mol

∆H
0 

kJ/mol

∆G
0 

kJ/mol

→ [B12F12]
2-

 + [N(CH2CH3)3+H]
+

(IIIa) 589.5 587.3 540.9

→ [B12F12]
-
 + N(CH2CH3)3+H (IIa) 445.1 445.0 392.6

→ [B12F12H]
-
 + N(CH2CH3)3 (Ia) 278.0 276.6 228.6

→ [B12Cl12]
2-

 + [N(CH2CH3)3+H]
+

(IIIb) 538.8 537.0 488.0

→ [B12Cl12]
-
 + N(CH2CH3)3+H (IIb) 483.6 481.9 432.4

→ [B12Cl12H]
-
 + N(CH2CH3)3 (Ib) 229.5 227.7 179.5

[B12F12•N(CH2CH3)3+H]
-

[B12Cl12•N(CH2CH3)3+H]
-

Products
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Figure 5.18 Experimental mass spectrum of an isotopic distribution summitting at 

357 amu compared to simulated mass spectra for B12F12
─, B12F11∙H2O

─ and a 70:30 

combination of B12F12
─ and B12F11∙H2O

─. The intensities of the simulated spectra were 

computed using a binomial distribution for the isotopic distribution of 10B/11B 

multiplied by a gaussian factor for each mass. See Eq. 5.1 and Eq. 5.2. 

A binomial probability distribution was used to simulate the relative intensities of different 

isotopologues of B12F12 from boron isotopes 10B with a natural abundance of approximately 0.2 

and 11B with a natural abundance of approximately 0.8. 

 
𝑃𝑟 =

𝑛!

𝑘! (𝑛 − 𝑘)!
𝑝𝑘𝑞𝑛−𝑘 

Eq. 5.1 

In the above equation; n = 12 the number of boron atoms in the cluster, k = 0 to 12 the number of 

10B atoms in the cluster, p = 0.2 the natural abundance of 10B, and q = 0.8 the natural abundance 

of 11B. 
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Table 5.7 Raw probabilities of (10Bn
11Bm)F12

2─ (n + m = 12) isotopologues according 

to the binomial distribution, Eq. 5.1. 

 

A simulated intensity for every 0.1 amu was generated by multiplying the result of Pr by a 

scaling factor generated by a Gaussian distribution. 

 
𝑓 =

1

𝜎√2𝜋
𝑒

−(𝑥−𝜇)2

2𝜎2  Eq. 5.2 

In the above equation: σ = 0.184 is the experimental FWHM, µ is the appropriate Pr for the current 

1 amu mass range (i.e., when predicting intensities for the 347.6 – 348.6 range Pr = 4.10 x 10─9), 

and x is the mass for which the intensity is being predicted. 

The appearance of B12F12
‒ indicates that IR excitation accesses the charge transfer 

threshold (channel IIa; Table 5.6). The formation of [B12F11 + H2O]‒, on the other hand, is a result 

of complexation of B12F11
‒ with trace water vapor in the ion trap as observed previously.221 This 

is supported by the observation of a signal at ~m/z 339, which corresponds to formation of B12F11
‒ 

following either HF elimination from B12F12H
‒ or tetra-alkylammonium-fluoride abstraction to 

produce the [(CH2CH3)3NH+ + F‒] ion pair. Subsequent elimination of BF and BF3 units from 

10
B

11
B (

10
B

11
B)12F12 Mass Pr

12 0 348.1 4.10E-09

11 1 349.1 1.97E-07

10 2 350.1 4.33E-06

9 3 351.1 5.77E-05

8 4 352.1 5.19E-04

7 5 353.1 3.32E-03

6 6 354.1 1.55E-02

5 7 355.1 5.32E-02

4 8 356.1 1.33E-01

3 9 357.1 2.36E-01

2 10 358.1 2.83E-01

1 11 359.1 2.06E-01

0 12 360.1 6.87E-02
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B12F12
‒ and B12F11

‒ yield the features to lower m/z in the mass spectrum. Similar observations were 

previously made in CID studies.221 The formation of a water adduct is also observed in the case of 

the chlorinated analogue (as expected based on previous work).220 Moreover, there are numerous 

peaks in the low m/z region of the mass spectrum indicating the production of [B12Cln(OH)n–m]– 

(n+m = 11) fragments owing to HCl elimination following complexation with water.   

At the density functional level of theory, the computed ground states of 

[(CH2CH3)3NH•B12F12]
‒ (see Figure 5.19) and [(CH2CH3)3NH•B12Cl12]

‒ both exhibit localization 

of the charge carrying proton at the lone pair of the triethylamine nitrogen. Furthermore, in both 

complexes, the N–H bond is oriented towards the perhalogenated cage participating in what 

appears to be N–H•••X hydrogen bonding. This is supported by the fact that N–H•••F–B 

internuclear separation of 2.25 Å in [(CH2CH3)3NH•B12F12]
‒ is substantially less than the sum of 

the van der Waals radii for F (1.47 Å) and H (1.20 Å).253,254 Similarly, in 

[(CH2CH3)3NH•B12Cl12]
─, the N–H•••Cl–B internuclear separation of 2.78 Å is significantly less 

than the sum of the van der Waals radii for Cl (1.75 Å) and H. Of course, binding in these 

complexes is expected to be predominantly associated with the Coulombic attraction between the 

dianion and the monocation. To investigate this further, NBO analyses were conducted for both 

the fluorinated and chlorinated complexes. Within the NBO framework, one can estimate the 

energy of hydrogen bonding / charge transfer interactions via a second order perturbation theory 

treatment of the Fock matrix as per Eq. 2.5 (Section 2.1.4). Using this approach, H-bonding 

interaction energies of 42.4 kJ mol‒1 and 63.7 kJ mol‒1 are calculated for [(CH2CH3)3NH•B12F12]
‒ 

and [(CH2CH3)3NH•B12Cl12]
‒, respectively. Figure 5.19 shows an overlap of the HOMO and 

LUMO+6 orbitals, which contribute to H-bonding in the fluorinated derivative. Subtracting these 

values from the calculated electronic dissociation energies for production of B12X12
2‒ + 
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HN(CH2CH3)3
+ yields the electrostatic contributions to binding in the respective complexes. for 

[(CH2CH3)3NH•B12F12]
‒, where De = 593.7 kJ mol‒1 to the charge separated threshold, 

electrostatic interactions contribute 551.5 kJ mol‒1 to the total binding energy of the complex. This 

is in decent agreement with a rough approximation of the energy of attraction (eqn. 4) between a 

charge of –2e at the center of the boron cage and a charge of +1e at the center of mass for the 

triethylammonium moiety (separation of 5.08 Å; interaction energy of 547.4 kJ mol─1). In the 

chlorine analog De = 542.4 kJ mol─1 and therefore electrostatic interactions contribute 478.7 kJ 

mol─1. Once again approximating the system as two point-charges separated by the distance 

between the chlorine cage center of mass and the triethylammonium center of mass (5.83 Å) we 

find agreement with Coulomb’s law of electrostatic attraction (Eq. 5.3) which estimates an 

interaction energy of 476.7 kJ mol─1.  

 𝑈𝐸(𝑟) =
1

4𝜋𝜀0

𝑞1𝑞2

𝑟
  Eq. 5.3 

In Eq. 5.3, ε0 = 8.854187817x10─12 C2 J─1 m─1 is vacuum permittivity, q1 = 2e C and q1 = 1e C 

are the charges on the two particles of interest, e = 1.602176634x10─19 C is the absolute value of 

the charge of an electron, and r is the separation distance of the two particles. 

Additional support for H-bonding between the B12X12
2‒ and HN(CH2CH3)3

+ moieties is 

provided by QTAIM analyses.23,31 Figure 5.19 provides a plot showing bond critical points (BCPs; 

light green), ring critical points (RCPs; red), and cage critical points (CCPs; blue) as determined 

via topological analysis of the electron density of [(CH2CH3)3NH•B12F12]
‒. The charge densities 

(𝜌) and the Laplacians (∇2𝜌) of the BCPs are provided in Table 5.8. For covalent interactions, 

electron densities on the order of 𝜌 > 10‒1 a.u. and a negative value of ∇2𝜌 is expected: a negative 

value of ∇2𝜌 indicates a concentration of electron density at the BCP, as expected for a covalent 

(shared electron density) interaction.26 In contrast, hydrogen bonding and van der Waals 
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interactions exhibit positive values of ∇2𝜌 and lower electron densities at the BCP; typically 

𝜌 ≈ 10‒3 – 10‒2 a.u. for H-bonds. It is clear from Table 5.8 that AIM analyses yield 𝜌 in the 

appropriate range and the correct sign of ∇2𝜌 for H-bonding interactions between the B12X12
2‒ and 

HN(CH2CH3)3
+ moieties. The study by Fedorova et al. determined an electron density of 0.096 a.u. 

and sum of the Laplacian of 0.137 a.u. at the BCP of the N-H•••O hydrogen bond found between 

HN(CH2CH3)3
+ and H2PO3. This is substantially larger than the values reported below, even when 

one considers that the N-H is participating in three simultaneous H-bonds with the X atoms on 

[B12X12]
2─. 

 

Figure 5.19 (Top) An overlay of the HOMO and LUMO+6 of 

[(CH2CH3)3NH•B12F12]
─, which contribute to hydrogen bonding between the B12F12

2‒ 

and (CH2CH3)3NH+ moieties. Note the orbital overlap near the charge-carrying proton. 

(Bottom) A plot showing bond critical points (BCPs; light green), ring critical points 

(RCPs; red), and cage critical points (CCPs; blue) as yielded via QTAIM analysis. 

NH•••BF hydrogen bonds are highlighted in green. Dashed lines show non-covalent 

bond paths between the B12F12
2‒ and (CH2CH3)3NH+ moieties. 
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Table 5.8 Analysis of hydrogen bond critical points in [(CH2CH3)3NH•B12X12]
‒ 

(X = F, Cl). Electron densities (𝜌) and the Laplacians (𝛻2𝜌) are reported as averages 

of multiple similar interactions. 

 

5.5.2 Conclusions 

The IRMPD action spectra and supporting DFT calculations of [(CH2CH3)3NH•B12X12]
‒ 

(X = F, Cl) shows that the triethylammonium moiety is oriented so as to direct the N–H bond 

towards a triangular face of the dodecaborate cage. Fragmentation of the complexes proceeds via 

the two lowest energy dissociation pathways, namely, proton-transfer to produce [HB12X12]
– 

(X = F, Cl) and charge-transfer to yield [B12X12]
– (X = F, Cl). In the case of the proton-transfer 

dissociation channel, HX elimination yields electrophilic [B12X11]
– (X = F, Cl) species that 

subsequently react with trace water vapor in the ion trap to form water adducts and hydroxylated 

dodecaborates. One can exercise some control over the fragmentation of these species by tuning 

the power of the interrogating laser and/or selecting the vibrational transition utilized for IRMPD; 

lower laser powers and weaker transitions (viz. triethylammonium bands) favor the lowest energy 

proton-transfer dissociation channel, whereas higher laser powers and stronger transitions 

facilitate production of [B12X12]
– (X = F, Cl) and associated fragments via the second-lowest 

charge-transfer (i.e., redox) threshold. Under no conditions were the products of the impulsive, 

charge separated product channel observed (i.e., formation of B12X12
2–). This is consistent with the 

observations of analogous transition metal-containing clusters, where IRMPD resulted in charge 

transfer from the dodecaborate to the metal ion. The fact that B12X12
2– (X = H, F, Cl, Br, I) species 

Complex Interaction ρ ∇
2
ρ

NH•••FB 0.0085 0.0256

CH3•••FB 0.0063 0.0193

CH2•••FB 0.0081 0.0271

NH•••ClB 0.0127 0.0480

CH3•••ClB 0.0083 0.0303

CH2•••ClB 0.0102 0.0420

[(CH2CH3)3NH•B12F12]
‒

[(CH2CH3)3NH•B12Cl12]
‒
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behave as weakly coordinating anions in the solution phase suggests that the local interactions of 

solvent molecules substantially affects the physicochemical properties of these ions in the 

condensed phase.  

NBO and QTAIM analyses of the geometry optimized global minima for 

[(CH2CH3)3NH•B12X12]
‒ (X = F, Cl) indicate that charge separation persists in the electronic 

ground state – charges of ca. –1.95e and +0.95e are calculated for the B12X12 (X = F, Cl) and 

(CH2CH3)3NH moieties, respectively – and that hydrogen bonding provides stabilization in both 

complexes. Nevertheless, bonding in the complexes is dominated by Coulombic and higher 

multipolar (e.g., charge-dipole) interactions, which account for in excess of 90 % of the interaction 

energies in the clusters. 
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5.6 All-cis 1,2,3,4,5,6-Hexafluorocyclohexane B12H12
2─ Clusters 

5.6.1 Results and Discussion 

Injection of a solution containing K2B12H12 and 1 into the electrospray ionization source produced 

the mass spectrum shown in Figure 5.20. The spectrum shows clusters of [1n•B12H12]
2─ n = 1 – 4, 

with no evidence of the production of clusters with n ≥ 5 suggesting the completion of a solvation 

shell at n = 4. This mixture also did not produce any intensity for bare [B12H12]
2─ or [B12H12]

─ 

species. These observations contrast the observations of the analogous study on [1n•B12F12]
2─ 

n = 1 – 3 by Lecours et al.7 The observed mass spectrum in that study showed [B12F12]
2─ and 

[1n•B12F12]
2─ n = 1 – 3; the lack of a n = 4 cluster led to the conclusion that the solvation shell of 

1 around [B12F12]
2─ was completed at n = 3. DFT binding energies for loss of one molecule of 1 

from [1n•B12X12]
2─ (X = H, F) (n = 1 – 5) provide insight for these observations; these results are 

discussed below. 

 

Figure 5.20 Mass Spectrum of [1n•B12H12]
2─ (n = 1 – 4) clusters obtained from a 

Bruker Esquire 3000+ QIT. [15•B12H12]
2─ was not observed. 
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The clusters observed in the mass spectrum shown in Figure 5.20 were isolated and 

interrogated with the output of the CLIO FEL in the range of 800 cm─1 – 1500 cm─1. Figure 5.21 

shows how the mass spectrum of isolated [14•B12H12]
2─ changes as a function of the FEL 

wavenumber. When the FEL is off resonance with a normal mode, the [14•B12H12]
2─ parent ion is 

observed as well as [13•B12H12]
2─ at 20 % of the parent ion intensity presumably produced by in 

trap fragmentation via collision induced dissociation and/or blackbody infrared dissociation.31,85-88 

The presence of [13•B12H12]
2─ when off resonance indicates a weak binding energy of 1 in 

[14•B12H12]
2─, suggesting that the fourth 1 molecule is actually part of the second solvation shell 

or perhaps there are two binding motifs. When the FEL output is resonant with any vibrational 

transition of the cluster in the probed spectral region, an increased amount of [13•B12H12]
2─ is 

observed. Excitation of specific vibrational bands are required to produce [12•B12H12]
2─ and 

[1•B12H12]
2─ fragments. However, given that IR excitation to produce n = 1 clusters also produces 

n = 2 and 3 clusters, it is likely that excitation at these wavenumbers deposits enough energy in 

the parent to induce sequential loses of 1. Alternatively, owing to spectral similarities amongst the 

clusters, it could be that the product cluster absorbs at the same wavenumber as the parent (see 

Figure 5.23). A substantial number of photons may be required to induce the loss of three 1 

molecules. In order to absorb many photons, either a high intensity IR field or a high absorption 

cross section is required. The latter suggests a normal mode with a large transition dipole moment 

may be responsible for bands at ca. 1050 cm─1 and ca. 1250 cm─1. To model IR absorption, 

vibrational spectra were calculated for the global minimum geometries identified by DFT. 

Furthermore, thresholds for the loss of a single 1 molecule from [1n•B12H12]
2─ to produce 

[1n-1•B12H12]
2─ have been calculated and are discussed below. 
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Figure 5.21 A 2-D IR/MS plot showing mass spectrum as a function of FEL 

wavenumber in the region of 800 cm─1 – 1500 cm─1 of [14•B12H12]
2─. Normalized ion 

count is represented by the colour scale with 1.0 represented by red and 0.05 

representing by green. Blue highlights indicate resonant absorption of photons which 

leads to fragmentation. 

IRMPD interrogation of [B12H12]
2─ was also conducted to record the spectrum of the 

uncomplexed dianion. The mass spectrum of [B12H12]
2─ when irradiated with 1050 cm─1 photons 

is given in Figure 5.22 and assignment of the fragmentation peaks is given in Table 5.9. The 

fragmentation peaks, which are singly charged, are assigned to species which have exchanged a 

hydrogen atom for a hydroxide group or a molecular nitrogen group, both of which are likely to 

exist in the ion trap. This behaviour has been observed previously by Warneke et al. who studied 

the gas phase reactivity of [B12X12]
2─ X = F, Cl, Br, and I.221 They reported a tendency of 

[B12X12]
2─ to undergo exchange reactions in which halogen atoms are traded for N2, OH, and/or a 

combination of both. 
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Figure 5.22 Trapped [B12H12]
2─ ions of m/z = 71 amu irradiated with 1050 cm─1 

photons. All peaks in inset are singly charged and assigned in Table 5.9. 

Table 5.9 Assignment of fragment peaks resulting during irradiation of [B12H12]
2─. All 

assignments are for singly charged ions. 

 

The IRMPD spectrum of un-complexed [B12H12]
2─, the black trace in the n = 0 panel of 

Figure 5.23, shows only one broad (50 cm─1) feature centered at 1054 cm─1. This spectrum was 

reasonably well predicted by the DFT calculations which show only one unscaled peak at 

1066 cm─1 within the probed IR region. DFT has assigned the peak to the triply degenerate T1u 

cage breathing mode. As previously mentioned, the width of this feature in the experimental 

spectrum is due to the presence of isotopologues. The 11B:10B ratio is approximately 4:1 which 

Peak Assignment
Nominal 

Mass (amu)

A B12H12 142

B B12H11OH 158

C B12H11N2 169

D B12H10(OH)2 174

E B12H10N2(OH) 185

F B12H9(OH)3 190

G B12H9N2(OH)2 201
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results in numerous isotopologues and isotopomers with slightly different vibrational frequencies. 

Calculation of the vibrational frequencies for [10B12H12]
2─ and [11B12H12]

2─ predict the T1u mode 

of the lighter all 10B cage to be blue shifted by 50 cm─1 compared to the T1u mode of the heavier 

all 11B cage.  

 

Figure 5.23 (Black) IRMPD spectra of [1n•B12H12]
2─ (n = 0 – 4). (Blue) Predicted 

vibrational spectra of the DFT identified global minimum geometries for the same 

species. (Red) Predicted vibrational spectra of higher energy isomers involving the 

stacking of 1. All calculations were performed at the B3LYP/6-311++G(d,p) level of 

theory. 
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The IRMPD spectra for [1n•B12H12]
2─ (n = 1 – 4) are also provided in Figure 5.23. The four 

spectra are similar to one another differing only by relative bound intensity. We may therefore 

hypothesize that binding of 1 to [B12H12]
2─ occurs in a similar manner across all cluster sizes. DFT 

calculations allow us to test this hypothesis by energetically comparing isomers with different 

binding motifs and predicting the associated IR spectra for comparison with experiment. The blue 

traces in Figure 5.23 are the calculated spectra for the lowest energy isomers which adopt similar 

geometries to those identified by Lecours et al. for [1n•B12F12]
2─ n = 1 – 3. Molecules of 1 prefer 

to bind to [B12F12]
2─ by the hydrogen face, which possesses a partial positive charge; the dipole 

moment is calculated to be ca. 7.3 Debye.7 Complexed molecules of 1 adopt the chair conformation 

rather than the twist boat conformation, which is energetically disfavoured by 20 kJ mol─1. The 

chair conformation of 1 allows for the three axial hydrogen atoms to interlock with three fluorine 

atoms of [B12F12]
2─ creating six hydrogen bonding interactions. This same binding motif is also 

adopted by the analogous [B12H12]
2─ complexes as this arrangement facilitates stabilizing 

dihydrogen bonding interactions (see Figure 5.24).  

 

Figure 5.24 A Geometry optimized B12H12
2─ B Side and C Front views of the 

[1•B12H12]
2─ cluster D Binding motif between 1 and B12H12

2─ which involves 

CH•••HB interactions. All structures have been optimized at the B3LYP/6-

311++G(d,p) level of theory. 



150 

 

Experimental results from Lecours et al. suggested the completion of the first solvation 

shell of 1 around [B12F12]
2─ occurred at n = 3. They found no evidence of [14•B12F12]

2─ in the QIT 

at the CLIO facility. Their computational study revealed a [14•B12F12]
2─ cluster with all four 1 

molecules interacting directly with [B12F12]
2─ is geometrically feasible. However, the solvation 

shell became kinetically trapped at n = 3 due to the rigidity of the intermolecular bonding. What 

was absent in that study was an investigation of the second solvation shell. Here, we study a 

possible arrangement of the second solvation shell in which molecules of 1 are stacked on one 

another (see Figure 5.27). The predicted vibrational spectra for the lowest energy stack isomers of 

[1n•B12H12]
2─ n = 2 – 4 appear in Figure 5.23 as red traces. 

Comparison of the theoretical DFT frequencies for different isomers to the experimentally 

collected spectra allows for identification of the geometric isomers being probed by IRMPD. It is 

clear from Figure 5.23 that the experimental spectra of each cluster size best matches the calculated 

spectrum of the global minimum geometries identified by DFT. Stacking 1 molecules is 

computationally predicted to lift the degeneracy of fundamental transitions occurring in the region 

of 1110 cm─1 to 1160 cm─1. The presence of stack isomers is unlikely as the experimental peak in 

that region does not show any splitting. However, due to the large width of the experimental peak, 

stack isomers cannot be ruled out based on the IRMPD spectra reported here. 

The frequency calculations conducted on the global minimum isomers have been useful in 

assigning the experimental IRMPD spectra. The band at ca. 850 cm─1 in the IRMPD spectra is 

assigned to several overlapping transitions which involve group CH wagging motions (calculated 

at 877 cm─1). At ca. 940 cm─1 in the IRMPD spectra, a peak appears and is assigned to a symmetric 

stretch of the CHaxial groups away from the center of the ring (calculated to occur at 950 cm─1). 

The band at 1049 cm─1 has a width of ca. 100 cm─1 for n = 1 and shifts to 1060 cm─1 (narrowing 
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to FWHM ≈ 60 cm─1) by n = 4. The CLIO bandwidth is typically ~ 25 cm─1.49,176,179 The larger 

bandwidth observed here is due to overlapping bands and isotopic effects.  Overlapping bands in 

this region are group stretching of the bonds between carbon and equatorial fluorine atoms (C-Feq) 

in 1 and the three breathing modes of [B12H12]
2─ which compose the T1u mode in the bare cage. In 

[1•B12H12]
2─ the fundamental transitions of the C-Feq modes are calculated to form a band at 

1035 cm─1 (see Figure 5.23, n = 1, blue trace). In free 1 (i.e. not complexed to [B12H12]
2─ or another 

1) the C-Feq band is calculated to occur at 1070 cm─1; complexation of [B12H12]
2─ red shifts the 

frequency of this transition by 35 cm─1. Every 1 molecule added to [1n•B12H12]
2─ increases the 

frequency of the C-Feq stretching modes by 3 – 5 cm─1 (see Table 5.10) blue shifting the frequency 

towards that in free 1. This indicates a reduction of the interactions between 1 and [B12H12]
2─, a 

pattern that is observed for most of the vibrational bands (see Table 5.10). The three breathing 

modes in the bare dianion are calculated to have a degenerate fundamental transition at 1066 cm─1. 

Complexation of 1 to [B12H12]
2─ blue shifts the wavenumber of the fundamental transition from 

1066 cm─1 to 1073 cm─1 and slightly (< 5 cm─1) lifts the degeneracy. Each additional 1 causes a 

further blue shift of the fundamental band by 3 – 6 cm─1. At 1160 cm─1 a transition associated with 

stretching of the C-Faxial bonds of 1 is observed. This transition behaves in the same manner as the 

C-Feq transition with respect to its wavenumber in free 1 and how the wavenumber changes with 

the number of 1 molecules bound to the cage. The highest wavenumber band observed in the 

probed region, centered at 1390 cm─1, is assigned to group wagging of the hydrogen atoms on 1. 

The wavenumber equatorial hydrogen wag adheres to the same pattern as the C-Feq and C-Fax 

stretches. The wavenumber of the axial hydrogen wag fundamental transition is blue shifted from 

its value in free 1, 1397 cm─1, to 1428 cm─1 in [1•B12H12]
2─. The wavenumber of this transition 

decreases, heading toward the value in free 1, as the number of 1s around [B12H12]
2─ increases. 



152 

 

This vibration is dampened due to the engagement of the axial hydrogen atoms by the hydrogen 

atoms of the [B12H12]
2─ cage and this engagement lessens as more 1 surround the cage. These 

observations of the change in computed wavenumber with n lead to the expectation that the 

magnitude of bonding interactions between 1 and [B12H12]
2─ in [1n•B12H12]

2─ should similarly 

decrease with increasing n.  

Table 5.10 DFT predicted frequencies for vibrational normal modes in [1n•B12H12]
2─ 

n = 1 – 4, [B12H12]
2─, and 1. Calculations were done at the B3LYP/6-311++G(d,p) 

level of theory and all values are in units of cm─1. 

 

An explanation for the behaviour of the [B12H12]
2─ T1u components in [1n•B12H12]

2─ 

n = 0 – 4 comes from consideration of the dependence of vibrational spacings in the Morse 

potential on the energy at a displacement of the normal mode coordinate, q. In Figure 5.25, a red 

Morse potential represents the T1u normal mode of bare [B12H12]
2─. When 1 is bound to the cage 

the energy of the Morse potential is increased at coordinates larger than equilibrium due to a 

repulsive energy term. The repulsive energy is caused by the nuclei of the cage-bound hydrogen 

atoms translating well within the van der Waals radii of the 1-bound hydrogen atoms. As a result, 

the red Morse potential narrows to become the blue Morse potential. A narrower potential 

possesses relatively higher energy vibrational states and increased spacing between them, see 

Figure 5.25. The change in the potential as n increases is observed as blue shifts of the calculated 

fundamental transition in each cluster. 
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Figure 5.25 Simplification of the T1u normal mode component in [1n•B12H12]
2─ n = 0 

(red) and an analogous mode in n = 2 (blue) to a Morse potential where q is the normal 

mode coordinate and the energy is in arbitrary units. The structures are shown at their 

maximum displacement along the normal mode coordinate, indicated by arrows. 

Photoelectron (PE) spectroscopy of [1n•B12F12]
2─ n = 0 – 4 and [1n•B12H12]

2─ n = 0 – 5 was 

conducted in collaboration with Jonas Warneke at Pacific Northwest National Laboratories. Figure 

5.26 presents the PE spectra of the fluorinated and hydrogenated boron cage complexes as black 

traces and the computed density of electronic states as red traces. Single point energy calculations 

were conducted on the [1n•B12X12]
─ anion using the global minimum geometry of the dianion. The 

energy of each anion MO is relative to the HOMO of the dianion and are shifted by the difference 

in the total electronic energy between the anion and the dianion. The intensities are generated by 

convolution of Gaussian distributions (width of 0.25 eV) centered on the relative energies of the 

anion MOs. The onset of a feature in the PE spectra indicates the lowest energy ionization 

threshold and they are consistently predicted by our simulations. Only one broad feature appeared 

in the PE spectra of the fluorinated clusters while two features were present in the hydrogenated 

spectra. The ionization threshold increases consistently by ~ 0.7 – 0.8 eV with each additional 1 

molecule until n = 4 where the increase in ionization threshold is reduced to ~ 0.5 eV. This change 

in ionization behaviour suggests that the fourth moiety of 1 binds in a different environment than 

that the first three molecules for both the fluorinated cage and hydrogenated cage clusters. A 
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different environment maybe provided by a new solvation shell beginning at n = 4. The simulations 

in no way account for transition probabilities (i.e., vibrational wave function overlap) and therefore 

the number of features is overestimated as some transitions from the dianion HOMO to a particular 

anion MO will have a transition probability of zero. Work on more intensive methods for 

predicting PES is underway in the Hopkins group such as; reoptimizing the geometry at the ─1 

charge, use of time-dependent DFT, and calculation of the Franck-Condon factors which should 

govern the transition intensity. 

 

Figure 5.26. Photoelectron spectra of (left) [1n•B12F12]
2─ n = 0 – 4 and (right) 

[1n•B12H12]
2─ n = 0 – 5. Computational data (red) are predicted vertical detachment 

energies from the HOMO of the global minimum dianion to the MOs of the 

geometrically identical monoanion. 
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The study of [1n•B12F12]
2─ (n = 1 – 3) Lecours et al. provided a starting point for the search 

of the global minimum geometries of [1n•B12H12]
2─ (n = 1 – 5); [B12H12]

2─ moieties were swapped 

with the fluorine cages and optimization with frequency calculations were conducted using the 

latest revision of Gaussian 09, Rev. E. For comparison purposes, the fluorine cage clusters also 

required optimization using this latest revision. The energetic ordering of the isomers was 

consistent between the [1n•B12H12]
2─ and [1n•B12F12]

2─ n = 1 – 3 studies; the geometric structures 

of these species are provided in Figure 5.24, Figure 5.27, and Figure 5.28, respectively. The global 

minimum linear structure of [12•B12H12]
2─ was favoured over the bent structure with a difference 

in Gibbs’ energy of 2.2 kJ mol─1 at 298 K (see Figure 5.27). As was the case in the fluorinated 

cage clusters, the second molecule of 1 prefers to bind three trigonal facial sites away from the 

first molecule of 1 in [12•B12H12]
2─. The higher energy “bent” isomer is generated when the 1 

moieties are closer together by only one trigonal facial site. The third molecule of 1 may only bind 

to the bent geometry which will have a Boltzmann population of 0.41. Binding to the linear 

geometry is not possible because no trigonal facial site exists with all three cage-hydrogen atoms 

free from binding with the preexisting 1 moieties. A third isomer, also of “linear” orientation but 

in this case consisting of stacked 1 moieties bound to the [B12H12]
2─ dianion, is calculated to lie 

∆G° = 31.8 kJ mol─1 above the global minimum (see Figure 5.27). 
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Figure 5.27 Isomers of [12•B12H12]
2─ optimized at B3LYP/6-311++G(d,p). 

Figure 5.28 presents the geometries and relative free energies for clusters of [13•B12H12]
2─. 

The trigonal planar global minimum was found to be nearly isoenergetic with the trigonal 

pyramidal isomer (+0.2 kJ/mol) for the fluorine cage analog this difference was found to be 

1.4 kJ/mol.7 Assuming sequential binding of 1, the route to [14•B12H12]
2─ requires the higher 

energy bent isomer of [12•B12H12]
2─ and the higher energy trigonal planar isomer of [13•B12H12]

2─ 

(i.e., the structures with open binding sites) to have appreciable populations. Given that these 

isomers, which exist above their respective global minimum isomer, are more accessible for 

[1n•B12H12]
2─ (n = 2 and 3 have Boltzmann populations of 0.41 and 0.92, respectively) than 

[1n•B12F12]
2─ (n = 2 and 3 have Boltzmann populations of 0.22 and 0.57, respectively), production 

of [14•B12H12]
2─ is conceivable. Stacked isomers for [13•B12H12]

2─ are considerably higher in 

energy. Note that the calculated vibrational spectrum of the trigonal pyramid n = 3 isomer was 

essentially indistinguishable from that of the trigonal planar isomer (shown in Figure 5.23). 
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Figure 5.28 Isomers of [13•B12H12]
2─ optimized at B3LYP/6-311++G(d,p). Frequency 

calculations determined the linear stack isomer to be a transition state. 

The geometries and relative free energies for isomers of [14•B12H12]
2─ are shown in Figure 

5.29. The global minimum geometry consists of a tetrahedral arrangement of the four 1 moieties 

around the [B12H12]
2─ dianion. Binding of 1 to [B12H12]

2─ occurs via the same interlocking pattern 

as observed for the smaller cluster sizes. Stacked isomers of [14•B12H12]
2─ are much closer in 

energy to the global minimum than for the smaller cluster sizes. Based on calculated Gibbs’ 

energies (and assuming a Boltzmann population distribution), the tetrahedral isomer is expected 

to account for 21 % of the cluster population distribution. Meanwhile the planar stacked isomer of 

[14•B12H12]
2─ should only account for 0.6 %. The reported relative energies from the fluorinated 

study are used to predict a population of the tetrahedral isomer for [14•B12F12]
2─ of ca. 10 %. 
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Figure 5.29 Isomers of [14•B12H12]
2─ optimized at B3LYP/6-311++G(d,p). Frequency 

calculations determined the linear stack isomer to be a transition state. 

Figure 5.30 provides the optimized geometries and relative electronic energies of 

[15•B12H12]
2─. Here we report electronic energies because frequency calculations would not 

converge for this cluster size at the level of theory employed. In particular, the presence of 

imaginary frequencies associated with twisting of the 1 molecules relative to the [B12H12]
2─ cage 

was found to cause problems with identifying stable local minima. 
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Figure 5.30 Isomers of [15•B12H12]
2─ optimized at B3LYP/6-311++G(d,p). Electronic 

energies relative to the tetrahedron stack isomer are reported as frequency calculations 

are still in progress. 
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The dissociation reaction where a single molecule of 1 is lost from [1n•B12H12]
2─ to form 

[1n-1•B12H12]
2─ provides insight into the stability of the [1n•B12H12]

2─ cluster. The calculated 

energies of these reactions are provided in Table 5.11. In the analogous fluorinated cage study, 1 

binds to B12F12
2─ with a molecular binding enthalpy of ∆H° = 160.1 kJ/mol. To put this binding 

strength in context, the enthalpy of binding of Cl─ to 1 is ∆H° = 156.5 kJ/mol8 and to 

p-cyanophenol is ∆H0 = 148 kJ/mol, which is the largest enthalpy of binding listed on NIST for 

the chlorine anion.44,257,258 The enthalpy of binding of [1•B12H12]
2─ was found to be 

∆H° = 177.1 kJ mol─1. 

Table 5.11 Calculated binding energies for loss of a single 1 from [1n•B12H12]
2─ 

(n = 1 - 5). The B3LYP/6-311++G(d,p) level of theory with empirical dispersion 

corrections has been used. Thermodynamic corrections were computed using 

T = 298 K. 

 

 

Species D0 (kJ/mol) ∆H0 (kJ/mol) ∆G0 (kJ/mol) S0 (J/mol•K)

[1•B12H12]2- 179.4 177.1 128.8 606.3

linear [12•B12H12]2- 158.6 155.7 109.3 868.5

bent [12•B12H12]2- 156.6 153.8 106.7 865.9

stack [12•B12H12]2- 128.3 125.6 75.9 857.1

planar [13•B12H12]2- 138.8 135.3 92.3 1139.6

pyramid [13•B12H12]2- 137.3 133.6 92.1 1144.5

linear stack [13•B12H12]
2- 120.2 119.2 65.7 1106.5

bent stack [13•B12H12]2- 118.9 116.1 66.9 1118.6

tetrahedral [14•B12H12]
2- 119.0 116.0 69.2 1405.2

planar stack [14•B12H12]2- 111.4 108.6 60.2 1394.8

pyramid stack [14•B12H12]2- 110.9 108.4 57.0 1389.8

linear stack [14•B12H12]2- 115.2 112.7 61.3 1352.0

bent stack [14•B12H12]2- 114.5 112.1 60.9 1364.8

tetra stack [15•B12H12]2- 105.5 102.3 56.4 1668.8
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Geometric properties were studied to understand the higher binding energies of 1 to 

[B12H12]
2─ cages compared to [B12F12]

2─ cages. The distances between axial hydrogen atoms of 1 

and the H or F atoms of [B12X12]
2─ (X = H, F) were averaged for each cage-ring interface. At each 

cage-ring interface there exists six B-X•••H-C interaction distances (refer to the binding motif in 

Figure 5.24 D). Average B-H•••H-C and B-F•••H-C distances in [1n•B12H12]
2─ n = 1 – 5 clusters 

and in [1n•B12F12]
2─ n = 1 – 4 clusters, respectively, are tabulated in Table 5.12 and plotted in 

Figure 5.31. Note that the B-H•••H-C in the cluster [15•B12H12]
2─ are calculated in two different 

ways; either (a) including the three 1 moieties which are not impacted by the second solvation 

shell (excluding two 1 moieties) or (b) excluding only the moiety of 1 in the secondary solvation 

shell (i.e., the exterior moiety participating in the stacking interaction). These two calculations 

highlight the reduced distance at the cage-ring interface of the stacked species; this is a result of 

the attraction of the moiety of the stacked pair outer 1 to the dianion cage, which nudges the inner 

1 moiety closer to the cage. Overall, the 1 molecules are bound more closely to the [B12H12]
2─ cage 

than they are the [B12F12]
2─ cage by ~ 0.13 Å. This is in general accordance with the smaller van 

der Waals radius of hydrogen (1.20 Å) relative to that of fluorine (1.47 Å). The B-H•••H-C 

distances, which are less than 2.40 Å (i.e., two times the van der Waals radii of hydrogen), 

indicates the possible presence of attractive interactions between the H atoms. We find the average 

B-H•••(H) angle to be 103°. The B-H•••H-C distances increase by 0.02 Å (0.9 %) with each 

additional 1 moiety for n < 5 whereas, the binding energies of 1 to [1n•B12H12]
2─ decrease by 15 – 

25 % with each additional 1 molecule. These results accord with the work on B-H•••H-N 

dihydrogen bonds by Crabtree et al.239 
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Table 5.12 Averaged interaction distances between axial hydrogen atoms of 1 and the 

nearest X = H or X = F atoms in [1n•B12X12]
2─ calculated at the B3LYP/6-311++G(d,p) 

level of theory. The geometry of [15•B12H12]
2─ involves a tetrahedral arrangement of 

four 1s and the fifth 1 is stacked directly in line with another 1. 

a. Includes only the three 1 moieties not impacted by the second solvation shell. 

b. All four 1 molecules in the tetrahedral arrangement are included in the average. 

c. Optimization had not converged. The optimization step with the lowest electronic 

energy was used. 

 
 

 

Figure 5.31 Distances between interacting H•••F or H•••H atoms in complexes of 

[1n•B12X12]
2─ (X = F, H; n = 1-5). Illustration of which 1 moieties are included in the 

average for n = 5a and 5b. 

The relationship between B-H•••H-C distance in [1•B12H12]
2─ and the zero-point corrected 

dissociation energy is plotted in Figure 5.32; a linear fit of the data shows a nearly perfect 

correlation. We begin our study of intermolecular interactions with classical electrostatic 

interactions as they are expected to dominate the binding in these clusters. 
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Figure 5.32 Zero-point corrected electronic energy required to dissociate [1n•B12H12]
2─ 

into 1 and [1n-1•B12H12]
2─ at the average B-H•••H-C distances found in the global 

minimum geometries of [1n•B12H12]
2─ (n = 1 – 4) optimized at B3LYP/6-311++G(d,p) 

(black squares). Empirically fit linear function (red line). 

An estimate of the electrostatic contribution from ion-dipole attraction to the binding 

energy is found using Eq. 5.4.  

 
𝑈𝑖𝑜𝑛−𝑑𝑖𝑝𝑜𝑙𝑒(𝑟) =

1

4𝜋𝜀0

𝑞1𝜇𝑐𝑜𝑠𝜃

𝑟2
 Eq. 5.4 

Where, ε0 = 8.854187817x10─12 C2 J─1 m─1 is vacuum permittivity, q1 = 2e C is the charge of the 

[B12H12]
2─ dianion, µ = 7.3 Debye is the dipole moment, θ is the angle of the dipole moment vector 

relative to axis connecting the centers of mass (equal to zero), e = 1.602176634x10─19 C is the 

absolute value of the charge of an electron, and r is the separation distance of the two species.259 

Eq. 5.4 was utilized in the analogous study of [1n•B12F12]
2─ where D0 = 163.5 kJ mol─1 and an ion-

dipole energy of 134 kJ mol─1, was used to estimate a contribution of 29.5 kJ mol─1 for covalent 

interactions to total binding.7 In comparison, NBO analysis indicated a stabilization energy of 
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30.9 kJ mol─1 for charge-transfer (i.e., incipient covalent interactions). This shows that classical 

ion-dipole electrostatic interactions dominate [1n•B12F12]
2─, but that quantum covalent interactions 

must be considered for an accurate description. Application of the same analysis here, with a center 

of mass separation between [B12H12]
2─ and 1 of 5.09 Å, a charge of −2, and a dipole moment of 

7.3 Debye yields an ion-dipole potential energy of 164.2 kJ mol─1. When subtracted from the 

electronic dissociation energy, D0 = 179.4 kJ mol─1, an estimate is provided for the energy of the 

covalent interactions (i.e., 15.2 kJ mol─1). Figure 5.33 provides the results of computing the 

ion-dipole potential energy at the differing distances between the centers of mass of the dianion 

cage and 1 (averaged when n > 1) for [1n•B12H12]
2─ (n = 1 – 4). Also plotted are the zero-point 

corrected dissociation energies for the corresponding clusters. When these results are compared to 

the dissociation energies it is clear that further analysis of the non-covalent and covalent 

interactions must be conducted. 

 

Figure 5.33 (red) Ion-dipole potential energy function r = 5.08 – 5.19 Å (Eq. 5.4). 

(black) Zero-point corrected dissociation energies for n = 1 – 4 plotted against the 

average distance between the [B12H12]
2─ center of mass and the 1 center of mass in 

[1n•B12H12]
2─ (n = 1 – 4). 
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Natural population analysis was performed to investigate the atomic partial charges of the 

interacting atoms. In their 2017 photoelectron spectroscopy study, Warneke et al. calculated the 

atomic partial charges on [B12X12]
2─ X = F, Cl, Br, I.222 They reported the partial charges on boron 

atoms in [B12F12]
2─ summed to a value of +3.6e and those of the fluorine atoms to ─5.6e. We arrive 

at a similar result for [B12F12]
2─, a positive boron cage (+4.05e) and a negative fluorine shell 

(─6.05e). In contrast, in the results for [B12H12]
2─ we observed a negatively charged boron cage 

(─2.05e) and an essentially neutral shell of hydrogen atoms (+0.05e). These results are visualized 

in electrostatic charge distribution maps in Figure 5.34.  

 

Figure 5.34 Atomic partial charges determined using Natural Population Analysis 

In hydrogen bonding systems, the electron rich species are labelled the hydrogen bond 

acceptor (A) and the electron poor species are labelled the hydrogen bond donor (D). For example, 

in a water dimer the covalently bound O-H participating in the hydrogen bond is referred to as the 

D group while the electron rich oxygen atom of the other H2O molecule is considered the A group. 

Applying these labels to the [1n•B12X12]
2─ X = H, F clusters, the B-X moieties are the A groups 

while the Haxial-C bonds are considered the D groups. Table 5.13 provides the average partial 

charges found on the hydrogen bond participants in [1n•B12X12]
2─ X = H, F clusters. In both 

analogs, the differences in partial charges between the A group X atoms and D group Haxial atoms 
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decrease as n increases. This trend correlates with the trend of B-X•••H-C distances and 

dissociation energies of 1 from [1n•B12X12]
2─ X = H, F as a function of n. When comparing partial 

charges on the A groups, a larger negative partial charge is found on the fluorine atoms than the 

hydrogen atoms, as expected. Comparing the D group partial charges, we find larger positive 

partial charges on the Haxial atoms in complexes with [B12H12]
2─ than in complexes with [B12F12]

2─ 

implying a greater depletion of electron density. This accords with the fact that 1 is closer to the 

dianion cage; the −2 charge has repelled the electron density to a greater extent. 

Table 5.13 Partial charges of H, F atoms in the BX•••HC hydrogen bonds at the 

[1n•B12X12]
2─ (X = H, F) and 1 for n < 5. Values were determined using the Natural 

Population Analysis from the NBO treatment. Acceptor (A) represents the average 

partial charge on the “X” atoms adjacent to a 1 moiety. Donor (D) represents the 

average partial charge on the axial hydrogen atoms of 1 when adjacent to [1n•B12X12]
2─ 

(X = H, F). Re-optimization of [14•B12F12]
2─ is ongoing. 

 

The calculated B-H•••H-C distances (discussed earlier) suggested that incipient chemical 

bonding may be occurring between 1 and [B12X12]
2─ X = H, F. To investigate this possibility, NBO 

analysis was conducted to assess the magnitude of charge-transfer interactions between [B12X12]
2─ 

and 1. Discussion of stabilization energies within NBO analysis is always with respect a lower 

energy, electron rich, donor orbital interacting with a higher energy, electron poor, acceptor orbital. 

In these clusters, donor orbitals were supplied by the [B12X12]
2─ cages and acceptor orbitals were 

supplied by the 1 moieties. The stabilization energies of the [B12X12]
2─ and 1 interactions are 

reported in Table 5.14. To obtain the values given in Table 5.14, a summation of all stabilization 

energies from the [B12X12]
2─ moiety to a specific 1 moiety is computed, then these values are 
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averaged for each molecule of 1 in the complex. Hydrogen bonding is predominantly associated 

with the acceptance of electron density by the σ* orbital of the hydrogen bond donor.260 Here, the 

σ* orbital is associated with the C-Haxial bonds of 1. NBO analysis indicated a larger charge-

transfer stabilization energy in the hydrogen cage clusters than in the fluorine cage clusters, which 

accords with the higher dissociation energies found in the hydrogen cage clusters. This can be 

rationalized based on cluster geometries; shorter interaction distances provide better overlap 

between interacting orbitals. The stabilization energies found were substantially larger than 

expected from the estimate of 15.2 kJ mol─1 for [1•B12H12]
2─ determined by subtracting the ion-

dipole energy from the D0 value. The relationship between stabilization energy and X•••H 

separation in B-X•••H-C (X = H, F) is shown in Figure 5.35. At each [B12X12]
2─/1 interface there 

are three interacting Haxial atoms, each of which accepts the majority of the total donated electron 

density into the σ* orbital of the C-Haxial bond. Other orbitals found to accept electron density 

include hydrogen Rydberg orbitals and C-F σ* orbitals. In the B12H12
2─ clusters, this electron 

density is donated by lone pair orbitals on the boron atoms and B-H bonding orbitals. In the 

B12F12
2─ clusters, this electron density is donated exclusively by lone pair orbitals on the fluorine 

atoms. In Figure 5.35, the sum stabilization energies for interactions wherein a σ* orbital from the 

C-Haxial bond is acting as the acceptor orbital is plotted against the average of the two X•••H 

distances, the stabilization energy correlates strongly with 1/r(X•••H). Crabtree et al. found an 

interaction energy of 25.5 kJ mol─1 per B-H•••H-N dihydrogen bond in the H3BNH3 dimer.239 Here 

we find σ* C-Haxial acceptor interactions of 28.7 kJ mol─1 for each Haxial in [1•B12H12]
2─. 
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Table 5.14 Total stabilization energies for B12X12
2─ donor to 1 acceptor interactions 

averaged across all molecules of 1 in the considered cluster. Also reported is the 

percent of the total stabilization energy where the C-Haxial σ* orbital is the acceptor. 

 

 

Figure 5.35 Variation of stabilization energy for [B12X12]
2─ donor to σ* C-Haxial 

acceptor interactions with the distance between the hydrogen bonding atoms. 
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To further characterize and quantify interactions between [B12H12]
2─ and 1 moieties, the 

quantum theory of atoms in molecules (QTAIM) analysis was conducted.23 Figure 5.36 shows 

bond, ring, and cage critical points, where the gradient of the electron density equals zero, for 

inter-moiety interactions in [1•B12F12]
2─. Six bond critical points (BCP) are associated with the F 

atoms and the Haxial atoms. A ring critical points (RCP) is found on each of the six triangular faces 

of the interface; formed by either two F atoms and one H atom or one F atom and two H atoms. In 

addition to this, one single cage critical point (CCP) is found at the center of the B12F12
2─/1 

interface. Similar critical points were found for all B12X12
2─/1 interfaces in all clusters analyzed. 

 

Figure 5.36 Bond paths (orange lines), bond critical points (orange spheres), ring 

critical points (yellow spheres), and cage critical point (green sphere) found at the site 

of interaction between 1 and [B12F12]
2─ in the [1•B12F12]

2─ cluster. 

Average electron densities and the Laplacian of the electron densities for each critical point 

associated with B12X12
2─/1 interfaces of [1n•B12H12]

2─ (n = 1 – 5) and [1n•B12F12]
2─ (n = 1 – 4) are 

provided in Table 5.15 and Table 5.16, respectively. Kock and Popelier established that the values 

of the BCP electron densities for hydrogen bonds are in the range of 0.021 – 0.002 a.u.26 More 

recently, Kumar et al. determined the electron density for the hydrogen bond in the water dimer to 

be 0.0219 a.u. and the Laplacian to be 0.0396 a.u.24 As shown in Table 5.15 and Table 5.16, similar 
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values are calculated for B12X12
2─/1 interactions, providing further support that dihydrogen bonds 

are a key contributor to the binding of 1 and [B12H12]
2─. Additionally, we also find a positive sign 

for the sum of the Laplacian. The sign for the sum of the Laplacian for a critical point indicates if 

there is a depletion of electron density (i.e., a non-covalent interaction) or a concentration of 

electron density (i.e., a covalent interaction). Comparatively higher electron density is found at the 

fluorinated cage BCPs than at the hydrogenated cage BCPs. This result is unsurprising simply 

because of the existence of lone pair electron density on the fluorine atoms. The magnitude of the 

electron densities and Laplacian values decreases as more moieties of 1 are added to the clusters 

(see Figure 5.37), once again in line with many of the previous physical properties discussed above. 

When the electron density of every BCP is plotted against its corresponding B-X•••H-C distance, 

a linear relationship is observed (see Figure 5.38) again suggesting a non-covalent nature for these 

dihydrogen bonds. 

Table 5.15 Average electron densities and the sum of the Laplacian of the electron 

densities for cage, ring, and bond critical points found at the interface of the B12H12
2─ 

cage and the axial hydrogen atoms of 1. 

a. Excludes both molecules of 1 participating in the stack arrangement 

b. Includes the four 1 molecules directly interacting with the B12H12
2─ cage 

 

n ρ CCP  (a.u.) ρ RCP (a.u.) ρ BCP (a.u.) ∇2
ρ CCP (a.u.) ∇2

ρ RCP (a.u.) ∇2
ρ BCP (a.u.)

1 3.43E-03 7.32E-03 1.06E-02 1.28E-02 2.48E-02 3.02E-02

2 3.32E-03 7.01E-03 1.01E-02 1.24E-02 2.37E-02 2.89E-02

3 3.21E-03 6.70E-03 9.62E-03 1.20E-02 2.26E-02 2.76E-02

4 3.12E-03 6.41E-03 9.15E-03 1.16E-02 2.16E-02 2.63E-02

5
a 3.09E-03 6.32E-03 9.01E-03 1.15E-02 2.13E-02 2.59E-02

5
b 2.89E-03 6.30E-03 9.52E-03 1.15E-02 2.27E-02 2.94E-02
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Table 5.16 Electron densities and the sum of the Laplacian of the electron densities for 

cage, ring, and bond critical points found at the interface of the B12F12
2─ cage and the 

axial hydrogen atoms of 1. 

c. The optimization step with the lowest electronic energy was used. 

 

 

Figure 5.37 Electron density found at the bond critical points located between the 

interacting X = F (blue) or X = H (black) atoms of B12X12
2─ and the axial hydrogen 

atoms of 1 in complexes of [1n•B12X12]
2─ (X = H, F; n = 1 – 5).  

a. Excludes both molecules of 1 participating in the stack arrangement 

b. Includes the four 1 molecules directly interacting with the B12H12
2─ cage 

c. The optimization step with the lowest electronic energy was used. 

n ρ CCP  (a.u.) ρ RCP (a.u.) ρ BCP (a.u.) ∇
2
ρ CCP (a.u.) ∇

2
ρ RCP (a.u.) ∇

2
ρ BCP (a.u.)

1 1.85E-03 5.42E-03 1.16E-02 9.10E-03 2.67E-02 4.24E-02

2 1.82E-03 5.28E-03 1.12E-02 8.94E-03 2.58E-02 4.10E-02

3 1.78E-03 5.09E-03 1.07E-02 8.69E-03 2.47E-02 3.92E-02

4
c 1.80E-03 4.94E-03 1.03E-02 8.53E-03 2.38E-02 3.77E-02
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Figure 5.38 Electron density at the bond critical points between the axial hydrogen 

atoms of 1 and X = F, H atoms of B12X12
2─. 

5.6.2 Conclusions 

A combined theoretical and spectroscopic approach has been used to investigate the intermolecular 

interactions in clusters of [1n•B12H12]
2─ (n = 1 – 5). IRMPD spectra have been collected for 

[1n•B12H12]
2─ (n = 1 – 4), a species with the corresponding m/z ratio for [15•B12H12]

2─ could not 

be isolated using the QIT at the CLIO facility. DFT calculations were conducted on various 

isomers of [1n•B12H12]
2─ (n = 1 – 5) and comparison of the predicted IR spectra to the experimental 

spectra identified the DFT global minimum isomers as the most abundant species in the ensemble. 

The calculated frequencies of the fundamental transitions for each vibrational normal mode of 

vibration were used to assign the IRMPD spectra in the region of 800 – 1500 cm─1. Analysis of 

the dependence of calculated transition frequencies on the number of 1 moieties in the cluster 

revealed that the B12H12
2─/1 interactions were diminishing with each additional 1. This analysis 
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also indicated the engagement of the axial hydrogen atoms of 1 by the hydrogen atoms of B12H12
2─, 

likely via the formation of dihydrogen bonds. 

 Kinetic trapping of the first solvation shell at n = 3 has been proposed in the case of 

[1n•B12F12]
2─ clusters. 7 At the CLIO facility, formation of n ≥ 4 was not observed in these 

fluorinated cage clusters and DFT calculations found that sequential addition of 1 to produce 

[14•B12F12]
2─ clusters must utilize higher energy isomers at the n = 2 and 3 cluster sizes. 

Additionally, the binding energy of 1 to [13•B12F12]
2─ was calculated to be relatively weak with 

∆G° = 38.6 kJ mol─1. Here, in our study of analogous hydrogenated clusters, formation of 

[14•B12H12]
2─ was observed. However, the cluster spontaneously fragmented (i.e., non-resonantly) 

during IRMPD experiments indicating a weak binding energy of 1 to [13•B12H12]
2─ which was 

calculated to be ∆G° = 69.2 kJ mol─1. The production of [14•B12H12]
2─ was possible because the 

isomers required to sequentially form the n = 4 cluster were closer in energy to their respective 

global minimum isomers. A complete solvation shell of 1 around B12X12
2─ is preferred, kinetically, 

to complete at n = 3 but is geometrically capable of expanding to n = 4. The results of the PE 

spectroscopy experiments yielded further support of a complete solvation shell at n = 3. 

 NBO and QTAIM analyses have quantified MO stabilization energies, atomic partial 

charges, and electron densities. The stabilization energies of MO interactions, in which B12X12
2─ 

donates electron density and 1 accepts electron density, were found to be significantly larger in 

[1n•B12H12]
2─ compared to [1n•B12F12]

2─ which is primarily a result of the shorter X•••H distances 

in the hydrogenated clusters. In the hydrogenated clusters it was found that dihydrogen bonding 

accounted for 76 % of the total stabilization energy. Natural population analysis produced atomic 

partial charges of the interacting atoms at the B12X12
2─/1 interface. The difference between the 

charges of the interacting atoms was far greater when X = F and this difference decreases with 
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additional moieties of 1. The electrostatic attraction of these atoms appears to play a minor role 

given that 1 binds with greater strength to B12H12
2─ (∆G° = 128.8 kJ mol─1) than B12F12

2─ 

(∆G° = 84.6 kJ mol─1). Electron density at the BCPs in the fluorinated clusters was larger than that 

in the hydrogenated clusters due to the increased lone pair electron density associated with the 

fluorine atoms. The quantity of the electron density within the dihydrogen bonds of the 

hydrogenated clusters is on the order a typical hydrogen bond. When one considers that each 

hydrogen atom at the B12H12
2─/1 interface is involved in two dihydrogen bonds, the amount of 

electron density split between those two bonds is on the order of the electron density found in the 

hydrogen bond of the water dimer.  
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6 Conclusions 

In this thesis, the intermolecular interactions which exist between moieties within a cluster system 

were studied using a combination of experimental and theoretical techniques. In general, the best 

theoretical model (i.e., choice of functional and basis set within DFT) has chosen based on 

literature pertaining to similar species. The validity of the model is assessed by comparisons of a 

predicted property to the experimental observations of that property. With successful experimental 

validation of a given computational approach, additional physico-chemical properties predicted by 

the theoretical model can be further analyzed to provide a deeper understanding of the observed 

physical behaviour of the cluster system under investigation and guide future experimental work. 

 A pure computational study of competing nitrous oxide decomposition and desorption 

reactions on RhnS
+ n = 2 – 9 was conducted. A custom written basin hopping algorithm generated 

potential energy surface minima candidate structures of three stationary points on the 

decomposition reaction profile. Optimization with DFT was perform to identify the global 

minimum geometry and multiplicity of each stationary point at each cluster size. A transition state 

structure was optimized for each cluster size to obtain the kinetic barriers to N2O decomposition. 

Comparisons have been made with the analogous pure rhodium system to understand the role of 

the sulphur atom in the cluster size regime given its reputation as a catalytic poison in the bulk 

phase. Analysis of the global minimum geometric properties of RhnS
+•N2O, RhnSO+•N2, and 

RhnS
+•O revealed the binding preferences of the moieties to the metal cluster core. Multiplicity 

studies revealed that these clusters have an appreciable density of electronic states that are 

thermally accessible at room temperature. Electronic reaction barriers were computed and did not 

show any preference for N2O decomposition versus desorption in the presence of sulphur, but 

when taking considering the Gibbs energy of the clusters we found that desorption was preferred 
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in all cases. It is also worth noting that different reaction minima along the decomposition profile 

possessed different multiplicities, indicating that these reactions likely proceed through crossings 

of the electronic surfaces. An inconsistency between the computed stability of the RhnS
+•N2O 

clusters relative to the analogous bare rhodium clusters was observed. The bonds between the 

RhnS
+ (n = 1 – 9) cluster cores and N2O were found to be short relative to the bare cluster 

analogues,3,38 and NBO analysis identified greater stabilization energies and a greater degree of 

charge transfer in the sulphur-containing species, all pointing to a greater stability of the Sulphur-

doped analogs. In contrast, larger N2O binding energies and larger HOMO-LUMO gaps, two 

traditional metrics for cluster stability, were calculated for the Rhn
+•N2O species.76,126 

 Harmonic vibrational frequency calculations facilitated prediction of vibrational spectra 

and thermal corrections for the stationary points along reaction pathways. The predicted 

vibrational spectra are available to guide future experimental studies (e.g., IRMPD or velocity map 

imaging). They show blue shifting of the N-N and N-O stretches and red shifting in the bending 

modes of N2O on RhnS
+ relative to the calculated frequencies of these modes in free N2O. The N2 

stretching frequency in RhnSO+•N2 was calculated to be red shifted relative to free N2. Inclusion 

of thermal energy corrections results in a lower RhnS
+•N2O desorption threshold than the 

decomposition reaction barrier for every cluster size studied. Thus, at room temperature, DFT 

predicts nitrous oxide desorption as the preferred pathway showing qualitative agreement with the 

known bulk phase property of Sulphur to poison catalytic processes. 

 The challenges presented by the rhodium clusters are in part due to the large density of 

electronic states. Current theoretical approaches, such as multireference techniques, for treatment 

of excited electronic states are too computationally expensive to treat such systems. This has 

directed our studies toward the less electronically, but more geometrically complicated 



177 

 

organometallic palladium complexes. These species can be thought of as covalent clusters owing 

to the strength of chelation between the organic ligands and the Pd centre. We utilized the CLIO 

FEL facility to collect IRMPD spectra of five different palladium complexes, which were selected 

to study the impact of electronic and geometric structure on IVR. Basin hopping was once again 

employed to generate global minimum candidates that were subsequently treated with DFT. 

Calculated vibrational spectra of the global minimum isomers were in excellent agreement with 

the experimental IRMPD spectra. Absorption of multiple IR photons lead to the loss of solvent 

molecule messenger tags and the formation of products associated with ligand scrambling 

reactions. Products of the solvent tag loss were observed at every absorbing wavelength. Products 

of higher energy ligand scrambling thresholds were only observed for absorptions resonant with 

phenyl ring vibrations in the PPh3 or P(furyl)3 ligands. This mode-selective behaviour is a result 

of inefficient coupling of the ligand vibrational mode to the bath states. Incomplete intermolecular 

vibrational energy redistribution (IVR) leads to localized overheating of the PPh3 (or P(furyl)3) 

ligands, raising the internal energy of the molecule in a specific region of phase space so as to 

access the higher energy ligand scrambling thresholds on that part of the potential energy surface.  

Like the triphenylphosphine species, complexes with P(furyl)3 ligands showed mode selectivity at 

frequencies which correspond to the phosphorus-containing ligand vibrational transitions. 

However, the IRMPD induced fragmentation of the complex with AsPh3 ligands did not show 

mode-selective behavior, indicating that the P–Pd acted as a bottleneck for energy flow leading to 

incomplete energy redistribution via IVR. When considering vibrational levels that are 

combinations of low frequency palladium-ligand vibrations and ligand vibrations, a greater density 

of vibrational states is calculated for the arsenic-containing compounds. This analysis indicates 
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that IVR is hindered for the phosphorus-containing species due to a lack of doorway states in 

fortuitous energy windows that correspond with the ligand v = 1 levels. 

 Finally, to study a limiting case of intermolecular interactions, we chose to investigate 

weakly coordinating the dodecaborate derivatives, B12X12
2─ X = H, F, Cl. These species were 

complexed with a series of cationic transition metals, a protonated amine, and the very polar 

hexafluorocyclohexane species, C6H6F6. B12F12
2─ and B12H12

2– have been identified as superweak 

anions in solution, a property that arises due to their relatively large size and the fact that the 

electron density associated with their frontier molecular orbitals is contained in the cage center, 

thereby making it unavailable for localized interactions with chelating species. Understanding the 

forces between B12X12
2─ cages and cationic and neutral species will provide insights for tailoring 

applications such as the utilization of these systems in reactive cation delivery.216,223–228  

  In initial studies of complexation between B12F12
2─ and a single transition metal cation, 

twelve different transition metals were considered. These clusters were produced by electrospray 

ionization and the isolable species were probed using IRMPD at the CLIO facility. Interestingly, 

clusters containing the heaviest of the transition metals could not be isolated in the ion trap, and 

non-complexed metal cations were not observed in positive mode. Even more peculiar was the 

observation of BnFm
─ fragments from B12F12

2─, which is known for being a very stable species 

(refer to Section 5.1.1). DFT calculations showed charge transfer occurring from the cage to the 

transition metal atoms. The observed charge transfer was due to the imbalance between the 

ionization energy of the neutral metal atom and the comparatively low electron affinity of B12F12
─.  

In the cases of the heavier transition metals, charge transfer was so significant that it resulted in 

production of neutral metal atoms (which cannot be observed by mass spectrometric techniques) 

and the B12F12
─ monoanion, a species which is unstable and loses units of BF and BF3. The lighter 



179 

 

transition metals, which were calculated to have lesser degrees of charge transfer with B12F12
2─, 

could be studied using IRMPD. These systems, which exhibit charge-separation in the ground 

vibronic state, were found to undergo dissociative charge transfer during IRMPD. Calculation 

show that the charge-transfer dissociative threshold is favoured by 630 kJ mol─1 over the impulsive 

ionic separation threshold. The highest dissociative charge transfer threshold was calculated to be 

∆G° = 160 kJ mol─1 for the [Cu(I)•B12F12]
─ cluster. This work shows that the TM•B12F12

2─ clusters 

are too reactive for gas phase delivery of transition metals – the TM = Cu(I), Ag(I), and Zn(II) 

were the only species to not exhibit cage fragmentation. Thus, solvent effects are expected to play 

a significant role in stabilizing these species and giving rise to the superweak anion behavior in 

solution.  

With regard to spectroscopic characterization, complexes containing one and two B12F12
2– 

moieties were studied. The IR spectra of the single-cage species showed only one wide band 

corresponding to the degenerate T1u breathing mode of the uncomplexed B12F12
2─ cage. The 

relatively large bandwidth observed was due to isotope effects associated with the 4:1 ratio of 

11B:10B. One additional peak appeared in the double-cage spectra, which corresponded to 

symmetric stretching of the cluster (similar to the symmetric stretch of CO2). In general, the 

optimized structures of the double cage species showed the metal atom positioned between the two 

cages and engaged by six fluorine atoms (three from each cage) in an octahedral binding motif. In 

the Pd (II) double cage cluster, the metal atom was engaged by four fluorine atoms (two from each 

cage) in a square planar arrangement, as is typical of palladium complexes.  Similar observations 

were made for the analogous B12H12
2─–containing species.36 

 The unexpected reactivities of the transition metal B12F12
2– clusters motivated further 

exploration of B12X12
2─ intermolecular interactions. To investigate interactions with closed-shell 
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organic molecules, we introduced triethylammonium (TEA), an organic molecule that contains an 

ideal hydrogen bond donor (N-H+ group). Clusters of [TEA•B12X12]
─ X = F, Cl were studied using 

IRMPD and DFT calculations. The global minimum structure exhibits a geometry wherein the 

charge-carrying proton points towards the center of a triangular face of the dianion cage. 

Fragmentation of the [TEA•B12X12]
─ X = F, Cl clusters occurred by two pathways: (1) dissociative 

charge transfer to produce neutral TEA, B12X12
─, and BnFm

─ species consistent with the loss of 

BX/BX3 units from B12X12
─ And (2) proton transfer to produce neutral triethylammonia and 

B12X12H
─. The B12X11

─ fragment was also observed, presumably by loss of HX from B12X12H
─, 

as was a large variety of BnFm
─ species consistent with the loss of BX/BX3 units from B12X11

─. 

DFT calculations indicate that the proton transfer reaction has the lowest thermodynamic barrier, 

followed by dissociative charge transfer; well above both of those thresholds is the threshold 

corresponding to separation of the ions. Ion separation is also ruled out by experiment because no 

B12X12
2─ was observed. 

To evaluate MO interactions between TEA and B12X12
2─, NBO analysis was conducted. 

The primary interaction between TEA and the B12X12
2─ X = F, Cl species is a hydrogen bond 

involving the charge-carrying proton. Geometric parameters and analysis of the electron density 

topology by QTAIM both indicate that the B-X•••H-N interactions are hydrogen bonding in nature. 

The stabilization energy of the hydrogen bond is estimated to be 42.4 kJ mol─1 in the fluorinated 

cage cluster and 63.7 kJ mol─1 in the chlorinated cage cluster. The combination of the hydrogen 

bond stabilization energy and the electrostatic interaction between the two moieties 

(~ 547.4 kJ mol–1 and ~ 476.7 kJ mol–1; calculated using Coulomb’s law for [TEA•B12X12]
─ 

X = F, Cl, respectively) accounts for 99% of the dissociation energy as determined via DFT 
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calculations. This shows that electrostatic interactions dominate the binding between B12X12
2─ 

X = F, Cl and organic ligands in the gas phase. 

Finally, intermolecular interactions between B12X12
2─ X = F, H and neutral all-cis 

1,2,3,4,5,6-hexafluorocyclohexane, 1, were studied. IRMPD spectra that were collected for 

[1n•B12H12]
2─ n = 1 – 4 in the 800 – 1500 cm─1 region were in excellent agreement with those 

calculated for the global minima with DFT. As the clusters grow, the interaction distances between 

1 and B12H12
2─ increase. Associated with the larger separations are lower electron densities at the 

critical points, lower stabilization energies for the complex, and lower dissociation energies. These 

analyses also identified six dihydrogen bonds B-H•••H-C interactions at each B12H12
2─/1 interface. 

To further study this phenomenon, photoelectron spectra were collected for [1n•B12X12]
2─ 

X = F, H; n = 1 – 5. The first photoelectron band in each spectrum is reasonably predicted by the 

calculated vertical electron detachment energy. Both the experimental photoelectron spectra and 

IRMPD spectra indicate that a change in the binding of 1 occurs at n = 4 for [1n•B12X12]
2─ X = F, 

H.7 DFT results indicate that this change is associated with kinetic trapping of three 1 moieties in 

a planar geometry around B12X12
2─ X = F, H; higher energy isomers of n = 2 and n = 3 are 

necessary for the sequential addition of 1 to produce the global minimum geometry of the n = 4 

cluster. In both the fluorinated and hydrogenated clusters, hydrogen bonding was found to make 

significant contributions to the overall stabilization energy. However, in the case of the B12H12
2– 

derivative, the use of a simple electrostatic model for ion-dipole interactions in combination with 

NBO stabilization energies fails to predict the dissociation energy as accurately as was possible 

for the TEA complexes. Moreover, the calculated dissociation energies for these species are large 

in comparison with other ion-organic molecule complexes.8,257,258 Thus, future work is still 

required to elucidate the complex interactions of the B12X12
2─ systems. 
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Many future directions exist for the investigations discussed herein. Chapter 3 concluded 

with noting inconsistencies among relative cluster stabilities. Treatment of these species with more 

recently developed methods (i.e., functional/basis set) and multireference theories which more 

rigorously treat electronic structure may help resolve some inconsistencies. Electronic structure 

may also be investigated experimentally using a velocity map imaging spectrometer which is 

currently under development in the Hopkins Lab. In Chapter 4 it was understood that replacement 

of a phosphorous atom for an arsenic atom removed the observed mode selectivity. Further studies 

may vary the identity of this atom to perhaps gain a better understanding of the IVR process and 

why in some instances this process is inefficient. Our gas phase studies in Chapter 5 identified 

[B12X12]
2− as non-viable for delivery of cationic transition metals or protonated TEA. 

Computational work using solvation models, the polarizable continuum model for example, could 

be applied to probe how the energetics of the various dissociation thresholds are affected. 

Taken as a whole, this thesis provides a detailed investigation of intermolecular interactions 

between moieties that exhibit complex electronic and/or geometric structures. The interactions 

studied range from essentially covalent through to essentially ionic in nature, and we very clearly 

see how the interplay between electronic and geometric structure gives rise to interesting, and 

oftentimes unexpected, behavior such as mode-selectivity, catalyst poisoning, and dihydrogen 

bonding. While non-covalent interactions have for many years been implicated in determining the 

physicochemical properties of systems such as biological macromolecules and catalysts,2,9–12 a 

deep understanding of the physics underpinning these phenomena is still being developed. With 

the research described herein, we hope to have provided a little more clarity and direction for this 

fascinating subject. 
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