
Field-Sweep Control in Magnetic

Resonance and k-space Analysis

by
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Abstract

In a general magnetic resonance experiment, resonant radiofrequency or microwave

fields are applied to an ensemble of electron or nuclear spins to determine their magnetic

interactions with their local environment. These interactions cause a wide range of fre-

quencies to be present in the excitation response of the spin system. Characterizing the

frequency spectrum of the response reveals detailed information about the physical and

magnetic structure of the spin sample, allowing a diverse range of applications, including

chemical process monitoring, molecular structure determination, imaging, and quantum

information processing.

In most applications, a broadband resonator is used to excite and detect the spin

response to reconstruct the spectrum in an unbiased way. Recently, however, there has

been an increased interest in enhancing detection sensitivity by using narrowband (high Q)

resonators. Many samples of interest have a spectral breath that exceeds the bandwidth of

high Q resonators, making efficient excitation and detection of the spectrum challenging. In

this thesis we propose the addition of a z-control field to perform a single-shot measurement

of broad spectra. With a thorough numerical and experimental analysis, we show how

sweeping the z-control during both a Hahn echo sequence and the detection of the resulting

echo, allows accurate and efficient spectral reconstruction even in the presence of bandwidth

limitations.

Moreover, the k-space formalism widely used in NMR and MRI is extended to describe

the evolution of magnetization under the effects of any type of inhomogeneous broaden-

ing. In particular, a set of coupled recursive equations characterizing the action of soft

multipulse sequences on the evolution of the magnetization is derived. We relate it to the

k-space grating or reciprocal picture, and perform an order analysis of the paths. By then

taking the limit of pulse length to zero, non-linear response theory is retrieved.
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Chapter 1

Introduction

1.1 Introduction and thesis outline

Since the first measurement of a magnetic resonance signal in 1938 [1], magnetic resonance

has become a widely used tool in many scientific disciplines such as chemistry, biology,

material science, medicine, and quantum information.

All these fields, at some point, study a group of nearly-identical spins whose precession

frequencies vary across the quantum ensemble. Such a dependence, typically manifested

through a broadening of the spectra of the sample, commonly arises due to inhomogeneities

in the strong magnetic field, externally applied field gradients, and/or differences in the

chemical or electronic environment [2].

In quantum information processing, these variations are usually a nuisance and hence,

we seek to design robust control sequences [3–5]. However, in other disciplines such as

chemistry, material science or medicine, they can constitute an asset. For instance, inho-

mogeneous effects intrinsic to different materials can provide valuable structural and chem-

ical information of a sample when performing spectroscopy [6]. Another example would

be the introduction of artificial field gradients in Magnetic Resonance Imaging (MRI), to

label different parts of the sample with different precession frequencies for the purposes of

spatially-selective imaging [7].

In this thesis, we will focus on the control, detection and analysis of these types of en-

sembles, whose spins precess at a frequency δω with an associated probability distribution.

Chapter 2 highlights the difficulties of controlling and detecting a broad spectra with a

bandwidth-limited device, such as a superconducting high-Q resonator [8]. The use of this

type of resonators in pulsed ESR pushes the limits of sensitivity [9], allowing for detection
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of progressively smaller samples, while presenting several challenges. The main obstacle

tackled in this work is the bandwidth limitation of the control and detection device, which

arises from its high quality factor [10, 11]. The addition of a control field perpendicular

to the standard x− y controls allow us to overcome this particular obstacle. In this same

chapter, we present and discuss the pulse sequence we employ, as well as simulations and

experiments supporting our argument.

In Chapter 3, we introduce the k-space formalism, mainly used in Nuclear Magnetic

Resonance (NMR) and MRI to describe the evolution of spatially dependent magnetization

in a variety of experiments. This analytical and visual description has been mostly studied

for gradient fields and hard RF pulses. We make use of key tools and formulae, such as the

Fourier basis decomposition of the magnetization and the k-space grating introduced by

Mansfield, Hennig and others [12–14], to expand on the existing theory. We first add a z-

control field into the analysis, so we can use this formalism to describe the case presented

in Chapter 2. We then derive a set of coupled recursive equations characterizing the

evolution of magnetization under the action of soft multipulse sequences. By taking the

limit of the pulse length approaching zero and performing an order analysis of the paths in

the reciprocal space, we retrieve non-linear response theory (Volterra series) for continuous

and arbitrarily shaped pulses [15–17].

1.2 Mathematical Treatment of an Ensemble

Typically, magnetic resonance spectroscopy is an expectation value measurement of an

ensemble of systems with quantized spin angular momentum. Examples of such systems

are electron spins or the nuclei of atoms, with their resonance frequencies typically falling

in the microwave and radio frequency regions, respectively. In many instances, such as in

liquid-state NMR or dilute solid-state samples, these systems or molecules are taken to be

non-interacting.

Thus, it is sufficiently accurate to assume we work with an ensemble ofN non-interacting

spins, with a Hamiltonian describing its dynamics written as

HT (t) =
N∑
k=1

1⊗(k−1) ⊗Hk(t)⊗ 1⊗(N−k) =
N⊕
k=1

Hk(t), (1.1)

where Hk(t) represents the Hamiltonian for the kth spin and the symbol ⊕ denotes the

Kronecker sum.
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The state of the system is characterized by a density operator ρ(t), which at time t = 0

is assumed to have thermalized to an initial state

ρT (0) = ρ⊗N0 . (1.2)

Time evolution of the density operator, assuming no interaction with the environment,

obeys the Liouville-Von Neuman equation of motion

ρ̇T (t) = −i[HT (t), ρT (t)], (1.3)

whose formal solution is written as

ρT (t) = UT (t)ρT (0)U †T (t), (1.4)

where

UT (t) ≡ T
{
e−i

∫ t
0 HT (τ)dτ

}
. (1.5)

The symbol T denotes the time-ordered product of operators, an operation which we

define in the appendix section A.1 and accounts for the non-commutativity of the time-

dependent Hamiltonian at different times. Note that h̄ has been set to one all through this

thesis.

As shown in the appendix section A.2, the total evolution of the system can be factorized

into the tensor product of the individual spin evolutions. Namely,

UT (t) =
N⊗
k=1

Uk(t), (1.6)

where Uk(t) ≡ T
{
e−i

∫ t
0 Hk(τ)dτ

}
is the time-evolution operator for the kth particle. It

follows that the total state of the system can also be decomposed into the individual state

ρk(t) of each particle k,

ρT (t) =
N⊗
k=1

ρk(t). (1.7)

The traditional magnetic resonance observables SX , SY and SZ for the whole non-

interacting ensemble are also defined with respect to the individual spin operators as,

Si =
N∑
k=1

1⊗(k−1) ⊗ Ski ⊗ 1⊗(N−k) =
N⊕
k=1

Si, where i = X, Y, or Z. (1.8)

It follows that the total magnetic resonance signal is the sum of the individual signals

induced by each spin in the sample,

〈Si〉(t) =
N∑
k=1

tr
[
ρk(t)Si

]
=

N∑
k=1

〈Si〉k(t). (1.9)

The step-by-step derivation is also included in the appendix section A.2.
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1.2.1 Distributions of Hamiltonian Parameters

So far, every spin in the ensemble has been labelled with an index k, highlighting that

particles in the sample are distinguishable.

Indeed, it is common in magnetic resonance for phenomena such as inhomogeneities

in the strong magnetic field, differences in the chemical or electronic environment, and/or

artificially applied gradients to cause parameters in the internal Hamiltonian to vary over

the ensemble, thus effectively labeling each spin in frequency,

Hk(t) = Hintk +Hcontr(t). (1.10)

The variation of the parameters of the internal Hamiltonian over the sample is, in

most cases, a continuous function acting on a large ensemble of the order of ∼ 1010 − 1020

particles. For these reasons, we drop the discrete label ()k and write

Hk(t) −→ H(t; δω) = Hint(δω) +Hcontr(t) (1.11)

to denote that the internal Hamiltonian (and hence the total Hamiltonian) is conditional

on a parameter δω. It follows that the time-evolution as well as the state of each particle

also depend on the continuous variable δω,

Uk(t) −→ U(t; δω)

ρk(t) −→ ρ(t; δω)

To model the experimental distribution introduced by the phenomena described above,

we parametrize the variable δω with an associated probability density function p(δω). This

p(δω) is physically understood as the spectrum of the sample.

The spectrum of a sample is retrieved from the detected signal 〈S+〉(t) = 〈SX〉(t) +

i 〈SY 〉(t) by taking its Fourier Transform. Namely,

p(δω) ≡ W(δω) = F
{
〈SX〉(t) + i 〈SY 〉(t)

}
. (1.12)

Accordingly, the expected values for the observables as well as the state of the system

are obtained by averaging over the distribution p(δω),

〈Si〉(t) =

∫
p(δω) Tr

[
ρ(t; δω)Si

]
dδω =

∫
p(δω) 〈Si〉(t; δω) dδω, (1.13)

and,

ρ(t) =

∫
p(δω) U(t; δω)ρ0U

†(t; δω) dδω (1.14)
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Hence, the problem of controlling and detecting a non-interacting spin-1/2 ensemble

under the effects of inhomogeneous broadening, is equivalent to the problem of manipulat-

ing a single spin-1/2 whose internal Hamiltonian depends on a parameter δω associated to

a probability density function p(δω).

1.3 Fundamentals of Quantum Mechanics for a Single Spin in Mag-

netic Resonance

1.3.1 Hamiltonians

In magnetic resonance, a large and static magnetic field B0 polarizes the sample and sets

the quantization axis along the direction of B0, commonly taken to define the z-axis.

The interaction energy of this field with each spin in the sample is given by the Zeeman

Hamiltonian

H0 = −µµµ B0 = −γB0SZ , (1.15)

where SZ represents the spin angular momentum operator along the z direction and γ is

the gyromagnetic ratio. For the case of a spin-1/2, the representation of operators SX , SY ,

and SZ is given by the Pauli matrices

SX =
1

2
σX =

1

2

(
0 1

1 0

)
, SY =

1

2
σY =

1

2

(
0 −i
i 0

)
, and SZ =

1

2
σZ =

1

2

(
1 0

0 −1

)
.

(1.16)

Then, the Zeeman Hamiltonian becomes

H0 =
1

2
ω0 σZ , (1.17)

where ω0 = −γB0.

To manipulate the state of the spins, a small oscillating magnetic field pX(t) is applied

in the plane transverse to the quantizing field B0, in an orthogonal direction labeled as x̂.

A resonant circuit applies this control pulse and also picks up the response signal generated

by the precessing spins: 〈S+〉 = 〈SX〉 + i 〈SY 〉. The interaction of this field with a single

spin is given by the control Hamiltonian

Hcontr = pX(t) SX . (1.18)

The field pX(t) is generally a linearly oscillating function in the lab frame,

pX(t) = 2ω1(t) cos (ωtt+ φ(t)), (1.19)
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where ωt is the transmitter frequency and ω1(t) = γB1(t). Since the frequency ωt is

typically very high and we are not interested in dynamics at this scale, it is convenient to

do a transformation to a rotating frame. The details of going into the rotating frame of ωt

and performing a rotating wave approximation can be found in the appendix section A.3.

The resulting Hamiltonian for the case of a spin-1/2 is,

HR(t; δω) = HR
int(δω) +HR

contr(t), (1.20)

which has an internal term

HR
int(δω) =

1

2
δω σZ , (1.21)

where δω = ω0 − ωt, and also a control term

HR
contr(t) =

1

2
ω1(t) cosφ(t) σX +

1

2
ω1(t) sinφ(t) σY =

2∑
j=1

pRj (t)Sj. (1.22)

From now on, we will only work in the rotating frame of ωt and thus, it is not necessary

to keep the notation (·)R.

1.3.2 Thermal initial state

At equilibrium, the state of an ensemble of spins 1/2 at a temperature T and in the presence

of a static field B0ẑ is given by a Boltzmann distribution. Namely,

ρT (0) =
e−βH0

Z
=

1

Z

N⊗
k=1

e−βω0SZ = ρ⊗N0 , (1.23)

where H0 is the Zeeman Hamiltonian H0 =
⊕N

k=1 ω0SZ . The partition function is

Z = Tr (e−βH0) =
N∏
k=1

Tr e−βω0SZ , (1.24)

where the coefficient β is the Boltzmann constant β = 1
kbT

and k0 the normalization

constant.

In a typical NMR experiment with a Zeeman frequency of ω0 = 400 MHz and a tem-

perature of T = 300K, the factor βω0 is of the order of 10−4. It is valid to then take the

approximation,

ρ0 =
1

Z
e−βω0SZ ≈ 1

2
(1+ ε0σZ) (1.25)

where ε0 = βω0 [18].
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1.3.3 Ensemble Measurement Operators

As stated in section 1.3.1, in a typical magnetic resonance setup, the pick-up coil transverse

to the Zeeman field B0 generates the control fields as well as detects the response signal

from the spins. Classically, this response signal is referred as the magnetization M(t),

whose precession induces a voltage in the coil

ε = −N dφ

dt
= −N d

dt

∫
V

M ·
(

B1

i1

)
dV, (1.26)

where the integration is weighted by the normalized field B1/i1 [19].

In the semi-classical approach followed in this thesis, the spin ensemble is treated quan-

tum mechanically and the coil classically. The magnetization M(t) = (MX(t),MY (t),MZ(t))

is defined as the expected value of the collective spin angular momentum operators SX ,

SY and SZ ,

MX(t) = 〈SX〉(t), MY (t) = 〈SY 〉(t), and MZ(t) = Mlong(t) = 〈SZ〉(t). (1.27)

Thus, for the case of an ensemble of non-interacting spins 1/2, the detected transverse

magnetization is,

Mtrans(t) = 〈SX〉(t)+ i 〈SY 〉(t) =

∫
p(δω) Tr

[
U(t; δω)ρ0U

†(t; δω)(SX + iSY )
]

dδω. (1.28)

1.3.4 Numerical simulation of the time-evolution of the observables.

In order to study the dynamics of a single spin under the action of different time-continuous

pulses p(t) = (pX(t), pY (t), pZ(t)), we need to solve

U(t; δω) = T
{
e−i

∫ t
0 H(τ ;δω)dτ

}
. (1.29)

Doing so analytically is often impossible, unless H(t; δω) is a time-independent function.

To compute the unitary evolution for time-dependent pulses, we can resort to time-slicing.

For each isochromat δωδωδω, time is discretized in slices of ∆t = t/n. For small enough

∆t, we can safely assume control amplitudes pX(t), pY (t) and pZ(t) to be constant at each

time-step such that they become discrete functions pX [n], pY [n], and pZ [n].

This approximation allows us to avoid the computation of time-ordered exponentials

by writing the time evolution propagator at each step n as,

U [n,m] = exp

(
− i∆t

2

(
m∆Ω σZ +

3∑
i=1

pi[n] σi

))
, (1.30)
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where we have also discretized the spectrum p(δω)→ p[m], with δω = m∆Ω.

The discrete time evolution for each isochromat m then becomes,

ρ[n,m] = U [n,m] . . . U [1,m] ρ0 U
†[1,m] . . . U †[n,m]. (1.31)

such that the time evolution averaged over the ensemble, for each observable SX , SY and

SZ , is

〈Si〉[n] =
M∑

m=−M

p[m] Tr

(
1

2
ρ[n,m]σi

)
, (1.32)

for i = X, Y, Z and M = δωmax/∆Ω.

The software of choice in this thesis was Mathematica 11, and the simulations were run

using the package Quantum Utils [20].

1.4 Relaxation times T1, T2 and T ∗2

The decay of a magnetic resonance signal is generally described in terms of three relaxation

constants, T1, T2 and T ∗2 .

Both T1 and T2 are intrinsic properties of the sample and depend on the lattice structure

and local environment. The relaxation constant T1 is responsible for the magnetization

decay to thermal equilibrium due to various relaxation mechanisms where spins exchange

energy with their environment (for this reason it is also known as spin-lattice relaxation)

[2, 18]. On the other hand, T2 can be phenomenologically understood as the rate of decay

of the transverse magnetization. Possible mechanisms triggering this decay can be random

local fluctuations of the magnetic field that lead to a loss in phase coherence of the spins,

and in turn, a broadening of the spectrum [2, 18].

External factors such as inhomogeneities in the magnetic field or differences in the

chemical environment of the spins also contribute to signal decay due to apparent dephas-

ing: each particle in the sample experiences a different field and thus, a different Larmor

frequency. This difference translates into a dispersion of the magnetic vector phase of each

spin, such that when averaging over the ensemble, the net result is the disappearance of

the transverse magnetization. The time constant T ∗2 describes this phenomena,

1

T ∗2
=

1

T2

+
1

T2 inhom

. (1.33)

As with T2, it causes the spectra of the sample to broaden [2]. Note that it is not a “true”

relaxation mechanism per se, since the signal can be recovered by performing a spin-echo

experiment.
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1.5 Spin echo

As explained in section 1.4, the signal induced by a spin ensemble after applying an exci-

tation pulse decays mainly due to two reasons: spin relaxation and inhomogeneous effects.

Inhomogeneous broadening, unlike broadening due to intrinsic T2 (homogeneous) effects,

can be refocused by a Hahn echo experiment [21], as depicted in figure 1.1.

0.5 1.0 1.5 2.0 2.5 3.0
Time (μs)

5

10

pX(t)

(MHz)

0.5 1.0 1.5 2.0 2.5 3.0
Time (μs)

〈O〉

〈X 〉

〈Y 〉

〈Z〉

Figure 1.1: In this figure we show the pulse profile pX(t) applied along x, the correspond-

ing observable evolution 〈O〉(t) and some Bloch plots depicting how the isochromats are

affected by the internal and control Hamiltonians at different times in the pulse sequence.

Generally, since the initial state of the magnetization is along the z axis and detection

occurs in the transverse plane, we first need to bring the magnetization vector to this plane

by applying a π/2 pulse along either the x̂ or ŷ axis. Once the magnetization vector has

been tipped away from the ẑ axis, each isochromat starts to precess at a different frequency

due to the inhomogeneities, inducing phase dispersion between the magnetization vector

of each isochromat. The response signal begins to decay, since it is an average of dephased

magnetization vectors. If after a time τ of inhomogeneous evolution we apply a π pulse,

the time evolution is effectively inverted, allowing the magnetization phases to refocus at

time 2τ , creating an echo of the free induction decay.

For samples with a particularly broad inhomogeneous spectrum (i.e. T ∗2 � T2), such as

the ones of interest to this work, it is common to perform echo detection instead of direct

detection of the free induction decay.
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Chapter 2

Bandwidth-limited control and detection

2.1 Introduction

Electron spin resonance (ESR) is widely used in chemistry and biology to detect and

characterize paramagnetic samples [22]. It has also recently served as an important test-bed

for control in quantum information processing [23–25]. Both ESR and other spectroscopic

techniques, such as nuclear magnetic resonance (NMR), rely on inductive coupling of a

resonator circuit to a spin ensemble for control and detection of its magnetic response [2].

In particular, pulsed ESR spectroscopy probes a sample coupled to a resonator by applying

a series of microwave pulses that induce a spin response in the form of a free induction

decay or a spin-echo [26]. From either of these signals, the dynamics and spectra of the

sample can be extracted.

Given recent advances in nanofabrication, it is becoming common to substitute tra-

ditional ESR cavities with high-Q cavities, such as superconducting thin-film resonators

[8, 27, 28]. Employing such a resonator for control and detection increases the signal-to-

noise ratio (SNR), improving measurement sensitivity [9].

However, the use of such resonators presents an inherent challenge: a limited bandwidth

to control and detect the sample due to the inverse relation between the Q factor and the

resonator bandwidth (BW ). There are two direct consequences:

1. First, the pulses we apply to the sample through the resonator are effectively filtered.

This distortion can be modelled as a convolution of a kernel h(t) = L−1{H(s)} with

pulses pX(t) and pY (t). The filter H(s) alters the shape of the pulses by acting as a

band-pass filter to the pulse frequency components, making it difficult to uniformly
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control a broad spectrum without optimization. Even if an optimal pulse sequence

is found, the narrow bandwidth will always limit the efficiency that can be achieved

with our control.

2. Second, often the spectrum of spin species we aim to measure has a linewidth broader

than the bandwidth of the high-Q resonator. Hence, the resonator filters out part of

the signal we are aiming to measure in such a way that only a portion of the spectra

can be recovered with a single measurement.

Both points lead to one conclusion: the whole sample spectrum cannot be reconstructed

in a one-shot spin-echo experiment using only two control pulses pX(t) and pY (t) applied

through the resonator.

To analyze how the resonator impulse response affects the control pulses, we model the

cavity as a RLC circuit [29, 30]. The solution for the impulse response is an exponential

function with a time constant τc = 2Q/ω0. The convolution of the control pulses with

the impulse response of the RLC circuit results in a set of distorted control pulses. If the

modelling is done correctly, the shape of these distorted pulses will match the fields the

spins are expected to experience.

This pulse distortion can be overcome by using Optimal Control Theory (OCT) to

engineer robust time-dependent pulses, also known as shaped pulses [10, 11, 31–33]. OCT

algorithms, such as GRAPE [34], optimize over an initial pulse guess constrained by ex-

perimental parameters and functions – for instance, the transfer function of the cavity – to

find an unitary that matches the target for every spin in the sample. However, when the

requirements of low power, narrow bandwidth and uniform behavior over a broad spec-

tra are included into the optimization, obtaining the same target unitary for every spin

becomes increasingly difficult.

However, an optimization of x, y-controls cannot be used to overcome the filtering of

the magnetic resonance signal by the resonator, for the simple reason that no x, y-control

pulses can be applied during detection. In this chapter, we put forward a practical solution

to this problem and support our argument with simulations in the context of ESR and

experimental data obtained using an NMR system.

Since it is challenging and inefficient for OCT – given the power and bandwidth lim-

itations – to find broad pulses when restricting the control to two components p(t) =

(pX(t), pY (t), 0), and altogether not useful when it comes to overcome the filtering of

the signal by the resonator, we propose the addition of an extra control field pZ(t), i.e.,
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p(t) = (pX(t), pY (t), pZ(t)). The introduction of this extra degree of freedom in our con-

trol allows us to both broadly excite as well as detect the entire spectrum efficiently in a

single-shot experiment.

The proposed solution first tackles the efficient excitation of the broad spectrum. To

do so, two linear z-field sweeps are applied simultaneous to the excitation and refocusing

pulses of a standard echo sequence. The linear sweeps force different parts of the spectrum

to refocus at different times, generating a chirped echo instead of the traditional Hahn echo

[35–37]. To then address the filtering of the magnetic resonance signal by the resonator,

a third sweep is applied while the chirped echo forms. By slowly sweeping the z-field,

different parts of the spectra are progressively brought into resonance with the cavity so

they can be detected. The resulting echo has a Fourier Transform (FT) narrower than the

transfer function of the cavity, enabling us to recover the spectrum after following some

post-processing steps.

2.2 Simulations

In this section, we discuss the simulation of an ensemble of non-interacting spin-1/2 con-

trolled by a high-Q resonator and subjected to a distribution of Zeeman Hamiltonians,

whose parameter δω is associated to a probability density function p(δω).

We feed into our simulations a pulse sequence p(t) of our choice and the spectrum of

the sample, p(δω). The simulation output is the time evolution of the expected values of

the observables SX , SY , and SZ .

The section is structured as follows: first, we present the input spectra, the pulses, and

the distortion effects the control hardware has on the pulses. Then, we show the simulation

outputs 〈SX〉(t), 〈SY 〉(t) and 〈SZ〉(t) for both the cases of bandwidth-limited control and

detection.

2.2.1 Input spectra or probability density functions

Simulation results for two different spectra p(δω) will be presented in this thesis. The

first one, displayed in figure 2.1 (a), corresponds to a simple Lorentzian lineshape centered

around δω = 0, and with a full-width at half-maximum (FWHM) of 4 MHz. The second

spectrum, presented in figure 2.1 (b), is a Pake pattern commonly observed in powder or

glass samples arising from dipolar couplings. The dipolar coupling frequency is ωDD = 2.29
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MHz, corresponding to a rigid biradical with nitroxide endgroups [38], commonly used to

calibrate distance measurements for biological ESR [26].

The frequency simulation range for both spectra is −δωmax < δω < δωmax, where

δωmax = 5 MHz.

(a)

-4 -2 0 2 4

Offset δω (MHz)

p
(δ
ω
)

Lorentzian Lineshape

(b)

-4 -2 0 2 4

Offset δω (MHz)

p
(δ
ω
)

Pake Pattern

Figure 2.1: Probability density function p(δω) for two different types of spectra: (a) a

simple Lorentzian lineshape with a FWHM of 4 MHz and centered around δω = 0, and (b)

a Pake pattern arising from a distribution of dipolar couplings in powder or glass samples.

The vertical coordinates are proportional to the magnetization of the sample by a factor

that can be calibrated using a standard.

2.2.2 Simulation parameters

The internal Hamiltonian, as described in section 1, is given by a Zeeman interaction,

Hint =
1

2
δωσZ , (2.1)

where δω is a parameter associated to p(δω). To manipulate the state of our spin we

employ a control Hamiltonian

Hcontr =
1

2

3∑
i=1

pi(t) σi, (2.2)

where p(t) = (p1(t), p2(t), p3(t)) = (pX(t), pY (t), pZ(t)) and σσσ is the Pauli vector σσσ =

(σ1, σ2, σ3) = (σX , σY , σZ).

Two types of pulse sequences p(t) will be simulated, as shown in figure 2.2.

The sequence sketched in figure 2.2 (a) consists of two pulses, pX(t) and pZ(t). Without

loss of generality, we consider pY (t) = 0 ∀ t. The pulse pX(t) is made up of two constant-

amplitude pulses of length tp = 15 µs and Rabi Ωπ/2 = 0.25 MHz and Ωπ = 0.5 MHz,
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both applied along x with a time separation of τX = 17.5 µs. The pulse pZ(t) consists of

two sweeps, with length ts = 20 µs, range 2∆ωs = 20 MHz and separated from each other

by a time τZ = 12.5 µs. The start of pX(t) is delayed with respect to pZ(t) by 2.5 µs,

to center the sweeps with their corresponding rectangular pulses Ωπ/2 and Ωπ. This type

of sequence generates a chirped echo that extends from time ti = 2ts + 2τZ = 65 µs to

tf = 3ts + 2τZ = 85 µs (not depicted in figure 2.2).

The pulse sequence shown in figure 2.2 (b) is identical to (a) with the exception of a

third linear z-sweep from ti to tf . Matching this third sweep with the formation of the

chirped echo enables us to overcome the filtering of the echo by the resonator.
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Figure 2.2: Both subplots (a) and (b) show two rectangular pulses Ωπ/2 and Ωπ of length

tp = 15 µs applied while sweeping the z-field for a time ts = 20 µs. In (b), a third field

sweep is added between time ti = 65 µs and tf = 85 µs.

2.2.3 Pulse distortion

As stated in the introduction, a high-Q superconducting resonator in the linear regime can

be approximately modelled as a simple RLC circuit, such as the one in figure 2.3.

Vs(t)

C

L

R

Figure 2.3: Series RLC circuit for modelling

resonator transients in the linear regime.

Standard methods of transient analysis

in linear circuits give us the transfer func-

tion H(s) for a series RLC circuit,

H(s) =
s

Ls2 +Rs+ 1/C
, (2.3)

which relates the input Vs(t) to the output

I(t) ∝ B1(t),

I(s) = H(s)Vs(s). (2.4)
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We are interested in the input/output relation between the voltage Vs(t) and the cur-

rent in the inductor I(t), since the current is proportional to the control field B1(t) =

γ(pX(t), pY (t)), which governs the spin dynamics.

By taking the inverse Laplace transform, we obtain the exact form for the impulse

response function h(t) = L−1{H(s)},

h(t) =
1

L
e−

R
2L
t

{
cosh

(√
−4L+R2C

2L
√
C

t

)
− R

√
C√

−4L+R2C
sinh

(√
−4L+R2C

2L
√
C

t

)}
.

(2.5)

In a series RLC circuit, the variables R, L and C relate to the quality factor Q and

the resonance frequency ωc as

Q =
1

R

√
L

C
and ωc =

1√
LC

. (2.6)

Keeping these relations in mind, we can simplify the impulse response in 2.5 by considering

the quality factor Q to be very large (Q� 1), as is the case for high Q resonators (generally,

Q > 103.

First, the argument in the hyperbolic cosine and sine of 2.5 becomes,

√
−4L+R2C

2L
√
C

t =
1

2
√
LC

√
−4 +

R2C

L
t =

ωc
2

√
−4 +

1

Q2
t ≈ ωc

2
2i t = iωct. (2.7)

Secondly, the factor

R
√
C√

−4L+R2C
=

R

2L

2L
√
C√

−4L+R2C
≈ −iR

L

1

2ωc
= −iωc

Q

1

2ωc
= −i 1

2Q
(2.8)

can also be approximated to a simple expression in the limit of high Q. Therefore, equation

2.5 is reduced to

h(t) =
1

L
e−

R
2L
t
(

cosωct+
1

2Q
i sinωct

)
≈ 1

L
e−

R
2L
t cosωct (2.9)

Last, we set the transmitter frequency to match the natural resonance frequency of the

RLC circuit, ωt = ωc. Since all our pulse analysis is performed in the rotating frame of ωt,

the circuit also has to be in the same frame. After moving to the rotating frame of ωt and

performing a standard rotating wave approximation, the impulse response becomes,

hR(t) = h(t)e−iωtt
r.w.a
=

1

L
e−

R
2L
t ∝ e−t/τc (2.10)
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where τc = 2L
R

= 2Q
ωc

= Q
πfc

= 1
πBW

. As with previous rotating frame analysis, we drop the

label (·)R and assume all impulse responses from now on are in the rotating frame of the

transmitter frequency.

It follows that the distorted pulse p̃X(t) is a simple convolution of the ideal pulse, px(t),

with the kernel, h(t):

p̃X(t) = pX(t) ∗ h(t) = pX(t) ∗ e−t/τc . (2.11)
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Figure 2.4: Distorted pulse (yellow) superimposed over the non-distorted pulse (blue), for

a resonator with (a) Q = 10000, and (b) Q = 50000.

For fc = 10 GHz and two different values for the quality factor of Q = 10000 and

Q = 50000, the resulting distorted field pulse p̃X(t) is depicted in figure 2.4 together with

its undistorted input voltage pulse pX(t).

In all remaining simulations presented in this chapter, the chosen quality factor is

Q = 10000, with a corresponding bandwidth of BW = 1 MHz at 10 GHz (due to the

prevalence of the X-band).

2.2.4 Discussion of the choice of pulse sequence parameters

The choice of the following parameters:

1. Rabi frequencies Ωπ/2 and Ωπ = 2Ωπ/2.

2. Pulse length tp.

3. Sweep length ts.

4. Separation times τX and τZ .
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5. Sweep width ∆ωs.

are determined by:

1. Relaxation times T1 and T2.

2. Width of the spectra to recover, δωmax.

3. Control bandwidth BW , or equivalently τC .

4. Power limitation Ωmax to stay in the linear regime.

Any transient effects, such as the ones presented in section 2.2.3, are unwanted de-

viations from an ideal pulse sequence that can distort a spectrum when attempting to

reconstruct it. Therefore, it is extremely important to design control pulses robust to any

kind of transients in the spectral range δω ∈ [−δωmax, δωmax]. A way to ensure so, is to

move significantly off-resonance (i.e., |δω| � |δωmax|) whenever transient effects are more

pronounced.

Along these lines, we choose a sweep width double the spectral range: 2∆ωs = 4δωmax

and a sweep length larger than the pulse length ts > tp (in particular, ts = 4
3
tp). Addition-

ally, we want the transient effects to have saturated when we start pulsing. Therefore, tp

has to be sufficiently long given a bandwidth of 1MHz. For this thesis, tp has been set to

15µs and ts to 20µs.

To simplify the analysis, we choose to remain in the linear regime. To do so, we limit

the x-control amplitude to Ωmax = δωmax/10 = 0.5 MHz, such that Ωπ = Ωmax = 0.5 MHz

and Ωπ/2 = Ωπ/2 = 0.25 MHz.

Pulse separation times τX and τZ are chosen to ensure that the center of the sweep

matches the center of the pulses, as stated in section ??.

Last but not least, we must satisfy the constraint that

3(tp + τX) = 3(ts + τZ) < T2, (2.12)

while still maximizing the overall length of the pulses. In this thesis, we have chosen the

values for tp, ts, τX , and τZ assuming a T2 of tens of µs, which has been shown for a variety

of samples.
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2.3 Simulations results and discussion

In this section we present the reconstruction of the two spectra p(δω) of figure 2.1, a

Lorentzian lineshape and a Pake pattern.

Before we continue, a few things should be noted. First, the convention for figures with

two subplots (a) and (b), is that subplot (a) always shows results related to the Lorentzian

lineshape of figure 2.1 (a) and subplot (b) presents results for the Pake pattern of figure 2.1

(b). Second, when referring to frequencies in units of Hz, commonly denoted as ω/(2π),

we drop the 2π notation for convenience.

2.3.1 Bandwidth-limited control

In figure 2.5 we show a set of distorted pulses p(t) =
(
pX(t), 0, pZ(t)

)
together with their

corresponding simulated observables 〈O〉(t) =
(
〈SX〉(t), 〈SY 〉(t), 〈SZ〉(t)

)
, for a Lorentzian

lineshape and a Pake pattern.

The pulse pX(t) has been distorted by convolving the original rectangular pulses Ωπ/2

and Ωπ with the transfer function of an RLC circuit with a quality factor of Q = 10000.

To implement the sweep we can either vary the resonant frequency ωc of the cavity or use

a dedicated coil that applies a z-field. Note that such a field would not be affected by a

high-Q exponential distortion, since it is applied with a different device.
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Figure 2.5: From top to bottom, pX(t), pZ(t) and 〈SX〉(t), 〈SY 〉(t) and 〈SZ〉(t), in (a) for

the Lorentzian lineshape and in (b) for the Pake pattern.

By sweeping the field during the excitation and refocusing pulses of the echo sequence,

we address the first issue imposed by the use of high Q resonators and the limited Rabi
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drive strength of our x, y-control: the inability to broadly excite and refocus all the

isochromats in our sample efficiently. By slowly sweeping the z-field while pulsing, we

consecutively refocus different parts of the spectra, forming a frequency-modulated signal

known as chirped echo, containing all the required spectral information. In figure 2.6,

we zoom into the echoes 〈SCHX 〉(t) and 〈SCHY 〉(t) of figure 2.5 between times ti and tf to

better appreciate the structure of the chirped echoes: a frequency modulated signal whose

envelope is dictated by the form of the input spectra, p(δω).
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Figure 2.6: Signal 〈SCHX 〉(t) (blue) and 〈SCHY 〉(t) (yellow) for a Lorentzian lineshape in (a),

and a Pake pattern (b).

By taking the complex Fourier Transform (FT) of the chirped echoes 〈SCHX 〉(t) and

〈SCHY 〉(t), the original spectra p(δω) initially fed into the simulations is be reconstructed.

Namely,

WCH(δω) = F
{
〈SCHX 〉(t) + i 〈SCHY 〉(t)

}
≡ p(δω). (2.13)
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Figure 2.7: Input spectra p(δω) (in blue) and WCH(δω) (in black) superimposed for a

Lorentzian lineshape in (a) and for a Pake pattern in (b).
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Still left to tackle is the filtering of the magnetization signal during detection. As

explained in section 1.3.1, the resonator both applies the control fields and picks up the

response of the spins. Therefore, the narrow bandwidth of the resonator affects not only

the control but also the detection of the spin signal. In particular, the resonator modelled

after the RLC circuit of section 2.2.3 acts as a filter H(s) = L{h(t)} = L{e−t/τc}, which

convolved with the output signal 〈SCHX 〉(t) and 〈SCHY 〉(t), yields the filtered magnetization

〈S̃CHi 〉(t) = 〈SCHi 〉(t) ∗ h(t) for i = X, Y, (2.14)

as presented in figure 2.8.
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Figure 2.8: In (a) we show the chirped echo 〈SCHX 〉(t) and 〈SCHY 〉(t) after being filtered by

the resonator for a Lorentzian lineshape; and in (b), for a Pake pattern.

In figure 2.9, we show the Fourier Transform of the filtered signal

W̃CH(δω) = F
{
〈S̃CHX 〉(t) + i 〈S̃CHY 〉(t)

}
. (2.15)
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Figure 2.9: Input spectra p(δω) (in blue) and W̃CH(δω) (in black) superimposed for a

Lorentzian lineshape in (a) and for a Pake pattern in (b).
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In it, it becomes apparent that the magnetization components with frequencies out-

side the resonator bandwidth have been filtered out. Thus, a correct reconstruction is

unattainable.

2.3.2 Bandwidth-limited detection

To overcome the limited resonator bandwidth in the detection step, we add a third sweep

to the control pulse pZ(t) simultaneous to the formation of the chirped echo, starting at

time ti and ending at time tf .
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Figure 2.10: In (a), we depict pulses pX(t) and pZ(t) together with the observable evolution

〈O〉(t) for the Lorentzian lineshape of figure 2.1 (a). Similarly, in (b) we show another

evolution 〈O〉(t) for the same input pulses but the spectra being the Pake pattern of figure

2.1 (b).

The first two sweeps bring different parts of the spectra sequentially on resonance with

the cavity, all while applying the rectangular pulses Ωπ/2 and Ωπ. Therefore, the first

isochromat brought on resonance (∆ωs), is the first one to refocus at time ti. It follows

that if we sweep slowly enough and the sweep is linear, then the modulation frequency of

the chirped echo is also a linear function in time,

∆ωmod(t) = −∆ω3s(t) =
∆ωs
tf − ti

(
(tf + ti)− 2t

)
. (2.16)

In order to pick up the contribution of all isochromats to the magnetization signal, we

have to remove the frequency modulation from the echo to avoid cavity filtering. To “un-

modulate” the chirped echo, it is sufficient to apply a linear sweep simultaneous to the
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formation of the echo. This third sweep is identical to the first and second sweeps. As

shown in figure 2.11, the simulated echoes 〈SEX〉(t) and 〈SEY 〉(t) are not chirped anymore

due to the third sweep.
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Figure 2.11: Plot (a) shows the echo of figure 2.10 (a), 〈SEX〉(t) and 〈SEY 〉(t), simulated for

a Lorentzian lineshape; and (b), the echo of figure 2.10 (b), simulated for a Pake pattern.

To visualize how most of the frequency components of 〈SEX〉(t) and 〈SEY 〉(t) are centered

around zero, we plot in figure 2.12 the Fourier Transforms of the echo signals 〈SEX〉(t) and

〈SEY 〉(t),
WE(δω) = F

{
〈SEX〉(t) + i 〈SEY 〉(t)

}
. (2.17)
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Figure 2.12: Fourier Transform WE(δω) for a Lorentzian lineshape in (a) and a Pake

pattern in (b).

To mimic the detection of the signal through a high-Q resonator, we convolve the output

spin signal 〈SEX〉(t) and 〈SEY 〉(t) with the resonator impulse response h(t). Moreover, we

assume that there is some noise, arising from the electronics of the detection system. Hence,
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we add some white noise w(t) with an SNR of 100,

〈S̃Ei 〉(t) = 〈SEi 〉(t) ∗ h(t) + w(t), (2.18)

In this case, the definition of SNR used is the peak height (Asp) divided by the root-mean-

square value of the noise (AnRMS
),

SNR = Asp/AnRMS
. (2.19)
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Figure 2.13: Filtered echoes with added white noise 〈S̃EX〉(t) and 〈S̃EY 〉(t) for a Lorentzian

lineshape in (a) and a Pake pattern in (b).

To check whether detection through a high-Q cavity affects the “un-modulated”echo,

we take the FT of 〈S̃EX〉(t) and 〈S̃EY 〉(t),

W̃E(δω) = F
{
〈S̃EX〉(t) + i 〈S̃EY 〉(t)

}
, (2.20)

and compare it to WE(δω) in figure 2.14.
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Figure 2.14: In black, W̃E(δω). In orange,WE(δω) as shown in 2.12. As mentioned before,

(a) shows the results for a Lorentzian lineshape and (b) for a Pake pattern.
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The Lorentzian lineshape is barely distorted. More noticeable, however, is the damp-

ening of the lobes of the Pake pattern.

To now reconstruct the spectra, we multiply the filtered signal 〈S̃Ei 〉(t) with a frequency

modulated (FM) function FM(t) whose frequencies vary linearly from −∆ωs = −10 MHz

to ∆ωs = 10 MHz. Namely,

〈S̃MX 〉(t) = Re
[
〈S̃EX〉(t) · FM(t)

]
+ Im

[
〈S̃EY 〉(t) · FM(t)

]
, (2.21)

and

〈S̃MY 〉(t) = Re
[
〈S̃EY 〉(t) · FM(t)

]
+ Im

[
〈S̃EX〉(t) · FM(t)

]
, (2.22)

where

FM(t) = exp
{

2πi

∫
∆ωmod(t)dt

}
= exp

{
− 2πi

∆ωs
tf − ti

(
t2 − (tf + ti)t

)}
. (2.23)
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Figure 2.15: Real and imaginary parts of the FM function of equation 2.23.

The reconstructed functions 〈S̃MX 〉(t) and 〈S̃MY 〉(t) are shown in the following figure 2.16:
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Figure 2.16: Reconstructed chirped echo 〈S̃MX 〉(t) and 〈S̃MY 〉(t) for a Lorentzian lineshape

in (a) and a Pake pattern in (b).

By taking the FT of the signals displayed above, i.e.,

W̃M(δω) = F
{
〈S̃MX 〉(t) + i 〈S̃MY 〉(t)

}
(2.24)
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we obtain the results of figure 2.17. Subplot 2.17 (a) shows a Lorentzian lineshape shifted

in frequency. The reason behind it is a slight time delay introduced by the transfer function

when filtering the echo signal. If we do not account for this time shift when multiplying the

filtered echo with the FM signal, it translates into a frequency shift. That does not seem

to be too problematic in the case of 2.17 (a), but substantially distorts the reconstructed

Pake pattern in subplot 2.17 (b).
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Figure 2.17: Input spectra p(δω) (in blue) and W̃M(δω) (in black) superimposed in (a) for

a Lorentzian lineshape and in (b) for a Pake pattern.

This issue can be easily resolved by deconvolving the filtered signal with the resonator

transfer function in an additional post-processing step. Namely,

〈SDi 〉(t) = L−1
{
〈S̃Ei 〉(t)

}
for i = X, Y. (2.25)

The deconvolved functions 〈SDX 〉(t) and 〈SDY 〉(t) are shown in figure 2.18.
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Figure 2.18: Deconvolved echoes 〈SDX 〉(t) and 〈SDY 〉(t) for a Lorentzian lineshape in (a) and

a Pake pattern in (b).
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If we take the FT of the deconvolved echoes of figure 2.18

WD(δω) = F
{
〈SDX 〉(t) + i 〈SDY 〉(t)

}
, (2.26)

we obtain a spectral profile very close to the one of figure 2.12. BothWE(δω) andWD(δω)

are compared in figure 2.19.
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Figure 2.19: The spectraWE(δω) (in orange), superimposed to the FT of the deconvolved

signal WD(δω) (in black), for a Lorentzian lineshape in (a) and a Pake pattern in (b).

By multiplying the deconvolved echoes with the frequency-modulated function FM(t),

〈SMX 〉(t) = Re
[
〈SDX 〉(t) · FM(t)

]
+ Im

[
〈SDY 〉(t) · FM(t)

]
, (2.27)

and

〈SMY 〉(t) = Re
[
〈SDY 〉(t) · FM(t)

]
+ Im

[
〈SDX 〉(t) · FM(t)

]
, (2.28)

we retrieve the two frequency modulated echoes of figure 2.20.
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Figure 2.20: Reconstructed echoes 〈SMX 〉(t) and 〈SMY 〉(t) for a Lorentzian lineshape in (a)

and a Pake pattern in (b).
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Finally, in figure 2.22 we compare the FT of the reconstructed chirped echoes

WM(δω) = F
{
〈SMX 〉(t) + i 〈SMY 〉(t)

}
, (2.29)

with the input spectra of our simulations, p(δω).
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Figure 2.21: Input spectra p(δω) (in blue) superimposed with WM(δω) (in black) for a

Lorentzian lineshape in (a) and a Pake pattern in (b).

The slight deviations in both spectra of figure 2.22 arise due to the noise added before

the deconvolution step. The smaller the SNR the more pronounced these deviations

become.
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Figure 2.22: Figure showing the deviations in the spectra recovery due to a noise increase.

In solid blue, the original input spectra. In dashed red, the reconstructed spectra after

introducing white noise with SNR = 50. In solid black, the reconstructed spectra for

SNR = 10. Subplot (a) presents the results for a Lorentzian lineshape and subplot (b) for

a Pake pattern.

2.3.3 Summary

To conclude this section, let us summarize the reconstruction steps for our spectra:
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1. Apply a pulse sequence as described in figure 2.2 (b). Namely, a π/2 and a π pulse

about the x̂ axis, simultaneous to linear sweeps, plus a third linear sweep simultaneous

to the formation of the chirped echo.

2. Deconvolve the measured echo with the filter function of the resonator.

3. Modulate the echo by multiplying it with a frequency-modulated function whose

frequency profile is the same but opposite in sign to the sweep function ∆ω3s(t).

4. Take the Fourier Transform of the modulated echo 〈SMX 〉(t) + i 〈SMY 〉(t).

2.4 NMR implementation

The system of choice to test the proposal described in the previous section was liquid-state

Nuclear Magnetic Resonance, due to its broad use as a testbed for quantum control [39].

Despite it being broadband, the conditions imposed by the high-Q of the resonator can be

emulated by adapting some pulse parameters and employing the shim coils already present

in the design to artificially broaden the spectrum and apply the z-field sweeps.

In this section, we first describe the sample and system used for our experiments.

Then, we argue how the challenges we are trying to address in the ESR simulations can

be emulated using liquid NMR. Finally, we present the obtained results and discuss them.
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Figure 2.23: Diagram of the NMR setup

used to pulse and simultaneously sweep the

z-field with the Z0 shim coil.

The chosen sample is D2O with very low

proton concentration. The T2 was measured

to be approximately 2.015 s through a stan-

dard echo experiment. The system is a 9.4T

Brucker magnet and 400 MHz (proton res-

onance at 9.4T) spectrometer. The Z1 shim

is employed to artificially broaden the sample

spectrum to 1.23 kHz (figure 2.26). Transmis-

sion of the x, y-controls by a high Q resonator

is emulated by using long control pulses of

50 ms, which have a limited operation band-

width of approximately 20 Hz � 1.23 kHz.

The z-control is applied using the Z0 shim coil

of the NMR apparatus connected through the

spectrometer to an arbitrary waveform gen-

erator (AWG 2021 Sony Tektronix).
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Voltage Frequency shift

0.5V 1.23 kHz

1V 2.46 kHz

1.5V 3.69 kHz

2V 4.92 kHz

Figure 2.24: Table showing the fre-

quency shift induced by applying

some voltage to the Z0 shim coil.

Substituting the AWG with a constant voltage

source (BK PRECISION 9121A), we calibrated the

input power v.s. the shift in frequency produced by

the Z0 coil. The obtained results are presented in

table 2.24.

With this information we can now choose a

proper sweep range that covers the measured

linewidth of our sample. In our case, we sweep from

−0.3 V to 0.3 V, which translates into a frequency

range of approximately 1.4 kHz.

The first step is to measure the sample spectrum. To do so, we perform a standard

Hahn echo experiment with hard pulses of length tpπ/2 = 11 µs and tpπ = 22 µs to excite

and refocus the magnetization. The result is the Hahn echo of figure 2.25, and its spectrum,

with a linewidth of 1.23 kHz is shown in figure 2.25.

0.000 0.005 0.010 0.015 0.020 0.025 0.030

Time (s)

〈X
〉,
〈Y

〉

〈X 〉

〈Y 〉

Figure 2.25: Hahn echo obtained after applying two hard broadband pulses of length

tpπ/2 = 11 µs and tpπ = 22 µs, inducing a π/2 and π rotation, respectively. In blue, we

show the evolution of 〈SX〉(t), and in yellow, 〈SY 〉(t).
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S
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Figure 2.26: Spectrum to recover, obtained by applying a Fourier Transform to the Hahn

echo of figure 2.25.

30



Next, two 50 ms pulses are applied while sweeping the z-field with the Z0 shim coil.

The range of the linear z-sweep is of 1.4 kHz (as shown in figure 2.27 (a)).

(a)
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Time (ms)

5
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pX(t)
(Hz)

50 100 150 200 250
Time (ms)

-0.7

0.7

pZ(t)
(kHz)

(b)
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-0.7

0.7

pZ(t)
(kHz)

Figure 2.27: Subplot (a) shows the x and z controls pre-distortion and (b) post-distortion

applied to generate the chirped echo of figure 2.29.

In contrast with the RLC circuit model of the ESR simulations, the NMR coil does not

have a high-Q and thus does not significantly distort the x-control pulses. However, the

z control applied through the Z0 shim coil will be affected by several components of the

control hardware, such as the coil itself, the AWG, the spectrometer, etc. To model such a

distortion, we first apply a step function. Immediately after, we measure the response signal

generated by the spins when applying a constant z field using a the BK controllable power

supply. From the response signal of the spins, we extract the phase. Its derivative will be

the frequency of the spins as a function of time, which is fitted to obtain an approximate

model for the transfer function of the hardware responsible for the z-field sweep. The

impulse response function turns out to be a weighted sum of three exponentials, each with

a different decay constant,

h(t) = exp {−t/τ1}+
1

2
exp {−t/τ2}+

1

4
exp {−t/τ3}, (2.30)

where τ1 = 0.858 ms, τ2 = 15 ms and τ3 = 71.4ms. It is likely that these different time

constants are due to Eddy currents arising from copper-based materials surrounding the

sample. We hypothesize that the gradient coil is responsible for τ1, the shielding of the

probe for τ2 and the magnetic bore for τ3. Given this measured impulse response, the

distorted z-control pulse becomes,

p̃Z(t) = pZ(t) ∗ h(t). (2.31)

In the plots displayed in the following figure 2.28, we show both pZ(t) and p̃Z(t).

31



(a)
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Figure 2.28: We show the undistorted linear z-field sweep in (a) and the distorted sweep

p̃Z(t) in (b).

By applying the control sequences of figure 2.27 we detect, as expected, a chirped echo

of 50 ms length, shown in figure 2.29. Its Fourier Transform is shown in figure 2.30.

220 230 240 250 260

Time (ms)

〈X
〉,
〈Y

〉

〈X 〉

〈Y 〉

Figure 2.29: Chirped echo of 50 ms length. As in previous images, in blue we show the

evolution of 〈SX〉(t), and in yellow, 〈SY 〉(t).
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Figure 2.30: Fourier Transform of chirped echo in dark yellow, compared in blue with the

spectrum of figure 2.26.

From 2.30 we can appreciate that the SNR of the chirped echo is lower than the SNR
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of the Hahn echo. It should be expected, since for each isochromat the tip angle is smaller

than the rotation experienced when applying a hard pulse.

After measuring the spectrum obtained through FT of a chirped echo, we next add the

third linear z-sweep during echo formation.

(a)
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(b)
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Figure 2.31: Subplot (a) shows the undistorted x and z controls and (b) shows the distorted

pulses the spin ensemble experiences according to our model.

The resulting echo spans 50 ms and is shown in figure 2.32. As can be appreciated from

the FT shown in figure 2.33, its modulation has been effectively removed by applying the

third sweep.
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Figure 2.32: Echo obtained by applying the pulses of figure 2.31 where, in blue, we show

the evolution of 〈SX〉(t) and, in yellow, 〈SY 〉(t).
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Figure 2.33: Fourier Transform of echo of figure 2.32.
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The next step is to modulate the detected echo of figure 2.32. To do so, we multiply

the echo with the frequency-modulated function (FM(t)) shown in figure 2.34. Note that

since the field sweeps applied to the sample are distorted, the modulation of the function

FM(t) will also be distorted. Namely, ∆ωmod = −∆ω3s, as established in equation 2.16.

220 230 240 250 260

Time (ms)

〈X
〉,
〈Y

〉

〈X 〉

〈Y 〉

Figure 2.34: Frequency modulated (FM) function whose frequency profile is ∆ωmod =

−∆ω3s, where ∆ω3s is the function of figure 2.28. In blue, the real part of the FM function

and in yellow, the imaginary part.

The multiplication of the FM function with the detected echo is shown in figure 2.35.
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〈Y 〉

Figure 2.35: Reconstructed echo obtained after multiplying a FM function with the de-

tected echo of figure 2.32.

If we take the Fourier Transform of the reconstructed chirped echo, we obtain the

spectrum presented in green in figure 2.36.
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Figure 2.36: Reconstructed spectrum in dot-dashed green superimposed to the spectrum

measured using hard pulses, in dashed blue.
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2.5 Conclusions

In this chapter we presented detailed numerical simulations confirming that sweeping a

z-control during the excitation, refocusing and formation of a chirped echo allows us to re-

construct the spectrum of our sample. This demonstrates a practical method for detecting

broad spectra of samples in pulsed ESR when using bandwidth-limited high Q resonators.

Moreover, we have shown a successful implementation of our pulse sequence in an NMR

platform. While there are some inherent differences between a broadband NMR setup and

high-Q ESR resonators, our results constitute a good proof-of-principle demonstration of

our scheme.
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Chapter 3

k-space Analysis

3.1 Introduction

The main objective of this chapter is to present a complete analytical description of the

δω-frequency dependent magnetization at any point in time, applicable to the multiple

situations where inhomogeneities introduce a spatial distribution in the sample.

Conventionally, this problem has been studied for the case of hard RF pulses applied

in the transverse plane x − y and external field gradients [13, 14, 40]. Based on this

previous and well established work, we build up our theory describing the effect of soft

pulses on the evolution of the δω-frequency dependent magnetization. This dependence

on the precession frequency can be caused not only by external field gradients but also

by inhomogeneous fields, different chemical environments or orientation-dependent effects

such as g-anisotropy in ESR.

The magnetization as a function of the precession offset δω can be expressed as a linear

combination of basis functions with two sets of coefficients Anm(δω) and Anz,m(δω). This

decomposition enables us to study the transformation of the magnetization due to soft

RF pulses in terms of the transformation of the basis functions [14]. Through lengthy but

straightforward calculations we derive three different sets of coupled recursive formulas,

each one for a different initial state ρ0 = σX , σY and σZ . The coupled equations relate the

set of coefficients describing the magnetization evolution after n − 1 soft pulses with the

state of the magnetization after the nth pulse.

Next, we highlight the correspondence between these coefficients and the paths in the

reciprocal space or k-space grating [12, 13].
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Last, we tackle continuous arbitrarily shaped pulses. By discretizing the control pulses

and thus, treating them as a multipulse sequence, we use the coupled recursive formulas to

compute the δω-dependent magnetization at any point in time. Afterwards, we compute

the limit of the pulse length tp approaching zero. Through an analysis of the paths in

the k-space grating, and by grouping them in terms of their smaller order, we rederive

non-linear response theory, also known as the Volterra series or Kubo’s formula [15–17].

Note that throughout this analysis relaxation and distant dipolar effects have been

neglected.

3.2 Basic definitions and basis functions

The relevant internal and control Hamiltonians are

Hint =
1

2
δωσZ , (3.1)

and

Hcontr =
1

2
ω1(t)σX −

1

2
∆ω(t)σZ , (3.2)

where δω = ω0−ωt is the detuning between the precession frequency of the strong magnetic

field ω0 and the transmitter frequency ωt (both Hamiltonians are in the rotating frame of

the transmitter frequency ωt).

Control pulses pX(t) = ω1(t) and pZ(t) = ∆ω(t) in 3.2 are of a particular type: a

series of rectangular equispaced pulses of length tp, each one with arbitrary Rabi frequency

0 ≤ ω1n ≤ ω1max and offset −∆ωs ≤ ∆ωn ≤ ∆ωs (see figure 3.1).

The signal detected is a combination of the X and Y components of the magnetization

vector, i.e., the transverse magnetization Mtrans(t) = Mx(t) + iMY (t), where Mx(t) ≡
〈SX〉(t) and My(t) ≡ 〈SY 〉(t). The orthogonal component to the transverse magnetization

is the longitudinal magnetization and is defined as Mlong(t) = MZ(t) = 〈SZ〉(t).

As stated in 1.13, the total magnetization components MX(t), MY (t) and MZ(t) are

made up from the individual contributions of each isochromat Mi(t; δω) ≡ 〈σi〉(t; δω) and

can therefore be understood as a weighted average over the ensemble,

Mi(t) ≡ 〈Si〉(t) =

∫
p(δω) Mi(t; δω) d(δω). (3.3)

where p(δω) is a probability density function associated to the parameter δω.
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Figure 3.1: Plot corresponding to the X and Z control pulses (top and bottom) chosen

to elaborate on our theory. Both the pulse length tp as well as the time separation τ are

chosen to be constant over all the sequence.

Assuming an initially uncorrelated state (a state that does not initially depend on

the parameter δω), the individual contributions of each isochromat to the transverse and

longitudinal magnetizations can be decomposed [14] as

Mtrans(t; δω) =
n−1∑

m=−n+1

Anm(δω)eimτδω, (3.4)

and

Mlong(t; δω) = Re

[
n−1∑
m=0

Anz,m(δω)eimτδω

]
, (3.5)

where the parameter τ is defined as the time interval between each rectangular pulse,

{Anz,m(δω)}n−1
m=0 and {Anm(δω)}n−1

m=−n+1 are two sets of functions that depend on the variable

δω and n is an integer that counts the number of pulses applied, i.e. n = (t+τ)/(tp+τ). The

coefficients Anz,m(δω) and Anm(δω) introduced above are functions that take real numbers

and yield complex values. Namely, Anz,m : R −→ C and Anm : R −→ C. They can

thus be written in polar coordinates as Anz,m(δω) = |Anz,m| eiϕ
n
z,m and Anm(δω) = |Anm| eiϕ

n
m ,

where we have dropped the notation specifying the dependence on δω for convenience in

both the modulus and the phase. Then, 3.4 and 3.5 can be rewritten as

Mtrans(t; δω) =
n−1∑

m=−n+1

|Anm| ei(mτδω+ϕnm), (3.6)

and

Mlong(t; δω) =
n−1∑
m=0

|Anz,m| cos (mτδω + ϕnz,m). (3.7)
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Note from 3.6 and 3.7 that the three functions

cos (|m|τδω + ϕnz,m) ei(|m|τδω+ϕn−1
|m| ) ei(−|m|τδω+ϕn−1

−|m|) (3.8)

form a complete basis: any modulation of either the transverse or longitudinal magnetiza-

tion can be decomposed in terms of these functions over different values of m. They are

depicted in figure 3.2.

Figure 3.2: (a) Basis function of the longitudinal magnetization, a sinusoidal modulation

cos (|m|τδω + ϕnz,|m|) with ϕnz,|m| = 0. (b), (c) Depiction of right-handed and left-handed

helix, respectively.

Thus, if we want to understand how the internal and control Hamiltonians affect the

magnetization vector, it is sufficient to analyze how the basis functions are transformed

under the influence of 3.1 and 3.2.

3.3 Basis transformations

If no control pulses are applied to the system for a time τ , the system will exclusively

be under the influence of the internal Hamiltonian in 3.1. It follows that the longitudi-

nal magnetization will remain invariant and the transverse magnetization will acquire an

additional phase of τ δω (table 3.1).
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ei(|m|τδω+ϕn|m|)
Hint for time τ−−−−−−−−−→ ei((|m|+1)τδω+ϕn

(|m|+1)
)

ei(−|m|τδω+ϕn−|m|)
Hint for time τ−−−−−−−−−→ ei((−|m|+1)τδω+ϕn

(−|m|+1)
)

cos (|m|τδω + ϕnz,|m|)
Hint for time τ−−−−−−−−−→ cos (|m|τδω + ϕnz,|m|)

Table 3.1: Table representing the evolution of the basis functions under the influence of

the internal Hamiltonian for a time τ [14].

If we turn on a control Hamiltonian

Hn
contr =

1

2
ω1n σX −

1

2
∆ωn σZ (3.9)

for a time tp during which both ω1n and ∆ωn are constant values, there will be a mixing

of the magnetization components. In particular, time-independent pulses of length tp,

resonance offset δω−∆ωn, and a nominal nutation angle of α0n = ω1ntp can be represented

as a rotation in three-dimensional space of an angle,

αn(δω) = α0n

√
1 +

(
δω −∆ωn

ω1n

)2

, (3.10)

about an effective axis tilted at an angle

∆n(δω) = tan−1

(
δω −∆ωn

ω1n

)
(3.11)

with respect to the transverse plane. Note how both angles 3.10 and 3.11 are functions

of δω. Hence, each isochromat will experience a different rotation about a different angle

with respect to the transverse plane. The label n is used to keep count of how many pulses

have been applied. Keeping 3.10 and 3.11 in mind, we can now map into a table 3.2 how

the RF pulses act on the basis functions.
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To exemplify how one would use table 3.2, let us consider the case where our ensemble is

fully polarized (M0 = 1) along the ẑ direction. Such an initial state M0ẑ = ẑ = sin (π/2)ẑ

can be described with a longitudinal basis function of number m = 0, phase ϕ0
z,0 = π/2 and

amplitude |A0
z,0| = M0 = 1. If we immediately apply one rectangular RF pulse (n = 1) of

the characteristics described above, the magnetization vector will be modified, according

to table 3.2 as,

|A0
z,0| sin (ϕ0

z,0)ẑ
n=1−−→ |A1

0|eiϕ
1
0 + |A1

0|eiϕ
1
0 + |A1

z,0| cos (ϕ1
z,0)ẑ =

=
1

2
|L1| cos ∆1 e

i(π
2

+π+φL1
) +

1

2
|L1| cos ∆1 e

i(−π
2

+φL1
)+

+ (cosα1 cos2 ∆1 + sin2 ∆1) sin (π/2) ẑ =

= |L1| cos ∆1 e
i(−π

2
+φL1

) + (cosα1 cos2 ∆1 + sin2 ∆1) ẑ, (3.13)

where to distinguish the longitudinal from the transverse terms, we labeled the former with

a unitary vector ẑ. It follows that the new amplitude and phase coefficients are,

|A1
0| = |L1| cos ∆1 ϕ1

0 = −π
2

+ φL1

|A1
z,0| = (cosα1 cos2 ∆1 + sin2 ∆1) ϕ1

z,0 = π/2
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k-space

-2 -1 0 1 2

-1.0

-0.5

0.0

0.5

1.0

δω freq (MHz)

M
ag
ne
tiz
at
io
n
M

Z

(a)

sim. 〈X〉
sim. 〈Y〉

k-space MX

k-space MY

-2 -1 0 1 2
-1.0

-0.5

0.0

0.5

1.0

δω freq (MHz)

M
ag
ne
tiz
at
io
n
M

X
,
M

Y

(b)

Figure 3.3: Subplot (a) shows MZ(δω), and

subplot (b) MX(δω) and MY (δω). In each

plot we compare functions 3.14 and 3.15,

to the simulations of Mx(δω), My(δω), and

Mz(δω) based on full Hamiltonian dynamics.

Thus, after one RF pulse of duration tp,

the transverse and longitudinal magnetiza-

tion at T = tp will be

Mtrans(tp; δω) = |L1| cos ∆1 e
−π

2
+φL1 ,

(3.14)

and

Mlong(tp; δω) = (cosα1 cos2 ∆1 + sin2 ∆1).

(3.15)

A plot of these functions for a pulse of

length tp = 1µs, offset ∆ω1 = 0 and Rabi

ω11 = 0.5 MHz is displayed in figure 3.3.

If we were to allow next for our system

to evolve under the internal Hamiltonian for

a time τ , the indexing of our coefficients

and basis functions would have to be mod-

ified according to table 3.1. If after that we
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wanted to apply another time-independent pulse with a different Rabi frequency and offset,

we would use again table 3.2. Such transformations would occur as follows,

|A0
z,0| sin (ϕ0

z,0)ẑ
n=1−−→ 2|A1

0|eiϕ
1
0 + |A1

z,0| cos (ϕ1
z,0)ẑ

Hint−−→
Hint−−→ 2|A1

1|ei(δωτ+ϕ1
1) + |A1

z,0| cos (ϕ1
z,0)ẑ

n=2−−→
n=2−−→ 2|A2

1|ei(δωτ+ϕ2
1) + 2|A2

−1|ei(−δωτ+ϕ2
−1) + 2|A2

0|eiϕ
2
0+

+ 2|A2
z,1| cos (δωτ + ϕ2

z,1)ẑ + |A2
z,0| cos (ϕ2

0)ẑ. (3.16)

3.4 k-space grating and magnetization paths in the reciprocal space

The magnetization mixing between basis functions and their evolution due to the inter-

nal and control Hamiltonians can be better understood when represented as paths in a

reciprocal space.

By considering the special case of fixed pulse spacing τ , we can define a 2D rectangular

lattice RRR = naaa + mbbb, n,m ∈ Z, with axial distances |aaa| = τ , |bbb| = 1 and an axial angle of

θ = π/2 (see figure 3.4). In it we will draw the reciprocal paths describing the evolution

of the magnetization.

1

2

-1

-2

1 2 3

b

a

θ

n

m

Figure 3.4: 2D rectangular

lattice, with the lattice vec-

tors aaa and bbb drawn.

The next step is to define the notion of a node in the

reciprocal space.

Definition (node): A node in the lattice consists of an

array composed by two integers, n and m, i.e. NNNn,m = (n,m).

For the problem at hand, m corresponds to the wrapping

number of the basis functions and n is a time-label associated

to the number of pulses applied.

Through the definition of a node NNNn,m we can introduce

the notion of a reciprocal path.

Definition (path) : A path in the reciprocal space is

defined as a string of nodes of the form

PPP (m1,m2,...,mj ,...,mn) = {NNN1,m1 ,NNN2,m2 , . . . ,NNN j,mj , . . . ,NNNn,mn} (3.17)

Not all paths in the reciprocal space describe paths that are physically possible. Only

paths drawn employing table 3.1 and 3.2 describe the evolution of magnetization and thus,

they receive the name of magnetization paths.
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The origin of the magnetization paths for an initial state that does not depend on δω is

always the node NNN1,0. As described in 3.13, if one pulse is applied at n = 1, that generates

two new coefficients, A1
0(δω) and A1

z,0(δω). Accordingly, two paths emerge from the node

NNN1,0 (see figure 3.5 (a)), and if no more pulses are applied, they evolve according to 3.1,

PPP (0,1,2,3) = {NNN1,0,NNN2,1,NNN3,2,NNN4,3},
PPP (0,0,0,0) = {NNN1,0,NNN2,0,NNN3,0,NNN4,0}.

We can thus think of coefficients A1
0(δω) and A1

z,0(δω) as weights associated to the path

sections between node NNN1,0 and nodes NNN2,1 and NNN2,0, respectively.
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n

m
(a)
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m
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1
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-1

-2

1 2 3 4
n

m
(c)

Figure 3.5: Subfigure (a) shows the k-space grating after applying just one pulse. Subfigure

(b) is the k-space grating modified to account for a second pulse. Subfigure (c) shows a

third pulse, which increases the number of paths and hence makes the k-space grating more

complex.

It follows from table 3.1 that straight lines in the lattice with a slope of 1/τ (solid lines

in figure 3.5) contribute to the transverse magnetization, and horizontal lines (dashed black

in figure 3.5), with their number m not affected by the action of the internal Hamiltonian,

contribute to the longitudinal magnetization. For instance, in figure 3.5 (a), PPP (0,1,2,3) is

the only path contributing to the transverse magnetization and PPP (0,0,0,0) is the only path

contributing to the longitudinal magnetization.

If a second pulse is applied at n = 2, the simple k-space grating of figure 3.5 (a)

becomes more complex (see figure 3.5 (b)). It follows from table 3.2 that three path

branches associated to coefficients A2
1(δω), A2

z,1(δω) and A2
−1(δω) emerge from node NNN2,1,

and two additional path directions with weight functions A2
0(δω) and A2

z,0(δω) originate
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from NNN2,0. That increases the total number of paths to five,

PPP (0,1,2,3) = {NNN1,0,NNN2,1,NNN3,2,NNN4,3},
PPP (0,1,1,1) = {NNN1,0,NNN2,1,NNN3,1,NNN4,1},
PPP (0,−1,0,1) = {NNN1,0,NNN2,−1,NNN3,0,NNN4,1},
PPP (0,0,1,2) = {NNN1,0,NNN2,0,NNN3,1,NNN4,2},
PPP (0,0,0,0) = {NNN1,0,NNN2,0,NNN3,0,NNN4,0}.

Finally, if a third pulse is applied (figure 3.5 (c)), new paths are added to the ones

above and the total number of paths increases to thirteen. Namely,

PPP (0,1,2,3) = {NNN1,0,NNN2,1,NNN3,2,NNN4,3},
PPP (0,1,2,2) = {NNN1,0,NNN2,1,NNN3,2,NNN4,2},
PPP (0,1,−2,−1) = {NNN1,0,NNN2,1,NNN3,−2,NNN4,−1},
PPP (0,1,1,2) = {NNN1,0,NNN2,1,NNN3,1,NNN4,1},
PPP (0,1,1,1) = {NNN1,0,NNN2,1,NNN3,1,NNN4,1},
PPP (0,1,−1,0) = {NNN1,0,NNN2,1,NNN3,1,NNN4,1},
PPP (0,−1,0,1) = {NNN1,0,NNN2,−1,NNN3,0,NNN4,1},
PPP (0,−1,0,0) = {NNN1,0,NNN2,−1,NNN3,0,NNN4,1},
PPP (0,0,1,2) = {NNN1,0,NNN2,0,NNN3,1,NNN4,2},
PPP (0,0,1,1) = {NNN1,0,NNN2,0,NNN3,1,NNN4,2},
PPP (0,0,−1,0) = {NNN1,0,NNN2,0,NNN3,1,NNN4,2},
PPP (0,0,0,1) = {NNN1,0,NNN2,0,NNN3,0,NNN4,0},
PPP (0,0,0,0) = {NNN1,0,NNN2,0,NNN3,0,NNN4,0}.

Let us take a minute to discuss how the coefficients Anm(δω) and Anz,m(δω) relate to

paths and how they do not. Generally, more than one path contribute to the value of a

coefficient. Hence, it is a misrepresentation to talk of coefficients Anm(δω) and Anz,m(δω)

as weight functions associated to paths. Rather, we should think of them as functions

associated to certain path sections. The reason behind that might not be easy to spot

in the simpler cases of figures 3.5 (a) and (b) but it becomes more evident in 3.5 (c).

Indeed, for figure 3.5 (a) one would be correct to associate A1
0(δω) to path PPP (0,1,2,3). Or

in the case of figure 3.5 (b), to think of A2
−1(δω) as a weight associated to path PPP (0,−1,0,1).

However, this reasoning starts to crumble in more complex k-space gratings such as the one

represented in figure 3.5 (c). At n = 3, unlike in figures (a) and (b), more than one path (in
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this case, two) merge into nodes NNN3,1 and NNN3,0. Thus, to which path do coefficients A3
1(δω)

and A3
z,1(δω) act as weight functions for? Path PPP (0,1,1,2), PPP (0,1,1,1), PPP (0,0,1,2) or PPP (0,0,1,1)?

These are questions that cannot be answered because their formulation is inherently wrong.

Coefficients Anm(δω) and Anz,m(δω) are not weight functions of paths, but they do allow us

to fully describe the δω dependent magnetization at any time. Indeed, note how after

the third pulse, the decomposition in basis functions of the transverse and longitudinal

magnetizations require only eight coefficients but the k-space grating has, in total, thirteen

paths.

To fully appreciate the level of intricacy a k-space grating can achieve, let us consider the

example sketched in figure 3.6. For an uncorrelated initial state, we considered a sequence

of six evenly-spaced pulses of length tp with arbitrary Rabi frequencies and offsets. The

arbitrariness in the amplitudes of the pulses is not explicit in any of the images in this

section. The reason is to emphasize that, even though the values of the Rabi frequency,

pulse length and offset ∆ω directly affect the coefficients Anm(δω) and Anz,m(δω), they play

no role in drawing the grating.

The sum over all the paths in black in figure 3.6 yields the magnetization at time

T = 6tp + 5τ . Namely,

Mlong(T ; δω) = Re

[
5∑

m=0

A6
z,m(δω)eimτδω

]
(3.18)

Mtrans(T ; δω) =
5∑

m=−5

A6
m(δω)eimτδω (3.19)

where the set of coefficients {A6
m} and {A6

z,|m|}, for m = −5,−4, . . . , −1, 0, 1, . . . , 4, 5

depend on all the previous coefficients, as seen in table 3.2. They thus fully characterize

the map for the magnetization at time T .

In dashed grey we have extended the negative pitched paths for times larger than T to

highlight that when negative trajectories cross the m = 0 horizontal axis, an echo forms

due to the partial refocusing of the magnetization. In particular, for a sequence with the

characteristics described above, five echos of varying intensities will form.

One might notice that, when a pulse is applied at some n and different paths branch

out of the nodes Nn,m for −(n − 1) ≤ m ≤ n − 1, the associated coefficients Anm(δω) and

Anz,m(δω) depend on previous functions An−1
m (δω) and An−1

z,m (δω). It can thus be shown by

simple but lengthy algebraic calculations (see appendix [??]) that two coupled recursive

expressions relate the two sets of functions.
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Figure 3.6: Representation of the evolution of the magnetization as paths in the reciprocal

space. The horizontal axis corresponds to time (or number n), the vertical axis is the

wrapping number of the basis functions m. Each pulse (represented as a black rectangle)

has the same length tp and is separated from the next one by a time τ . We allow each pulse

to have a different Rabi frequency and offset even though we have not specifically showed

it in the graphic. In solid black we draw the trajectories contributing to the transverse

magnetization all the way up to the last applied pulse (n = 6) at time T . In black dashed

lines, we draw the paths contributing to the longitudinal magnetization. In dashed grey, we

have extended the transverse paths with negative pitch to show where the echo formations

will occur. We have written on top of each path section the weight function associated to

the new path branch.

3.5 Recursive formulas

In this section we present the two coupled recursive formulas for the set of coefficients

{Anm(δω)} and {Anz,m(δω)} given uncorrelated initial states ρ0 = σZ , ρ0 = σX , and ρ0 = σY .

Let us first define some useful parameters to write down the equations,

δm =

 1, if m = 0

0, if m 6= 0
εm = 1 + δm κm = 1− δm
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θm =


1, if m > 0

1/2, if m = 0

0, if m < 0

fnm = κ
− (−1)n−1

2
m gnm = κ

(−1)n+1
2

m

Now, if the initial state is ρ0 = σZ ,

A0
mA
0
mA
0
m = 0, ∀m, A0

z,mA0
z,mA0
z,m = δm, ∀m, (3.20)

AnmA
n
mA
n
m = |Tn|eiφTn An−1

m−1An−1
m−1An−1
m−1 + sin2 αn

2
cos2 ∆n

(
An−1
−m−1An−1
−m−1An−1
−m−1

)∗
− i|Ln| cos ∆ne

iφLn

(
θm An−1

z,|m|An−1
z,|m|An−1
z,|m| + (1− θm)

(
An−1
z,|m|An−1
z,|m|An−1
z,|m|

)∗) εm
2
, for n ≥ 1 and ∀m, (3.21)

Anz,mAnz,mAnz,m =
(

cosαn cos2 ∆n + sin2 ∆n

)
An−1
z,mAn−1
z,mAn−1
z,m − i|Ln| cos ∆ne

iφLn An−1
m−1An−1
m−1An−1
m−1 f

n
m

−
(
i|Ln| cos ∆ne

iφLn
)∗ (

An−1
−m−1An−1
−m−1An−1
−m−1

)∗
gnm, for n ≥ 1 and ∀m. (3.22)

If the initial state is ρ0 = σX ,

A0
mA
0
mA
0
m = δm, ∀m, A0

z,mA0
z,mA0
z,m = 0, ∀m, (3.23)

A1
mA
1
mA
1
m = |T1|eiφT1 A0

mA
0
mA
0
m + sin2 α1

2
cos2 ∆1 (A0

mA
0
mA
0
m)∗, ∀m, (3.24)

A1
z,mA1
z,mA1
z,m = −i|L1| cos ∆1e

iφL1 A0
mA
0
mA
0
m, ∀m, (3.25)

AnmA
n
mA
n
m = |Tn|eiφTn An−1

m−1An−1
m−1An−1
m−1 + sin2 αn

2
cos2 ∆n

(
An−1
−m−1An−1
−m−1An−1
−m−1

)∗
,

− i|Ln| cos ∆ne
iφLn

(
θm An−1

z,|m|An−1
z,|m|An−1
z,|m| + (1− θm)

(
An−1
z,|m|An−1
z,|m|An−1
z,|m|

)∗) εm
2
, for n ≥ 2 and ∀m, (3.26)

Anz,mAnz,mAnz,m =
(

cosαn cos2 ∆n + sin2 ∆n

)
An−1
z,mAn−1
z,mAn−1
z,m − i|Ln| cos ∆ne

iφLn An−1
m−1An−1
m−1An−1
m−1 f

n
m

−
(
i|Ln| cos ∆ne

iφLn
)∗ (

An−1
−m−1An−1
−m−1An−1
−m−1

)∗
gnm, for n ≥ 2 and ∀m. (3.27)

Finally, if the initial state is ρ0 = σY ,

A0
mA
0
mA
0
m = iδm, ∀m, A0

z,mA0
z,mA0
z,m = 0, ∀m, (3.28)

A1
mA
1
mA
1
m = |T1|eiφT1 A0

mA
0
mA
0
m + sin2 α1

2
cos2 ∆1 (A0

mA
0
mA
0
m)∗, ∀m, (3.29)

A1
z,mA1
z,mA1
z,m = −i|L1| cos ∆1e

iφL1 A0
mA
0
mA
0
m, ∀m, (3.30)

AnmA
n
mA
n
m = |Tn|eiφTn An−1

m−1An−1
m−1An−1
m−1 + sin2 αn

2
cos2 ∆n

(
An−1
−m−1An−1
−m−1An−1
−m−1

)∗
− i|Ln| cos ∆ne

iφLn

(
θm An−1

z,|m|An−1
z,|m|An−1
z,|m| + (1− θm)

(
An−1
z,|m|An−1
z,|m|An−1
z,|m|

)∗) εm
2
, for n ≥ 2 and ∀m, (3.31)

Anz,mAnz,mAnz,m =
(

cosαn cos2 ∆n + sin2 ∆n

)
An−1
z,mAn−1
z,mAn−1
z,m − i|Ln| cos ∆ne

iφLn An−1
m−1An−1
m−1An−1
m−1 f

n
m

−
(
i|Ln| cos ∆ne

iφLn
)∗ (

An−1
−m−1An−1
−m−1An−1
−m−1

)∗
gnm, for n ≥ 2 and ∀m. (3.32)
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Note how for n ≥ 2, all coefficients obey the same recursive formula independently of the

initial state. The difference in initial state is manifested through the recursive definitions

of the initial coefficients {A0
m}, ∀m and {A1

m}, ∀m.

Such sets of coupled recursive formulas allow us to compute coefficients Anm(δω) and

Anz,m(δω) more effectively for an arbitrarily large number of pulses n given a previous

knowledge of coefficients An−1
m (δω) and An−1

z,m (δω).

3.6 Analysis of continuous pulses

Even though this formalism has been introduced as an analytical description of the response

of evenly-spaced rectangular pulses, we can use it to also describe continuous sequences.

To do so, we first set all time intervals between pulses to zero, i.e., τ = 0. The control

pulses become then a series of n rectangular pulses back to back, each of length tp (see

figure 3.7 (a) and (b)). The magnetization at time t = n · tp can thus be written as,

Mtrans(t; δω) =
n−1∑

m=−n+1

Anm(δω), (3.33)

and

Mlong(t; δω) = Re

[
n−1∑
m=0

Anz,m(δω)

]
. (3.34)

If the length of these rectangular pulses tp is small enough, it describes continuous

sequences with sufficient accuracy. Not surprisingly, time discretization is an essential tool

in the simulation of continuous pulses based on Hamiltonian dynamics, since it avoids the

evaluation of time-ordered exponentials.

time

Δω(t)
(a)

time

Δω(t)
(b)

time

Δω(t)
(c)

Figure 3.7: Subplot (a) shows a series of evenly-spaced rectangular pulses. Subplot (b) is

(a) when setting τ = 0. Subplot (c) shows (b) after taking the limit of tp tending to zero.
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Figure 3.8: Pulse profile for the x and z con-

trol fields of a WURST pulse.

We can use the WURST sequence as an

example of how the discretization of pulses

into steps of length tp allows us to compute

their response. For a WURST pulse of 3ms,

we discretize it with a time-step of 6µs. The

resulting pulses are depicted in figure 3.8.

By then computing all the coefficients

Anm(δω) and Anz,m(δω) for each time-step

and each isochromat employing the recur-

sive equations in 3.21 and 3.22, we obtain

the frequency profile of figure 3.9 at time

T = 3ms.
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Figure 3.9: In blue, yellow and green the expectation values for observables σX , σY and

σZ , respectively.

Once τ has been set to zero, we can go a bit further and consider the limit of tp

approaching zero (figure 3.7 (c)). Taking the limit of tp → 0 is equivalent to computing

the limit of the nominal nutation angle α0n approaching zero ∀n, since α0n = ω1ntp (note

that ω1n is finite). Computing this limit allows us to give a complete and rigorous analysis

of the response of our system under continuous pulses.

The first step towards achieving this goal is to write the Taylor series of each basis

transformation up to the smallest order in α0n (see table 3.3).

Notation L, T+, and T− stand for longitudinal basis function, transverse basis function

with positive pitch (right-handed helix), and transverse basis function with negative pitch

(left-handed helix). Hence, a term such as (L → T−) represents a transformation from

a longitudinal basis function to a transverse basis function with negative pitch. Terms

(T± → T±)n and (T± → T∓)n correspond to cases when the sign of the winding number

either stays invariant or flips.
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(L→ L)n = cosαn cos2 ∆n + sin2 ∆n ∼ 1

(L→ T+)n = −1
2
|Ln| cos ∆ne

iφLn ∼ −1
2
α0n

(L→ T−)n = 1
2
|Ln| cos ∆ne

iφLn eiPPP ∼ 1
2
α0ne

iPPP

(T± → T±)n = |Trn|eiφTrn ∼ eiφTrn

(T± → T∓)n = sin2 αn
2

cos2 ∆n ∼ 1
4
α2

0ne
iPPP

(T+ → L)n = |Ln| cos ∆ne
iφLn ∼ α0n

(T− → L)n = −|Ln| cos ∆ne
iφLn eiPPP ∼ −α0ne

iPPP

Table 3.3: Basis transformations to the smallest order in tp.

This might be new notation, but it is simply another way of representing the results

displayed in table 3.2. In addition, in the third column of table 3.3 we present the Taylor

expansion up to the smallest order in tp of all the transformation terms, with the exception

of (T± → T±)n. In that instance, we expanded its modulus |Trn| and phase φTn , keeping

the exponential form. Namely,

(T± → T±)n = |Trn|eiφTrn ∼
(

1− 1

4
α2

0n

)
eiφTrn ∼ eiφTrn , (3.35)

and

φTrn ∼ φTrn = (δω −∆ωn) tp. (3.36)

For convenience, we kept the symbol φTrn to denote the approximated phase (δω −
∆ωn) tp. Furthermore, we introduce the operator eiPPP in table 3.3 to account for the

sign change in the wrapping number m for transformations (T− → L)n, (L → T−)n and

(T± → T∓).

By inspection of table 3.3 we easily notice that basis transformations from the longitu-

dinal axis to the transverse plane and vice-versa are first order in α0n . Similarly, changing

the pitch sign for transverse basis functions comes with an α2
0n cost. Finally, the smallest

order for staying invariant under the action of any pulse is zero (i.e., 1 or multiplicative

factor eiφTrn , which if expanded its smallest order is still zeroth).

Since we are taking the limit of tp tending to zero, we will only consider transformations

up to first order and discard the second order transformation (T± → T∓)n. Thus, an

infinitely short pulse either:

• Modifies the trajectory of our paths from the longitudinal axis to the transverse plane

or vice-versa to first order in α0n .

• Leaves the trajectory unchanged, with a multiplicative factor of either 1 or eiφTn
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Through these observations we can define some useful concepts, such as kth order

paths, kth order path sum and kth order magnetization contribution. This concepts will

help us identify which paths contribute (and how much) to the transverse and longitudinal

magnetization.

Definition (kth order path): path in the reciprocal space to which k pulses have

affected its trajectory and thus carries a αk0n weight.

Figure 3.10 helps visualize what a kth order path is: every time a path changes tra-

jectory due to the action of a pulse, it acquires an additional order in α0n . Moreover, due

to the geometry of the k-space grating and the restriction in path trajectories, only odd

paths can contribute to the transverse magnetization and only even paths can contribute

to the longitudinal.
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Figure 3.10: (a) Odd order paths contributing to the transverse magnetization at time

T = 6tp are depicted in red. In dark red a first order path, in light red, a third order

path. (b) Even order paths in green contribute to the longitudinal magnetization at time

T = 6tp. In dark green, second order path, and in light green, forth order path. Note we

have kept the distance τ between pulses for visualization purposes only. For the whole of

this section, τ = 0.

Definition (kth order path sum): sum over all the kth order paths in a k-space

grating, denoted as Sk(t; δω).

Definition (kth order magnetization contribution): limit of a kth order path

sum Sk(t; δω) for tp approaching zero, i.e. Mk(t; δω) = limtp→0 Sk(t; δω).
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In turn, summing over all kth order magnetization contributions gives us the complete

response of the system at time t,

Mtrans(t; δω) =
∞∑
i=1

M(2i−1)(t; δω), (3.37)

and

Mlong(t; δω) =
∞∑
i=1

M(2i)(t; δω). (3.38)

We can give an example of this for the case of MMM = M0ẑ, with M0 = 1 (that is, initial

state fully polarized along the longitudinal axis). The first order path sum S1(t; δω) after

applying n = t/tp pulses is,

S1(t; δω) =
n∑
j=1

(
i

[
j−1∏
r=1

(L→ L)r

][
(L→ T+)j +(L→ T−)j

][ n∏
`=j+1

(T± → T±)`

])
, (3.39)

with j indexing over the nodes NNN j,0, where the longitudinal magnetization nutates to the

transverse plane.

By substituting the first order Taylor approximations of table 3.3 to equation 3.39 we

obtain,

S1(t; δω) =
n∑
j=1

([
j−1∏
r=1

1

][
− i1

2
α0j + i

1

2
α0je

iPPP
][ n∏

`=j+1

eiφTr`

])
=

= −i
n∑
j=1

(
ω1j tp exp

[
i

n∑
`=j+1

(δω −∆ω`)tp

])
. (3.40)

1

2

3

4

5

n=1 n=4 n=5 n=6n=2 n=3
α0 α0α0α0 α0

1st order path

Figure 3.11: First order paths in dark red for a

sequence of six pulses. The distance τ between

pulses has been kept for visualization convenience.

If now we take the limit of tp tend-

ing to zero,

M1
trans(t; δω) = lim

tp→0
S1(t; δω) =

=−i
∫ t

0

ω1(t1) ei(φ(t)−φ(t1)) dt1 =

=−ieiδωt
∫ t

0

ω1(t1)e
−i

∫ t
t1
∆ω(τ)dτ

e−iδωt1dt1,

(3.41)

with φ(ta)−φ(tb) =
∫ ta
tb

(δω−∆ω(τ))dτ,

we retrieve the linear response theory

(the Fourier transform of the pulse).
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Even though linear response theory is a good approximation in the case of weak control

pulses (see figure 3.12 (a)), it easily breaks down as stronger Rabi frequencies or longer

pulses are considered (see figure 3.12 (b)). The reason behind this is the number of higher-

order paths.
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Figure 3.12: Both (a) and (b) are plots of the function MX(δω) for a rectangular pulse

applied along the x-axis, with a Rabi ω1 = 0.5 MHz and with zero offset ∆ω(t) = 0.

The difference is in the pulse length, of 0.1 µs in (a) and of 1 µs in (b). The solid lines

represent data obtained by simulating the complete Hamiltonian dynamics and the dashed

lines correspond to the linear response theory approximation.

path order number of paths

1 st

(
n

1

)
3 rd

(
n

3

)
5 th

(
n

5

)
...

...

kth

(
n

k

)
Table 3.4: Table counting the

number of first, third, fifth and

kth order paths in a k-space grat-

ing when applying n pulses.

Whereas the contribution of one higher-order path

might be negligible compared to the contribution of

one first order path, the number of higher-order paths

is much larger than of first order paths. Consequently,

for some pulses, higher-order paths amount to a signif-

icant contribution to the magnetization. In table 3.4

we present how many paths of first, third, fifth and in

general, kth order are present in a grating of n pulses.

Not surprisingly, the number of kth order paths is a

k-combination of a set with n elements, C(n, k).

After establishing the importance of higher-order

paths to the total magnetization, let us derive an

expression for higher-order magnetization contribu-

tions. We will start with the third and fifth order

magnetization contributions, i.e. M3
trans(T ; δω) and

M5
trans(T ; δω). Once those have been derived, we

will try to extrapolate and give a general form for

Mk
trans(T ; δω).
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Figure 3.13: Figures (a) and (b) show the same k-space gratings. In (a) we highlight two

different third order paths and in (b) a fifth order path.

As before, the first step is to sum over all third order paths (some examples of third

order paths are sketched in figure 3.13 (a)),

S3(t; δω) =
n∑
j=1

n∑
m=j+1

n∑
p=m+1

(
i

[
j−1∏
r=1

(L→ L)r

][
(L→ T+)j + (L→ T−)j

]
·

·

[
m−1∏
`=j+1

(T± → T±)`

]
(T+ → L)m

[
p−1∏

q=m+1

(L→ L)q

]
·

·
[
(L→ T+)p + (L→ T−)p

][ n∏
t=p+1

(T± → T±)t

])
=

=
n∑
j=1

n∑
m=j+1

n∑
p=m+1

([
j−1∏
r=1

1

]
(−iα0j)

[
m−1∏
`=j+1

eiφTr`

]
α0m

[
p−1∏

q=m+1

1

]
·

·
[
− 1

2
α0p +

1

2
α0pe

iPPP
][ n∏

t=p+1

eiφTrt

])
=

= i
n∑
j=1

α0j

n∑
m=j+1

α0m cos

(
m−1∑
`=j+1

φTr`

)
n∑

p=m+1

α0p exp

(
i

n∑
t=p+1

φTrt

)
, (3.42)
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and then take the limit of tp approaching zero,

M3(t; δω) = lim
tp→0
S3(t; δω) =

= i

∫ t

0

∫ t

t1

∫ t

t2

ω1(t1) ω1(t2) cos
(
φ(t2)− φ(t1)

)
ω1(t3) ei(φ(t)−φ(t3))dt3 dt2 dt1 (3.43)

with φ(ta)− φ(tb) =
∫ ta
tb

(δω −∆ω(τ))dτ .

Reproducing the analysis above for the fifth order term is a bit trickier but it can be

done by introducing the following Heaviside function,

θ[κ− p+ j −m] =

1, if κ− p+ j −m ≥ 0

0, if κ− p+ j −m < 0
(3.44)

which counts the position in the n axis when the transverse paths with negative pitch

become positive.

Then,

S5
trans(t; δω) =

n∑
j=1

n∑
m=j+1

n∑
p=m+1

n∑
κ=p+1

n∑
s=κ+1

(
i

[
j−1∏
r=1

(L→ L)r

][
(L→ T+)j+

+ (L→ T−)j

][ m−1∏
`=j+1

(T± → T±)`

]
(T+ → L)m

[
p−1∏

q=m+1

(L→ L)q

]
·

·

{
(L→ T+)p

[
κ−1∏
t=p+1

(T± → T±)t

]
(T+ → L)κ

[
s−1∏

x=κ+1

(L→ L)x

]
·

·
[
(L→ T+)s + (L→ T−)s

][ n∏
y=s+1

(T± → T±)y

]
+

+ (L→ T−)p

[
κ−1∏
t=p+1

(T± → T±)t

][
(1− θ[κ− p+ j −m])(T+ → L)κ+

+ θ[κ− p+ j −m](T− → L)κ

][ s−1∏
x=κ+1

(L→ L)x

][
(L→ T+)s+

+ (L→ T−)s

][ n∏
y=s+1

(T± → T±)y

]})
. (3.45)
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After performing lengthy but straightforward calculations, expression 3.45 is simplified to,

S5(t; δω) = −i
n∑
j=1

α0j

n∑
m=j+1

α0m cos

(
m−1∑
`=j+1

φTr`

)
n∑

p=m+1

α0p ·

·
n∑

κ=p+1

α0κ cos

(
κ−1∑
t=p+1

φTrt

)
n∑

s=κ+1

α0s exp

(
i

n∑
y=s+1

φTry

)
(3.46)

Last but not least, we take the limit of tp tending to zero, and obtain

M5(t; δω) = lim
tp→0
S5(t; δω) =

− i
∫ t

0

∫ t

t1

∫ t

t2

∫ t

t3

∫ t

t4

ω1(t1) ω1(t2) cos
(
φ(t2)− φ(t1)

)
ω1(t3) ω1(t4)·

· cos
(
φ(t4)− φ(t3)

)
ω1(t5) ei(φ(t)−φ(t5))dt5 dt4 dt3 dt2 dt1, (3.47)

where φ(ta) − φ(tb) =
∫ ta
tb

(δω − ∆ω(τ))dτ . With the knowledge provided by M1(t; δω),

M3(t; δω), and M5(t; δω) we can extrapolate an expression for Mk(t; δω),

Mk(t; δω) = lim
tp→0
Sk(t; δω) =

= (−i)k
∫ t

0

. . .

∫ t

tk−1

(
k∏
j=1

ω1(tj)

)
cos

( k−1
2∑
j=1

(
φ(t2j)− φ(t2j−1)

))
ei(φ(t)−φ(tk))dtk . . . dt1,

(3.48)

where

φ(t2j)− φ(t2j−1) =

∫ t2j

t2j−1

(δω −∆ω(τ))dτ. (3.49)

Then, given continuous pulses pX(t) = ω1(t) and pZ(t) = ∆ω(t), the transverse magneti-

zation for any isochromat δω as a function of time is,

Mtrans(t; δω) =
∞∑
i=1

M(2i−1)(t; δω) =M1(t; δω) +M3(t; δω) +M5(t; δω) + · · · =

=
∞∑
k=1
k odd

(−i)k
∫ t

0

. . .

∫ t

tk−1

(
k∏
j=1

ω1(tj)

)
cos

( k−1
2∑
j=1

(
φ(t2j)− φ(t2j−1)

))
ei(φ(t)−φ(tk))dtk . . . dt1,

(3.50)

Thus, in general, there is not an exact solution for the magnetization. Rather, the

solution is an infinite sum of terms. However, if we truncate the infinite sum at any cutoff

order κcutoff , we know the series is well behaved such that no magnetization is introduced.
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That is, the infinite sum in 3.50 eventually converges to the exact result Mtrans(t; δω).

Hence, for cutoff order κcutoff , the quantity

M
κcutoff
trans (t; δω) =

κcutoff∑
i=1

M(2i−1)(t; δω), (3.51)

describes the complete response of our system, i.e. M
κcutoff
trans (t; δω) ≡ Mtrans(t; δω). In the

case of figure 3.14, that cut-off order is κcutoff = 9.

In figure 3.14 we show in blue MY (T ; δω) obtained through the full simulation of the

Hamiltonian dynamics for a rectangular pulse applied along the x-axis, of length T = 1µs,

Rabi ω1 = 0.5MHz, and ∆ω(t) = 0. This is the same pulse whose response and first order

approximation were presented in figure 3.12 (b). We compare it to the imaginary part of

quantity 3.51 at time t = T , and for κcutoff = 3, 5, 7, and 9. Through this comparison we

can appreciate how, for the particular case described above, a finite sum of nine orders is

sufficient to describe the response of our system.
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Figure 3.14: In solid black and common to all subplots, the magnetization MX(T ; δω),

obtained through a full simulation of the Hamiltonian dynamics for a pulse p(t) =

(pX(t), pY (t), pZ(t)) = (ω1, 0, 0), of length T = 1 µs and ω1 = 0.5 MHz. In dashed black,

M
κcutoff
trans (t; δω) for κcutoff = 1 in (a), κcutoff = 3 in (b), κcutoff = 5 in (c) and κcutoff = 9

in (d).
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3.7 Volterra series

It will not be astonishing for the reader that the results derived in the previous section

match the non-linear response theory as developed by Kubo [15–17], in close analog to the

classical non-linear theory or Volterra series.

The first step is to introduce the Liouville-von Neumann equation

ρ̇ = −i[H(t), ρ], (3.52)

with

H(t) = H0 + ∆ω(t)B + ω1(t)A, (3.53)

where H0 is an internal Hamiltonian that commutes with B and ρ0, ([B,H0] = 0 and

[ρ0, H0] = 0), ω1(t) and ∆ω(t) are two input pulses, and A and B two operators that do

not commute with each other. If we write A in the rotating frame of H0 + ∆ω(t)B,

A(t) = exp

{
i

∫ t

0

H0 + ∆ω(τ)B dτ

}
A exp

{
− i
∫ t

0

H0 + ∆ω(τ)B dτ

}
(3.54)

The response 〈O〉(t) can then be expressed as

〈O〉(t) = Tr
(
ρ(t)O

)
= Tr

(
ρ0O

)
+

+
∞∑
k=1

(−i)k
∫ t

0

∫ t

t1

. . .

∫ t

tk−1

ω1(t1) . . . ω1(tk) Tr
(
[A(t1), [A(t2), [. . . [A(tk), ρ0] . . . ]]]O

)
dtk . . . dt1

(3.55)

If H0 = 1
2
δωσZ , B = 1

2
σZ , A = 1

2
σX and O = 1

2
σX + i1

2
σY , then,

〈O〉(t) = Tr
(
ρ0O

)
+

+
∞∑
k=1

(−i)k
∫ t

0

∫ t

t1

. . .

∫ t

tk−1

ω1(t1) . . . ω1(tk) cos

( k−1
2∑
j=1

(
φ(t2j)− φ(t2j−1)

))
ei(φ(t)−φ(tk))dtk . . . dt1

(3.56)

which is exactly the same series as the one derived through k-space theory in 3.50.

3.8 Conclusions

In this chapter we presented three sets of coupled recursive formulas for the uncorre-

lated initial states ρ0 = σX , σY , and σZ relating the set of coefficients {An−1
m (δω)} and
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{An−1
z,m (δω)} with {Anm(δω)} and {Anz,m(δω)}. The sum of the coefficients Anm(δω) and

Anz,m(δω) fully characterizes the δω-dependent magnetization after applying n soft pulses

back to back. Given that computing the coefficients after n pulses requires knowledge of

all previous coefficients {Aim(δω)}n−1
i=0 and {Aiz,m(δω)}n−1

i=0 , it automatically implies that we

have a complete and analytical map describing the δω-dependent magnetization at any

point in time.

We verified that this formalism can also be used to analyze the evolution of magne-

tization under the action of continuous pulses. To do so, either we time-slice them and

assume each individual slice tp to be small enough, or formally compute the limit of tp

approaching to zero. The result of taking such a limit is a rederivation of an infinite sum

of terms describing the non-linear response of the system to an external perturbation p(t).
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Chapter 4

Conclusions

In Chapter 2 we have shown through numerical simulations how to, in principle, overcome

several obstacles limiting the use of superconducting high-Q resonators to improve the

sensitivity of pulsed ESR.

In particular, the addition of z-control allowed us to work around the bandwidth lim-

itation introduced by the high Q factor of the resonator. The simulation of a Hahn echo

experiment simultaneous to z-field sweeps during the excitation, refocusing and formation

of the chirped echo, gave solid proof that the proposed pulse sequence would yield the

desired results.

To further support our argument, we reproduced the reconstruction procedure of the

spectra experimentally, using a broadband NMR setup. Despite the inherent differences

between a broadband NMR system and a superconducting high-Q resonator, the NMR

experiment provided the first proof-of-principle test.

In Chapter 3 we expanded the k-space formalism to describe multipulse sequences of

soft pulses applied around any axis x̂, ŷ or ẑ, and acting on a k-space grating generated

by a variety of inhomogeneous effects.

The three sets of coupled recursive formulas summarize the effect soft pulses have on the

grating, yielding a complete and analytical mapping of the δω-dependent magnetization

at any point in time. Moreover, an order analysis of the k-space grating and its paths in

the reciprocal space enabled us to rederive non-linear response theory, an infinite sum of

magnetization terms also known as Volterra series or Kubo’s formula [15–17].
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4.1 Future Work

The next step regarding the work of Chapter 2 is to implement the proposed control

sequence in a high-Q ESR platform, for which these pulses where initially devised. There is

a clear one-to-one correspondence with the ESR simulations, since we have used parameters

which are experimentally motivated.

There is also some theoretical aspects that need to be given some more thought. In

particular, how reducing the length of the pulse sequence affects the pulse reconstruction.

We have noticed that reducing the length of the control pulses translates into a distortion

in the reconstructed spectrum, which we believe is related to the adiabatic factor of the

sweep. However, not enough work has been done in that direction to properly support such

a statement. An in-depth analysis of the relation between pulse length and the adiabatic

factor would hopefully inform us how to further decrease the overall length of the pulse

sequence, hence enabling us to implement it for samples with smaller relaxation constants

T2.

In Chapter 3, the sets of coupled recursive formulas were derived for an uncorrelated

initial state (in other words, independent of the variable δω). It is possible to derive similar

formulas for correlated initial states, in particular for sin(δω)ρ0 and cos(δω)ρ0. In turn,

that would automatically provide us with a map for any correlated initial state f(δω)ρ0

that could be written as a Fourier series of sin(δω)ρ0 and cos(δω)ρ0.

More interesting, though, would be to tackle the inverse problem described in Chap-

ter 3. Instead of focusing on how a pulse sequence p(t) yields the magnetization state

M(T ; δω) at a time T , we could ask what pulse sequence p(t) yields a particular target

state Mtarget(T ; δω). This could be done numerically in the lines of the GRAPE algo-

rithm [34], or in other ways that we have not yet explored. Certainly, other optimization

problems exploiting the intrinsic correspondence of this formalism with an easy and visual

reciprocal description could be posed, which we believe would constitute a much more in-

teresting approach than simply attempting a redo of an already existing (and very efficient)

algorithm.
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Appendix A

Mathematical definitions

A.1 Time-ordered exponential

For two operators H(t1) and H(t2) such that,

T
{
H(t1)H(t2)

}
=

H(t1)H(t2), if t1 > t2

H(t2)H(t1), if t1 < t2,
(A.1)

a mathematical operation known as ordered exponential can be defined. Namely,

OE[H](t) = T
{
e−i

∫ t
0 H(τ)dτ

}
=
∞∑
n=0

1

n!

∫ t

0

∫ t

0

. . .

∫ t

0

T
{
H(t′1) . . . H(t′n)

}
dt′1 . . . dt

′
n =

=
∞∑
n=0

∫ t

0

∫ t′n

0

∫ t′n−1

0

ots

∫ t′2

0

H(t′n) . . . H(t′1) dt′1 . . . dt
′
n−2dt′n−1dt′n, (A.2)

where the term n = 0 equates to the identity 1. We can also perform a time discretization

to redefine A.2 as an ordered product of n exponentials in the limit of n tending to infinity.

Namely,

OE[H](t) = lim
n→∞

(
e−iH(tn)∆te−iH(tn−1)∆t . . . e−iH(t0)∆t

)
= lim

n→∞

( 0∏
m=n

e−iH(tm)∆t

)
, (A.3)

where ti ≡ i∆t, and ∆t ≡ t/N .
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A.2 The dynamics of an ensemble of non-interacting spin-1/2 par-

ticles

A.2.1 Factorization of the time evolution operator into tensor products

By employing the definition of ordered exponential stated in equation A.3, the Hamiltonian

introduced in section 1.1, as well as identities

eA⊕B = eA ⊗ eB, (A.4)

and

(A⊗B)(C ⊗D) = AC ⊗BD, (A.5)

we can show that

UT (t) = T
{
e−i

∫ t
0 HT (τ)dτ

} A.3
= OE[HT ](t) = lim

n→∞

( 0∏
m=n

e−iHT (tm)∆t

)
1.1
=

= lim
n→∞

( 0∏
m=n

e−i
⊕N
k=1Hk(tm)∆t

)
A.4
= lim

n→∞

( 0∏
m=n

( N⊗
k=1

e−iHk(tm)∆t

))
A.5
=

=
N⊗
k=1

(
lim
n→∞

( 0∏
m=n

e−iHk(tm)∆t

))
=

N⊗
k=1

T
{
e−i

∫ t
0 Hk(τ)dτ

}
=

N⊗
k=1

Uk(t) (A.6)

where Uk(t) ≡ T
{
e−i

∫ t
0 Hk(τ)dτ

}
.

A.2.2 Factorization of the state into tensor products

It trivially follows from A.6 and 1.2 that

ρT (t) = UT (t)ρT (0)U †T (t) =

( N⊗
k=1

Uk(t)

)
ρ⊗N0

( N⊗
k=1

U †k(t)

)
A.5
=

N⊗
k=1

Uk(t)ρ0U
†
k(t) =

N⊗
k=1

ρk(t).

(A.7)
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A.2.3 Expected values of observables

It follows from the definition of NMR observables in 1.8 and from the previously derived

expression A.7, that the expectation values for SX , SY and SZ can be written in the form

〈Si〉(t) = Tr
[
ρT (t)Si

] 1.8
=
A.7

Tr

[ N∑
k=1

ρk(t)
⊗(k−1) ⊗ ρk(t)Si ⊗ ρk(t)⊗(N−k)

]
=

=
N∑
k=1

( k−1∏
j=1

Tr
[
ρj(t)

])
Tr
[
ρk(t)Si

]( N∏
j=k

Tr
[
ρj(t)

]) Tr(ρ)=1
=

=
N∑
k=1

Tr
[
ρk(t)Si

]
=

N∑
k=1

〈Si〉k(t), (A.8)

where we used elemental properties of the Kronecker product and the trace.

A.3 Rotating Wave Approximation

Let H(t) be the total Hamiltonian that describes the system dynamics. The state of the

system is characterized by a density operator ρ(t) and its time evolution obeys the Liouville-

Von Neuman equation of motion (if we assume no interaction with the environment).

Namely,

ρ̇(t) = −i
[
H(t), ρ(t)

]
, (A.9)

whose formal solution is written as

ρ(t) = U(t)ρ(0)U †(t), (A.10)

where

U(t) = T
{
e−i

∫ t
0 H(τ)dτ

}
. (A.11)

Let us denote the sum of the Hamiltonians introduced in 1.17 and 1.18 as the lab frame

Hamiltonian for a spin-1/2,

HL(t) = H0 +Hcontr =
1

2
ω0 σZ +

1

2
2ω1(t) cos (ωtt+ φ) σX (A.12)

and the state of the system in that frame as ρL(t). The transformation to the rotating

frame of ωt is given by

ρL(t) = e−iHttρR(t)eiHtt (A.13)

where

Ht =
1

2
ωtσZ (A.14)
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Let us now find how the Von-Neumann equation in the lab frame

ρ̇L(t) = −i[HL(t), ρL(t)] (A.15)

relates to the rotating frame of ωt. To do so, let us substitute the equation in A.13 into

A.15,
d

dt

(
e−iHttρR(t)eiHtt

)
= −i[HL(t) , e−iHttρR(t)eiHtt]. (A.16)

The time derivative can be expanded into three terms,

d

dt

(
e−iHttρR(t)eiHtt

)
= −iHte

−iHttρR(t)eiHtt + e−iHttρ̇R(t)eiHtt + e−iHttρR(t) iHte
iHtt

(A.17)

and the right hand side of A.16 is, of course,

−i[HL(t) , e−iHttρR(t)eiHtt] = −i HL(t) e−iHttρR(t)eiHtt + i e−iHttρR(t)eiHtt HL(t). (A.18)

Then, by substituting the expanded terms into A.16 and rearranging them, we retrieve

ρ̇R(t) = −i [eiHttHL(t)e−iHtt −H0 , ρR(t)] (A.19)

where the Hamiltonian in the rotating frame then is,

HR(t) = eiHttHL(t)e−iHtt −Ht (A.20)

The last step is to perform a Rotating Wave Approximation to the term

eiHttHL(t)e−iHtt (A.21)

in A.20. Since Ht = 1
2
ωtσZ , its exponential commutes with the Zeeman term H0. It

does not commute, however, with the σX and σY terms of the control Hamiltonian. In

particular, due to Pauli commutation relations,

ei
1
2
ωt t σZ σX e−i

1
2
ωt t σZ = cos (ωtt)σX − sin (ωtt)σY (A.22)

ei
1
2
ωt t σZ σY e−i

1
2
ωt t σZ = cos (ωtt)σY + sin (ωtt)σX (A.23)

If we then multiply A.22 by cos (ωtt+ φ), we retrieve

cos (ωtt+ φ)ei
1
2
ωt t σZ σX e−i

1
2
ωt t σZ =

1 + cos 2ωtt

2
cosφ σX −

sin 2ωtt

2
sinφ σX+

− sin 2ωtt

2
cosφ σY +

1− cos 2ωtt

2
sinφ σY

rwa
=

1

2
cosφ σX +

1

2
sinφ σY (A.24)
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where in the last step we have gotten rid of higher order frequency terms.

Therefore, the Hamiltonian after performing the Rotating Wave Approximation (RWA)

becomes,

HR(t) =
1

2
δω +

1

2
ω1(t) cosφ σX +

1

2
ω1(t) sinφ σY (A.25)

where δω = ω0 − ωt. The RWA is a good approximation when ω1 � ω0 and |δω| � ω0, a

regime where most ESR and NMR experiments are performed.
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Appendix B

Code

Relevant code for this thesis can be found at https://github.com/jabamoros/ThesisSimulations,

and the software library QuantumUtils [20] used in the simulations is available at https:

//github.com/QuantumUtils/quantum-utils-mathematica.
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