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Abstract

Doubly Conditional Source-term Estimation (DCSE) is a partially premixed formulated
closure to model turbulent combustion. The conditioning variables are selected to be
mixture fraction and progress variable to represent the non-premixed and premixed flame
characteristics, respectively. The statistical distribution of mixture fraction and progress
variable is described by a β-Probability Density Function (PDF) and Modified Laminar
Flame (MLF-PDF), respectively.
In the current study, DCSE is extended to the LES framework to provide further details
about the mixing field. In LES, challenging transient phenomena that include lift-off, local
extinction and reignition can be assessed. Filtered transport equations of mass, momentum,
enthalpy and species mass fractions are solved. In addition, transport equations for the
filtered mixture fraction and progress variable, and their Sub-grid Scale (SGS) variance
are solved to provide the statistical description of both conditioning variables.
Detailed Chemistry is included in the investigation by using GRI-MECH 2.11 and 3.0.
To reduce the computational cost, reaction rates are tabulated prior to the LES-DCSE
calculations as a function of mixture fraction, CO2 and H2O mass fractions.
A least square numerical technique, LSQR, and a more detailed closure for the progress
variable Scalar Dissipation Rate (SDR) are initially assessed using RANS-DCSE, which
show better performance for LSQR as it reduces the matrix inversion time included in
the DCSE implementation by 60%. The SDR model is shown to have an impact on the
predictions. LES-DCSE is applied on a series of methane turbulent lifted flames. The
predictions show very good agreement with the experimental data, and the qualitative
analysis is consistent with triple flame characteristics.
A series of methane-piloted partially premixed flames is investigated in LES by using DCSE.
LES-DCSE is able to capture the local extinction and reignition with which these flames are
characterized. A very good agreement with experimental data is found in the predictions
that include radial profiles of Favre-filtered velocity, temperature, mixture fraction and
major and minor species mass fractions. These results demonstrate the capability of LES-
DCSE of modelling partially premixed flames. Future work includes DCSE implementation
in complex industrial burners, examining DCSE in spray combustion and improving the
chemistry tabulation technique to be able to investigate complex fuels such as oxy-fuels
and syngas.
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filled contours of the time-averaged ỸOH at Re a)7000, b)12000 and c)19500.
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Chapter 1

Introduction

1.1 Combustion in the energy sector

The gradual increase in energy demand all over the world, due to the expansion of indus-
try and the growth in the world population, is estimated to be 1.8% per year in 2005,
and expected to rise further [1]. Due to the increase in energy demands, many sources of
energy have become the focus of investigation and research, most of which are renewable
sources of energy. Many countries have managed to increase their energy supply sourced
by renewable energy; for example, Canada provided 17.3% of its energy supply from re-
newable sources in 2017 [2]. Despite the progress in using renewable sources of energy,
81% of global energy production relies on combustion of fossil fuels to unleash the stored
chemical energy, usually within a combustion chamber [3]. The combustion-operated ap-
plications are various and include power generation, heating, transportation and several
industrial processes. Most of these applications are operated using turbulent combustion,
as it is characterized by high heat release and enhanced mixing. Further, some applications
favour combustion over other energy sources (such as transportation and jet engines) due
to the high energy density stored in the fossil fuels.
Consequently, the turbulent combustion of fossil fuels will remain a major player for the
transportation and power generation in the short/mid-term future. However, it is also
a major source of undesirable gaseous emissions. These gaseous emissions include green-
house gases (GHG), nitrogen and sulphur oxides (NOx, SOx), and soot particles. The GHG
emitted by the stationary combustion sources and transportation formed 74% of the total
GHG emissions in Canada in 2017 [4]. Further, the average global level of carbon dioxide
(CO2) in the atmosphere increased by 1.7% from 2018 to 2019 [3]. This increase accelerates
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global warming, which is expected to cause environmental and natural catastrophes in the
future. Other atmospheric pollutants, such as nitrogen oxides (NOx) and soot particles,
may also be formed due to high temperature and incomplete burning of fuel, respectively.
Transportation and mobile equipment are the largest contributors (52%) to the total NOx

emission release in Canada in 2017 [2].
These statistics have forced governments to impose strict emission regulations on over-
all combustion processes. The emission control requires increasing the efficiency of the
combustion process, and thus design improved combustion devices that can produce less
emissions and follow the regulations. Many experimental studies are devoted to improving
the combustion process and reducing NOx and unburnt hydrocarbons. In addition, Com-
putational Fluid Dynamics (CFD) simulations based on rigorous modelling are also needed
to optimize the combustion process and the combustion chamber design.
The numerical simulation of turbulent combustion can be implemented using three ap-
proaches: Direct Numerical Simulation (DNS), Large Eddy Simulation (LES), and Reynolds-
Averaged Navier-Stokes (RANS) calculation. Although DNS is based on resolving all tur-
bulence scales and provides the most accurate predictions among the three approaches,
it is not computationally feasible due to the enormous required computational resources,
especially for high Reynolds number flows, and the limitation to simple geometries. In
contrast, RANS approaches model all the turbulence length/time scales which makes it
the fastest computationally, but the least accurate; it also lacks detailed description of
the mixing field. As a compromise between DNS and RANS, LES is considered the most
promising tool among the three listed techniques to describe turbulence-chemistry interac-
tion and model temporal phenomena. Only small turbulent scales (smaller than a specific
filter width) are modelled, while all the larger scales are resolved. Moreover, LES can
be used with more complicated geometries compared to DNS. With reasonable compu-
tational resources, it can provide more details about the flow/mixing fields compared to
RANS calculations. These reasons have led to the selection of LES for the current research
framework.
A combination of reliable turbulence model, detailed chemistry and a combustion model
is expected to provide good numerical predictions of flames that will help in emission con-
trol and efficiency improvement. The newly-developed numerical tools should focus on
the types of flames that are found in real-life combustion applications to provide accurate
predictions for the flame parameters and characteristics. In the next section, the main
flame categories are described.
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1.2 Motivation

The combustion process may be broadly divided into two categories: i) premixed combus-
tion, and ii) non-premixed combustion. In premixed combustion, the fuel and the oxidizer
have a complete mixing before being released into the combustion space. In contrast, in
non-premixed combustion, the mixing of fuel and oxidizer takes place inside the combus-
tion chamber after separate injection. In many industrial applications, the combustion
process can be described as partially premixed which is an intermediate stage between
the premixed and non-premixed characteristics. These applications include gas turbines,
domestic and industrial boilers, furnaces and some automotive engines [5].
The partially premixed combustion regime is expected to have a significant impact on the
prediction of the flame characteristics including the heat release rate and the product lev-
els [6], as compared to investigating the same flame using only premixed or non-premixed
modelling formulation. Therefore, the accurate modelling of turbulent partially premixed
flames is essential to achieve and design optimal combustion devices in many applications.
Providing a rigorous numerical model is very important to capture the transient processes
that are observed in real combustion devices. These processes include the lift-off of the
turbulent lifted flames, as well as the local extinction and reignition in the flames that
operate close to the stability operation range. Therefore, turbulent jet lifted flames and
flames with high local extinction have become the target of modelling in the present work.
Lifted jet flames have captured the interest of combustion research for the last fifty years.
They have been investigated analytically, experimentally, and numerically [7]. This signif-
icant interest is due to their prevalence in many industrial combustion applications. These
applications include burners in commercial boilers, jet engines, and gas flares. In addition,
lifted flames are involved in combustion in turbines, diesel engines, and direct fuel injection
gasoline engines which involve stratified mixtures. Such flames involve some physical phe-
nomena which are complicated to investigate and model such as ignition, flame extinction,
and stabilization [7]. Recently, a combustion model that is based on partially premixed
flame formulation, known as Doubly Conditional Source-term Estimation (DCSE), has
been developed and used in RANS [8, 9]. This model has shown a good performance in
RANS, in addition to the fact that it has no restriction to combustion regimes and can be
linked to detailed chemistry. Also, it has a reasonable computational cost in comparison
with the other combustion models that use detailed chemistry, which makes it a promising
selection to extend to LES and provide a detailed assessment for its performance with lifted
flames and flames with significant levels of extinction.
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1.3 Objectives

The current work aims to extend a partially premixed formulation (DCSE), that was first
proposed for use with RANS [8], to be capable of simulating partially premixed flames in
LES. In addition, the transient processes that are not able to be captured in RANS will
be investigated and assessed in LES where more reactive flow details are provided. The
objectives are summarized as

1. Improved DCSE implementation for LES: Initial assessment of a computational
tool for solving least squares problems to be used in DCSE calculations, namely Least
Squares QR-factorization (LSQR), in comparison with LU-decomposition initially
implemented in RANS. The investigation is focused on CPU time and accuracy. In
addition, a detailed closure for the scalar dissipation rate (SDR) term of the reaction
progress variable [10, 9] is implemented and compared to the linear relaxation closure
used in the previous RANS simulations [8]. Both assessments are carried out in
RANS. The findings of these investigations were presented at the spring technical
meeting of combustion institute/canadian section (CICS) 2016 [11].

2. Investigation of LES-DCSE applied to turbulent lifted flames: LES of a
series of methane-air turbulent jet lifted flames using DCSE with detailed chemistry
are implemented. The LES predictions are compared with experimental data [12, 13].
A qualitative analysis is provided in comparison to the experimental observations and
the triple flame characteristics. In addition, the effect of some terms in the progress
variable and its variance transport equations is investigated and discussed.

3. Assessment of LES-DCSE for flames with increasing levels of extinction:
LES of a series of partially premixed methane-air piloted flames that exhibit increas-
ing levels of local extinction using DCSE and detailed chemistry are carried out. The
investigation includes comparing the predictions of velocity, mixture fraction, tem-
perature and species mass fraction Favre-filtered radial profiles with experimental
data at specific axial locations. Some conditional-filtered radial profiles are included
in the quantitative analysis. A qualtitative analysis is provided to investigate local
extinction in the three flames.

1.4 Overview of the study

In Chapter 2, background information is presented that includes a description of the gov-
erning equations that are involved in the current study. The different turbulence modelling
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approaches and the turbulent combustion modelling strategies are described. A review of
the different theories used to explain the stabilization of the lifted flames, is provided.
Previous investigations of the methane-piloted partially premixed flames of Sandia are
summarized.
Chapter 3 provides a detailed description for the DCSE combustion model, that includes
its basic concepts and assumptions, the mathematical formulation and the computational
techniques used. In addition, the behaviour of the model is investigated at the DNS limit.
Chapter 4 outlines the RANS simulations carried out for a series of lifted flames to assess
the effect of using LSQR and a more detailed SDR model on the computational time and
accuracy prior to using them in LES which form the base of the current study.
In Chapter 5, DCSE is extended to LES to investigate a series of lifted flames with different
Reynolds numbers. The study includes quantitative and qualitative analyses.
Chapter 6 describes LES investigation of a series of methane-air piloted flames that have
different levels of extinction. A sensitivity analyses of different important parameters in
the formulation of DCSE are carried out. Comparisons of the numerical predictions with
experimental data, are included.
Finally, Chapter 7 summarizes the general conclusions of the present dissertation and the
suggestions for future work.

1.5 Author’s current contributions

It is acknowledged that parts of the content presented in chapter 3-5 are published in the
following articles

� M. Mortada and C. Devaud. Large Eddy Simulation of lifted turbulent flame in
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stitute/Canadian Section Spring Technical Meeting, University of British Columbia,
May 13 - 16, 2019.
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May 15, 2018.
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Chapter 2

Literature Review

This chapter provides background information including the governing equations, a descrip-
tion for the turbulence approaches used in the current work, and the different strategies
used to model turbulent combustion. This is followed by a review on turbulent lifted flames
and their stabilization theories, as well as a review of previous investigations used to model
Sandia flames (D-F).

2.1 Instantaneous governing equations

Transport equations of mass, momentum, enthalpy (energy) and species mass fractions
must be considered for the simulation of a turbulent reacting flow. The transport equation
of mass is expressed as

∂ρ

∂t
+

∂

∂xi
(ρui) = 0, (2.1)

where ρ is the density, t time, xi spatial components and ui the velocity components for
i = 1 to 3. Navier-Stokes equation (momentum balance) is considered in the form

∂(ρuj)

∂t
+
∂(ρuiuj)

∂xi
= − ∂p

∂xj
+
∂τij
∂xi

+ ρ
N∑
k=1

Ykfk,j, (2.2)

where p is the pressure, τij the viscous stress tensor, Yk the mass fraction of species k and
fk,j the body force along j acting on species k. For newtonian fluids, the viscous stress
tensor is expressed as

τij = −2

3
µ
∂uk
∂xk

δij + µ

(
∂ui
∂xj

+
∂uj
∂xi

)
, (2.3)
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where µ is the absolute viscosity and δij the kronecker’s delta.
The energy equation, presented as total enthalpy (ht) balance, can be written as

∂

∂t
(ρht) +

∂

∂xi
(ρuiht) =

Dp

Dt
+ τij

∂ui
∂xj
− ∂qi
∂xi

+ Q̇r + ρ
N∑
k=1

Ykfk,iVk,i, (2.4)

where τij
∂ui
∂xi

is the heating source term due to friction, qi the energy flux, the term

ρ
∑N

k=1 Ykfk,iVk,i the power produced by volume forces fk on species k, and Q̇r the heat
source term due to radiation [14].
The total enthalpy is defined for a mixture of N species as

ht =
N∑
k=1

htkYk =
N∑
k=1

(

∫ T

To

CpkdT ) +
N∑
k=1

∆hof,kYk, (2.5)

where Cpkis the specific heat capacity of species k at constant pressure and ∆hof,k the
mass enthalpy of formation of species k at the reference temperature To.
The conservation of species k follows

∂

∂t
(ρYk) +

∂

∂xi
(ρuiYk) = − ∂

∂xi
(ρVk,iYk) + ω̇k k = 1, N, (2.6)

where Vk,i is the i-component of the diffusion velocity Vk of species k, and ω̇k the reaction
rate of species k [14].
In principle, Eqs (2.1 - 2.6) are discretized in space and time for numerical investigation.

2.2 Favre-averaged transport equations in RANS

In RANS, the transport equations are averaged to obtain the mean values of the prognostic
variables (e.g. velocity, temperature). Reynolds-averaging produces unclosed terms that
need closure. In reactive flows, density-weighted or Favre-averaged quantities are used to
account for the large changes in density and avoids additional unclosed terms generated
by Reynolds averaging.
For any quantity φ of interest, the Favre-averaging is calculated as

φ̃ =
ρφ

ρ
, (2.7)
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and the fluctuations of this Favre-averaged quantity are defined as

φ
′′

= φ− φ̃. (2.8)

The Reynolds-averaged transport equations include the conservation of mass

∂ρ

∂t
+

∂

∂xi
(ρũi) = 0, (2.9)

conservation of momentum (neglecting body forces)

∂(ρũj)

∂t
+
∂(ρũiũj)

∂xi
= − ∂p

∂xj
+

∂

∂xi
(τij − ρũ′′i u′′j ), (2.10)

Conservation of species mass fraction

∂

∂t
(ρỸk) +

∂

∂xi
(ρũiỸk) = − ∂

∂xi
(Vi,kYk + ρũ′′i Y

′′
k ) + ω̇k k = 1, N, (2.11)

and Conservation of energy

∂

∂t
(ρh̃) +

∂

∂xi
(ρũih̃) =

Dp

Dt
+

∂

∂xi
(λ
∂T

∂xi
− ρũ′′i h′′) + τij

∂ui
∂xj

+ Q̇r, (2.12)

where
Dp

Dt
=
∂p

∂t
+ ũi

∂p

∂xi
+ u′′i

∂p

∂xi
. (2.13)

Some assumptions are used to model unclosed terms in the governing transport equations.
The production terms in Eqs. (2.11) and (2.12) are modelled using the gradient assumption
as

ρũ′′i Y
′′
k = − µt

Sctk

∂Ỹk
∂xi

and ρũ′′i h
′′ = − µt

Prtk

∂h̃

∂xi
(2.14)

where µt is the turbulent viscosity that is calculated by turbulence model, Sct the turbulent
Schmidt number, and Prt the turbulent Prandtl number for any species k.
In case of high Reynolds numbers, which is the common case for turbulent flows, the lam-

inar diffusive fluxes (Vi,kYk) for any species k (Eq. 2.11) or enthalpy (λ ∂T
∂xi

) (Eq. 2.12) are

neglected compared to turbulent transport. The source term ω̇k is closed by the combus-

tion model which is covered in detail in Chapter 3. Reynolds stresses (ũ′′i u
′′
j ) are closed by

a turbulence model.
There are several direct RANS turbulence models that involve one or two transport equa-
tions, in addition to solving balance equations for Reynolds stresses. In the current section,
only the model that is used in Chapter 4 simulations is covered, for brevity.
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2.2.1 Standard k-ε two equation model

This model is considered the most popular and time efficient in RANS models. It calculates
the turbulent viscosity as

µt = ρCµ
k2

ε
, (2.15)

where k and ε are described by the two transport equations

∂

∂t
(ρk) +

∂

∂xi
(ρũik) =

∂

∂xi

[
(µ+

µt
σε

)
∂k

∂xi

]
+ Pk − ρε, (2.16)

∂

∂t
(ρε) +

∂

∂xi
(ρũiε) =

∂

∂xi

[
(µ+

µt
σε

)
∂ε

∂xi

]
+ Cε1

ε

k
Pk − Cε2ρ

ε2

k
, (2.17)

The model constants Cµ, σk, σε, Cε1 and Cε2 are usually 0.09, 1.0, 1.3, 1.44 and 1.92,
respectively. The source term Pk is calculated as

Pk = −ρũ′′i u′′j
∂ũi
∂xj

, (2.18)

where Reynolds stress term is obtained by Boussinesq approximation as

ρũ′′i u
′′
j = −µt

(
∂ũi
∂xj

+
∂ũj
∂xi
− 2

3
δij
∂ũk
∂xk

)
+

2

3
ρk, (2.19)

where the TKE is obtained by

k =
1

2

3∑
k=1

ũ′′ku
′′
k. (2.20)

2.3 Filtered transport equations in LES

The dissipation scales are modelled in LES, which are described as Sub-Grid Scales (SGS),
while all the other scales are resolved. Therefore, LES provides better and more elaborate
description of mixing field compared to RANS simulations. The LES computational cost
is much lower compared to DNS simulations [15], but larger than the computational cost
in RANS. In LES, the large and dissipation scales are separated using a spatial filtering
process. The limit above which scales are resolved is called a cut-off scale. The filtering
function decomposes the velocity as follows

U(x, t) = U(x, t) + u
′
(x, t), (2.21)
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where U is the filtered velocity component and u
′

the residual (SGS) velocity component.
The governing equations of LES are determined by applying a filter on the flow variables
in the spectral or physical space. The filtered quantity f is obtained by

f(~x, t) =

∫
f(~x′, t)F (~x− ~x′)d~x′ (2.22)

where F represents the LES filter. Several types of filters can be used, including a cut-off
filter in spectral space, a box filter (top-hat filter) in physical space, and a Gaussian filter
in physical space.
The top hat filter is defined as

F (~x− ~x′) =

{
1

∆3 |~x− ~x′| ≤ ∆
2

0 otherwise
, (2.23)

where ∆ is the filter size. This filter performs an averaging over a cubic box of size ∆. For
variable density, a Favre-filtering can be obtained as

f̃(~x, t) =
1

ρ̄

∫
ρf(~x′, t)F (~x− ~x′)d~x′ (2.24)

LES (filtered) balance equations are obtained by filtering the instantaneous balance equa-
tions, which look very similar to RANS equations. They include (with the gradient as-
sumption used in Eqs. (2.27) and (2.28) )

� Conservation of mass

∂ρ

∂t
+

∂

∂xi
(ρũi) = 0, (2.25)

� Conservation of momentum

∂ρũi
∂t

+
∂

∂xi
(ρũiũj) +

∂p

∂xj
=

∂

∂xi

(
τ ij − ρ(ũiuj − ũiũj)

)
, (2.26)

� Conservation of energy

∂ρh̃t
∂t

+
∂

∂xi
(ρũih̃t) =

∂

∂xi

(
ρ̄(α + αt)

∂h̃

∂xi

)
+
Dp

Dt
, (2.27)

� Conservation of species mass fraction

∂ρỸk
∂t

+
∂

∂xi
(ρũiỸk) =

∂

∂xi

(
(D +Dt)

∂Ỹk
∂xi

)
+ ω̇k, (2.28)
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where α and αt are the molecular and turbulent thermal diffusivities, Dp
Dt

the total derivative
of the filtered pressure, D and Dt the molecular and turbulent diffusivities, and τ ij is the
viscous stress tensor which is obtained by

τ ij ≡ −ρµũ′′iu′′j ≡ −µt

(
∂ũi
∂xj

+
∂ũj
∂xi
− 2

3
δij
∂ũk
∂xk

)
. (2.29)

The unclosed quantities in the resulting filtered Eqs. ((2.25) - (2.28)) include the unresolved
Reynolds stresses (ũiuj− ũiũj) and the filtered chemical reaction rate ω̇k, while the filtered
energy source term is not included as radiation is neglected in the present investigations.
Finding models for the unknown terms in the LES governing equations may follow concepts
developed in RANS, for example by using global quantities such as the SGS-TKE, ksgs,
and its dissipation rate, εsgs.
Smagorinsky SGS model is popular due to its simple formulation [16]. It is also based on
the eddy-viscosity hypothesis. The unclosed residual stress tensor σ, which is defined as
σij = ρ(ũiuj − ũiũj), is closed using the following expression

σij −
δij
3
σkk = −νt

(∂uj
∂xi

+
∂ui
∂xj

)
= −2νtSij, (2.30)

where Sij is the filtered strain rate tensor, νt the SGS viscosity, which is modelled using
the following simplified argument, assuming that the integral scale is of the same order of
the grid size

νt = (Cs∆)2|S| = (Cs∆)2(2SijSij)0.5
, (2.31)

where Cs is Smagorinsky coefficient. This constant can be set to a fixed value or deter-
mined dynamically [17]. Applications of the Smagorinsky model to various problems have
revealed that the constant is not universal and varies depending on resolution and flow
characteristics. In the case of homogeneous isotropic turbulence, the model constant is
estimated as Cs ≈ 0.2.
For laminar shear flows in which the residual shear stresses are zero, the appropriate value
of the Smagorinsky coefficient is zero. Therefore, a non-zero value of Cs would lead, incor-
rectly, to residual shear stresses on the order of ∆. This problem is not found in RANS,
where the RANS equation reverts to the Navier-Stokes equation with zero Reynolds stresses
in case of laminar flow conditions.
Moreover, the Smagorinsky model is known as being too dissipative, especially near solid
no-slip boundaries.
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Some modifications are suggested to obtain better performance from this model, in-
cluding

� Dynamically calculating the model coefficient [17].

� Introducing transport equations for relevant quantities. In particular, solving an
equation for the SGS-TKE allows a much better estimation of the velocity scale for
the SGS fluctuations [18].

2.4 Turbulent combustion models

The wide range of reaction time scales, with order of magnitude from 10−10 to 1 sec-
ond [19, 14], represents a challenge for chemistry inclusion in reactive flows. In addi-
tion, the averaging or filtering process creates a challenging unclosed term in the Favre-
averaged/filtered species transport equation(s) which is the chemical source-term [19]. Ac-
cording to Arrhenius law [14], the fuel mass reaction rate ω̇F can be obtained by

ω̇F = −Aρ2T βYFYOe
−TA
T , (2.32)

where A is the pre-exponential constant, β the temperature exponent, YF fuel mass frac-
tion, YO oxidizer mass fraction and TA the activation temperature. Due to the non-
linearity of Eq.2.32, the averaged/filtered reaction rates cannot by calculated from the
averaged/filtered scalars as

ω̇(ρ, T, Yk) 6= ω̇(ρ, T , Yk). (2.33)

Detailed chemical schemes will increase the complexity of the estimation of the aver-
aged/filtered reaction rates. However, the use of simple chemistry with simple estimation
of the source-term, such as using Taylor series of the temperature fluctuation, will lead to
new terms to be modelled. Moreover, a truncation error will be encountered as there is no
way of providing infinite closures for infinite unclosed terms.
A better alternative, which is reliable compared to the simple Taylor series, is to de-
rive a numerical strategy based on physical assumptions to estimate the averaged/filtered
chemical source-term. Some strategies will be described in Section (2.4.1-2.4.6). A catego-
rization that is performed by Bilger et al. [20] divides the combustion modelling strategies
into a number of approaches that includes the mixing controlled approach, that assumes
that chemistry is faster than any other physical processes in the flow with examples of
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Eddy-Dissipation Concept (EDC) and Eddy-Break Up (EBU) model. Other approaches
include the laminar flamelet approach which assumes that the chemical reaction can be
described in terms of small narrow flamelets that are assumed to be smaller that the
microscales of the flow. On the other side, the transported Probability/Filtered Density
Function (PDF/FDF), Conditional Moment Closure (CMC), Multiple Mapping Condition-
ing (MMC) and CSE/DCSE are not dependent on such physical assumptions.

2.4.1 Infinitely fast chemistry assumption

The chemistry time scale is assumed to be very fast compared to the mixing time scale,
which is a reasonable assumption in non-premixed flames where chemical time scale is found
to be much smaller than the time scale of the other physical processes, such as convection
and diffusion [14]. Two common models based on infintely fast chemistry are EDC and
EBU models, where the first is developed for non-premixed combustion by Magnussen [21]
and the second is for premixed by Spadling [22]. In EBU-type models, the mean reaction
rate is a function of the rate of mixing between the reactants and hot products which
is carried out by turbulence effect. The mean reaction rate of any product species k is
expressed as

ω̇k = CBρ
ε

k
Ỹk
′′2

1
2

, (2.34)

where CB is a model constant that needs to be estimated for each case under investigation

as it can be different from case to another, and Ỹk
′′2

the variance of the product species k
mass fraction. Although the EBU model is considered the fastest approach to combustion
modelling due to its high simplicity, it usually produces over-prediction on the reactive
scalars, in addition to the fact that detailed chemistry cannot be included in the model.
The EDC model provides a closure for the averaged/filtered source term as

ω̇fu = CDρ
ε

k
min

(
Ỹfu,

Ỹox
S
, β

Ỹfu
1 + S

)
, (2.35)

where CD and β are model parameters that need adjustment from case to another, S
the oxidizer-fuel stoichiometric mass ratio, Ỹfu and Ỹox the Favre-averaged/filtered mass
fraction of fuel and oxidizer, respectively. This model is considered as simple as EBU
model, however it can handle finite rate kinetics by modifying the mixing time scales with
chemical time scale information. This modification allows for coupling EDC with detailed
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chemistry [23]. However, the fact that the model constants need investigation for each
individual case, does not make it a robust combustion modelling strategy for industrial
applications.

2.4.2 Laminar flamelet model

This approach has been proposed by Peters [24] and Kuznetsov [25], independently. This
model is based on assuming that the turbulent diffusion flame consists of an ensemble of
stretched laminar flamelets (extremely small, thin flame elements) [26].
Due to the fact that diffusion flames are controlled by the degree of mixing of the fuel and
the oxidizer, a conserved scalar Z is introduced to track the mixedness of the reactants,
which is called mixture fraction. This scalar takes ranges between the two extreme cases
(0 at pure oxidizer and 1 at pure fuel). The mixture fraction can be described by Bilger’s
definition

Z =
Yi − Yi,O
Yi,F − Yi,O

, (2.36)

where Yi the mass fraction of element i in the local mixture, and Yi,O and Yi,F are the mass
fraction of the element i in the oxidizer and the fuel streams, respectively. The mixture
fraction can be obtained by solving a transport equation for its mean/filtered value, which
is capable of describing the variation of other scalars involved in the reactive flow in case
of assuming fast chemistry, no heat loss and equal diffusivity. The Favre-averaged/filtered
transport equation of mixture fraction can be expressed as

∂(ρZ̃)

∂t
+

∂

∂xi
(ρũiZ̃) =

∂

∂xi

(
ρD

∂Z

∂xi
− ρũi′′Z ′′

)
, (2.37)

where turbulent flux is closed using the gradient assumption as

ũi
′′Z ′′ = −Dt

∂Z̃

∂xi
, (2.38)

where Dt is the turbulent diffusivity. The first order moment of the mixture fraction is not
sufficient to describe/estimate the reactive scalars’ averaged/filtered values. Therefore, its

variance Z̃ ′′2 is transported by

∂(ρZ̃ ′′2)

∂t
+

∂

∂xi
(ρũiZ̃

′′2) =
∂

∂xi

(
ρD

∂Z ′′
2

∂xi
− ρui′′Z ′′2

)
− 2Z ′′

∂

∂xi

(
ρD

∂Z

∂xi

)

−2ρui
′′Z ′′

∂Z̃

∂xi
− 2ρD

∂Z ′′

∂xi

∂Z ′′

∂xi
.

(2.39)
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The turbulent transport (− ∂
∂xi
ρui

′′Z ′′2) and the production term (−2ρui
′′Z ′′ ∂Z̃

∂xi
) are mod-

elled using the gradient assumption similar to Eq. 2.38. The molecular diffusion

(
∂
∂xi

(
ρD ∂Z′′

2

∂xi

)
−

2Z ′′ ∂
∂xi

(
ρD ∂Z

∂xi

))
is negligible compared to the turbulent transport at high Reynolds flows.

The mean/SGS-SDR of the mixture fraction (2ρD ∂Z′′

∂xi

∂Z′′

∂xi
) dissipates the fluctuations of

the mixture fraction analogous to the TKE dissipation rate and the fluctuations in velocity.
This analogy led to the linear relaxation model of the mixture fraction SDR, χ̃Z , which is
expressed as

χ̃Z = CχZ
ε̃

k̃
Z̃ ′′2, (2.40)

where CχZ is a constant that is usually taken to be 2 [6]. As the ensembles of laminar
flamelets are pre-tabulated as a function of the mixture fraction prior to the CFD calcu-
lations and the first and second moments of the mixture fractions are used to calculate
the PDF/FDF, the Favre-averaged mass fraction of species k is evaluated by integrat-
ing the presumed PDF/FDF multiplied by the ensemble of laminar flamelets at different
strain rates, which represents the flame structure, over the mixture fraction sample space,
following the expression

Ỹk =

∫ 1

0

Yk(Z)P̃ (Z; ~x, t)dZ, (2.41)

where Yk(Z) is the tabulated mass fraction of species k as a function of Z.
The assumption of fast chemistry is avoided in case of finite-rate chemistry and an ad-
ditional tabulation variable is required to address the flame away from the equilibrium
conditions. The SDR of the mixture fraction is usually used for this purpose due to its
influence in flame structure.
In non-premixed flames, different combustion regimes can be identified based on influential

quantities as shown in Fig. 2.1 where the ratio between the SDR for which quenching takes
place and the SDR conditioned at stoichiometric conditions ( χq

χ̃st
), and the ratio between

stoichiometric mixture fraction root mean square (RMS) and flame thickness ( (Z̃′′
2
)

1
2

(∆Z)F
) rep-

resent key quantities to define the non-premixed combustion regime. Further, Fig. 2.1 also
illustrates the dependence of the flame structure on spatial location in real flames using a
turbulent lifted flame sketch, which shows that some practical flames can encounter more
than one combustion regime in its structure. It is worth noting that the non-premixed
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Figure 2.1: Non-premixed turbulent combustion regimes [6]

flamelet model works the best in the flamelets regime where the flamelet assumption (the
flamelets are assumed to be smaller than the Kolmogorov scales) is satisfied.

The flamelet model can be used to investigate premixed flames but with a different
key scalar than the mixture fraction. Instead, a progress variable is selected or G-equation
approach is used to describe the degree of combustion completion [14]. A normalized
reaction progress variable c is usually selected so that its value can vary from 0 at no
combustion to 1 at complete combustion. Similar to the mixture fraction, the progress
variable is transported in the form

∂(ρc̃)

∂t
+

∂

∂xi
(ρũic̃) =

∂

∂xi

(
ρD

∂c

∂xi
− ρũi′′c′′

)
+ ω̇c. (2.42)

Unlike the mixture fraction, the progress variable is not a conserved scalar as it has a
source-term that needs to be closed. It can be closed with different closures that include
Bray-Moss-Libby (BML) model[27] and the flame surface density (FSD) model [14]. Over-
all, the flamelet model involves better chemistry description than EDC or EBU models
with reasonable computational expense. However, the drawback of this model is that it is
limited to the flamelet regime where turbulent eddies are not expected to affect the flame
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structure. In other words, the assumption of laminar flamelets is valid if Kolmogorov ed-
dies are larger than the thin reaction zones.

2.4.3 Conditional Moment Closure (CMC)

The idea that the fluctuations about mean/filtered quantities are significantly reduced
once they are conditioned on a specific selected scalar, forms the basis of CMC model
that is first proposed by Bilger [28] and Klimenko [29], independently. CMC model has
the advantage that it is not restricted to specific turbulent combustion regime and can
be coupled with finite-rate kinetics. In non-premixed combustion, the reactive scalars are
often conditioned on mixture fraction, while a progress variable is selected as a conditioning
variable in premixed combustion. The mean/filtered value of any scalar f is obtained by
the following integral

f̃ =

∫ 1

0

f |ηP̃ (η)dη, (2.43)

where f |η is the conditional averaged/filtered f that is conditioned on a given value of
mixture fraction, η. The conditional scalars, required to obtain the unconditional quan-
tities, are obtained by solving their transport equations over a CMC grid corresponding
to the CFD grid, but often much coarser. Also, the mixture fraction is discretized in a
sample space to define a number of bins corresponding to the values on which the reactive
scalars will be conditioned. The conditional scalar transport equation will result in some
terms that require closure such as the conditional velocity, conditional turbulent flux and
conditional chemical reaction rate. It is common in CMC that the fluctuations about the
conditional averages are neglected, which led to the following estimation of the chemical
source term

ω̇k|η ≈ ω̇(T |η, ρ|η, Yk|η). (2.44)

This hypothesis is called first order closure in CMC. The second order closure, which means
providing fluctuations with closures, is used when the fluctuations cannot be neglected
such as in autoignition or extinction cases [30]. Using two conditioning variables can
be suitable alternative [31], but it will result in higher complexity of the model. Many
investigations of non-premixed flames that are performed by CMC obtained very good
predictions at different combustion regimes and transient phenomena [32, 19, 33]. However,
the method encounters issues in the modelling of premixed flames mostly due to the added
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complexity of the conditional SDR closure and additional complexity of having a non-
conserved conditioning variable [34]. Recently, numerical simulations of a premixed pilot
stabilized flames have shown promising results for CMC [35]. Good predictions have been
obtained for LES-CMC modelling of turbulent premixed bluff body flames close to blow-off
[36].

2.4.4 PDF transport equation model

The PDF transport equation model is considered a general method that is not restricted to
a specific combustion regime. It is also based on obtaining the averaged/filtered quantities
by integration over the PDF distribution. In contrast to the flamelet or CMC models, the
form of PDF or joint PDF is not presumed; a transport equation is solved for the joint
PDF of velocity, viscous dissipation and reactive scalars [37].
PDF methods are applied to premixed and non-premixed flames. However, a closure issue
is encountered in the PDF transport equation with the resultant mixing term, as the PDF
equation does not have any information about mixing time. This mixing term can be
modelled by including scalar gradients which increases the dimensionality of the model.
Consequently, the high dimensionality of the PDF transport method made the regular finite
difference or finite volume methods not feasible to be used in the solution [38]. To over-
come this obstacle, Monte-Carlo Lagrangian method is developed by Pope [39] in order to
reduce the computational expenses. In this method, a large number of stochastic particles
are seeded to represent the flow, and their evolution in the flow field is used to determine
the evolution of the joint PDF/FDF. Another approach is developed, independently, by
Valiño [40] and Sabel’nikov and Soulard [41]. This alternative model uses stochastic fields
instead of particles, and has no spatial sampling errors.
Generally, the PDF methods provide the best description of turbulent reacting flows [23] as
they do not assume fast chemistry and they provide a closed form for the chemical source
term. The generality of the model makes it preferable for partially premixed combustion.
However, it is considered the most computationally expensive compared to the other mod-
els. In addition, the modelling of the mixing term forms an issue as the closure is usually
complex and the accuracy of the predictions is affected by the quality of the closure.

2.4.5 Multiple Mapping Conditioning (MMC)

This technique is proposed by Klimenko and Pope [42] which is derived as a blend of the
PDF transport equation and the CMC combustion models. The idea of this combination
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is that the joint PDF/FDF of the conditioning scalars is obtained implicitly which has
to be consistent with the conditional dissipation rates of the species. Then, the statistics
of the species and the dissipation rate fields are obtained from the joint PDF/FDF and
the mapping. Blending two reliable models made MMC model one of the most promising
methods, although the computational cost still needs reduction. It has been used success-
fully to simulate non-premixed [43, 44], premixed [45] and partially premixed flames [46].
However, it still not practical for simulating reactive flows in complex geometries because
of the high computational cost [19].

2.4.6 Conditional Source-term Estimation (CSE)

This approach is first proposed by Steiner and Bushe [47]. It is based on the main con-
cepts used to derive CMC, except that the conditional averages/filtered quantities, that
are presented in Eq. 2.43, are not obtained by solving transport equations for the con-
ditional quantities. Instead, integral inversions are used to obtain the conditional aver-
ages/filtered. More details about the formulation and the implementation of CSE/DCSE
are provided in Chapter 3. CSE/DCSE has been applied successfully on premixed flames
[48], non-premixed flames [49] and partially premixed flames [8]. The inclusion of chemistry
has evolved from using simple chemistry [47] to flamelet tabulation [50] reaching detailed
tabulated chemistry [51]. In principle, CSE/DCSE has no limitation regarding its per-
formance at different turbulent combustion regimes with reasonable computational cost,
which makes it a promising approach for further investigations in more complex cases such
as spray combustion and pollutant formation, such as soot and (NOx).

2.5 Turbulent Lifted Jet flame Stabilization

The phenomenon of flame lift-off is observed when the flame stabilizes at a distance away
from the nozzle exit, as shown in Fig. 2.2. An important characteristic of the lifted flame
is the lift-off height. It is defined as the distance between the burner rim and the lowest
point of the flame base. The lowest point of the flame base is well-distanced from its axis,
and is found to be unsteady with high frequency of fluctuations. Due to these high fluctu-
ations, experimental measurements are difficult to perform [52]. An example of the lifted
turbulent jet flame is presented in Fig. 2.3. It is noticed that the lift-off height increases
linearly as the jet velocity increases in contrast to what is found in laminar lifted flames
[52]. In both cases, flame extinction takes place when a certain critical velocity is exceeded.
The motivation of using lifted flames is to conserve the durability of the fuel nozzle due to
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Figure 2.2: Schematic representation of a lifted jet diffusion flame, reproduced from [6]

Figure 2.3: Pure ethylene flame luminosity in comparison to high level (20% by mole
fraction) dilution of nitrogen, reproduced from [53]

lower damage to its material, and to allow for higher energy production due to higher op-
erational velocity. Due to the complex transient phenomena involved, current combustion
models struggle to give accurate and consistent predictions of lift-off height and extinction.
There is a crucial need for the development of computational tasks capable of reproducing
these phenomena.

Many theories have been investigated to describe and explain the lifted flame stabi-
lization mechanisms. These theories include the premixed flame theory [54], the critical
scalar dissipation concept [55], and the large eddy concept [56]. Detailed reviews can be
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found in references [7, 57]. Auto-ignition can also be considered as a lifted flame stabi-
lization mechanism when a hot co-flow is present. This mechanism has been investigated
experimentally by Cabra et al. [58, 59] and numerically by Yoo et al. [60].

2.5.1 The premixed flame theory

This approach is first proposed by Wohl et al. [54] who demonstrates that the flame base
stabilizes itself at the location where the burning velocity is equal to the mean flow velocity.
Vanquickenborne and van Tiggelen confim this flame stabilization theory experimentally
using measurements applied to turbulent methane jets [61]. Futher, Vanquickenborne and
van Tiggelen find that fuel and air are fully premixed at the base of the lifted flame which
promotes the premixed flame theory. Additionally, in other measurements, a considerable
amount of air is entrained upstream of the flame base [62]. More recent experimental find-
ings question the assumption of the premixed flame propagation, because it means that
the premixed flame front cannot propagate against the local flow velocity for long periods
of time [63].

2.5.2 The critical scalar dissipation concept

This concept is also called flamelet quenching (extinction), first proposed by Peters and
Williams [55]. It is postulated that there is not enough residence time upstream of the
flame base to achieve a uniform mixture in time and space. In contrast to the premixed
flame theory, the flame is lifted if the probability of burning flamelets calculated from the
integral over the PDF of the scalar dissipation rate is below a certain critical value. This
means that the reaction zone is displaced downstream to the location of the critically low
value of scalar dissipation rate. One of the flaws of this approach is that it ignores the
mixing that takes place partially upstream to the flame base according to Pitts [63].

2.5.3 The large eddy concept

This concept adopts the idea that the large turbulent scales are responsible for stabilizing
the flame at a distance away from the rim [56]. Such a mechanism assumes that the
large vortices entrain the hot products into the edges of the jet to ignite the combustible
mixture. Accordingly, the flame lift-off is due to the rapid mixing between the products
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and the unburnt mixture where there is no adequate time to start ignition. However, this
model is not consistent with the experimental investigations carried out by Pitts [63].

2.5.4 Partially premixed flame theory

Recent studies indicate that the lifted flame propagation is in the partially premixed mode.
This results in the partially premixed flame propagation mechanism. An experimental in-
vestigation of lifted methane flames concludes that the governing stabilization mechanism
in modelling lifted flames is the partially premixed turbulent velocity approach, while scalar
dissipation rate measurements show that the mechanism of the diffusion flame extinction
is not supported [64]. The results obtained by St̊arner et al. [65] at the base of a methane
jet flame have shown mixed characteristics of premixed and diffusion flames. This is sup-
ported by the experimental observations of Su et al. [66] which indicate the consistency
between the observed scalar and velocity fields and the large scales contributions as well.
To model such a flame numerically, the model should have an accurate description of both
pure premixed and pure non-premixed flames. This kind of combination is first investi-
gated though the flamelet model. Bradley et al. [67] are the first to apply this strategy
numerically with a model based on the premixed turbulent flame propagation but con-
sidering the flammability limits, as well. Then a modification is considered to evaluate
the mean heat release depending on mixture fraction and progress variable values. The
agreement is acceptable between the predicted lift-off heights and the experimental data
but the problem is that the model is tending to be fully premixed most of the time. Some
modifications are provided regarding the turbulence model and the temperature closure
order which resulted in better predictions [68]. Another model based on two scalars, mix-
ture fraction and G, is proposed by Müller et al. [69]. The G-equation is used to describe
the flame propagation with the laminar burning velocity as a function of mixture fraction.
The same model is modified by Chen et al. [70] and both of them obtained good agreement
with the corresponding experimental data. The issue is how to close the turbulent burn-
ing velocity term. Several a-posteriori DNS-CMC studies which examine the benefits of
doubly conditioning are available for turbulent combustion with large temperature fluctu-
ations [71], ignition-extinction [72, 73, 74] and Homogeneous Charge Compression Engines
(HCCI) [75]. Recently, doubly CMC has been applied to spray combustion with flame lift-
off [31] with good predictions, however the computational time and the model complexity
still form an issue. The CSE model has been modified for the first time by Dovizio et al.
[8] to describe partially premixed flame propagation through two conditioning parameters:
the mixture fraction and the reaction progress variable. A series of lifted turbulent jet
flames using RANS simulations are investigated. In the same scope, Dovizio et al. [8]
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examine the effect of using different types of joint PDFs. Some terms were neglected in the
progress variable transport equation. The RANS prediction of lift-off height were in good
agreement within the experimental uncertainty with a larger noticeable discrepancy for the
second flame (Re=12000). Nevertheless, some flame statistics available in the experimental
studies could not be used due to the averaging nature of RANS. It is also believed that
LES will bring a more realistic description of the turbulent flow and mixing fields of these
complex flames.

2.6 Sandia methane-air piloted flames (D-F)

Modern combustion devices have to account for high fuel consumption rates at relatively
high turbulence levels. This leads to operating outside or close to the limits of the stable
combustion regimes. As a result, some instabilities such as local extinction and subsequent
re-ignition may take place. These phenomena are described as finite rate chemistry effects
which are referred to the turbulence-chemistry interaction that happens at the smallest
turbulence scales. The high non-linearity of the chemical reaction rates makes it very chal-
lenging to recreate such phenomena numerically. To investigate such complex phenomena,
the right description of turbulence, reliable selection of chemistry and combustion model,
are necessary. The set of Sandia flames (D-F) shows an increasing level of local extinction
with increasing Reynolds number value [76, 77]. It also provides a wide set of experimental
data that allows for full examination of the reacting flow scalars in the conditional and
unconditional state.
This series of flames has been investigated in the combustion literature using different ap-
proaches. The Lagrangian and the hybrid Lagrangian/Eulerian approaches, which rely on
using stochastic particles, show in general good results, although their average time con-
sumption is relatively high compared to the conventional Eulerian approach based-models.
Flame D was first investigated by Lagrangian flamelet model by Pitsch and Steiner [78]
in LES, followed by a comparison between steady and unsteady formulation applied on
the same flame [79] using postprocessing. A joint scalar PDF method is applied on Flame
(D-F) using reduced chemistry [80]. Another joint transported PDF method based on
mixture fraction, scalar dissipation rate and burning indicator is carried out on Flame F
[81]. In addition, hybrid techniques are used to simulate Sandia flames such as using finite
volume [82] and finite-difference with Monte Carlo scheme [83, 84]. Many Multiple Map-
ping Conditioning (MMC) investigations are carried out successfully. Most of which are
investigated in LES [85, 86, 87], while RANS investigations [88, 89, 90] show good results
for the first moments, but not as good for the second moments compared to the experi-
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mental data. Some Lagrangian investigations are focused on studying specific parameters
such as the time consumption of different parallel processing of chemistry retrieval [91], the
effect of three different parallel strategies for redistributing the chemistry workload [92],
the reduced finite rate chemistry [93] and the effect of the molecular diffusion [94]. The
conditional moment closure (CMC) technique is applied in Lagrangian framework by Han
and Huh [95] with first and second order closures on flames D and E. The results show an
improvement in the conditional scalars obtained by the second order closure compared to
the first order one, although the predicted second order moments do not look promising.
The Eulerian investigations are not expected to have higher accuracy than the Lagrangian,
but are less time consuming. Starting with the investigation of Ihme and Pitsch [96],
they used an extension of the flamelet/progress variable (FPV) model that employs a
presumed FDF to simulate Flame D and E in LES which obtained good results. A multi-
environmental PDF transport model is used in Eulerian framework by Zhao [97] with Flame
D and F in LES and managed to capture the local extinction in the flames. More Eulerian
investigations include the steady flamelet appraoch that is used in LES and with detailed
chemistry by Bretels et al. [98] to investigate Flame D and obtain reasonable predictions.
The same flame is also investigated by Nunno and Mueller [99] in an LES study that is
focused on chemistry effect and shows better predictions for the time scales for the pseudo-
unsteady one dimensional manifold over the quasi-steady assumption. Further, Pant et al.
[100] investigated the effect of different presumed PDF table integration approaches on dif-
ferent flamelet model predictions. Even in RANS, a comparison between the flamelet and
EDC models is applied on Flame D which shows better results for steady laminar flamelet
in OH predictions with less good predictions in CO [101]. CMC is used several times to
simulate Sandia flames. It has been used by Roomena et al. [102] with first order closure
to investigate Flame D with overall good agreement except at the fuel rich regions. That
was referred to either discrepancy in chemistry or the conditional fluctuations that cannot
be neglected. The latter possibility is discarded by a pretabulated doubly conditioning
method carried out by Kronenburg and Kostka [73] that shows no major difference if the
effect of conditional fluctuations is included. In agreement with the conclusion obtained
in the Lagrangian based study [95], the second order closure employed by Kim and Huh
[103] shows better predictions compared to the first order closure. Moreover, the detailed
description of the mixing field provided in LES shows better results compared to RANS
[104]. Further, good predictions and detailed qualitative analysis are introduced by Gar-
mory and Mastorakos [105] using LES-CMC to predict Sandia D and F. It also shows high
levels of local extinction that are captured by temperature and OH mass fraction predic-
tions of Flame F. The second approach based on conditional moments with presumed PDF
is CSE. It is initially tested for Flame D in LES with simplified chemistry which provided
satisfactory predictions [47]. Then, another LES investigation with improved CSE model
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and tabulated detailed chemistry is carried out, and obtained good agreement with the
experimental data for the same flame [51]. These results led to a comparative study be-
tween CSE and CMC applied on Flame D and E in RANS [106]. Comparable predictions
are obtained for the first and second moments of velocity and mixture fraction of Flame
D. Even for the major species, the conditional and unconditional profiles are comparable
and in good agreement with experiments, while larger discrepancies in the minor species
profiles can be seen for both models. In Flame E predictions, CSE shows better results.
In addition, CSE is less computationally expensive than CMC. Both models were not able
to produce good results for Flame F. A recent study based on Bushe’s findings [107] that
introduced a new model called Uniform Conditional State (UCS) is used with a multi-
dimensional flamelet manifold to investigate Flame (C-F) through postprocessing [108].
The PDF structure is based on the experimental data to diminish the error due to PDF
modelling. The predictions are in good agreement with the experimental data for temper-
ature profiles for all flames, while the species mass fraction predictions of Flame E and F
does not show the same success.

2.6.1 Summary

This chapter introduces information that is meant to form a solid background for the
investigations of the current research. Different approaches of turbulence modelling are
discussed keeping in mind that LES is mainly used in the current study, while RANS is
selected for initial assessment only for a least squares numerical technique and an elab-
orate progress variable SDR model. Different turbulent combustion modelling strategies
are shown including the infinitely fast chemistry models which have the advantage of low
computational cost, but not practical in terms of model constants that need adjustment
for every individual case. The flamelet model has been commonly applied to many com-
bustion problems, but lacks the flexibility of being applicable outside the flamelet regime.
CMC, transport PDF equation and MMC are not restricted to any combustion regime as-
suming appropriate closures are found for the additional terms produced for each method.
CSE/DCSE has shown great performance in simulating different categories of flames with-
out physical limitation and with reasonable computational cost. Therefore, the current
investigations adopt LES-DCSE as a computational tool to investigate the complex reac-
tive flow transitions observed in partially premixed flames. Lifted flames are investigated
due to their importance in industry and their complexity. The partially premixed flame
propagation theory has shown superiority amongst the other stabilization theories in terms
of experimental observations. This promotes DCSE to investigate such flames. The local
extinction and reignition found in Sandia flames (D-F) have been investigated with several
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models including Lagrangian and Eulerian approaches. The double conditioning formula-
tion of DCSE makes it attractive to be assessed in simulating such flames.
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Chapter 3

Doubly Conditional Source-term
Estimation

The present chapter describes the main concepts upon which DCSE is established, the
formulation of DCSE and the link with chemistry to close the mean/filtered chemical source
term in the species transport equations. A description for the joint PDF/FDF is provided.
The regularization technique and least squares method are explained. In addition, details
on the chemistry reduction and tabulation are provided. Finally, an assessment for the
behaviour of DCSE at the DNS limit is carried out prior to the LES investigation.

3.1 Formulation

The concept of CSE [47] relies on the same fundamental assumption as what is used in
CMC [30]: the turbulent fluctuations found in the species mass fractions and temperature
(or enthalpy) are correlated with the fluctuations of one or two key scalars such as mixture
fraction in non-premixed combustion and a progress variable in premixed flames. Thus,
if the species mass fractions and temperature (or enthalpy) are conditionally averaged on
specific values of these key scalars, mixture fraction and/or progress variable, the fluctu-
ations about the resulting conditional averages are significantly reduced compared to the
turbulent fluctuations about the unconditional averages, to the level of being negligible.
This also implies that additional sample spaces and averaging are introduced. The major
advantage of this procedure is that the mean (in RANS) or filtered (in LES) chemical
source term needed in the mean/filtered species transport equation may be determined
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by first order approximation using directly the conditional averages. This is commonly
referred to as first order closure.

In the remainder of the current study, η and c∗ represent the sample space variables of
mixture fraction and progress variable, respectively. The progress variable, by itself, will
be defined later in Section 3.3. For the moment, it is assumed that the progress variable
varies between 0 and 1. In the context of double conditioning, the conditional averages
are written as f |η, c∗ where f may be any scalar quantity of interest such as species mass
fraction or temperature. The vertical bar means conditional averaging of f on the two
conditions located on the right hand side of the bar, i.e. in the present case, mixture
fraction and progress variable. The conditional averages may be functions of space ~x and
time t. In CSE/DCSE, the mean/filtered species transport equations are solved. Thus,
the mean/filtered chemical source term, ω̇k(~x, t) in any species k transport equation, as a
function of the position vector ~x and time t, must be determined and can be found by the
following expression,

ω̇k(~x, t) = ρ

∫ 1

0

∫ 1

0

ω̇k|η, c∗

ρ|η, c∗
(~x, t)× P̃ (η, c∗, ~x, t) dη dc∗, (3.1)

where ω̇k|η, c∗ is the mean/filtered chemical reaction rate for species k conditionally aver-

aged/filtered on η and c∗ and P̃ the joint PDF/FDF. Equation 3.1 is valid in the context
of RANS and LES. On the right hand side of Eq.3.1, ω̇k|η, c∗ is calculated using the condi-
tionally averaged/filtered species mass fractions and temperature, and the joint PDF/FDF
is determined by a presumed form. Thus, Eq. 3.1 is in closed form as long as the condition-
ally averaged/filtered species mass fraction and temperature, and the presumed PDF/FDF
form are known.

3.1.1 The presumed PDF/FDF

The selection of the PDF/FDF, that represents the characteristics of the key quantity, will
have a significant impact on the predictions. In the current study, the joint PDF/FDF is
obtained by

P̃ (η, c∗) = P̃ (η)P̃ (c∗|η), (3.2)

where P̃ (c∗|η) is the reaction progress variable PDF/FDF determined at the equivalence
ratio corresponding to the mixture fraction value Z. The presumed β-PDF is commonly
selected in non-premixed flames [109, 49] in particular, as β functions are able to change
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shape from one (ordinary beta) or two peaks (modified beta) to Gaussian shapes [14]. In
contrast, for turbulent premixed flames, the use of PDF, that is based on the solution of
unstrained one dimensional laminar flame, is shown to perform better than the β-PDF
[110, 111]. The PDF is calculated as follows

P̃ (c∗, x, t) = Aδ(c∗) +Bf(c∗) + Cδ(1− c∗), (3.3)

where f(c∗) is related to the solution of an unstrained laminar premixed flame using

f(c∗) =
1

∇c∗
, (3.4)

and its shape should be defined at a specific equivalence ratio value φ. The coefficients

A, B, and C are obtained using the mean/filtered progress variable, c̃, and variance c̃′′2 as
follows

C =
c̃− c̃2

I1 − I2

, (3.5)

B =
c̃2I1 − c̃I2

I1 − I2

, (3.6)

A = 1−BI0 − C, (3.7)

where I0 =
∫ 1

0
f(c∗)dc∗,I1 =

∫ 1

0
c∗f(c∗)dc∗ and I2 =

∫ 1

0
c∗2f(c∗)dc∗.

This formulation faces the problem that the PDF/FDF may rise to infinity as the value
of the reaction progress variable c approaches 0 or 1. In addition, the laminar flame PDF
works well only for high variance values. To overcome this problem, a modified version of
the PDF/FDF of Bray et al. [112] is proposed by Jin et al. [111]. Prior to any CSE cal-
culations, the presumed PDF/FDF is usually stored in look-up tables using the following
integrals

(Pdc)i =

∫ ci+
∆c
2

ci−∆c
2

Pdc, (3.8)

(Pdc)0 =

∫ ∆c
2

0

Pdc, (3.9)
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(Pdc)n =

∫ 1

1−∆c
2

Pdc, (3.10)

where i represents the index of the discretized points (n points) in the reaction variable
space. Equation (3.8) covers the interval between 1 < i < n − 1, and Eqs. (3.9) and
(3.10) represent the first and last intervals that should be treated in a different way which
is calculated using δ function. The formulation still allows switching back to f(c∗) when
needed. Jin et al. [111] describe four different possible cases of the truncated f(c∗). These
cases are

1. The laminar flamelet PDF with two delta functions at c∗ = 0, 1.

2. The laminar flamelet PDF with only one delta function at c∗ = 0 and the same
laminar inner distribution till c∗ = c2 < 1.

3. The laminar flamelet PDF starting from c∗ = c1 > 0 and ending with a delta function
at c∗ = 1.

4. The inner distribution function from c1 > 0 to c2 < 1.

Each case of the four cases in Fig. 3.1 is selected to be used in a specific range of the
mean/filtered progress variable and its variance. Also, β-function is used to model the
PDF shape at the very lean of very rich mixtures of the progress variable PDF/FDF.
This is because the unstrained laminar premixed flame failed to reach convergence at such
mixtures. These two regions are found to be at a mixture fraction value smaller than
0.0143 and larger than 0.2, which is far from the flammability limits (0.022 < Z < 0.11)
for methane-air combustion at atmospheric conditions [113]. Similar bounds are defined
for Sandia flames composition which are 0.18 and 0.7 for the flammability limits of (0.2 <
Z < 0.6). As a result, the conditional reaction rates are negligible outside the flammability
limits. Therefore, the unconditional reaction rates will not be affected by the shape of the
PDF/FDF in either regions of very lean or very rich mixture fraction.

The presumed joint PDF/FDF requires the mean/filtered and variance values of the
mixture fraction and progress variable. These values are obtained from the solution of
transport equations, as will be described later.

Given the expected low level of remaining fluctuations after double conditioning [71,
107], first order closure is applied to determine ω̇k|η, c∗, leading to the following approxi-
mation,

ω̇k|η, c∗ ' ω̇k(Yi|η, c∗, T |η, c∗), (3.11)
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Figure 3.1: The four possible cases for the modified laminar flamelet PDFs, reproduced
from [111]

where Yi|η, c∗ is the conditionally averaged/filtered mass fraction of species i, and T |η, c∗
the conditionally averaged/filtered temperature. No additional transport equation is in-
troduced for the conditionally averaged/filtered species mass fractions and temperature.
In DCSE, the conditionally averaged/filtered species mass fractions and temperature are
found by inverting the following integral

f̃(~x, t) =

∫ 1

0

∫ 1

0

f |η, c∗(~x, t) P̃ (η, c∗, ~x, t) dη dc∗, (3.12)

where f represents any species mass fraction or temperature. In principle, the inversion of
Eq. 3.12 would be performed for each chemical species in the selected mechanism. However,
the inversion step is computationally intensive and at present, it is not feasible to perform
the inversion of Eq. 3.12 for all species. Therefore, a different strategy is selected, that
relies on chemistry tabulation. The use of detailed chemistry tabulation does not imply
any flamelet assumption in turbulent combustion modeling and, for example, has been
implemented in LES-CMC [104] and LES-transported PDF calculations [114]. Different
chemistry tabulation techniques exist [115] and in the present investigation, the selected
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method is Trajectory Generated Low Dimensional Manifold (TGLDM) [116, 117]. The
detailed reaction mechanism is dimensionally-reduced and, in the current study, tabulated
to provide conditional reaction rates as functions of three parameters, η, (YCO2) and (YH2O).
Further detail is provided in Section 3.3. Thus, only one conditional species mass fraction
is required, YH2O, to retrieve all chemical source terms.

3.2 Inversion process

In order to perform the integral inversion, as shown in Eq. 3.12, it is necessary to define
”ensembles” in which conditional averaged/filtered reactive scalars are assumed to be uni-
form. In particular, the conditional quantities are found to vary less in space in the radial
direction compared to their unconditional counterparts [65, 30] in turbulent jet configura-
tions. Thus, it is reasonable to assume the ensembles to be axial divisions of the cylindrical
computational domain, which means that Eq. 3.12 is solved for each ensemble. Equation.
3.12 is re-written for each ensemble as

f̃(xj, t) =

∫ 1

0

∫ 1

0

f |η, c∗(t) P̃ (η, c∗, xj, t) dη dc
∗, (3.13)

where j refers to the j-th point in the ensemble. In contrast to Eq. 3.12 that is written
for any point in space, Eq. 3.13 is formulated for each ensemble in which the conditional
averages are not functions of space. Each ensemble contains N number of points corre-
sponding to the grid points. Equation 3.13 can be discretized and cast in matrix-vector
form such that

A · ~α = ~b, (3.14)

where A is the integrated joint PDF/FDF matrix of dimensions (N x M) where M is
the number of bins in the combined mixture fraction/progress variable space, −→α is the

conditional averaged/filtered scalar vector of size M for a given ensemble, and
−→
b is the

unconditional averaged scalar vector of size N . Equation 3.14 is a Fredholm integral of the
first kind resulting in an ill-posed system as it does not satisfy the definition of well-posed
system provided by Hadamard [118]. This means that solution of Eq. 3.14 is very sensitive

for any perturbation in the inputs (i.e. a small perturbation in ~b or P̃ will lead to large
changes in ~α). Therefore, a regularization technique is required to obtain a stable and
unique solution from such system.
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Examples for such techniques include Truncated Singular Value Decomposition (TSVD)
[119] and Tikhonov regularization methods [120]. The advantage of Tikhonov regulariza-
tion over TSVD is that it is characterized by a continuously-variable degree of regular-
ization. Through an investigation of a non-premixed turbulent methane-air flame which
involves a Bayesian analysis to the inversion process, the zeroth order Tikhonov was com-
pared to the first order Tikhonov [121]. The first order method shows superiority over the
zeroth order for not requiring any additional storage and the independence on previous
time steps. However, the smoothing matrix needs to be defined for each simulation which
makes it more complicated, especially with two conditioning variables. The zeroth order
Tikhonov regularization method is found to give a good approximation of the exact solu-
tion which makes it a good choice for the present work. It involves solving the following
minimization problem

~α = arg min
{∥∥∥ A~α−~b

∥∥∥
2

+λ2
∥∥∥ ~α− ~α0

∥∥∥
2

}
, (3.15)

where λ is the regularization parameter, ~α0 a priori knowledge of the solution, and ‖..‖2

represents the L-2 norm operator. The a priori knowledge can be selected to be a one-
dimensional unstrained laminar premixed flame solution [111, 122], or using the previous
time step solution [50]. As the final solution is found not to depend on the a priori knowl-
edge, the latter is adopted in the current simulations for simplicity. An initial value of zero
is set when the simulation starts.
The regularization parameter may be obtained from the L-curve [123]. This requires evalu-
ating the norm of the solution, and the norm of the residual at each time step then finding
the region of minimum error which is found at the corner of the L-shaped curve. This pro-
cess is hard to be automated. Thus, the approach proposed by Grout et al. [50] is applied.
This approach is simple and involves calculating the regularization parameter using

λ2 =
Tr(ATA)

Tr(I)
, (3.16)

where Tr is the trace of the matrix and I is the identity matrix. No change in the or-
der of magnitude is found when the regularization parameters obtained by Eq. (3.16)
are compared with those determined for the L-curve [50]. The problem is that, it does
not guarantee the positivity of the calculated conditional mass fractions which is non-
physical. However, the non-physical values are observed in the very fuel-rich regions where
the chemical activity can be neglected and the errors obtained in this region will not affect
the turbulent combustion modelling process [124].
To overcome this undesired behavior, Bushe and Steiner [124] replace all negative values
by zeros in the solution vector ~α and then apply a rescaling process. The rescaled values
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of the solution vector noted by −→α final are determined using

−→α final = −→α
∑

j Ỹk(xj, t)
∫ ∫

Yk|η, c∗P̃ (η, c∗;xj, t) dηdc
∗∑

j

(∫ ∫
Yk|η, c∗P̃ (η, c∗;xj, t)dηdc∗

)2 , (3.17)

The scaling factor, S =
−→α final−→α , is monitored at each time step. It is found to be in the

following range, 0.88 ≤ S ≤ 1.00025, which shows the small impact of rescaling.

The conventional CSE simulations involve the use of a numerical technique to carry
out the matrix inversion process, as shown in Eq. 3.14. The LU-decomposition is the
commonly used technique side by side with Tikhonov regularization method in singly CSE
simulations [125, 48, 49], and DCSE [8]. LU-decomposition is based on the principle of
matrix pivoting and decomposing the system of equations into two systems which are easy
to solve by forward and backward substitution. It also implies that the matrix must be
square to factorize. Thus, the sides of the Eq. 3.14 will be multiplied by the transpose of
matrix A as follows

ATA−→α = AT
−→
b . (3.18)

Then the equation can be re-written as

A∗−→α =
−→
b∗ , (3.19)

following the regularization method, the right hand side will be

−→
b∗ =

−→
b∗ + λ−→α0. (3.20)

Then matrix A∗ is decomposed as PA∗ = LU , where P is a permutation matrix, L unit
lower triangular matrix, U upper triangular matrix. This leads to presenting the original
system (3.19) in the form of a pair of triangular systems as

L−→y = P
−→
b∗ , U−→α = −→y , (3.21)

which are solved by forward and backward substitution, respectively.

Although LU-decomposition is considered a direct technique of solving system of simul-
taneous linear equations which will avoid any truncating or rounding errors encountered
in indirect techniques, the conditioning number of A∗, which is the square of that obtained
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for matrix A, will increase the sensitivity to any perturbation. Moreover, the matrix-vector
and matrix-matrix multiplication processes are considered time consuming, especially in
the case of doubly conditional calculations.
Recently, another numerical technique for solving least squares problems, is used in CSE
[126]. According to Tsui and Bushe [126], there are at least two sources of errors in the in-
version process; the first is the modelling errors that can be encountered in the PDF/FDF
matrix, and the second is due to using zeroth order Tikhonov regularization using the
laminar flamelet solution. The errors generated from the iterative method are relatively
small compared to the formerly mentioned errors.
The LSQR algorithm is first proposed by Paige and Saunders [127]. The method proved
its efficiency and stability in solving large, sparse, and ill-conditioned linear systems [128].
In addition, it is recommended for over-determined or under-determined systems [129].
LSQR is based on the bidiagonalization process developed by Golub and Kahan [130]. A
parallel version of LSQR method is developed by Lee et al. [131] for the purpose of solving
the systems of equations found in the seismic tomography field. The iterative nature of
the technique enables the use of multiple processors in parallel, which is significantly useful
in case of large matrices of order (10,000) or higher. Tsui and Bushe [126] performed two
separate tests after modifying the technique to be able to account for the initial solution
−→α0 which improved convergence rate by 10%, which contributes in saving more time.

As the inversion is carried out, the YH2O|η, c∗ values are obtained and used to evaluate
the conditional reaction rates from the chemistry tables. Eventually, the DCSE loop closes
by calculating the filtered unconditional reaction rates using Eq. 3.1. The solution proce-
dure can be summarized in the form of flow chart, as shown in Fig. 3.2. Conservation of
mass is enforced through the solution of the transport equations in the LES code and in
the generation of the chemistry tables.

3.3 Chemistry reduction and tabulation

Chemical reaction mechanisms play a crucial role in calculating the mean/filtered chemical
source term in the investigation of most of turbulent combustion models. For methane-
air combustion, GRI-MECH 2.11 and GRI-MECH 3.0 are considered the two commonly
used detailed mechanisms [132, 133]. The first one includes 49 species and 277 elementary
reactions, while the second includes 53 species and 325 elementary reactions. Using detailed
chemistry is expected to provide high accuracy in predictions, but will cost a relatively
massive increase in computational time. This may be referred to solving the chemical source
term for each reactive cell at each time step. Moreover, the generated governing ordinary
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Figure 3.2: Flow chart of solution procedure that involves DCSE calculations

differential equation (ODE) system is stiff, because of the different time scales included in
the chemical reactions. This requires a very small time step to guarantee the numerical
stability [134]. For this reason, the chemistry is tabulated to reduce the dimensions of
the mechanism and to keep the inclusion of the detailed chemistry, but represented as a
function of lower number of parameters. The method adopted for the current work is the
Trajectory Generated Low Dimensional Manifold (TGLDM), proposed by Pope and Maas
[135]. Different manifolds are defined depending on the number of reduced dimensions. The
manifold is comprised of reaction trajectories that are generated from the boundaries of
the manifold. Each trajectory evolves, until it reaches the chemical equilibrium condition.
The evolution of trajectories is based on solving the following differential equation using
numerical integration,

∂

∂t
Yk = ω̇k, (3.22)

The initial conditions for Eq. 3.22 can be calculated by applying a mass balance on
the involved elements and the concept of the ”extreme-value-of-major-species”, which is
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Figure 3.3: The stoichiometric reaction manifold showing the solution points of Eq. 3.22
for each reaction trajectory (η = 0.055), where point A represent an initial trajectory
point, B the leading point of the equilibrium trajectory and C the equilibrium point of the
current manifold.

used by Pope and Maas [135]. The maximum values of each species mass fraction can be
estimated by

Ye(j) =
ne+2∑
i=1

Y (i)fj/i, j = 1...ne, (3.23)

where fj/i is the mass fraction of element j in species i and Ye(j) is the mass fraction of
element j. Then, linear programming techniques [136] can be used to identify the realizable
region and specify the initial points of the trajectories.

An example for a generated manifold is presented in Fig. 3.3, where point A represents
one of the initial composition points that are evaluated on the boundaries of the realizable
region. The reacting mixture at point A undergoes a temporal evolution, until it reaches
the equilibrium trajectory, represented by the curve BC, where the mass fraction of water,
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YH2O, is directly linked to the mass fraction of carbon dioxide, YCO2 , before reaching
equilibrium at C. The resulting chemistry tables include three dimensions η, YCO2 and
YH2O. The mass fractions of CO2 and H2O are selected to be the variables by which the
resulted manifolds are stored in the form of structured tables. This selection is made
because the formation time of carbon dioxide and water is relatively long compared to
the other species [135, 51]. As c∗ is selected to be a normalized mass fraction of CO2,
the number of dimensions can be further reduced to three dimensions η, YCO2 and YH2O

instead of including c∗ as the fourth dimension. After the calculation of trajectories is
completed, the redundant points can be removed to avoid any unnecessary increase in table
size. Delauney triangulation technique [137] is employed to easily locate points within the
manifold, as seen in Fig. 3.4.
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Figure 3.4: Graphical presentation for Delauney triangulation of the stoichiometric reaction
manifold of the methane-air mixture (η = 0.055)
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3.4 Behavior in the DNS limit prior to LES

CSE/DCSE has not been developed for any particular simulation framework, RANS or
LES. There is no constant or model parameter in CSE related to RANS or LES. There is
no additional equation solved for CSE/DCSE, and therefore, for example, no additional
mixing term that needs to be closed at the SGS level in LES.
As presented in Sections 3.1 and 3.2, the main components of CSE/DCSE are the integral
inversion process and the presumed (joint) FDF. When the LES filter is further decreased
to the point of resolving all turbulent length and time scales, the LES-DCSE calculations
are expected to reproduce the DNS solution. To the authors’ best knowledge, only a few
studies have examined this aspect in the context of turbulent premixed combustion, for
the flamelet approach [110] and PDF methods [138]. In the current framework of partially-
premixed combustion and DCSE, some discussion is now provided on how DCSE would
behave in an LES approaching the DNS limit. Starting with the inversion process, in the
DNS limit, the joint FDF tends to a delta function at one point in space. As a result,
the matrix A of integrated joint FDF in Eq. 3.14 is only made of zeros and ones. Conse-
quently, the inversion process becomes trivial and the filtered unconditional species mass
fractions are equal to the tabulated conditional species concentrations at given values of Z̃
and c̃. This means that the DNS limit is reproduced as long as the joint FDF behaviour
is adequately modelled by the presumed FDFs and the tabulated chemistry is accurate.
There seems to be a consensus on the use of the β function and its accuracy to approx-
imate the FDF of mixture fraction, in particular for two-stream mixing configurations at
atmospheric pressure [139] like what is found in the selected lifted flames. The laminar
flamelet FDF selected in the present paper has been shown to reproduce the laminar burn-
ing velocity of a one dimensional (1D) laminar premixed flame (Fig. 2 of [140]). Thus, the
same behavior is expected for the present simulations.

For additional testing, Z̃ ′′2 and c̃′′2 are set to a very small value of 10−6, the joint FDF
becomes a delta function and the resulting matrix A in the regularization process (Eq.
6) is sparse made of zeros and ones. These very small values of variance were imposed
artificially only for testing.
The last aspect is the tabulated chemistry that will be the dominant effect controlling the
behavior of the flame in the DNS limit. In the current work, the selected tabulation method
is TGDLM using 0D autoignition trajectories generated from GRI Mech 2.11. Other chem-
istry tabulation methods are possible, but were not tested in the present work. This choice
is motivated by the fact that the selected lifted turbulent flames start from a non-premixed
configuration and at the flame base, large mixture fraction (or equivalence ratio) gradients
are expected to be present. Thus, the assumption of the flame being composed of laminar
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premixed flamelets may not be valid in the present flames. Further, the TGLDM tabu-
lated chemistry has been tested for a 1D unstrained laminar premixed flame and laminar
diffusion flamelets, both using methane-air chemistry [117]. These previous results show
that the TGLDM chemistry could reproduce the major species concentrations accurately,
but larger discrepancies could be seen for H2 and OH mass fractions. This is explained by
the lack of diffusion term in the governing equations of the current 0D trajectories. For
the diffusion flamelets, the agreement for the species mass fractions between TGLDM and
flamelet profile is found to be good for low scalar dissipation rates and larger differences
are observed for higher scalar dissipation rates. This occurs due to no direct effect of strain
included in the tabulation. Consequently, if there is a discrepancy in reproducing the DNS
limit of the selected lifted flame, it will most likely come from the tabulated chemistry.
Finally, a 1D unstrained laminar methane-air premixed flame is simulated at stoichiomet-
ric conditions using the same DCSE routines and TGLDM tables as those implemented
in the current work. The grid spacing is equal to 0.04 mm with a finer progress variable
sample space grid (50 points). The predicted laminar flame is found to be 0.33 m/s which
is in excellent agreement with the experimental value of 0.35 m/s [141]. Thus, it is fair
to conclude that the present LES-DCSE formulation is capable of reproducing the main
elements of the DNS limit.

3.5 Summary

DCSE is the model used in the current study to simulate the partially premixed character-
istics in combustion. It is based on two assumptions; the first is that the fluctuations of two
key scalars can be correlated to the fluctuations of the reactive scalars in the reactive flow,
and the second is that the fluctuations about the conditional averaged/filtered quantities
can be neglected compared to the fluctuations about the unconditional ones. The model
is based on using Fredholm integral of the first kind to get the chemical reaction rates
by integrating the conditional reaction rates multiplied by a presumed joint PDF/FDF
over the sample space of mixture fraction and progress variable. The joint PDF/FDF is
obtained as the multiplication of the mixture fraction and progress variable PDF/FDFs,
where β-function is used for mixture fraction and the modified laminar flame PDF is used
for the progress variable PDF/FDF. The computational domain is divided into a number
of ensembles on which DCSE procedure is applied. The procedure involves a regulariza-
tion process for an essential matrix-vector inversion that results in least squares problem.
Zeroth order Tikhinov method is selected for regularization, and LSQR or LU decompo-
sition can be used to solve the least squares problem. GRI-MECH 2.11 is dimensionally
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reduced and tabulated using TGLDM technique which produced three dimensional chem-
istry tables. A one-dimensional unstrained laminar premixed flame simulations are run
using DCSE and the stoichiometric TGLDM table to assess its ability to produce good
results at DNS limit. The results show that DCSE is able to reproduce the laminar flame
speed with discrepancy of 5%.
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Chapter 4

Assessment of least squares method
and the progress variable SDR
closure using RANS simulations

Prior to the LES calculations, RANS simulations of a series of methane-air turbulent lifted
flames, implemented by DCSE, are used to provide insight for the impact of using the
LSQR technique and more detailed progress variable SDR closure in comparison with the
counterparts that are used in previous RANS-DCSE simulations performed for the same
flames [8]. First, the Favre-averaged transport equations involved in the RANS calculations
are presented. Next, a detailed description for the detailed SDR closure is provided. Then,
the experimental setup and the corresponding computational domain are given. Finally,
the results are discussed.

4.1 Favre-averaged transport equations

Transport equations of mass, momentum, enthalpy and species are solved. Seven species,
CH4, O2, CO2, H2O, CO, OH and H2, are determined by their respective transport equa-
tions [14]. These seven species are selected as being the main contributors of enthalpy
changes. Further, a transport equation of mean mixture fraction is solved as

∂(ρZ̃)

∂t
+

∂

∂xi
(ρũiZ̃) =

∂

∂xi

(
ρD

∂Z

∂xi
− ρũ′′i Z

′′

)
, (4.1)
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while the Favre-averaged equation for the variance of the mixture fraction is

∂(ρZ̃ ′′2)

∂t
+

∂

∂xi
(ρũiZ̃

′′2) = − ∂

∂xi

(
ρu
′′
i Z
′′2
)

︸ ︷︷ ︸
turbulent transport

+
∂

∂xi

(
ρD

∂Z ′′2

∂xi

)
︸ ︷︷ ︸

molecular diffusion

− 2ρũ
′′
i Z
′′︸ ︷︷ ︸

production

− ρχ̃z︸︷︷︸
dissipation

,

(4.2)

where the gradient assumption is used to close the turbulent flux, ũ
′′
i Z
′′ , as

ũ
′′
i Z
′′ = −Dt

∂Z̃

∂xi
. (4.3)

In the present work, differential diffusion is neglected as it has a minimal impact as obtained
from the simulation results in [142]. The reaction progress variable represents the degree
of consumption of the fuel. It has a value that ranges from zero in fresh gas (with no
products) to unity for the completely burnt gases (with no reactants presented at that
location).
In the present work, the progress variable is defined as

c(η) =
YCO2

Y eq
CO2

(η)
, (4.4)

where Y eq
CO2

(η) is the equilibrium value of the mass fraction of CO2, ideally obtained when
complete combustion takes place, which is a function of equivalence ratio. The governing
transport equation of the mean progress variable is

∂(ρc̃)

∂t
+

∂

∂xi
(ρũic̃) =

∂

∂xi

(
ρD

∂c

∂xi
− ρũ′′i c

′′

)
+ ω̇tot, (4.5)

where D is the reaction progress variable diffusivity. The turbulent scalar flux is closed
using a gradient assumption as used with the mixture fraction equation,

ũ
′′
i c
′′ = − µt

Sct

∂c̃

∂xi
. (4.6)

The mean total progress variable source term is decomposed into

ω̇tot = ω̇p + ω̇np + ω̇cd + ω̇c, (4.7)
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where ω̇p and ω̇np are the premixed and non-premixed mode contribution terms, respec-
tively, ω̇cd the cross dissipation term, and ω̇c the chemical source term of the progress
variable. The first three terms in the right hand side of Eq. 4.7 are presented due to the
dependence of the reaction progress variable on the mixture fraction. The first term, ω̇p,
is zero because of the linear relation between c and YCO2 (Eq. 4.4). The second term, ω̇np,
involves a second derivative with respect to Z that tends to zero except for Z ' ZSt [39].
As this term is neglected for simplicity in the previous simulations [9], it is neglected in
the current simulations to keep the same conditions for comparison. Regarding the third
term, ω̇cd, the cross dissipation term is neglected in the present investigation according to
the DNS simulations of Ruan et al. [143], that have shown that its order of magnitude is
smaller than the other two terms, and the conclusion of Domingo et al. [144].
The governing equation of the variance of reaction progress variable is

∂(ρc̃′′2)

∂t
+

∂

∂xi
(ρũic̃

′′2) = − ∂

∂xi

(
ρu
′′
i c
′′2
)

︸ ︷︷ ︸
turbulent transport

+
∂

∂xi

(
ρD

∂c′′2

∂xi

)
︸ ︷︷ ︸
molecular diffusion

− 2ρũ
′′
i c
′′︸ ︷︷ ︸

production

− ρD∂c
′′

∂xi

∂c′′

∂xi︸ ︷︷ ︸
dissipation

+ 2c′′ω̇c︸ ︷︷ ︸
source-term

,

(4.8)

The gradient diffusion assumption is used for the turbulent fluxes. The last term in Eq.
4.8 represents a correlation between the chemical source term and the fluctuations in the
progress variable. This term can be determined using the following formulation

c′′ω̇c = (c− c̃)ω̇c =

∫ 1

0

∫ 1

0

(c∗ − c̃)ω̇c|c∗, ηP̃ (c∗, η)dc∗dη, (4.9)

where ω̇c|c∗, η is obtained from DCSE and the TGLDM tables using

ω̇c|c∗, η =
ω̇CO2|c∗, η
Y eq
CO2
|η

(4.10)

The other unclosed term, ρD ∂c′′

∂xi

∂c′′

∂xi
, is the averaged SDR term which will be covered in

the next Section.
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4.2 The progress variable SDR closure

The SDR, χ̃, is considered a measure for the decay of either the mixture fraction or the
reaction progress variable fluctuations estimated by their variance. An analogy is used
between the SDR and the dissipation rate of the TKE [6], as they are found to play similar
role (dissipation). That led to a relation between the SDR and the characteristic turbulent
mixing time. This simple algebraic closure is introduced by Mantel and Borghi [145]. It is
selected in the current work to model the mixture fraction SDR as follows

χ̃Z = Cχ
ε

k
Z̃ ′′2, (4.11)

where Cχ is a constant of the model and has the order of magnitude of unity. This model,
which is based on EBU hypothesis, is used in previous literature [125, 8] where it showed
good predictions.

Dovizio and Devaud [9] compared different SDR models included in an study of a tur-
bulent premixed V-shaped flame using CSE approach. They indicated that the highest
discrepancies are obtained for the simple algebraic model, and found the main cause to be
the absence of the effect of the turbulent flame speed in the model [9].
A reliable SDR model should take in account turbulent mixing, chemical reaction, molec-
ular diffusion, and their interactions. Aiming to achieve these requirements, an advanced
algebraic model is developed by Kolla et al. [10]. This model is derived for high Damköhler
number turbulent premixed flames. This model is based on the leading order balance of
an exact transport equation for χ̃c, which includes the effect of dilatation, interaction of
turbulence and scalar gradients, chemical reaction, and dissipation processes.
The model is formulated as follows

χ̃c = 2ρ̄
1

β′
([2Kc∗ − τC4]

SL
δL

+ C3
ε̃

k̃
)c̃′′2, (4.12)

where β′ is model constant which is taken as 6.7, τ heat release parameter, Kc∗ a model
constant which can be calculated by

Kc∗ = (
δ0
L

s0
L

)

∫
{ρN(∇ · u)}L0 f(c)dc∫
{ρN}L0 f(c)dc

, (4.13)

where δ0
L is the unstrained laminar thermal thickness (its selected value from experiments

is 0.62 mm [146]), f(c) the burning mode PDF, s0
L laminar flame velocity, N0

L the SDR
in unstrained planar laminar flame. Selected values for τ and Kc∗/τ correspond to the

46



selected value of mixture fraction. The other model constants C3 and C4 are estimated
according to Chakraborty and Swaminthan [147],

C3 =
1.5

1 +Ka−0.5
, (4.14)

C4 = 1.1(1 +Ka)−0.5, (4.15)

where Ka is Karlovitz number which represents the ratio between the chemical time scale
and the flow time scale and is taken to be 1.22 [146].
This model proved its physical realizability χ̃c ≥ 0 to be unconditional. The predictions
obtained by this model were satisfactory compared with DNS data of turbulent premixed
combustion [148, 149], which was ensured by the investigations of Dovizio and Devaud [9].
To account for the dependence of the reaction progress variable on the mixture fraction
value through the partially premixed flame approach, Dovizio and Devaud [9] extended
the formula of Kolla et al. [10] to have the model parameter as a function of the mixture
fraction. The extended formula is presented as

χ̃c(Z) = 2ρ̄
1

β′

2Kc∗(Z)
SL(Z)

δL(Z)︸ ︷︷ ︸
I

− τ(Z)C4(Z)
SL(Z)

δL(Z)
)︸ ︷︷ ︸

II

+C3(Z)
ε̃

k̃︸ ︷︷ ︸
III

 c̃′′2, (4.16)

where the first term, I, represents a correlation between dissipation and dilatation rates.
The second term, II, represents the strain due to heat release. The third term, III,
represents the correlation to the turbulent mixing time. The good predictions obtained
for the stratified flame [9] formed a motivation to investigate its effect on modelling the
turbulent lifted jet flame.

4.3 Experimental conditions

The experimental setup involved in the current investigation is a fuel jet of 5.4 mm diameter
surrounded by approximately quiescent ambient air. The velocities provided for the fuel
jet have an average value of 21, 37 and 60 m/s corresponding to the jet Reynolds numbers
of 7,000, 12,000, and 19,500, respectively [12, 150, 13]. The flame extinction velocity for
such a jet flame is found to be 90 m/s which is far enough from the values simulated.
The experimental data includes the mean lift-off height at the three flames, reacting and
non-reacting radial methane concentration profiles measured at four axial locations for
the flame at Re=7,000, and axial methane concentration profile along the centerline at
Re=7,000.
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4.4 Computational details

The governing transport equations are solved using a finite volume low-Mach number pres-
sure based approach. The employed solver is the open source CFD package of OpenFOAM
using Pressure-Implicit with Splitting of Operators (PISO) algorithm for pressure correc-
tions. The finite volume schemes used to solve the equations include: a first-order implicit
time integration method for all transport equations, Total Variation Diminishing (TVD)
and Normalised Variable Diagram (NVD) for fluxes.

4.4.1 Computational domain

The computational domain is similar to what was used by Dovizio et al. [8] as presented in
Fig. 4.1. It is constructed in the form of cylindrical wedge of 1 cell thick running along the
plane of symmetry. This wedge has an angle of 5o, radius of 324 mm and length of 1080
mm. This 2-D grid consists of 22,400 cells. The grid is non-uniform to provide a higher grid
density at the shear layer region. Based on the non-reacting velocity fluctuations provided
for the lowest Re, the inlet turbulence intensity is set to 10%. The one-seventh power law,
which is usually used to represent the average velocity profile for turbulent flows, is applied
to provide an approximate velocity profile at the fuel inlet.
A relatively small velocity value is specified for air at the co-flow inlet. The ratio between

the air velocity to jet velocity is set equal to 0.0005 which is much lower than the value
specified experimentally to avoid any impact on the lift-off height that increases if the
value of this ratio is higher than 0.002 [13]. The DCSE calculation requires dividing the
computational grid into a specific number of ensembles of points. The ensembles are gen-
erated by dividing the computational domain using planes normal to the axial direction,
taking advantage of the weak dependence between the conditional averages and the radial
direction [30]. To avoid sharp changes in the conditional means, a small overlap of 3 mm
is included between each two adjacent ensembles.

Each ensemble should satisfy the condition that the number of reactive cells per ensemble
should be larger than the number of bins in the combined mixture fraction/progress vari-
able sample space to avoid rank-deficient condition in the inversion problem. The number
of ensembles used by Dovizio et al. [8] is employed in the current investigation, which is 3.
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Figure 4.1: The computational domain developed for RANS simulations

4.4.2 DCSE initialization

Similar to Dovizio et al. [8], a rectangular box is defined which is 1 mm downstream from
the jet exit with one side located along the centreline with length 100 mm and width in
the radial direction of 20 mm. Values for carbon dioxide and water mass fractions are set
to be close to the chemical equilibrium values.

4.5 Results

Through the following order, RANS simulations resulted in

1. The predictions obtained by the more detailed SDR [9] using the same computational
domain and settings used by Dovizio et al. [8].
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2. An assessment for using LSQR in DCSE instead of LU-decomposition which includes
time consumption and accuracy.

The methane concentration provided by Schefer et al. [12] is evaluated as the measured
methane number density normalized by the number density of pure methane at standard
conditions of temperature and pressure (STP). This normalizing value is provided as (2.5×
1019) molecules/cm3 [12]. Because the numerical model provides time-averaged methane
mass fraction, Y CH4 , it can be converted to the normalized methane concentration used in
the experiments [12] using the following expression

CCH4 =
ρmixY CH4NA

MCH4CCH4STP

, (4.17)

where NA is Avogadro’s number, ρmix the time-averaged density of the mixture, CCH4STP

is the number density of pure methane at STP conditions.

The predictions of radial methane concentration profiles are compared with the exper-
imental data and previous results [8] in Fig. 4.2. As shown in Fig. 4.2, the predictions
obtained for mean methane concentration CCH4 remain in good agreement with the exper-
imental data for the case of low Reynolds number (Re=7,000). Further, the axial methane
concentration obtained by the current model shows better agreement with the experimen-
tal data at the region close to the jet outlet. In particular, the non-physical hump obtained
by the simple SDR model [8] is not present, as shown in Fig. 4.3.

There are several approaches to estimate the lift-off height from the numerical results.
Following the previous DCSE study [8], different lift-off height estimation criteria are con-
sidered: i) the height at which the mass fraction of OH becomes 0.0004 [60], ii) the height
at which the mass fraction of OH becomes 0.0006 [58], iii) The location at which the mean
temperature reaches 1000 K [151], and iv) the height at which methane reaction rate goes
over 1% of the maximum value evaluated at the specified time-step [152].

The experimental evaluations of the lift-off heights including fluctuations are 33 ± 7,
84±11, and 135±11 mm for Re = 7,000, 12,000, and 19,500, respectively. At Re = 7,000,
as can be seen in Table 4.1, the differences in lift-off heights obtained by Dovizio et al. [8]
and the current study are small (4.5 - 10 %), while differences start to be larger (9.6 - 16.5
%) for most of the criteria used at Re =12000, and become significant (27 - 30%) at the
highest Re to be approximately 40 mm according to most of the criteria.
Comparing with the experimental results, the different lift-off height estimated values cor-
responding to each approach are plotted in Fig. 4.4. The predictions at the low Re for
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Figure 4.2: Radial methane concentration profiles obtained by RANS simulations at four
axial locations, Re = 7000, where filled circles is Experimental [12], solid line current study,
and dashed line Dovizio et al. [8].

all criteria are almost within the experimental lift-off height fluctuation limits, while for
higher Re, discrepancies start to appear and increase with increasing Re values for most
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Figure 4.3: Axial methane concentration profile obtained by RANS simulations along the
jet centerline, Re = 7000, where filled circles is Experimental [12], solid line current study,
and dashed line Dovizio et al. [8]

Table 4.1: Lift-off heights in mm for different criteria obtained in the current study using
Eq. (4.16) and the previous work of Dovizio et al.[8] using Eq. (4.11).

Criterion
Re=7000 Re=12000 Re=19500

Dovizio et al.
[8]

Current
study

Dovizio et al.
[8]

Current
study

Dovizio et al.
[8]

Current
study

ỸOH = 0.0004 28.5 30.5 73 62 129 92

ỸOH = 0.0006 29.5 31 74.5 64 129.5 92

T̃ = 1000K 34.5 38 83 75 137.5 100
1% of ω̇CH4

33.5 35 81.5 68 134 93

predictions.
Before implementing LSQR in the DCSE code, a stand-alone code of LSQR algorithm is
used to compare the CPU time to solve the minimization problem presented in Eq. 3.15
for a given time and ensemble, with the time consumed for the same purpose using LU-
decomposition. The same inputs are used for both techniques and the results are presented
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Figure 4.4: Predicted lift-off heights with different criteria compared with experimental
data at three different Re. The bars indicate the rms of fluctuations of the mean lift-off
height [13]

in Table 4.2. The results show a significant reduction in the time consumed in the inversion
process using LSQR algorithm compared with the originally used LU-decomposition. The
LSQR routine adjustable parameters like maximum number of iterations and relative error
of results between each two successive iterations are set to 100 and 10−10, respectively.
It should be noted that the maximum number of iterations has never been reached for
all tested time steps of the three ensembles. The value of ‖A−→α −

−→
b ‖2 is used as a mea-

sure of the deviation from exact solution. As the value of the given L2-norm decreases,
the solution is closer to the exact solution. LSQR results show smaller L2-norm values
compared to the values obtained using the LU-decomposition which means accuracy is
improved. The results show that only very few bins have negative values, less than what
LU-decomposition has. The non-physical values are replaced with zeros without affecting
the results as they are found to appear on fuel rich mixture fractions where the reaction
rates are negligible.

Next, the LSQR algorithm is coupled with DCSE. Two identical cases are run from the
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Figure 4.5: Time consumed in implementing the inversion process estimated at each time-
step separately for cases using LSQR and LU-decomposition

Table 4.2: Comparison between results obtained in solving Eq. 3.14 using LSQR and
LU-decomposition

Ensemble
LU-decomposition LSQR factorization

L-2 norm CPU time (s) L-2 norm CPU time (s)
1 0.1887 2.66 0.1703 1.17
2 0.3033 1.99 0.2231 1.27
3 0.1287 1.28 0.0487 0.66

same starting time and the same initial time step. As shown in Fig. 4.5, it is clear that the
average time consumed per time-step, for LU-decomposition, is approximately 10 s, while
it is approximately 4 s using LSQR leading to the computational time being reduced by
60%.
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4.6 Summary

An initial RANS investigation is carried out to assess the effect of using LSQR and a more
detailed progress variable SDR closure compared to what is used in the previous RANS
simulations [8]. All the other model settings including the solver, governing equations, com-
putational details and boundary conditions, used in the former investigation are employed
in the current one to keep the comparison conditions. The results obtained for the first
flame (Re=7000) show better predictions for the methane concentration field that reache
9.2% discrepancy with expreimental results. The predictions of the lift-off height show a
significant impact of the progress variable SDR, even though they do not show good agree-
ment with the experimental data. As the mathematical structure of the progress variable
SDR model is more elaborate compared to the simple one used in [8], it is expected to show
better performance within more detailed mixing field such as LES mixing field. Regard-
ing LSQR, it has shown better performance with respect to the accuracy of the predicted
conditional water mass fraction. In addition, it saves about 60% of the time consumed by
LU-decomposition in DCSE calculation, considering that DCSE encounters much larger
matrix/vector sizes compared to conventional CSE. These conclusions motivate the use of
LSQR and the detailed SDR closure in LES investigations.
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Chapter 5

LES-DCSE applied to turbulent
lifted flames

A series of lifted turbulent flames were investigated in RANS using DCSE with a linear re-
laxation SDR model for the progress variable variance transport equation [8]. Some terms
were also neglected in the progress variable transport equation (See section 4.1). The
RANS predictions of the lift-off height were in good agreement within the experimental
uncertainty [150] with a larger noticeable discrepancy for the second flame (Re=12000).
Nevertheless, some flame statistics available in the experimental studies could not be used
due to the averaging nature of RANS, such as the PDF of fuel concentration. It is also
believed that LES will bring a much more realistic description of the turbulent flow and
mixing fields of these complex flames.

The objective of the present study is to revisit the simulations of the lifted turbulent
flames, previously undertaken in RANS-DCSE [8], but using LES-DCSE combined with
a more elaborate SDR model and more accurate closure of the transport equation of the
progress variable. There are additional challenges related to the implementation of DCSE
in LES that will be discussed in Section 5.1. The experimental studies include three lifted
turbulent jet flames with three different Reynolds numbers [12, 150, 13]. The predicted lift-
off height and the flammability region width will be provided for the three flames under in-
vestigation and compared with available experimental data. Predictions for time-averaged
methane concentration and its RMS, PDF, flame width, lift-off height and detailed quali-
tative observations are presented and compared with experimental observations, whenever
possible. The present chapter is organized as follows: first, the Favre-filtered transport
equations are presented. Next, the computational details are given including important
aspects related to ensemble selection and chemistry tabulation. Finally, quantitative and
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qualitative analyses for the predictions are included, followed by a summary of the chapter.

5.1 Computational Details

5.1.1 Experimental Configuration

The same setup provided in Section 4.3 is used. In addition, information about turbulence
scales and other experimental data is provided here. The integral length scale is estimated
experimentally at the flame base to be 2.1, 5.6 and 9.45 mm for the Re = 7000, 12000 and
19500 flames, respectively [13]. The Kolmogorov scale is also given at the flame base for
two flames: 0.2 mm for Re = 7000 and 0.7 mm for 19,500 [13]. In non-reacting conditions,
the available data include axial and radial profiles of mean methane concentration and its
rms, and jet width along the streamwise direction in the non-reacting case. Likewise, in the
reacting cases, axial and radial profiles of mean methane concentration mean and its rms,
methane concentration PDF at different locations, flammability regions and lift-off heights
are given. The instantaneous planar images of methane concentration are obtained by
collecting Raman-scattered light perpendicular to thin sheet of laser light passing through
the axis of the flame.

5.1.2 LES domain

The computational domain is cylindrical using Cartesian coordinates in which x-direction is
the streamwise direction while y- and z-directions are the cross-stream directions. The grid
incorporates 400, 106 and 80 cells in the axial, radial and azimuthal directions, respectively.
The spatial resolution is increased close to the nozzle and in the shear layer to capture the
expected sharp scalar gradients. The resulting total number of cells is equal to 3,302,400
hexahedral cells for a length of 540 mm and radius of 189 mm. The spatial filter width,
∆, is defined as (∆x∆y∆z)1/3 with ∆x, ∆y and ∆z being the grid spacing in x, y and
z, respectively, and is equal to 0.14 mm in the refined regions increasing to 9.5 mm at
the domain sides towards the exit of the domain. In comparison to the turbulent length
scales provided in the experimental studies, the filter width is located within the inertial
sub-range in the refined mesh regions where combustion takes place.

The mesh size is selected after performing a rigorous sensitivity analysis including three
meshes of 798,000, 3,302,400 and 7,965,000 cells. In particular, comparison was made for
time-averaged methane concentration profiles in radial and axial direction and second order
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Figure 5.1: Different ensemble patterns tested. For each configuration, one ensemble is
illustrated by a darker area.

moments. As a result, the medium sized grid is selected. Further, the amount of resolved
TKE is also examined. It is found that with the selected grid, between 85 and 95 % of the
TKE is resolved in the jet area, and the region of shear layers.

5.1.3 Ensemble selection

The selection of ensembles is dictated by a trade-off between reducing computational load
and keeping sufficient number of points in each ensemble. This aspect turns out to be
more delicate in LES compared to RANS due to much larger computational cost and more
crucial need of balanced load in parallel processing. It should be noted in the current
LES-DCSE implementation, the domain decomposition for parallel processing follows the
ensemble definition, i.e. one ensemble for each core. Further, in the present CFD code, the
domain decomposition can only yield evenly distributed ensembles in space due to the cur-
rent domain decomposition technique in OpenFOAM. Without this constraint, ensembles
of uneven dimensions or ensembles made of non-adjacent regions could have been tested.
In the future, it seems to be crucial to investigate ensemble definition and parallel process-
ing together to yield variable and adaptive ensembles without any a-priori knowledge of
the flame following some initial studies [126, 153].

A minimum requirement for the number of points in each ensemble is imposed by the
matrix structure that is used in each inversion (matrix A in Eq. 3.15) and the current
regularization technique, only applicable for over-determined system of equations. Thus,
the minimum number of points in each ensemble is equal to M + 1, M being the product
of the number of bins in mixture fraction and number of bins in progress variable space
corresponding to 1,000 points. In the present case of turbulent flame simulations, this
restriction becomes a minimum of 1,001 reacting cells. For example, if the entire computa-
tional domain is taken as one large ensemble, sufficient information is available to provide
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meaningful statistical information on the turbulent reacting field. However, the integral
inversion would have to be performed using several million points using one processor/core
leading to the loss of the benefits of parallel processing and extremely slow calculations, not
feasible in the present LES. In contrast, if too many ensembles are defined, Eq. 3.14 may
become rank-deficient (number of points below 1,000). Calculations will run much faster,
but there is insufficient information on the reacting field to generate accurate inversions.

Using the observation that conditional averages have steeper spatial gradients in the
streamwise direction [30], planes normal to the jet centerline form the basis of the ensemble
configurations.

Different arrangements of ensemble are considered in the current simulations and shown
in Fig. 5.1. Initially, a total of 48 ensembles are defined corresponding to cylindrical quar-
ters, as presented in Fig. 5.1a). This distribution of ensembles yields the fastest runs, but
also resulted in a significant issue related to the transient motion of the flame base. The
simulated flames move up and down in the axial direction. If at one instant, the reacting
zone leaves one ensemble, the number of reacting cells in this ensemble drops below 1,000
and no reaction is included. When the flame moves back down to this specific ensemble, in
the present DCSE formulation, there is no reignition mechanism for an ensemble that was
’extinguished’. This problem points out a weakness of the CSE/DCSE model: convection
in conditional space is not included. Thus, it is important to have ensembles sufficiently
large around the flame base that can include the up and down motion of the flame in the
axial direction. Further, at the beginning of the reacting flow calculations, it is important
to set a large number of reacting cells in all ensembles. Combustion initialization takes
place by setting the filtered mass fractions of CO2 (or c) and H2O to values close to their
equilibrium values at the centre of the LES domain.
The current issue with 48 ensembles is specific to the current mesh and flames considered.
For example, if a finer computational mesh was used, each of the 48 ensembles would
include a larger number of points and contain more reacting cells, therefore in this case,
48 ensembles may be suitable for the simulation of the same flames. This means that the
sensitivity analysis related to the ensemble selection needs to be repeated for each new
computational mesh. The configuration with 12 ensembles is considered next, as shown in
Fig. 5.1b). The resulting ensembles have the same axial length as those with 48 ensembles;
however, there is no domain cutting in the radial and circumferential directions. In terms
of correct physical description of the flame, this set of ensembles works well. However,
the LES run time is significantly increased compared to the first calculations using 48
ensembles. Thus, as a compromise between 48 and 12 ensembles, the configuration with
24 ensembles is selected. The computational domain is divided into 12 ensembles in the
axial direction, split into two in the centre. The present ensemble configuration, as shown
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in Fig. 5.1c) satisfies the numerical constraints on the minimum number of reacting cells
in each ensemble and yields faster calculations related to the runs with 12 ensembles. It
should be noted that the predicted lift-off heights were the same for 12 (Fig. 5.1b)) and
24 ensembles (Fig. 5.1c)).
The next two configurations, as can be seen in Fig. 5.1 d) and e), are tested to examine
the impact of the axial distribution of the ensembles and therefore, the spatial variation of
the conditional averages. Throughout the calculations, both configurations satisfactorily
met the constraints on the minimum of reacting cells for the inversion to take place. For
brevity, the results obtained for the first flame with Re = 7000 are discussed in the present
section. However, the effect of the ensemble selection was also examined for the two re-
maining flames with similar conclusions. The impact on the predicted lift-off height was
small, 30 mm for 12 ensembles (Fig. 5.1 b)), 33 mm for 6 ensembles in the axial direction
(Fig. 5.1 d)) and 31 mm for 14 ensembles (Fig. 5.1 e)). Negligible changes in methane
concentrations are also seen, 2% at most with the last three configurations tested. For the
current flames, the largest number of axial divisions that could be applied is equal to 14.
Associated with the selected number of ensembles is the computational cost. With 48
ensembles (Fig. 5.1a)), one time step requires 32 CPU seconds. In comparison, the com-
pletion of one time step with 12 ensembles (Fig. 5.1b)) needs 67 CPU seconds, 42 CPU
seconds with 24 ensembles (Fig. 5.1c)), 44 CPU seconds with 24 ensembles using 6 ax-
ial divisions (Fig. 5.1d)) and 50 CPU seconds for 14 ensembles (Fig. 5.1e)) . This is a
clear decrease in total computational time with increasing number of ensembles due to
parallel processing and the fact of running one ensemble on one core/processor. Based on
the considerations of the ensemble sensitivity study and computational cost, the domain
decomposition of 24 ensembles, as shown in Fig. 5.1c), is selected for the present simula-
tions for the three flames.With 24 cores (Intel Skylake 2.4 GHz processor) and using the
selected mesh and ensembles, approximately 106 CPU hours are required to simulate one
flow-through-time. One flow-through time is defined as the time needed by a fluid particle
to travel over the entire length of the computational domain.

5.1.4 Favre-filtered transport equations

Transport equations of mass, momentum, enthalpy and species are solved. Seven species,
CH4, O2, CO2, H2O, CO, OH and H2, are determined by a transport equation each. These
seven species are selected as being the main contributors of enthalpy changes. Further,

transport equations for resolved mixture fraction, Z̃, and its SGS variance, Z̃ ′′2 , are solved.

The resolved mixture fraction, Z̃, and its SGS variance, Z̃ ′′2 , have the following transport
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equations:

∂(ρZ̃)

∂t
+

∂

∂xi
(ρũiZ̃) =

∂

∂xi

(
ρ (D +Dt)

∂Z̃

∂xi

)
, (5.1)

∂(ρZ̃ ′′2)

∂t
+

∂

∂xi
(ρũiZ̃

′′2) =
∂

∂xi

(
ρ (D +Dt)

∂Z̃ ′′2

∂xi

)
− 2 ρ

(
D +Dt

)∂Z̃
∂xi

∂Z̃

∂xi
− ρχ̃z. (5.2)

Differential diffusion is neglected. The SGS scalar fluxes are modelled by a standard
gradient assumption. The turbulent diffusion coefficient is calculated as Dt = νt/Sct,
where Sct is the turbulent Schmidt number. Three values of 0.4, 0.7 and 1, are tested for
Sct for the simulation of the first flame (Re = 7000) and negligible effect is found on the
numerical predictions of the axial and radial methane profiles and the lift-off height. This
indicates that turbulent diffusion has a small impact on the predictions. This is likely due
to the refined mesh selected. The calculated filter width is smaller than or equal to 0.4 mm
upstream and around the flame base, gradually increased farther out in the radial direction
and downstream. The experimental Kolmogorov scale is estimated to be equal to 0.2 mm
at the flame base with a corresponding integral length of 2.1 mm [13]. In the present LES,
the filter width is well within 2.1 mm for the vast majority of the flame. Due to the lack of
significant changes when different values of Sct are selected, the value of 0.7 is kept. The
SGS SDR for mixture fraction is modelled using a simple relaxation model given by,

χ̃z = Cχ
ε̃sgs

k̃sgs
Z̃ ′′2, (5.3)

where Cχ is a constant set to a value of 2, ε̃sgs the SGS dissipation and k̃sgs the SGS-TKE,
both modelled and available in OpenFOAM [125].

In the present study, the progress variable, c is defined similar to the definition used in
section 4.1 and for best comparison, it is useful to consider the same progress variable and
same joint PDF model.
The Favre-filtered transport equation of c is given by

∂(ρ c̃)

∂t
+

∂

∂xi
(ρ ũi c̃) = ω̇tot +

∂

∂xi

(
ρD

∂c

∂xi
− ρũi′′c′′

)
, (5.4)

The mean total progress variable source term is decomposed into

ω̇tot = ω̇p + ω̇np + ω̇cd + ω̇c, (5.5)

where ω̇p and ω̇np are the premixed and non-premixed mode contribution terms, respec-
tively, ω̇cd the counter dissipation term, and ω̇c the chemical source term of the progress
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variable. The first three terms in the right hand side of Eq. 5.5 are presented due to the
dependence of the reaction progress variable on the mixture fraction. It is note-worthy to
mention that Eq. 5.4 is valid when all molecular diffusivities are the same.
The first term, ω̇p, tends to zero because of the linear relation between c and YCO2 . The
non-premixed mode contribution is negligible outside the flammability region, but it may
be large close to stoichiometric conditions. Recently, this term was included in the LES cal-
culations performed by Chen et al. [154] and the closure proposed by Ruan and co-workers
[155] is applied in the present study given by

ω̇np = ρ
1

Y eq
CO2

∂2YCO2

∂Z2
χz = ρ c̃ χ̃z

∫ 1

0

1

Y eq
CO2

(η)

∂2YCO2(η)

∂Z2
P (η) dη, (5.6)

where χ̃z is the filtered scalar dissipation rate of mixture fraction being equal to the sum of
the resolved and SGS components. The cross dissipation contribution term ω̇cd is neglected
in the current study. It is shown to be one order of magnitude less than the other two
terms: ω̇c and ω̇np [143]. The governing equation of the SGS variance of reaction progress
variable is written as

∂(ρc̃′′2)

∂t
+

∂

∂xi
(ρ ũi c̃

′′2) = − ∂

∂xi

(
ρu
′′
i c
′′2
)

+
∂

∂xi

(
ρD

∂c′′2

∂xi

)
− 2 ρ ũ

′′
i c
′′

−2 χ̃c + 2 c′′ω̇c .

(5.7)

Equation 5.7 follows the derivation initially presented in RANS by Poinsot and Veynante
[14], by subtracting the balance equation of c̃2 from the balance equation of c̃2, but the
present derivation is adapted to the LES context. Using the considerations outlined above
for Eq. 5.4, one additional term appears, 2c′′ω̇np. The modeling of this term would require
additional tabulation related to the conditional SDR of mixture fraction as this quantity
is not directly available in DCSE. This is not straightforward. As a first approximation,
2c′′ω̇np is neglected in Eq. 5.7. The gradient diffusion assumption is used for the SGS
turbulent fluxes. The last term in Eq. 5.7 represents a correlation between the chemical
source term and the fluctuations in the progress variable. This term can be determined
using the following formulation

c′′ω̇c =

∫ 1

0

∫ 1

0

(c∗ − c̃) ω̇c|η, c∗ P (c∗, η)dc∗dη, (5.8)

where ω̇c|η, c∗ is obtained from DCSE and the TGLDM tables using

ω̇c|η, c∗ = (ω̇CO2|η, c∗)/Y
eq
CO2

(η), (5.9)
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with Y eq
CO2

being the chemical equilibrium value of CO2 mass fraction at a given mixture
fraction, η. The other unclosed term, χ̃c is the SGS SDR which is further discussed in
Section 5.1.5.

5.1.5 SGS progress variable SDR modeling

The SDR of the progress variable is a challenging term to close accurately and pre-
vious RANS-DCSE of stratified flames showed some sensitivity to the selected model [9].
Two expressions are implemented and tested in the current investigation. Recently, an
expression based on the model of Kolla et al. [10] has been proposed for LES [156] and
successfully implemented in LES-CMC of a turbulent premixed bluff-body close to blow-off
[36]. In the present study, it is extended to partially-premixed combustion by having the
model parameters functions of mixture fraction (or equivalence ratio).

χ̃c(Z̃) = ρ (1− exp(−θ5
∆

δL(Z̃)
))
[
2Kc(Z̃)(

SL(Z̃)

δL(Z̃)
) + (C3(Z̃)

−τC4(Z̃)Da∆)(
2u
′
∆

3∆
)
] c̃′′2
βc
, (5.10)

where θ5 is a constant equal to 0.75, δL the unstrained laminar flame thermal thickness, Kc

model parameter, SL the unstrained laminar flame speed, C3 and C4 model parameters,

τ heat release index, defined by τ(Z̃) = Tb(Z̃)−Tu
Tu

with Tb the adiabatic flame temperature
and Tu unburnt gas temperature, Da∆ the SGS Damköhler number, u′∆ the SGS velocity
and βc model constant equal to 2.4. The SGS velocity is calculated as u′∆ = (2

3
ksgs)

0.5.
The Damköhler number is obtained by

Da∆ =
∆ SL(Z̃)

u′∆δL(Z̃)
. (5.11)

To determine τ , Kc, SL and δL, correlations based on experimental data are used and
details can be found in the previous RANS-DCSE study of stratified flames [9]. The model
coefficients C3 and C4 are calculated as functions of the SGS Karlovitz number, Kasgs with

Kasgs = ((u′∆/SL)3/(∆/δL))
0.5

[36, 147],

C3(Z̃) =
1.5

√
Kasgs(Z̃)

1 +

√
Kasgs(Z̃)

, (5.12)

C4(Z̃) = 1.1(1 +Kasgs(Z̃))−0.4. (5.13)
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5.1.6 Chemistry details

For the current investigation, GRI-MECH 2.11 is the detailed mechanism used in the
current study. The mixture fraction space is divided into 50 bins and the progress variable
space into 20 bins. The mixture fraction bins are not uniformly distributed, with the bin
density being higher around the stoichiometric value.

5.1.7 Boundary conditions

For the methane jet inlet, first non-reacting simulations are run using a synthetic turbulence
generator, one-seventh power law velocity profile with fully developed flow conditions and
extending the inlet pipe length to 115 mm. Then, these non-reacting values are set to the
fuel inlet with a shorter extended inlet pipe of length 27 mm (five times the jet diameter).
The pressure of the methane and coflow inlets is set to be calculated from zero gradient,
while a non-reflective pressure boundary conditions are imposed at the outlet. The velocity
at the outlet is calculated using zero gradient for an outflow, while the velocity is set to zero
for reverse flow, if any. According to the experimental data, a small coflow velocity is set
to represent the surrounding ambient air without affecting the lift-off height. Accordingly,
a value of 0.01 m/s is used in the present calculations. The outer side of the computational
domain has the same conditions used for the outlet. A temperature of 290 K is set for the
methane jet and the air coflow.

5.1.8 SGS model and numerical schemes

A constant Smagorinsky model [16] is selected with a Smagorinsky constant (Cs) equal
to 0.079. As will be discussed in Section 5.2.1, three other values of Cs are also tested
for sensitivity analysis. The LES calculations of the present study are carried out by
the open source CFD toolbox of OpenFOAM. The governing equations are solved with a
finite volume low-Mach number pressure-based approach. The pressure is coupled with
velocity by using PISO algorithm. A transient second order implicit Crank-Nicholson
method is used to advance the transport equations in time with an adjustable time step
for a maximum Courant number of 0.5. A NVD gamma scheme is used for the convective
terms.
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5.2 Results

In the present section, comparisons are undertaken between the measured experimental
quantities and the predicted values both the cold and reacting methane jet.

5.2.1 Cold flow

As a first step, it is interesting to examine the turbulent flow/mixing fields without chem-
ical reactions to identify any possible discrepancies with experimental observations. The
non-reacting data is collected and time-averaged over 18 flow-through times. One of the key
quantities on which the experimental analysis is based, is methane concentration, CCH4 .
Figure 5.2 shows the radial profiles of the time-averaged methane concentration at four
different axial locations compared with experimental data. Good agreement between the
experimental data and the present LES predictions is obtained. For example, the predicted
centreline values are within 8% of the experimental data at x = 25 mm, 6% at x = 30 and
40 mm and 14% at x=60 mm. Figure 5.3 presents the radial profiles of the rms methane
concentration and the corresponding experimental data at three different axial locations.
The resolved time-averaged rms is calculated by√
< (C̃CH4)2 > − < C̃CH4 >

2 where the brackets represent time averages and unresolved

fluctuations are neglected. As displayed, the current LES overpredicts the rms values com-
pared to the experimental values at all positions, while preserving the shape of the profiles.
The predicted peak value is approximately twice as high as the corresponding experimen-
tal measurement. Further comparisons were undertaken with the results of three other
Smagorinsky constant values, 0.01, 0.1 and 0.224 keeping the current mesh, and two other
meshes, 798,000 and 7,965,000 cells with a Smagorinsky constant equal to 0.079. In all
cases, the LES results significantly overpredict the experimental values. Negligible differ-
ences are found in the predictions when the Cs values of 0.01, 0.079 and 0.1 are used. For
Cs = 0.224, the time-averaged methane concentrations and rms are further away from the
experimental data compared to what is obtained with Cs = 0.079. Thus, the default Cs
value of 0.079 is kept. A small improvement, at most 13%, could be seen with the finest
mesh, but this improvement is hardly visible compared to the experimental values for a
significant computational cost increase due to a mesh being more than twice as large as
the selected grid. Further, these small differences in the predicted rms between the two
finest meshes tested indicate that the discrepancies do not come from the magnitude of
unresolved variance. Other sources of discrepancies in the simulations can be identified
such as the turbulent inlet boundary conditions (normal stresses are specified) and the
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Figure 5.2: Non-reacting case: time-averaged methane concentration profiles at four axial
locations, Re = 7000. Experimental values are taken from [12].

SGS model (constant Smagorinsky model). No additional measurements are available in
the experimental studies for inlet Reynolds stress components [12, 150, 13]. A dynamic
Smagorinsky model may improve the rms predictions. Without any documented experi-
mental uncertainty [12, 150, 13], it is difficult to further assess the accuracy of the present
results. However, different boundary conditions are tested for the current case (Re=7000).
They include

1. Different values of coflow inlet velocity (0, 0.01 and 0.05 m/s). The differences in
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Figure 5.3: Non-reacting case: methane concentration rms profiles at three axial locations,
Re = 7000. Experimental values are extracted from [12].

predictions are found to be negligible.

2. For the main jet turbulence field, it is first assumed that there is no shear stress
and only normal stresses are specified using (v

′
= w

′
= 0.615u

′
) following [15] for

fully-developed turbulent pipe flow. Also, different values of turbulence intensity It,

which is defined as u
′

ũ
, are tested as shown in Fig. 5.4. Best results for filtered and

resolved rms are obtained for (It = 10%), but the differences in the predictions using
the different values of turbulence intensity are small.

3. Then, an inlet pipe is added with length of 5d upstream of the fuel jet exit. There is
no change in the predicted rms.

4. The final attempt is to run a simulation using an inlet pipe that covers more than
the developing length of the methane jet (200d) [12]. Then, the radial profiles of
all components of Reynolds stress tensor are obtained and mapped as an inputs
for another case of inlet pipe of length 5d. However, the changes in the methane
concentration rms predictions are negligible compared to the discrepancy with the
experimental data.

5.2.2 Reacting flow

In the reacting conditions, data is collected and time averaged over 5 flow-through times.
For the following numerical results, time averages are calculated directly from the Favre-
filtered quantities. The experimental values do not appear to be mass-weighted and this
may create some discrepancy between the current LES predictions and the experimental
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Figure 5.4: Non-reacting case: methane concentration rms profiles with different values of
turbulence intensity at three axial locations, Re = 7000. Experimental values are extracted
from [12].

data. The time-averaged statistics and time-averaged density weighted statistics using Eq.
8 of [157] were also compared. The differences between the two sets of averages are found
to be negligible for the radial and axial profiles considered in the present study. As shown
in Fig. 5.5, the current LES-DCSE underpredicts the axial methane concentration pro-
file along the centerline of the jet, in particular after 30 mm downstream of the jet exit.
However, around the lift-off height (30 mm), the agreement between the numerical and
experimental values is good with a relative difference of 17%. Downstream of the lift-off
height, the larger predicted combustion rates are likely due to possible turbulent mixing
field discrepancies on the centreline. In the previous RANS calculations of the same flames
[8], closer agreement of the centreline values is obtained with the same chemistry tables.
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It is believed that the differences between the two sets of simulation results are due to
different types of turbulent flow and mixing field calculations, 2D RANS and 3D LES.
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Figure 5.5: Reacting case: centreline profile of time-averaged methane concentration, Re
= 7000. Experimental values are taken from [12].

The predictions of methane concentration radial profiles are shown with the corresponding
experimental data in Fig. 5.6. Some discrepancies between the predictions and experimen-
tal data can be seen at the centreline, starting at 11% for x=25 mm increasing to 27% at x
= 60 mm. However, the jet spreading rate is well predicted for axial locations smaller than
or equal to 40 mm, which is around the predicted and experimental lift-off height value.
Some experimental data are also given for the jet width which is estimated as the distance
between the locations where the methane concentration drops to half the maximum value
at the axial location. Similar to what is found in Fig. 5.6, the predicted jet width is in
good agreement with the experimental value around the flame base, as shown in Fig. 5.7.
The largest discrepancy between the numerical and experimental jet widths occurs at x =
60 mm with a value of 14%.
The PDF of the methane concentration is given in the experimental study [12]. The PDF

is generated using 22,000 instantaneous values and the methane concentrations are nor-
malized by their maximum value at the given axial locations. The PDF profiles obtained
in the current LES and those from the experimental data are presented in Fig. 5.8. The
shape and width are well reproduced; however a shift in the peak location can be seen,
consistent with the underprediction of the peak value observed in the radial profiles, also
visible in Fig. 5.5. The fact that the PDF width is well predicted brings some confidence
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Figure 5.6: Reacting case: time-averaged methane concentration profiles at four axial
locations, Re = 7000. Experimental values are taken from [12].

in the current predictions of the fluctuation levels for the reacting case expected to be
reasonable. In the current study, the flammability region is defined as the region included
between two mixture fraction iso-surfaces of values 0.022 and 0.11, which are the lean
and rich flammability limits of the methane-air mixture, respectively. The time-averaged
width of the flammability region (W f ) is evaluated at the flame stabilization location for
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Figure 5.7: Time-averaged reacting jet width predictions with the experimental jet widths
[12], Re = 7000.
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Figure 5.8: PDF of normalized reacting methane concentration, 40 mm downstream of the
fuel jet, Re = 7000. Experimental values are taken from [12]

the three flames by time averaging the instantaneous values that are collected from 95
instantaneous images equally distributed over one flow through time and using 4 planes.
The LES predictions are shown to be within the experimental range, as shown in Fig. 5.9.

Although the lift-off height is the most distinctive characteristic of the turbulent lifted
flames, there is no universal criterion to determine the lift-off height in experiments and
simulations. Thus, many criteria can be found, including the use of temperature iso-
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Figure 5.9: LES predictions (solid triangles) of flammability region width compared to the
experimental values (solid circles) [13] at the flame base. The bar around the experimental
data indicates the minimum and maximum values observed in the experiments.

contours of 900 K and 1000 K [151, 158] and OH mass fraction iso-contours of 0.0004 and
0.0006 [58, 60]. In addition, methane reaction rates and the reaction progress variable are
used as markers for the flame leading edge [152, 159]. The previous RANS-DCSE inves-
tigations [8] have shown predictions for the lift-off height of the first flame (Re = 7000)
with different criteria that have a maximum difference of 4.5 mm (15%), while the current
LES investigation shows larger differences in the predicted lift-off height with a maximum
of 6 mm (20%), probably due to the better description of mixing field in LES compared
to RANS and the ability of LES to capture unsteady flame motions.

For consistency with the previous RANS-DCSE calculations for the same flames [8]

and experiments, OH mass fraction (ỸOH) equal to 0.0006 is used to estimate the flame
base location. Table 5.1 shows the LES lift-off height estimations with the corresponding
previous RANS predictions [8] and the discrepancies based on the jet diameter (d). Ex-
cellent agreement between the LES-DCSE results and experimental data is found for the
three flames. As can be seen in Table 5.1, the current LES-DCSE has improved the lift-off
height predictions compared to the previous RANS-DCSE results, in particular for the two
flames with the largest Reynolds numbers due to better turbulent flow and mixing field
description in LES. The flame base is also illustrated in Fig. 5.10 for the three Reynolds
numbers.
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Table 5.1: The lift-off height of the three investigated flames estimated by LES in the
current study and RANS from a previous study [8] with the discrepancy obtained for both
in terms of the methane jet diameter (d) relative to the experimental values.

Re Exp. LES LES RANS RANS
(mm) (mm) discrepancy (mm) discrepancy

7000 30 ± 7 30 0 29.5 0.09d
12000 80 ± 11 78 0.37d 74.5 1.02d
19500 135 ± 11 137 0.37d 129.5 1.02d

Figure 5.10: Instantaneous stoichiometric mixture fraction iso-surface colored by the in-
stantaneous OH mass fraction field for the flames of a) Re = 7000, b) Re = 12000 and c)
Re = 19500.

5.2.3 Qualitative analysis

Some additional comparisons can be made using reported experimental observations.
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Methane Concentration

The available experimental observations are focused on the methane concentration distri-
bution as it is a key quantity in the involved series of lifted flames experimental study
[12, 150, 13]. Experimentally, the decay rate of methane is found to be higher in the non-
reacting jet case compared to the lifted flame. This observation can be explained by the
drop in the surrounding gases density as it is heated up by combustion resulting in less
mass entrained towards the jet region. In the current investigation, two arbitrary values
of methane mass fraction are selected (Y CH4 = 0.1 and 0.5) to show how far downstream
these values can be found. Figure 5.11 shows that the traces of methane mass fraction
equal to 0.5, for example, can be seen farther downstream of the jet compared to the non-
reacting jet flow. This is noticed in a multiple instantaneous frames, but for brevity, only
one time frame is used in Fig. 5.11 . It is also noticed that the shear layer area is wider
in the non-reacting case due to higher air mass entrainment, which is consistent with the
experimental observations. This is also visible in the time-averaged field of ỸCH4, as shown
in Fig. 5.12. The axial profile indicates a higher decay rate for methane mass fraction in
the case of the non-reacting jet compared to the reacting case of the lifted flame.

Figure 5.11: Instantaneous methane mass fraction contours to display the differences in
methane mass fraction axial decay for a) non-reacting jet and b) reacting jet at Re = 7000.
Methane mass fraction isolines of 0.5 and 0.1 (outer line) are also included in black.
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Figure 5.12: Time-averaged ỸCH4 axial profile along the centerline of the jet for non-reacting
and reacting methane jet at Re = 7000.

Further detailed analysis [12] shows that the flame zone is established along the large
scale fuel/air boundaries. It is also found that the flame zone follows the outer side of the
normalized methane concentration isoline of 0.1. Different instantaneous frames of Heat
Release Rate (HRR) per unit volume are presented in Fig. 5.13. The high HRR values are
found on the outer side of the methane concentration contour of 0.1, in good agreement
with the experimental observations [12]. The value of 0.1 is selected to match the analysis
conducted in the experimental study [12]. It also corresponds to the stoichiometric value
of methane concentration in non-reacting conditions.

Edge/Triple flame characteristics

The concept of the edge/triple flame has been proposed in several experimental and nu-
merical studies to describe flames that involve fuel concentration gradients [160, 161, 162,
163, 164, 165]. This type of flame have several distinctive characteristics that involves
mixture fraction and velocity fields. The situation of flame propagation through fuel con-
centration gradient forms three different fuel branches through the flame leading edge; a
fuel-lean premixed flame branch, a fuel-rich premixed flame branch and the stoichiometric
branch that passes close to the middle of the flame front. In the present investigation, the
time-averaged OH reaction rates are found to have their highest values at the vicinity of
the flame base. This is consistent with the experimental observations in which the highest
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Figure 5.13: Instantaneous Heat Release Rate (HRR) frames (W/m3) bounded by methane
concentration isoline of 0.1 at Re = 7000.

OH concentrations are first found at the flame base area [13].
In Fig. 5.14, the stoichiometric branch goes through the middle of the flame base in the
three flames, while the two flammability limit branches pass through the reaction zone
which shows that reactions take place over lean and rich mixtures. Accordingly, this dis-
tinctive characteristic of the triple flame is well-reproduced in the present simulations with
agreement with the experimental findings [163]. Figure 5.15 shows the time-averaged CO2

reaction rate contours at the flame base of the lowest Re flame. The mixture fraction
isolines show divergence upon the flame base which corresponds to the deceleration of the
flow at the stabilization point. Consequently, this divergence is another indication of the
triple point [165].

Effect of the SGS-SDR modeling

The SDR of the progress variable is found to have an impact on the flame predictions in
some numerical RANS studies [9]. It is interesting to examine the effect of the SGS SDR
further in the current LES-DCSE of turbulent lifted flames. Two reactive simulations of
(Re = 7000) are implemented with two different SDR models for the progress variable,
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Figure 5.14: Stoichiometric mixture fraction isoline (0.055) with the flammability limit
branches (0.022 and 0.11) going through the flame base superimposed on the filled contours

of the time-averaged ỸOH at Re a)7000, b)12000 and c)19500. ỸOH = 0.0006 is the lift-off
criterion used in the current study.

using a simple linear relaxation model given by,

χ̃c = ρ
ε̃sgs

k̃sgs
c̃”2, (5.14)

and the expression given in Eq. 5.10. For this investigation, three locations are considered:
upstream the flame base (x = 25 mm), at the flame base (x = 30 mm) and downstream the
flame base (x = 40 mm). Figure 5.16 shows the radial profiles of χ̃c and side by side those of
three other quantities are included, rms of the SDR calculated by

√
< (χ̃c)2 > − < χ̃c >2

and time-averaged ỸOH , c̃ and T̃ . The shape and magnitude of the two SDRs are visibly
different for the 3 positions considered. The peak of the SDR modelled by Eq. 5.10 is
always shifted to larger radial distances compared to what is seen in the profile given by
Eq. 5.14. For the first two axial locations, 25 and 30mm, the relaxation model yields
smaller peak values by a factor of 2 or more. It is also interesting to see the amount of
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Figure 5.15: Stoichiometric mixture fraction isoline with the flammability limit branches
(0.022 and 0.11) going through the flame base superimposed on the time-averaged OH
reaction rates (1/s), at Re=7000.

fluctuations in each modeled SDR, the rms values exceed very often the time-averaged
values. The lift-off height is determined by using ỸOH = 6× 10−4. As discussed in Section
5.2.2, the predicted lift-off height using Eq. 5.10 results in a value of 30 mm. This is visible
in Fig. 5.16 for ỸOH radial profiles showing the peak of 6 × 10−4 at x = 30 mm. Farther
downstream, at x = 40 mm, higher values are present, in particular two peaks of similar
magnitude can be seen. In contrast, for the simulations using Eq. 5.14, there has been no
significant OH produced yet at three selected axial locations showing no or little chemical
reaction taking place. This also visible by the c̃ and T̃ profiles in Fig. 5.16. Thus, the
predicted lift-off height using Eq. 5.14 is much larger than 30 mm, being approximately
43% above the predicted lift-off height using Eq. 5.10. Similar trends are found when
lift-off is determined by the temperature, instead of using ỸOH with the relaxation SDR
model yielding lift-off heights approximately 32% larger than those including Eq. 5.10. In
contrast, the lift-off height predictions are much closer to each other when the reaction
rate of methane is considered for the determination of lift-off, within 10%. The current
SDR model (Eq. 5.10) gives lift-off predictions closer to the experimental values. This
is in agreement with previous studies indicating that the simple relaxation model is not
accurate in the case of progress variable like in turbulent premixed combustion [166, 167].
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Figure 5.16: Radial profiles of time-averaged χ̃c, rms of χ̃c, OH mass fraction (ỸOH), c̃ and

temperature (T̃ ) obtained using Eq. 5.14 (solid line) and Eq. 5.10 (dashed line) at three
axial locations, a) x = 25 mm, b) x = 30 mm and c) x = 40 mm, for Re=7000.

The non-premixed mode contribution (NPMC) term effect

In the previous RANS-DCSE study [8], the NPMC term in Eq. 5.4, ω̇np, is neglected.
In the current study, this term is included and modelled using Eq. 5.6. Its effect is
investigated. First, it is found that this term has a negligible impact on the methane
concentration profiles (not shown for brevity). For further analysis, Figure 5.17 displays

the radial profiles of time-averaged ỸOH , c̃ and T̃ with and without the NPMC term. The
OH mass fractions are clearly much smaller when the NPMC term is not included leading
to delayed reaction and larger lift-off height. Without the NPMC term, the predicted
lift-off height is equal to 35 mm, leading to an overprediction of 14% compared to the
value when the NPMC is accounted for. Similar effect can be seen for the profiles of c̃
and T̃ . The inclusion of the NPMC term results in values of c̃ 2-3 times larger than those
without NPMC. Similar effect for the predicted temperatures can be seen with a smaller
impact at the first two axial locations, but at x = 40 mm, a significant difference is found:
with the NPMC term the predicted temperature reaches 870 K, while without NPMC it
barely gets to 424 K. Consequently, differences in the predicted lift-off height can be larger,
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Figure 5.17: Radial profiles of time-averaged OH mass fraction for the same flame including
the NPMC term (dashed line) and without the NPMC term (solid line), at three axial
locations a)x = 25 mm, b)x = 30 mm and c)x = 40 mm, Re=7000.

in the order of 50% when temperature is used to define the lift-off height with negligible
differences when the lift-off height is determined by the methane reaction rates.

5.3 Summary

For the first time, LES of a series of lifted turbulent jet flames in cold air (no autoignition
is present) has been performed using DCSE for partially-premixed turbulent combustion.
The two conditioning variables are mixture fraction to describe the non-premixed flame
mode and a progress variable based on CO2 to include the premixed flame propagation.
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Predictions of mean and rms methane concentration are compared with available experi-
mental data for the non-reacting methane jet at the lowest Reynolds number, Re = 7000.
Good agreement is found for the mean, with larger discrepancies for the rms. Possible
numerical inaccuracies may come from some uncertainties in the turbulent inlet condi-
tions (no experimental measurements are reported at the nozzle exit) and the constant
Smagorinsky model.
For the reacting conditions, time-averaged methane concentration profiles, jet width and
methane concentration PDFs are compared with the experimental data available for the
lowest Re flame. Reasonable agreement between the predictions and experimental data is
found for the axial methane concentration. However, around the lift-off height the relative
difference between the LES and experimental values is small, 17%. For the remaining vari-
ables, very good agreement between the present LES and experiments is observed. The
methane concentration PDF profiles are well reproduced with a shift in the peak location,
consistent with the small underprediction of the peak value in the methane concentration
radial profiles. These good PDF predictions demonstrate that the predicted level of tur-
bulent fluctuations in the present LES is reasonable in comparison to the experimental
conditions.
For the three flames, flammability region width and lift-off height are determined and
compared with experimental data. The predicted flammability region is within the ex-
perimental range of values for each flame. Excellent agreement with the experimental
measurements is found for the lift-off height. The present LES-DCSE calculations also
bring some improvement over what was obtained in previous RANS-DCSE [8] due to more
accurate description of the turbulent flow/mixing fields and submodels for the closure of
the progress variable transport equation.
Further qualitative analysis is conducted on a few other aspects of the flames. The predicted
methane decay rate in the flame is found to be in agreement with the experimental obser-
vations. Some evidence of a triple/edge flame is noted, confirming the partially-premixed
flame propagation. The progress variable SDR model is shown to have an impact on the
lift-off height predictions. The simple relaxation model yields lift-off values that are 43%
larger than those predicted by the modified expression of Dunstan et al. [156]. In agree-
ment with previous studies [166, 167], the linear relaxation model does not appear to be
sufficiently accurate for the present conditions. For the current simulations, the NPMC
term included for the closure of the progress variable transport equation is shown to have a
small impact on the predicted lift-off heights, but have a much larger effect on the progress
variable and temperature field.
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Chapter 6

LES-DCSE applied to a series of
methane-piloted flames

A series of methane-piloted flames (D,E and F) with varying levels of local extinction are
investigated in the present chapter. LES-DCSE is used to carry out the numerical simula-
tions. The objective is to assess the ability of DCSE, as a partially premixed flame-based
model, in predicting flames that have significant local extinction. The study investigates
the effect of the number of bins in sample space, the PDF and the form of the progress
variable with respect to the accuracy and computational cost. In this chapter, the compu-
tational details that include the experimental setup, the computational domain, chemistry
tabulation and transport equations are introduced, followed by the boundary conditions
and the numerical setup. Then, the results are discussed for Flame D, E and F.

6.1 Experimental configuration

The experimental configuration of the partially premixed Sandia flames (D-F) [76] consists
of a main fuel jet of 7.2 mm diameter surrounded by a pilot of 18.2 mm outer diameter.
The composition of the main jet is methane and air with volumetric percentage 25% and
75%, respectively. The stoichiometric mixture fraction is equal to 0.351. The average fuel
jet speed is 49.6 (± 2), 74.4 (± 2) and 99.2 (± 2) m/s for flames D, E and F, respectively.
The pilot is composed of ethyne, hydrogen, air, carbon dioxide and nitrogen with the same
equilibrium composition and enthalpy as methane-air mixture of equivalence ratio 0.77.
The average pilot velocity is 11.4 (± 0.5), 17.1 (± 0.75) and 22.8 (± 1) m/s for flames
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D, E and F, respectively. An air coflow is provided by a wind tunnel at a speed of 0.9
m/s. No information is provided about the different flow length scales in the experimental
papers, except for the macro length scale of the fluctuations in scalar dissipation which is
measured as 1 mm [168]. The experiments provide detailed description for the velocity,
Reynolds stress tensor components and TKE profiles of the inlets of main jet and pilot
[77]. The experimental data provides radial profiles of Favre-averaged velocity, mixture
fraction, temperature, and mass fractions of species CH4, O2, CO2, H2O, CO, H2 and OH.
In addition, conditionally-averaged temperature and species mass fraction radial profiles
are available for comparison with numerical predictions.

6.2 LES domain

The computational domain is cylindrical with diameter of 381.6 mm (53 d) and length
of 576 mm (80 d), where d is the main jet diameter. The domain is based on Cartesian
coordinates where x-direction is the streamwise direction and y- and z- directions are cross-
stream directions. The grid has 600, 114 and 80 cells in the axial, radial and azimuthal
directions, respectively. The spatial resolution is higher close to the nozzle and in the
shear layer between the main jet-pilot and the pilot-coflow. An inlet pipe of length 10
mm is provided to improve the main jet inlet conditions. The total number of cells for
the computational mesh that is used in the current study is 5,300,000 hexahedral cells.
A spatial filter width (∆) which is (∆x ∆y ∆z)

1
3 is used implicitly in the solver, where

∆x, ∆y and ∆z are the grid spacing in x, y and z, respectively. The filter width ranges
from 0.14 mm to 7 mm where a range of (0.14 – 1 mm) is achieved from the centerline
till radius of 4.4d in average. A sensitivity analysis is carried out on four grids of 840,000,
2,700,000, 5,300,000 and 6,700,000 cells. The analysis resulted in the selection of the third
grid (5,300,000 cells). The analysis is made based on the first and second moments of the
mixture fraction and velocity radial profiles. In addition, the resolved TKE is found to be
higher than or equal to 90% of the total TKE on the flame region.

6.3 Favre-filtered transport equations

Transport equations of mass, momentum, enthalpy and species mass fractions are solved
within the current solver. The species that are included are CH4, O2, CO2, H2O, CO, OH
and H2. To calculate the FDF that describes the statistical distribution of the mixture
fraction, transport equations for resolved mixture fraction Z̃ and its sub-grid scale (SGS)
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variance Z̃ ′′2 are solved as presented in Eqs 5.1 and 5.2. The same assumptions used in
Section 5.1.4 apply here, except for the turbulent Schmidt number which will be discussed
later in Section 6.5. The progress variable is a parameter that quantifies the transition
between unburnt and fully-burnt gases. Many definitions for the progress variable are
covered in the premixed and partially premixed literature. It is usually a mass fraction of
reactive species such as CO2 [169, 170] or a summation of a number of reactive species such
as CO2, CO [171] and/or H2O [172]. Further, it can be non-normalized or normalized by
equilibrium value [171], maximum value [173], or complete combustion value [108] of the
reactive species mass fraction which is a function of the mixture fraction. In the current
study, two definitions of the progress variable are used to be assessed which is going to be
discussed in detail in the next two subsections.

6.3.1 Normalized progress variable definition

The normalized form of the progress variable which is used in the current study, has been
used successfully in LES-DCSE [174]. It follows the expression

c =
YCO2

Y eq
CO2

, (6.1)

where Y eq
CO2 is the equilibrium value of YCO2 at specific mixture fraction, which is obtained

from chemistry tables. According to Eq. 6.1, the value of c ranges from 0 at no reaction
and 1 at fully burnt. Due to the dependence of c on mixture fraction, additional terms are
expected in the Favre-filtered transport equation of c, as shown in Eq. 5.4. The transport
SGS variance of the progress variable equation is also solved similar to Eq. 5.7. The
assumptions and submodels used in Section 5.1.4 for some terms in the progress variable
and its variance equations are employed here. Because there is no experimental data
available for the relation between mixture fraction and laminar flame speed and thickness,
unstrained laminar flame simulations corresponding to the composition of Sandia flames
are carried out using Cantera 2.4.0. Then, the numerical data are curve-fitted to be used
in the current LES investigation. To guarantee the quality of results obtained from the
one-dimensional model of Cantera, the model is validated against the experimental data
of the conventional methane-air composition [175, 176], that are used in Section (5.1.5) in
the lifted flames investigations.
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6.3.2 Non-normalized progress variable definition

As the normalized definition has the advantage of involving the non-premixed mode effect
and extending the partially premixed characteristics to the presumed FDF by including the
mixture fraction impact on the progress variable, it has the shortcoming of requiring clo-
sure the additional terms in Eqs 5.4 and 5.7. For these unclosed terms, few submodels are
available or they are neglected due to high complexity. Therefore, a non-normalized defini-
tion is assessed in the current study using the mass fraction of carbon dioxide. Accordingly,
the solution of Eq. 5.4 will not be needed as the transport equation of Favre-filtered mass
fraction of CO2 is already included in DCSE. As the coefficients of the modified laminar
flame FDF are calculated based on the assumption that (c = 1) is corresponding to equilib-
rium conditions, the non-normalized progress variable values are scaled by the equilibrium
value to get the right statistical description.

6.4 Computational details

6.4.1 Chemistry technique

A detail chemistry mechanism is used in the current study which is GRI Mech 3.0 for
methane-air combustion. Using the full set of species in DCSE will result in tremendously
high computational cost, as discussed in Section 3.1, as it includes 77 species and 325
elementary reactions. To reduce the computational expenses and keep the effect of detailed
chemistry, a technique should be employed to reduce the dimensions of the mechanism and
tabulate the required chemistry data. Thus, TGLDM technique is kept in the current
study to generate the chemistry tables for DCSE prior to the CFD simulations [116, 117].
The tables are generated in a similar way to that used for the methane-air lifted flames
in Section 3.3. The difference in the reduction and tabulation process is in the mixture
composition, which has a stoichiometric value of 0.351 instead of the conventional 0.055,
and the distribution of mixture fraction points in the sample space. The bins of the mixture
fraction sample space are distributed unevenly with most of which are located within the
flammability limits. The equilibrium value of CO2 does not show gradients with mixture
fraction as sharp as those obtained for the typical methane-air composition. Eventually,
the mass fractions and reaction rates of the major species CH4, O2, CO2, H2O, H2, CO
and OH are tabulated as a function of mixture fraction, mass fractions of CO2 and H2O.
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6.4.2 Boundary conditions

For the main jet inlet and the pilot, the experimental data are used to provide the boundary
conditions of velocity and turbulent kinetic energy. A synthetic turbulence generator is
used with Reynolds stress tensor information provided experimentally. The pressure at
the main jet and pilot is set to be zero gradient. At the outlet, the pressure is set to be
non-reflective, the velocity is zero-gradient outward and zero inward. A coflow of 0.9 m/s
of air is applied. A temperature of 294 and 291 K are used for the main jet and the air
coflow, respectively, while 1880 K is used for the pilot.

6.4.3 SGS model and numerical schemes

A constant Smagorinsky model [16] is used with a constant Cs of 0.079. A sensitivity
analysis for the Smagorisnky constant is applied on the values 0.047, 0.079 and 0.107
which led to the best results obtained at 0.079. The CFD simulations are carried out using
a custom code based on a finite-volume low-Mach pressure based approach in the CFD
package of OpenFOAM. The discretization of the governing equations includes a second
order Crank-Nicholson scheme to advance the solution in time, and a normalized variable
diagram (NVD) Gamma scheme for convective terms. Regarding the velocity-pressure
coupling, the pressure implicit with splitting operators (PISO) is employed. An ajustable
time-step setting is employed using a Courant number of value 0.4.

6.5 Results

The results that are presented in this section are time-averaged over 5 flow-through times
at least. Further, the radial profiles are obtained by postprocessing the LES to average the
radial profiles over space at any specific plane.

6.5.1 Flame D

Flame D is considered the most stable flame among the three flames investigated in this
work with little local extinction. However, its investigation as a partially premixed flame
motivates a number of analyses. Therefore, some comparisons are carried out using flame
D predictions with the experimental data to find the model setting that gets predictions in
best agreement with the experiments. The current comparison is carried out on the radial
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profiles of Favre-averaged quantities at axial locations of 3d, 7.5d and 15d. The comparison
is applied to investigate the difference between predictions obtained for

� 20 and 50 bins progress variable sample space both are modelled using modified
laminar flame FDF

� progress variable statistical distribution described by modified laminar flame FDF
and another by β-FDF

� normalized and non-normalized progress variable form

Ensemble sensitivity analysis

As the number of ensembles increases, the computational time decreases due to the fact that
each ensemble is processed by a single core in the parallel processing of the simulations.
However, a numerical restriction should be satisfied which requires a minimum number
of reacting cells in each ensemble that is equal to (M) to avoid rank-deficiency in Eq.
3.14. To carry out a sensitivity analysis for the ensemble configuration selection, the
smallest ensemble size should obtain more or equal to M reacting cells. Compared to
lifted flames [174], the ensemble selection is considered simpler for attached flames as it
does not encounter flame base motion. The only precaution that should be taken into
account is monitoring the number of reacting cells in each ensemble (the small ones) to
make sure that the local flame extinction (property of the current flames) does not lead to
a global numerical extinction in the entire ensemble.
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Figure 6.1: Radial profiles of Favre-filtered temperature at three axial locations of Flame
D corresponding to three ensemble configurations.

In the current investigation, three different numbers of ensembles are examined to make
sure that the number of ensembles that is used for getting final results has no effect on the
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simulations. The three configurations are introduced as axial divisions of the computational
domain separated by planes normal to the streamwise axis. The number of ensembles tested
are 20, 25 and 30 ensembles. The temperature radial Favre-filtered profiles, shown in Fig.
6.1, demonstrate a negligible effect for the number of ensembles that ranges between (1.6 -
1.8 %) relative to the results obtained for 30 ensembles. This is in agreement with Bushe’s
analysis [107] for Sandia flames, which points out that doubly conditional averages do not
vary significantly in space. Accordingly, the number of ensembles that are selected for the
final simulations is 30.

Turbulent Schmidt number selection
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Figure 6.2: Radial profiles of Favre-filtered mixture fraction at three axial locations of
Flame D corresponding to simulations carried out using three different turbulent Schmidt
number values.

In turbulent reactive flows, turbulent Schmidt number Sct plays a crucial role in the
turbulent transport of species, mixture fraction, progress variable and, consequently, tem-
perature. This makes the selection of appropriate value of Sct is very important to have
the best description of the mixing field. Further, the effect of Sct varies with the case
study, the computational domain and the type of turbulence modelling. Therefore, three
different values of Sct are examined, which are 0.4, 0.7 and 1. Figure 6.2 shows the impact
of Sct on the Favre-filtered radial profiles of mixture fraction at three axial locations. The
predictions obtained by Sct = 0.4 and 1 are very close with negligible differences, while the
predictions obtained by Sct = 0.7 shows a discrepancy that ranges from 5.9% at x = 7.5d
to 24.1% at x = 30d. This indicates overpredicted decaying rate for Sct = 0.7. Therefore,
a turbulent Schmidt number of value 0.4 is selected for the current simulations following
the present observation and in agreement with previous study [96].
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Progress variable sample space resolution

The resolution of the progress variable and the mixture fraction sample spaces needs to be
examined, and its effect varies from case to case and it can be different in RANS and LES
for the same case. The quality of the predictions is expected to increase by refining the
sample space, although beyond a certain limit, the refinement does not add much. The
shortcoming of the refinement is the significant increase in the computational load, as the
time consumed in the single time-step is 73.3 s and 168.5 s for 20 and 50 bins, respectively.
Therefore, Flame D is simulated using 20 and 50 bins in the progress variable sample space.
Figures (6.3 - 6.5) show a comparison between the Favre-filtered radial profiles obtained
by DCSE simulations using 20 bins and 50 bins in the progress variable sample space with
the experimental data. At x = 3d, the (50 bins) predictions of axial velocity show 4%
discrepancy at the centerline, while (20 bins) predictions has maximum discrepancy 8%
at r = 0.3d. Both predictions show good agreement at x = 7.5d except at the centerline
where the discrepancy is 2.6% and 5.9% for 50 bins and 20 bins, respectively. At x = 15d,
a general overprediction is obtained between (0.7d ≤ r ≤ 2.1d) for both simulations, while
a large discrepancy is obtained for (20 bins) at the centerline (24%) and less deviation
from experiments is obtained for 50 bins (6.7%). By inspecting the Favre-filtered mixture
fraction profiles, the results using 50 bins are in very good agreement with experimental
data at x = 3d and 7.5d with maximum discrepancy of (0.1) at r = 1.7d. In contrast,
those with 20 bins do not show good agreement, especially at x = 15d. The discrepancies
range from 11.5% to 19.3% mostly in the region of (0 ≤ r ≤ 0.8d).

This can be linked to the discrepancies in the temperature profiles prediction as the
density and viscosity are directly affected by temperature. This can be observed from Fig.
6.3, as the temperature discrepancy obtained for 50 bins ranges from 4.3% to 13.7%, where
the overprediction in the main species mass fractions (CO2 and H2O) is expected at the
same region, as found in Fig. 6.4. As expected from mixture fraction predictions, the
temperature profiles with 20 bins exhibit high discrepancies that range between (17.6%-
25.4%) where the peak temperature location is shifted farther outward and the reaction
region width shows significant overprediction at x = 7.5d and 15d.

The major species mass fractions (CO2,H2O and CH4) radial profiles show consistent
prediction with the temperature profiles with good agreement for 50 bins and significant
discrepancies for 20 bins. The same can be concluded for the minor species profiles pre-
sented in Fig. 6.5. Accordingly, 20 bins are not sufficient to provide reasonable description
of flame D, although it saves a considerable amount of computational cost. 50 bins have
provided good agreement in general with experimental data at the cost of more computa-
tional load (higher by a factor of 2.3).
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Figure 6.3: Radial profiles of Favre-filtered mass fraction of velocity, mixture fraction
and temperature at three axial locations of Flame D corresponding to simulations carried
out using 20 bins and 50 bins in the progress variable sample space, compared to the
experimental data [77, 76].

Progress variable statistical distribution

Although previous investigations in premixed combustion did not recommend employing
β-PDF to describe the statistical distribution of the progress variable [110], it is worth
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Figure 6.4: Radial profiles of Favre-filtered mass fraction of major species (CO2,H2O and
CH4) at three axial locations of Flame D corresponding to simulations carried out using
20 bins and 50 bins in the progress variable sample space, compared to the experimental
data [76].

investigating the performance of β-PDF with the progress variable in LES-DCSE in com-
parison with the modified laminar flame PDF, due to the significant reduction in computa-
tional time (43% of the time consumed by MLF-PDF). The velocity profiles show a general
overprediction at the three locations with discrepancy between 5.8 and 10% at x = 3d and
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Figure 6.5: Radial profiles of Favre-filtered mass fraction of minor species (CO,OH and
H2) at three axial locations of Flame D corresponding to simulations carried out using 20
bins and 50 bins in the progress variable sample space, compared to the experimental data
[76].

7.5d, while large discrepancies that tend to (16.27 m/s) at x = 15d within the vicinity
of r = 1.7d. However, the β-PDF results in a better centerline prediction compared to
the modified laminar flame (MLF-PDF). As for the mixture fraction profiles, the β-PDF
yields better agreement with experimental data in the region of (1.07d ≤ r ≤ 1.9d) at
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Figure 6.6: Radial profiles of Favre-filtered velocity, mixture fraction and temperature at
three axial locations of Flame D corresponding to simulations carried out using β-PDF
and Modified laminar flame (MLF-PDF) for the progress variable description, compared
to the experimental data [77, 76].

x = 3d. Good agreement is obtained at x = 7.5d except within (0.2d ≤ r ≤ 0.625d) where
an underprediction of about 8.1% is shown. A significant discrepancy is found at x = 15d
which has a maximum value of 15.6% at the centerline and overprediction of (0.215) in
the mixing region which is expected to significantly overpredict the width of the reaction
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region as observed in Fig. 6.6 and 6.7 for the plots of the temperature and the species
mass fractions.
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Figure 6.7: Radial profiles of Favre-filtered mass fraction of major species (CO2,H2O
and CH4) at three axial locations of Flame D corresponding to simulations carried out
using β-PDF and Modified laminar flame (MLF-PDF) for the progress variable description,
compared to the experimental data [76].

A significant overprediction in temperature at all locations is obtained with a shift in
the peak temperature location away from the jet center. The discrepancy of the peak
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temperature ranges within (15.8 - 36.8%). In addition, the overprediction in the reaction
zone width justifies the overprediction in the centerline temperature at x = 7.5d and 15d.
The radial profiles of the major and minor species reflect higher reaction rates that produce
much more mass fractions compared to experiments.
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Figure 6.8: Radial profiles of Favre-filtered mass fraction of minor species (CO,OH and H2)
at three axial locations of Flame D corresponding to simulations carried out using β-PDF
and Modified laminar flame (MLF-PDF) for the progress variable description, compared
to the experimental data [76].
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In overall, the predictions obtained by using β-PDF for the progress variable are not in
good agreement with the experimental data inspite of its superiority with respect to the
computational cost.

Progress variable definition effect

Two different definitions for the progress variable are used in simulating flame D. Both
use 50 bins in both progress variable and mixture fraction sample spaces. The comparison
is applied on two axial locations (x = 3d) and (x = 7.5d). The computational time for
each is comparable. In Fig. 6.9, the velocity profiles do not show a significant difference,
while the mixture fraction shows underprediction within (d ≤ r ≤ 1.5d) at x = 3d and
(0 ≤ r ≤ 0.5d) at x = 7.5d of 8.4%. The temperature profiles show an underprediction for
the peak temperature of 22% and 1.7% at x = 3d and x = 7.5d, respectively. However, the
predictions at 7.5d indicates a wider reaction zone compared to experiments. In addition,
the peak temperature location is shifted 1.8 mm (0.25d) outward. The major species
profiles does not show significant difference from the normalized definition simulations,
except for overprediction of the mass fractions of CO2 and H2O in the vicinity of the
centerline.

As expected from the temperature profiles, the minor species show wider profiles com-
pared to the experimental data and the normalized definition predictions, most of which
do not have a significant difference from the normalized definition with respect to the peak
value of each profile. It is noticeable that the peak location of minor species radial profiles
at x = 7.5d are shifted away from the jet axis.

Conditional filtered scalars

Good predictions are obtained in most of the conditional filtered radial profiles in consis-
tency with the the predicted Favre-filtered fields. The temperature profiles in Fig. 6.12
show very good agreement with the experimental data with maximum discrepancy of 3.1,
4 and 8.4% at x = 3d, 7.5d and 15d, respectively.
By examining the profiles of the major species (CO2 and H2O), a very good agreement
with the experimental data can be observed at x = 3d and 7.5d. The maximum dis-
crepancy that is found in CO2 profiles is 3.7 and 4.1% at x = 3d and 7.5d, respectively.
However, the peak value location is shifted towards the lean mixture (at η = 0.29) at
x = 15d which causes errors in the region (0.2 ≤ η ≤ 0.45) of 12%, in average. The
profile of H2O shows slight underprediction (6.3%) near stoichiometry at x = 3d, while the

96



0 0.01 0.02 0.03 0.04 0.05
0

10

20

30

40

50

60

70

r [m]

Ũ
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Ũ

 

 

Exp
Normalized C
Non−normalized C

(b) x= 7.5d

0 0.01 0.02 0.03 0.04 0.05
0

0.2

0.4

0.6

0.8

1

r [m]

Z̃

 

 

Exp
Normalized C
Non−normalized C

(c) x= 3d

0 0.01 0.02 0.03 0.04 0.05
0

0.2

0.4

0.6

0.8

1

r [m]

Z̃

 

 

Exp
Normalized c
Non−normalized c

(d) x= 7.5d

0 0.01 0.02 0.03 0.04 0.05

400

600

800

1000

1200

1400

1600

1800

2000

2200

r [m]

T̃
[K

]

 

 

Exp
Normalized c
Non−normalized c

(e) x= 3d

0 0.01 0.02 0.03 0.04 0.05

400

600

800

1000

1200

1400

1600

1800

2000

2200

r [m]

T̃
[K

]

 

 

Exp
Normalized c
Non−normalized c

(f) x= 7.5d

Figure 6.9: Radial profiles of Favre-filtered velocity, mixture fraction and temperature at
two axial locations of Flame D corresponding to simulations carried out using normalized
and non-normalized progress variable definition, compared to the experimental data [77,
76].

profile shows good agreement with the experimental points at the lean and rich regions.
At x = 7.5d, good predictions are obtained except within the rich side of the flammability
region (0.4 ≤ η ≤ 0.52) where underpredition is encountered with maximum percentage
of 10.5% around η = 0.48. A similar shift of the peak value to that observed in CO2 is
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Figure 6.10: Radial profiles of Favre-filtered mass fraction of major species (CO2,H2O and
CH4) at two axial locations of Flame D corresponding to simulations carried out using
normalized and non-normalized progress variable definition, compared to the experimental
data [76].

found in H2O at x = 15d which results in a maximum discrepancy of 13% at η = 0.32.
In general, the discrepancies in the conditional profiles can be due to different sources of
discrepancy. These sources include the inversion process, the error in presuming the PDF
shape, the non-dynamic SGS model and the chemistry tables.
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Figure 6.11: Radial profiles of Favre-filtered mass fraction of minor species (CO,OH and
H2) at two axial locations of Flame D corresponding to simulations carried out using
normalized and non-normalized progress variable definition, compared to the experimental
data [76].

6.5.2 Flames E and F

In comparison to flame D, flames E and F represent a challenge for modelling using CSE
as demonstrated by Labahn et al. [106] by pointing out that no good results have been
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Figure 6.12: Radial profiles of conditional-filtered temperature and mass fractions of CO2

and H2O at three axial locations of Flame D using 50 bins in the progress variable sample
space and MLF-PDF for the normalized progress variable, compared to the experimental
data [76].

obtained for flame F in RANS-CSE. The current investigation is expected to be different as
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DCSE has much less fluctuations about the conditional filtered quantities than the single
CSE, which means the assumption of neglecting the fluctuation about the conditional
quantities is more reasonable. The challenging factor is the higher rate of local extinction
that is expected in flames E and F compared flame D. LES-DCSE is used to simulate
flames E and F using 50 bins in both mixture fraction and progress variable sample spaces.
The MLF-PDF and the normalized form are used for the progress variable. In the current
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Figure 6.13: Radial profiles of Favre-filtered velocity, mixture fraction and temperature at
two axial locations of Flame E corresponding to simulations carried out using normalized
and non-normalized progress variable definition, compared to the experimental data [76].

section, the Favre-filtered radial profiles of mixture fraction, temperature, major species
(CO2,H2O and CH4), and minor species (CO, OH and H2) mass fraction are introduced at
two axial locations (x = 3d) and (x = 7.5d), which are illustrated in Figs (6.13 - 6.18). The
two locations of 3d and 7.5d are used due to convergence issue and the fact that they are
located in the region where location extinction occurs due to the presence of high strain
rates.

Starting by flame E profiles, the mixture fraction predictions show good agreement with
the experimental data with some discrepancies that have a maximum value of 0.06 at r =

101



0 0.01 0.02 0.03 0.04 0.05
0

0.02

0.04

0.06

0.08

0.1

0.12

r [m]

Ỹ
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Ỹ
C
O

2

 

 

Exp
LES

(b) x= 7.5d

0 0.01 0.02 0.03 0.04 0.05
0

0.02

0.04

0.06

0.08

0.1

0.12

r [m]

Ỹ
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Figure 6.14: Radial profiles of Favre-filtered mass fraction of major species (CO2,H2O and
CH4) at two axial locations of Flame E corresponding to simulations carried out using
normalized and non-normalized progress variable definition, compared to the experimental
data [76].

1.35d and x = 3d and 0.14 at r = 1.1d and x = 7.5d. The temperature profiles follow the
same shape that is formed by the experimental points with a maximum discrepancy of 9.2%
and 5.8% for the peak temperature at x = 3d and 7.5d, respectively. The underprediction
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in the mixture fraction profiles in the region of (d ≤ r ≤ 1.67d) results in the shift observed
in the curve to the right at x = 7.5d, which might be solved by employing dynamic SGS
model in the future. Similar to the temperature profiles, the major species mass fraction
profiles exhibit some discrepancies, although good agreement with the experimental data
is achieved. At x = 3d, the discrepancy in CO2 peak value is 4.2% and in H2O peak
value is 9.9%, while they are 16 % and 10.6 % at x = 7.5d for CO2 and H2O, respectively.
No significant problems are encountered in CH4 mass fraction profiles. The minor species
(CO, OH and H2) show an underprediction for CO and H2 mass fraction profiles at x = 3d
ranges within (11.9 - 39.7%), while OH profile has an overprediction in the peak value
equals to 28%. Further, all the minor species show overprediction at x = 7.5d with a
considerable good agreement with the experimental data within (0 ≤ r ≤ 0.7d). The
discrepancies encountered at these locations can be referred to the effect of the pilot which
might interfere with the statistical description of the mixing field and the progress variable
at these locations. By examining predictions of flame F, the mixture fraction profiles show
similar problems to those observed in flame E profiles within the region of (0.95d ≤ r ≤
1.96d) where the mixture fraction shows underprediction at x = 3d and overprediction at
x = 7.5d. The temperature profiles show a good agreement with experimental data with
maximum discrepancy of 7.9% and 4.2% at x = 3d and 7.5d, respectively. In spite of the
shift in CO2 and H2O curves, they show very good agreement with experiments considering
how these locations are challenging. Similar to flame E, CH4 mass fraction profiles are
in good agreement with experiments. Regarding the minor species, some profiles show
significant discrepancies which are mainly at x = 3d and the discrepancy level decreases
at x = 7.5d to show better agreement with experimental data. This might be due to the
high temperature that is convected from the pilot to the first location (x = 3d) which
has a contradiction with the temperature assumed for the initialization of reactions at the
generation of TGLDM trajectories, which is 300K. The generation of reaction trajectories
that are initiated at elevated temperature and used only for the ensembles close to the
pilot inlet, may be a potential improvement for the predictions at the location close to the
pilot.

Another source of discrepancies is the effect of the products that are issued from the
pilot on the PDF description, as the discrepancy in water mass fraction field will result in a
discrepancy in the progress variable chemical source term. Conceptually, the mass fraction
of water, that is provided to the inversion, is supposed to be due to the flame chemical
reaction, while the mass fraction that is presented close to the jet is a summation of that
created by the reaction and the amount that comes from the pilot. The approximation in
the presumed shape of current joint FDF is not believed to be the major source of errors
in the minor species mass fractions considering the recent results of Hendra and Bushe
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Figure 6.15: Radial profiles of Favre-filtered mass fraction of minor species (CO,OH and
H2) at two axial locations of Flame E corresponding to simulations carried out using
normalized and non-normalized progress variable definition, compared to the experimental
data [76].

[108] showing similar discrepancies in the minor species concentrations with the joint PDF
is extracted from experimental data. The observations point towards some inaccuracies in
chemical kinetics and the tabulation technique.
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Figure 6.16: Radial profiles of Favre-filtered velocity, mixture fraction and temperature at
two axial locations of Flame F corresponding to simulations carried out using normalized
and non-normalized progress variable definition, compared to the experimental data [76].

6.5.3 Qualitative observation

One of the main targets of the current investigation is to assess the ability of DCSE to
reproduce the local extinction and reignition phenomena in LES. Although an overall good
results are obtained for the three flames at the region where these phenomena occur, a
qualitative presentation using the temporal instantaneous frames of the flames will ensure
the assessment. There are different ways to check for the presence of local extinction in
the flame structure. The filtered-temperature instantaneous frames are used by Ihme and
Pitsch [96] and the investigation of Garmory and Mastorakos [105]. Both studies show low
temperature patches within the flammability limits within the region that extends from the
domain inlet till 14d downstream of the fuel exit. Further, Garmory and Mastorakos have
used peak conditional SDR, stoichiometric conditional temperature and OH mass fraction
plots with respect to time, to prove the extinction and reignition that take place in the
region (5d ≤ x ≤ 8.6d). In the present investigation, the filtered reaction rates of OH (ω̇OH
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Ỹ
H

2
O

 

 

Exp
LES

(c) x= 3d

0 0.01 0.02 0.03 0.04 0.05
0

0.02

0.04

0.06

0.08

0.1

0.12

r [m]

Ỹ
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Figure 6.17: Radial profiles of Favre-filtered mass fraction of major species (CO2,H2O and
CH4) at two axial locations of Flame F corresponding to simulations carried out using
normalized and non-normalized progress variable definition, compared to the experimental
data [76].

are used to mark the chemical reactions of the flames. The selection of OH reaction rates
over OH mass fraction is to avoid the effect of turbulent transport of OH mass fraction
that might make it hard to observe local extinction and reignition. The local extinction
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Figure 6.18: Radial profiles of Favre-filtered mass fraction of minor species (CO,OH and
H2) at two axial locations of Flame F corresponding to simulations carried out using
normalized and non-normalized progress variable definition, compared to the experimental
data [76].

locations can be observed in Figs. (6.19-6.21) as the locations with zero reaction rates
(white spots) within the flammability region. The instantaneous frames barely show local
extinction in Fig. 6.19 for flame D. On the other hand, many local extinction locations can
be observed in Figs 6.20 and 6.21 within the region (7d ≤ x ≤ 14d) and (5.5d ≤ x ≤ 10d)
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for flame E and F, respectively. The instantaneous stoichiometric iso-surface of Flame (D-
F) that is shown in Fig. 6.22 supports the local extinction observation in Flame E and F,
as it shows the expected patches of low temperature on the stoichiometric iso-surface that
drops below 1200 K in a good agreement with the observations of Garmory and Mastorakos
[105].

Figure 6.19: Mixture fraction isolines, that represent the flammability limits (Z=0.2 and
Z=0.6), superimposed on instantaneous filtered OH reaction rates (1/s) color map of flame
D central plane.

6.6 Summary

DCSE is used in LES framework to investigate a series of methane-piloted flames that
encounter an increasing level of local extinction and reignition. The investigation employs
detailed chemistry which is provided in the form of three dimensional tables by TGLDM.
Different analyses are carried out in the present study based on Flame D that include the
selection of ensembles and turbulent Schmidt number. The results show better prediction
of flame D for the simulation that uses 50 bins in the progress variable sample space,
simulation that uses MLF-PDF for the progress variable and the normalized form of the
progress variable compared to using 20 bins, β-PDF and the non-normalized progress
variable form, respectively. An overall good predictions are obtained for Sandia flames
(D-F) at the inspected axial locations based on the Favre-filtered radial profiles of velocity,
mixture fraction, temperature, mass fraction of major species (CO2,H2O and CH4) and
the minor ones (CO,OH and H2). The discrepancies presented significantly in the minor
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Figure 6.20: Mixture fraction isolines, that represent the flammability limits (Z=0.2 and
Z=0.6), superimposed on instantaneous filtered OH reaction rates (1/s) color map of flame
E central plane.

Figure 6.21: Mixture fraction isolines, that represent the flammability limits (Z̃=0.2 and

Z̃=0.6), superimposed on instantaneous filtered OH reaction rates (1/s) color map of flame
F central plane.

species profiles at x = 3d which are expected to be due to the effect of the pilot, in
addition to the discrepancy in the mixture fraction field that is referred to the constant
SGS model. The good predictions obtained by LES-DCSE are reinforced by the qualitative
observations that ensure the reproduction of the local extinction and reignition phenomena
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Figure 6.22: Instantaneous stoichiometric iso-surface coloured by Favre-filtered instanta-
neous temperature contours in [K] for Flame a) D, b) E and c)F.

using instantaneous frames of OH reaction rates and temperature.

110



Chapter 7

Conclusions

The main objective of the present dissertation is to provide an assessment of DCSE with
LES, with emphasis on recreating challenging reactive flow characteristics. The good pre-
dictions make LES-DCSE promising for industrial investigations. The major findings and
conclusions are presented in the current chapter, followed by some recommendations for
future work.

7.1 Summary of main findings

In Chapter 4, RANS simulations of a series of lifted turbulent jet flames initially performed
by Dovizio et al.[8] were revisited. In the present work, a more advanced SDR formulation
[9] was implemented and a different numerical technique was investigated to solve the in-
verted integral equation. In particular, LSQR algorithm instead of LU-decomposition, was
examined. The predictions obtained for the radial profiles of methane concentration at
different radial locations have shown good agreement with the experimental results. Dif-
ferent approaches were used to estimate the lift-off height from the numerical results. For
the different criteria, the trends in the lift-off height predictions remained the same and
the relative difference between the lowest and largest predicted lift-off height ranged from
15% for Re = 7000 to 21% for Re = 12,000, consistent with previous work [8]. The SDR
model was shown to have an impact on the lift-off height predictions, in particular for the
two largest Reynolds numbers. Keeping the first criterion based on the OH mass fraction
[60], the differences between the current lift-off height predictions and those reported by
Dovizio et al. [8] with the simple algebraic model were 7%, 15% and 29% for Re = 7000,
Re = 12000 and Re = 19500, respectively. The LSQR algorithm was shown to reduce the
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inversion computational time by 60%, while keeping the the same, if not higher accuracy
than the LU decomposition.

In Chapter 5, LES of a series of lifted turbulent jet flames in cold air (no autoignition is
present) has been performed using DCSE for partially-premixed turbulent combustion for
the first time. The two conditioning variables are mixture fraction, to describe the non-
premixed flame mode, and a progress variable based on CO2, to include the premixed flame
propagation. Predictions of methane concentration and rms are compared with available
experimental data for the non-reacting methane jet at the lowest Reynolds number, Re
= 7000. Good agreement is found with larger discrepancies for the rms. Possible numer-
ical inaccuracies may come from some uncertainties in the turbulent inlet conditions (no
experimental measurements are reported at the nozzle exit) and the constant Smagorin-
sky model. For the reacting conditions, time-averaged methane concentration profiles, jet
width and methane concentration PDFs are compared with the experimental data available
for the lowest Re flame. Reasonable agreement between the predictions and experimental
data is found for the axial methane concentration. However, around the lift-off height
the relative difference between the LES and experimental values is small, 17%. For the
remaining variables, very good agreement between the present LES and experiments is
observed. The methane concentration PDF profiles are well reproduced with a shift in the
peak location, consistent with the small underprediction of the peak value in the methane
concentration radial profiles. These good PDF predictions demonstrate that the predicted
level of turbulent fluctuations in the present LES is reasonable in comparison to the ex-
perimental conditions. For the three flames, flammability region width and lift-off height
are determined and compared with experimental data. The predicted flammability region
is within the experimental range of values for each flame. Excellent agreement with the
experimental measurements is found for the lift-off height. The present LES-DCSE cal-
culations also bring some improvement over what was obtained in previous RANS-DCSE
[8] due to more accurate description of the turbulent flow/mixing fields and submodels
for the closure of the progress variable transport equation. Further qualitative analysis
is conducted on a few other aspects of the flames. The predicted methane decay rate in
the flame is found to be in agreement with the experimental observations. Some evidence
of a triple/edge flame is noted, confirming the partially-premixed flame propagation. The
progress variable SDR model is shown to have an impact on the lift-off height predictions.
The simple relaxation model yields lift-off values that are 43% larger than those predicted
by the modified expression of Dunstan et al. [156]. In agreement with previous studies
[166, 167], the linear relaxation model does not appear to be sufficiently accurate for the
present conditions. For the current simulations, the NPMC term included for the closure of
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the progress variable transport equation is shown to have a small impact on the predicted
lift-off heights, but have a much larger effect on the progress variable and temperature field.

In Chapter 6, a series of methane-piloted flames with varying levels of local extinction
are investigated in LES using DCSE in combination with the TGLDM approach for chem-
istry reduction and tabulation. Good agreement with experimental data is obtained for
predictions obtained for the three flames (D, E and F) at the locations of comparison based
on Favre-filtered radial profiles of velocity, mixture fraction, temperature and species mass
fractions. Based on flame D simulations, additional analyses are introduced to assess the
quality of predictions when using 20 bins in progress variable sample space, the β-PDF
to model the progress variable statistical distribution, and the non-normalized form of the
progress variable. The results show significantly better performance for using 50 bins in
the progress variable sample space compared to 20 bins. Using β-PDF for the progress
variable saves 67% of the computational cost consumed by MLF-PDF. However, it severely
overpredicts reactive scalars which makes it unsuitable. The non-normalized form of the
progress variable shows comparable performance to that obtained by the normalized form
with some discrepancies presented for the favor of the normalized. That can be referred
to the better description of the progress variable dependence on the mixture fraction that
the normalized form provides in its transport equations. The predictions of flame E and
F shows good agreement with experimental data for the major species and large discrep-
ancies in the minor species radial profiles. These discrepancies may be due to the effect
of the pilot at the locations very close to the inlet. In addition, the discrepancies present
in the velocity and mixture fraction fields may stem from the non-dynamic Smagorinsky
SGS model. The instantaneous frames of OH reaction rates for flames (D-F) managed
to capture the local extinction phenomenon as blank spots (with close or equal to zero
reaction) that appear in the flammable region. They also show higher levels of extinction
in E and F compared to D.

7.2 Summary of accomplishments

A list of the main outcomes is provided here:

� Numerical simulations of series of turbulent lifted flames using RANS-DCSE to assess
the quality of a least squares method technique (LSQR) and the effect of an elaborate
progress variable SDR model. LSQR has shown better simulation quality in DCSE
results and the more detailed SDR model has an impact on the lift-off height of the
three flames.
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� The partially premixed DCSE formulation was extended to LES framework to pro-
vide better description for the mixing field and allow for further assessment of the
model by comparing the PDF and fluctuations of methane concentration with exper-
imental data, in addition to better qualitative investigation. LES-DCSE successfully
reproduced the lift-off phenomena for a series of turbulent jet lifted flames with good
agreement with the experimental data

� The partially premixed DCSE formulation is used to simulate a series of methane
flames with high level of local extinction. LES-DCSE succeeded in capturing the
local extinction, especially in flame E and F. A good agreement is obtained for the
reactive scalars profiles.

7.3 Future work

It is clear from the previous and current CSE/DCSE investigations that most of the im-
plementations of CSE/DCSE are carried out using a simple geometry that is modelled in
cylindrical domain. As DCSE has achieved success in LES with challenging transient phe-
nomena, the next step should be investigating practical burners with complex geometries.
It will be interesting to investigate ensemble configuration selection in complex geometries.
In such cases, coupling LES-DCSE with the dynamic ensemble selection technique [126]
might be needed if the conventional ensemble selection fails to provide good performance.
As many combustion applications are operating on liquid fuel spray systems such as IC
engines and rocket propulsion, DCSE should be extended to multiphase combustion. Re-
cently, Doubly CMC has achieved success in simulating spray combustion [31]. Therefore,
extending DCSE to spray combustion will be of interest as some spray combustion pro-
cesses are described as partially premixed [177]. A comparative study can be carried out
between DCMC and DCSE in spray flames.
Most of CSE/DCSE-TGLDM investigations are based on simple fuel such as methane and
methanol. The next target can be examining the performance of CSE/DCSE with more
complicated fuels such as oxy-fuel and syngas (combination of CO, CO2 and H2) which are
commonly used in industry. This will require modifications to the chemistry reduction and
tabulation technique that involves selection of additional progress variable for the reac-
tion trajectories generation and additional dimension(s) to be introduced in the chemistry
tables.
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