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## Research Article

# A Spatial Version of Wedderburn's Principal Theorem 

L. Livshits*, G. W. MacDonald, L. W. Marcoux, H. Radjavi<br>(Received 00 Month 20XX; final version received 00 Month 20XX)


#### Abstract

In this article we verify that "Wedderburn's Principal Theorem" has a particularly pleasant spatial implementation in the case of cleft subalgebras of the algebra of all linear transformations on a finite-dimensional vector space.

Once such a subalgebra $\mathcal{A}$ is represented by block-upper-triangular matrices with respect to a maximal chain of its invariant subspaces, after an application of a block-upper-triangular similarity, the resulting algebra is a linear direct sum of an algebra of block-diagonal matrices and an algebra of strictly block-upper-triangular matrices (i.e. the radical), while the block-diagonal matrices involved have a very nice structure. We apply this result to demonstrate that, when the underlying field is algebraically closed, and $(\operatorname{Rad}(\mathcal{A}))^{\mu(\mathcal{A})-1} \neq\{0\}$, the algebra is unicellular, i.e. the lattice of all invariant subspaces of $\mathcal{A}$ is totally ordered by inclusion. The quantity $\mu(\mathcal{A})$ stands for the length of (every) maximal chain of non-zero invariant subspaces of $\mathcal{A}$.
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## 1. Introduction

Parts of this article are somewhat expository, since some of the theorems we include in this paper can be considered to be a part of the folklore. The results were essential to our work presented in two papers [1] and [2], and since we did not find these theorems in print we were compelled to verify their validity by supplying the proofs. As far as we know these results have not been published in a form easily accessible to mathematicians working in the fields of linear algebra and matrix theory, even though the theorems provide remarkably useful tools that can be used in both subjects. It is likely that the theorems, expressed in a different language, are known to specialists in representation theory and ring theory.

The goal is to verify that several fundamental theorems of Wedderburn have spatial realizations in the context of algebras of linear transformations over general fields. Subsequently an application of the spatial version of Wedderburn's Principal Theorem is presented. As we have mentioned already, papers [1] and [2] involve further applications of the result.

[^0]One of the fundamental structure theorems for algebras over a field, proved by J. H. M. Wedderburn [3, 4] in the case of a field of characteristic zero, extended by L. E. Dickson [5, 6], and often referred to as "Wedderburn's Principal Theorem", states that under very general conditions (for example, if the underlying field is perfect) a finite-dimensional algebra can be decomposed as a linear direct sum of its nil radical and a semi-simple algebra (usually called a "Wedderburn factor"). A theorem of Malcev [7] shows that any two Wedderburn factors of an algebra are "conjugate" in the sense that one can be mapped to the other via (an almost inner) similarity.
A subalgebra $\mathcal{A}$ of the algebra of all linear transformations on a finite-dimensional vector space $\mathcal{V}$ can be represented as an algebra of block-upper-triangular matrices with respect to a maximal chain of invariant subspaces of $\mathcal{A}$. In this form the radical of $\mathcal{A}$ is (represented by) the set of all strictly block-upper-triangular matrices in $\mathcal{A}$. The subalgebra of $\mathcal{A}$ represented by the block-diagonal matrices is semi-simple, but may not be a Wedderburn factor of $\mathcal{A}$. For example, this is the case for

$$
\left\{\left.\left[\begin{array}{lll}
a & 0 & c \\
0 & a & a-b \\
0 & 0 & b
\end{array}\right] \right\rvert\, a, b, c \in \mathrm{C}\right\}
$$

where the radical is the span of the matrix unit $E_{13}$, and the only diagonal matrices in the algebra are the scalar multiples of the identity matrix.

Still, a well-known theorem of Watters [8] indicates that after an application of a block-diagonal similarity, the block-diagonals of the matrices involved can be assumed to have a particularly nice form. It is worth mentioning that if the hypothesis of Wedderburn's Principal Theorem applies to $\mathcal{A}$, the similarities described by Malcev's theorem are also block-upper-triangular.

In this article we are able to show that, when $\mathcal{A}$ satisfies the hypothesis of Wedderburn's Principal Theorem, it is always possible to apply a block-uppertriangular similarity to $\mathcal{A}$ in such a way that the block-diagonal matrices in the resulting algebra have the structure described in Watter's theorem and comprise a Wedderburn factor (with the radical still being the set of all strictly-block-uppertriangular matrices). In particular, the resulting algebra decomposes as a linear direct sum of an algebra of block-diagonal matrices and an algebra of strictly block-upper-triangular matrices.

Furthermore, we demonstrate that for any Wedderburn factor $\mathcal{S}$ of $\mathcal{A}$ there is a maximal chain of invariant subspaces of $\mathcal{A}$, such that $\mathcal{S}$ is represented by the algebra of the corresponding block-diagonal matrices.

These results are then used to show, for example, that if the underlying field is algebraically closed and $(\operatorname{Rad}(\mathcal{A}))^{\mu(\mathcal{A})-1} \neq\{0\}$, then $\mathcal{A}$ is unicellular, i.e. the lattice of all invariant subspaces of $\mathcal{A}$ is totally ordered by inclusion. The quantity $\mu(\mathcal{A})$ stands for the length of (any) maximal chain of non-zero invariant subspaces of $\mathcal{A}$.

The main impetus behind the research that produced these results was the inquiry into a natural weakening of the concept of transitivity for algebras of linear transformations acting on a finite-dimensional vector space. The classical notion of transitivity is defined for an arbitrary collection $\mathcal{C}$ of linear transformations from a vector space $\mathcal{V}$ to another vector space $\mathcal{W}$ over the same field. In general, $\mathcal{C}$ is said to be transitive if for any non-zero vector $x$ in $\mathcal{V}$ and any $y \in \mathcal{W}$ there is a
 well-known theorem of Burnside dictates that the only transitive algebra of linear
transformations on $\mathcal{V}$ is the algebra $\mathcal{L}(\mathcal{V})$ of all linear transformations on $\mathcal{V}$.
The aforementioned weakening of the concept of transitivity for algebras, referred to as paratransitivity, is defined as follows: given positive integers $k$ and $m$, an algebra $\mathcal{A}$ is said to be $(k, m)$-transitive if for every pair of subspaces $\mathcal{W}_{1}$ and $\mathcal{W}_{2}$ of $\mathcal{V}$, of respective dimensions $k$ and $m$, the orbit $\mathcal{A} \mathcal{W}_{1}:=\left\{A x: A \in \mathcal{A}, x \in \mathcal{W}_{1}\right\}$ meets $\mathcal{W}_{2}$ non-trivially.

The spatial version of Wedderburn's Principal Theorem (see Corollary 30) and its consequences, that we develop in the present article, are crucial to our method of proof of the results on paratransitivity. We refer the reader to the papers [1] and [2] for further information. We believe that this form of the well-known result will be useful in connection with other problems dealing with spatial structure of sets of operators.
Convention 1. Unless specified otherwise all vector spaces in this article are assumed to be non-zero and finite-dimensional.

As is common, we shall be using the same notation $\mathcal{I}$ to denote both the identity transformation (independent of the underlying vector space) and an identity matrix (or a block-matrix). This will not cause ambiguity since the context shall always indicate which is which.

The same goes for a zero transformation.
Terminology 2. Let $\mathcal{V}$ be a (necessarily finite-dimensional) vector space over a field F , and let $\mathcal{L}_{\mathrm{F}}(\mathcal{V})$ stand for the algebra of all linear transformations on $\mathcal{V}$; (we shall omit the subscript " $F$ " when possible).

A subalgebra of $\mathcal{L}(\mathcal{V})$ is said to be irreducible if it has no non-trivial invariant subspaces. When $\operatorname{dim}(\mathcal{V})>1$, subalgebra of $\mathcal{L}(\mathcal{V})$ is irreducible if and only if it is transitive; i.e. if and only if

$$
\mathcal{A} x \stackrel{\text { def }}{=}\{A x \mid A \in \mathcal{A}\}=\mathcal{V}
$$

for every non-zero $x \in \mathcal{V}$. (Transitive algebras are irreducible even if $\operatorname{dim}(\mathcal{V})=1$.)
A unital algebra $\mathcal{A}$ is said to be central if its center is the set of all scalar multiples of its multiplicative identity element.

Remark 3. Non-zero ideals of irreducible algebras are irreducible.
The following classical result is presented here for the convenience of the reader. For a stronger version of this result see Theorem 10 below.

Proposition 4. Every non-zero irreducible subalgebra of $\mathcal{L}_{\mathrm{F}}(\mathcal{V})$ is simple and contains the identity transformation.

Proof. If $\mathcal{A}$ is a non-zero irreducible (and so, transitive) subalgebra of $\mathcal{L}(\mathcal{V})$ then every non-zero ideal $\mathcal{J}$ of $\mathcal{A}$ is itself an irreducible algebra, and hence has a trivial common kernel.

In particular the (nil) radical $\operatorname{Rad}(\mathcal{A})$ is either zero or irreducible. Since $\operatorname{Rad}(\mathcal{A})$ is a nilpotent ideal, if it is not zero, it has a common kernel, and thus is not irreducible. Hence it must be that $\mathcal{A}$ is semi-simple.

Since every finite-dimensional semi-simple algebra is unital, there is an idempotent $E \in \mathcal{A}$ such that $E \mathcal{A}=\mathcal{A}$. Yet by transitivity, for a non-zero $x$,

$$
\mathcal{V}=\mathcal{A} x=E \mathcal{A} x \subset \operatorname{range}(E) \subset \mathcal{V}
$$

so that $E$ is surjective, and therefore $E=\mathcal{I}$.

We have shown that every non-zero irreducible subalgebra of $\mathcal{L}(\mathcal{V})$ contains the identity transformation. Therefore any non-zero ideal of a non-zero irreducible algebra $\mathcal{A}$ contains the identity transformation, and thus equals the whole algebra $\mathcal{A}$. Since $\mathcal{A}$ is unital, this shows that $\mathcal{A}$ is simple and completes the proof.

Definition 5. A linear transformation $\phi$ between algebras $\mathcal{A}$ and $\mathcal{C}$ is said to be a derivation if

$$
\phi(A B)=A \phi(B)+\phi(A) B
$$

for all $A, B \in \mathcal{A}$.
When $\mathcal{A}=\mathcal{C}$ such a derivation is inner if

$$
\phi(A)=A C-C A
$$

for some $C \in \mathcal{A}$.
Theorem 6 (Jacobson [9]). If $\mathcal{B}$ is a semi-simple unital subalgebra of a finitedimensional central simple algebra $\mathcal{A}$, then any derivation $\delta: \mathcal{B} \longrightarrow \mathcal{A}$ extends to an inner derivation on $\mathcal{A}$.

Combining theorems 4 and 6 with the fact that $\mathcal{L}_{\mathrm{F}}(\mathcal{V})$ is a central simple algebra, we arrive at the following.

Corollary 7. If $\mathcal{B}$ is an irreducible subalgebra of $\mathcal{L}_{\mathrm{F}}(\mathcal{V})$, then every derivation $\delta: \mathcal{B} \longrightarrow \mathcal{L}_{\mathrm{F}}(\mathcal{V})$ is inner.
Convention 8. When $\mathcal{D}$ is a subalgebra of $\mathrm{M}_{k}(\mathrm{~F})$, we can identify $\mathrm{M}_{m}(\mathcal{D})$ with a subalgebra of $\mathrm{M}_{m k}(\mathrm{~F})$ by partitioning matrices in $\mathrm{M}_{m k}(\mathrm{~F})$ in a natural fashion.

Suppose that $\mathcal{V}$ is an $n$-dimensional vector space over a field F . Given a direct sum decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3}+\ldots+\mathcal{V}_{k}$, every element $T$ of $\mathcal{L}(\mathcal{V})$ can be represented by a matrix $\left[T_{i j}\right]$ of linear transformations, where $T_{i j}: \mathcal{V}_{j} \longrightarrow \mathcal{\mathcal { V }}$. Once a basis $\beta_{i}$ for each $\mathcal{V}_{i}$ has been chosen, each $T_{i j}$ can be represented by a matrix $\left\langle T_{i j}\right\rangle_{\beta_{i} \leftarrow \beta_{j}}$ in $\mathrm{M}_{n_{i} \times n_{j}}(\mathrm{~F})$, where $n_{t}=\operatorname{dim}\left(\mathcal{V}_{t}\right)$. It is common to write $\left\langle T_{i i}\right\rangle_{\beta_{i}}$ for $\left\langle T_{i i}\right\rangle_{\beta_{i} \not \beta_{i}}$.
Definition 9. A subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ is said to have a reduced block-upper-triangular form with respect to a direct sum decomposition $\mathcal{V}=$


$$
\left[\begin{array}{ccccc}
A_{11} & A_{12} & A_{13} & \ldots & A_{1 k} \\
0 & A_{22} & A_{23} & \ldots & A_{2 k} \\
0 & 0 & A_{33} & \ldots & A_{3 k} \\
\ldots & \ldots & \ldots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & A_{k k}
\end{array}\right]
$$

with respect to this decomposition, and for each $i$ the subalgebra $\left\{A_{i i} \mid A \in \mathcal{A}\right\}$ of $\mathcal{L}\left(\mathcal{V}_{i}\right)$ is irreducible. We shall denote this subalgebra by $\mathcal{A}_{i i}$, making the notation $\mathcal{A}_{i j}$ self-explanatory, whenever the underlying decomposition of the space is unambiguous.
A subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ is said to have a standard block-upper-triangular form with respect to $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3}+\ldots+\mathcal{V}_{k}$, if it has a reduced block-upper-
triangular form with respect to this decomposition, and the set $\{1,2, \ldots, k\}$ can be partitioned into non-empty subsets $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}, \ldots, \Gamma_{m}$ such that the following hold.
(1) There are bases $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{k}$ of $\mathcal{V}_{1}, \mathcal{V}_{2}, \mathcal{V}_{3}, \ldots, \mathcal{V}_{k}$ respectively, such that if $i$ and $j$ are in the same $\Gamma_{s}$ (in which case we refer to them as "linked"), then $\left\langle A_{i i}\right\rangle_{\beta_{i}}=\left\langle A_{j j}\right\rangle_{\beta_{j}}$ for every $A \in \mathcal{A}$;
(2) If $\mathcal{A}_{i i} \neq\{0\}$ then there exists $G^{<i>} \in \mathcal{A}$ such that $G_{i i}^{<i>}=\mathcal{I}_{\nu_{i}}$ and $G_{j j}^{<i>}=0$ for all $j$ not linked to $i$.
Note that it follows from part (1) that $\operatorname{dim}\left(\mathcal{V}_{i}\right)=\operatorname{dim}\left(\mathcal{V}_{j}\right)$ whenever $i$ is linked to $j$.

It also follows that

$$
\left\{\left(A_{i i}, A_{j j}\right) \mid A \in \mathcal{A}\right\}=\left\{A_{i i} \mid A \in \mathcal{A}\right\} \times\left\{A_{j j} \mid A \in \mathcal{A}\right\},
$$

when $i$ is not linked to $j$.
Let the basis $\beta$ of $\mathcal{V}$ be the concatenation of the bases $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{k}$ described above. The subalgebra $\hat{\mathcal{A}}=\left\{\langle A\rangle_{\beta} \mid A \in \mathcal{A}\right\}$ of $\mathrm{M}_{\text {dim(V) }}(\mathrm{F})$ is said to be a standard matricial form of $\mathcal{A}$.
We can interpret $\hat{\mathcal{A}}$ as an algebra of block-upper-triangular matrices with the ( $i, j$ )-th block-entry of the block-matrix for $A$ being the matrix $\left\langle A_{i j}\right\rangle_{\beta_{i} \leftarrow \beta_{j}}$. In this case we say that $\hat{\mathcal{A}}$ is a standard block-upper-triangular matricial form of $\mathcal{A}$.
If the underlying field is algebraically closed, then, for each $i$, either

$$
\left\{A_{i i} \mid A \in \mathcal{A}\right\}=\{0\} \quad \text { and } \quad \operatorname{dim} \mathcal{V}_{i}=1
$$

or

$$
\left\{A_{i i} \mid A \in \mathcal{A}\right\}=\mathcal{L}\left(\mathcal{V}_{i}\right)
$$

by Burnside's Theorem (see, for example, [10]). While Burnside's Theorem does not hold for general fields (without some additional hypotheses), a spatial characterization of irreducible matrix algebras does exist.

Of course we have already seen (Proposition 4) that every irreducible subalgebra of $\mathcal{L}_{\mathrm{F}}(\mathcal{V})$ is simple. The fact that every finite-dimensional simple F -algebra is, up to an algebra isomorphism, a full matrix algebra over a division F-algebra, is a classical theorem of J.M.H. Wedderburn. The advantage of the theorem below is that it characterizes irreducible matrix algebras spatially up to similarity. This very useful theorem is certainly part of the "folklore", but since we were not able to find a proof of this result in the literature, we offer one here for the sake of completeness and as a service to those entering the discipline.
Theorem 10. A subalgebra $\mathcal{A}$ of $\mathrm{M}_{n}(\mathrm{~F})$ is irreducible if and only if the minimum non-zero value $r$ of the rank function on $\mathcal{A}$ divides $n$ and there is an irreducible division subalgebra $D$ of $\mathrm{M}_{r}(\mathrm{~F})$ such that $\mathcal{A}$ is (simultaneously) similar to $\mathrm{M}_{\frac{n}{r}}(\mathcal{D})$.

Proof. If $\mathcal{A}$ is a division algebra, the proof is trivial (with $n=r$ and $\mathcal{D}=\mathcal{A}$ ). Let us therefore assume that $\mathcal{A}$ is not a division algebra. For obvious reasons we lose no generality if we replace $\mathcal{A}$ with an algebra simultaneously similar to $\mathcal{A}$; we do so several times in the proof that follows.

Let $r$ be the minimum non-zero value of the rank function on $\mathcal{A}$. Then $r<n$ and the set $\mathcal{J}$ of the elements of $\mathcal{A}$ of rank at most $r$ is a semigroup ideal in $\mathcal{A}$; i.e. $\mathcal{J} \mathcal{A} \cup \mathcal{A} \mathcal{J} \subset \mathcal{J}$.

It is well-known (and is easy to check by considering the common kernel of $\mathcal{J}$, and $\mathcal{J} \mathcal{M}$, where $\mathcal{M}$ is an invariant subspace of $\mathcal{J}$ ) that a non-zero semigroup ideal of an irreducible matrix semigroup is also irreducible. By a celebrated theorem of Levitzki (see, for example, Theorem 35 of part II in [10]), $\mathcal{J}$ cannot be nil.

Claim 1: $\mathcal{J}$ contains a non-zero idempotent.
Let $A$ be a non-nilpotent element of $\mathcal{J}$. Since $\operatorname{range}(p(A)) \subset \operatorname{range}(A)$, when $p(x) \in \mathrm{F}[x]$ has no constant term and $p(A) \neq 0$, we conclude, using the definition of $\mathcal{J}$, that $\operatorname{range}(p(A))=\operatorname{range}(A)$.

Let $\mu(x)$ be the minimal polynomial of $A$ in $\mathrm{F}[x]$. If $\mu$ has a (non-zero) constant term then $A$ is invertible, and consequently $r=n$, so that $\mathcal{A}$ is a division algebra, which we have assumed it is not. Therefore it must be that $\mu$ has no constant term.

We claim that in this case $\mu(x)=x q(x)$, where $q(x)$ is a polynomial with a nonzero constant term. Indeed, if $q$ has no constant term then $\mu(x)=x q(x)=x^{2} h(x)$ for some $0 \neq h(x) \in \mathrm{F}[x]$, and therefore $0=\mu(A)=h(A) A^{2}$. Since $A^{2} \neq 0$, we can conclude that $\operatorname{range}\left(A^{2}\right)=\operatorname{range}(A)$ and thus $0=q(A)=h(A) A$, contradicting the minimality of $\mu$.

Thus we can write $q(x)=x \rho(x)-\alpha$ for some $\rho(x) \in \mathrm{F}[x]$ and a non-zero $\alpha \in \mathrm{F}$. Consequently

$$
0=\alpha^{-1} \mu(A)=\left(\alpha^{-1} A \rho(A)-I\right) A,
$$

or equivalently:

$$
\left(\alpha^{-1} \rho(A) A\right) A=A .
$$

Let us write $\nu(x)=\alpha^{-1} \rho(x) x$, so that $0 \neq \nu(x) \in \mathrm{F}[x], \nu(0)=0$ and

$$
0 \neq A=\nu(A) A \in \mathcal{A} \mathcal{J} \subset \mathcal{J} .
$$

Since we have that $\operatorname{range}(\nu(A))=\operatorname{range}(A), \nu(A)$ acts as an identity transformation on its own range, and is therefore a non-zero idempotent matrix in $\mathcal{J}$, which demonstrates the validity of Claim 1.
Now, let $E$ be a non-zero idempotent in $\mathcal{J}$, so that $\mathrm{F}^{n}=\operatorname{range}(E) \dot{+} \operatorname{kernel}(E)$. By changing to a basis that is a concatenation of a basis of $\operatorname{range}(A)$ and a basis of $\operatorname{kernel}(E)$, we can assume without loss of generality that the elements of $\mathcal{A}$ are now represented as $2 \times 2$ block-matrices with respect to the given decomposition of the underlying space $\mathrm{F}^{n}$. Clearly

$$
E=\left[\begin{array}{cc}
I_{r} & 0 \\
0 & 0
\end{array}\right] .
$$

Since $I_{n} \in \mathcal{A}$ by Proposition 4, we see that

$$
I_{n}-E=\left[\begin{array}{cc}
0 & 0 \\
0 & I_{n-r}
\end{array}\right] \in \mathcal{A} .
$$

In view of Definition 9, the notation $\mathcal{A}_{i j}$ is self-explanatory, and, for example, we can write

$$
E \mathcal{A} E=\left[\begin{array}{cc}
\mathcal{A}_{11} & 0 \\
0 & 0
\end{array}\right] .
$$

Since every non-zero element of the algebra $E \mathcal{A} E$ has rank $r$, we conclude that $\mathcal{A}_{11}$ is a division subalgebra of $\mathrm{M}_{r}(\mathrm{~F})$. Let us write

$$
\mathcal{D} \stackrel{\text { def }}{=} \mathcal{A}_{11} .
$$

Since the rank of $I_{n}-E$ is not zero, it must be at least $r$, and we can conclude that $n-r \geq r$. Furthermore,

$$
\left(I_{n}-E\right) \mathcal{A}\left(I_{n}-E\right)=\left[\begin{array}{cc}
0 & 0 \\
0 & \mathcal{A}_{22}
\end{array}\right]
$$

and it follows that $\mathcal{A}_{22}$ is a subalgebra of $\mathrm{M}_{n-r}(\mathrm{~F})$.
Let us note that $\mathcal{A}_{21} \mathcal{A}_{12} \subset \mathcal{A}_{22}$. We claim that $\mathcal{A}_{21} \mathcal{A}_{12} \neq\{0\}$, from which it follows that $\mathcal{A}_{22}$ contains a non-zero element of rank at most $r$, and thus of rank exactly $r$. Now, suppose for the sake of contradiction that $\mathcal{A}_{21} \mathcal{A}_{12}=\{0\}$. We know that $\mathcal{A}_{12} \neq\{0\}$, since $\operatorname{kernel}(E)$, being non-zero and proper, cannot be an invariant subspace of the irreducible algebra $\mathcal{A}$. Thus the common kernel $\mathcal{K}$ of $\mathcal{A}_{21}$ is non-trivial. Since the common kernel of $\mathcal{A}$ is trivial, we must have:

$$
\{0\} \neq \mathcal{A K} \subset \operatorname{range}(E) \subsetneq \mathrm{F}^{n},
$$

which implies that $\mathcal{A K}$ is a proper non-trivial invariant subspace of $\mathcal{A}$, contradicting the hypothesis of the irreducibility of $\mathcal{A}$.

We also claim that $\mathcal{A}_{22}$ is an irreducible subalgebra of $\mathrm{M}_{n-r}(\mathrm{~F})$. If this were not the case, and $\{0\} \neq \mathcal{M} \neq \mathrm{F}^{n-r}$ is an invariant subspace of $\mathcal{A}_{22}$, writing $\mathcal{M}^{\prime}$ for the corresponding subspace of $\operatorname{kernel}(E)$, we would have that either $\mathcal{A} \mathcal{M}^{\prime}=\{0\}$, or

$$
\{0\} \neq \mathcal{A} \mathcal{M}^{\prime} \subset \operatorname{range}(E)+\mathcal{M}^{\prime} \neq \mathrm{F}^{n} .
$$

In the former case $\mathcal{M}$ ' is a non-zero proper invariant subspace of $\mathcal{A}$, while in the latter it is $\mathcal{A M} \mathcal{M}^{\prime}$ that plays that role. Either case contradicts the hypothesis of the irreducibility of $\mathcal{A}$.

Now, $\mathcal{A}_{22}$ is an irreducible subalgebra of $\mathrm{M}_{n-r}(\mathrm{~F})$, and as we have shown above, the minimum non-zero value of the rank function on $\mathcal{A}_{22}$ is $r$. If $\mathcal{A}_{22}$ is not a division algebra, i.e. if $n-r>r$, the whole argument above can be repeated in the case of $\mathcal{A}_{22}$, to show that there is a direct sum decomposition

$$
\mathrm{F}^{n}=\mathcal{V}_{1} \dot{+} \mathcal{V}_{2} \dot{+} \mathcal{V}_{3},
$$

such that

$$
\operatorname{dim} \mathcal{V}_{1}=\operatorname{dim} \mathcal{V}_{2}=r \leq n-2 r=\operatorname{dim} \mathcal{V}_{3},
$$

and with respect to a congenial basis the elements of $\mathcal{A}$ can be represented by $3 \times 3$ block-matrices, with

$$
\left[\begin{array}{ccc}
I_{r} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & I_{r} & 0 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{llc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & I_{n-2 r}
\end{array}\right] \in \mathcal{A} .
$$

The process of the repetition of the argument (applied to $A_{33}, A_{44}$, etc., as needed)
must terminate, and it does so exactly when we arrive at the case " $n-(k-1) r=r$ " with $\mathcal{A}_{k k}$ being a division subalgebra of $\mathrm{M}_{r}(\mathrm{~F})$.

Hence we conclude that $n=k r$ for some $k \in \mathrm{~N}$, and there is a direct sum decomposition

$$
\mathrm{F}^{n}=\mathcal{V}_{1} \dot{+} \mathcal{V}_{2} \dot{+} \ldots \dot{+} \mathcal{V}_{k},
$$

with $\operatorname{dim} \mathcal{V}_{i}=r$, and that with respect to a congenial basis the elements of $\mathcal{A}$ are represented by $k \times k$ block-matrices, such that

$$
E_{11} \xlongequal{\text { def }}\left[\begin{array}{ccccc}
I_{r} & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0
\end{array}\right], \quad E_{22} \stackrel{\text { def }}{=}\left[\begin{array}{ccccc}
0 & 0 & 0 & \ldots & 0 \\
0 & I_{r} & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0
\end{array}\right], \ldots, \quad E_{k k} \stackrel{\text { def }}{=}\left[\begin{array}{ccccc}
0 & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & I_{r}
\end{array}\right] \in \mathcal{A} .
$$

We continue to use the notation $\mathcal{A}_{i j}$ to indicate the linear space of all matrices in $\mathrm{M}_{r}(\mathrm{~F})$ that appear as the $(i, j)$-th block entry of a matrix in $\mathcal{A}$, and equivalently, of a matrix in $E_{i i} \mathcal{A} E_{j j}$. Each non-zero matrix in $\mathcal{A}_{i j}$ has rank at least $r$, and so exactly $r$; in other words, each non-zero matrix in $\mathcal{A}_{i j}$ is invertible. Obviously $\mathcal{A}_{i j} \mathcal{A}_{j k} \subset \mathcal{A}_{i k}$. Since $\mathcal{A}$ is irreducible, so is each $\mathcal{A}_{i j}$, and each is non-zero; (one justifies this via the arguments similar to those presented above). In particular each $\mathcal{A}_{i i}$ is a division algebra.

Since each of $\mathcal{A}_{12}, \mathcal{A}_{13}, \ldots, \mathcal{A}_{1 k}$ contains an invertible element, applying a blockdiagonal similarity to $\mathcal{A}$ if necessary, we can assume that $I_{r} \in \mathcal{A}_{1 j}$, for all $j$. Let us write $C \otimes E_{i j}$ for the block matrix that has $C$ as its $(i, j)$-th block entry, and zero blocks in all other positions. We will simply write $E_{i j}$ for $I_{r} \otimes E_{i j}$, and we already know that $E_{j j}$ and $E_{1 j}$ are elements of $\mathcal{A}$ for all $j$.

The next step is to show that $E_{i 1} \in \mathcal{A}$ for all $i$. To this end, note that $\mathcal{A}_{i 1}$ contains an invertible element $C$, and therefore

$$
C \otimes E_{i 1} \in E_{i i} \mathcal{A} E_{11} \subset \mathcal{A} .
$$

Thus $C \otimes E_{i i}=\left(C \otimes E_{i 1}\right) E_{1 i}$, so that $C$ is an invertible element of the division algebra $A_{i i}$, and consequently $C^{-1} \otimes E_{i i} \in \mathcal{A}$. Hence:

$$
E_{i 1}=\left(C^{-1} \otimes E_{i i}\right)\left(C \otimes E_{i 1}\right) \in \mathcal{A} .
$$

To complete the proof of the theorem we demonstrate that $\mathcal{A}_{i j}=\mathcal{A}_{11}=\mathcal{D}$ for all $i, j$. If $C \in \mathcal{A}_{i j}$ then $C \otimes E_{i j} \in \mathcal{A}$, and

$$
E_{1 i}\left(C \otimes E_{i j}\right) E_{j 1}=C \otimes E_{11},
$$

so that $C \in \mathcal{A}_{11}$. Conversely, if $B \in \mathcal{A}_{11}$ then $B \otimes E_{11} \in \mathcal{A}$, and

$$
E_{i 1}\left(B \otimes E_{11}\right) E_{1 j}=B \otimes E_{i j}
$$

so that $B \in \mathcal{A}_{i j}$.
Thus $\mathcal{A}$ contains " $\mathcal{D} \otimes E_{i j}$ " for every $i, j$ and consequently $\mathcal{A}=\mathrm{M}_{k}(\mathcal{D})$, which completes the proof.

We will need the following standard result when we treat the uniqueness aspect of the block-diagonal part of an algebra in a standard block-upper-triangular form.

Theorem 11. If $\mathcal{A}$ and $\mathcal{B}$ are irreducible subalgebras of $\mathrm{M}_{m}(\mathrm{~F})$ and $\mathrm{M}_{n}(\mathrm{~F})$ respectively, and $\phi: \mathcal{A} \longrightarrow \mathcal{B}$ is an algebra isomorphism, then $m=n$ and $\phi$ is spatial; i.e. there is an invertible $T \in \mathrm{M}_{n}(\mathrm{~F})$ such that

$$
\phi(A)=T^{-1} A T \quad \text { for all } A \in \mathcal{A} .
$$

Proof. By Theorem 10, after applying similarities, we can assume that $\mathcal{A}=\mathrm{M}_{\frac{n}{r}}(\mathcal{D})$, where $D$ is an irreducible division subalgebra of $\mathrm{M}_{r}(\mathrm{~F})$, and $\mathcal{B}=\mathrm{M}_{\frac{m}{p}}(\mathcal{G})$, where $G$ is an irreducible division subalgebra of $\mathrm{M}_{p}(\mathrm{~F})$. By Proposition $4, \stackrel{p}{\mathcal{A}}$ and $\mathcal{B}$ are simple, and therefore the uniqueness part of the classical Wedderburn structure theorem for simple algebras (see, for example, Theorem 4.23 in [11]) dictates that $\frac{n}{r}=\frac{m}{p}$ and that $\mathcal{D}$ is isomorphic to $\mathcal{G}$.
Since $\mathcal{D}$ is irreducible, it contains the identity matrix (Proposition 4). Since $\mathcal{D}$ is also a division algebra, every non-zero element of $\mathcal{D}$ is an invertible matrix. Thus, if two non-zero elements of $\mathcal{D}$ agree on a non-zero vector, they must be equal, since otherwise their difference is a non-zero element of $\mathcal{D}$ with a non-trivial kernel. The same applies to $\mathcal{G}$.

Thus the first basis vector $e_{1}$ in $\mathrm{F}^{r}$ is a separating vector for $\mathcal{D}$, in the sense that

$$
D e_{1}=D^{\prime} e_{1} \Longrightarrow D=D^{\prime},
$$

and a similar statement holds true for $\mathcal{G}$.
Since $\mathcal{D}$ is irreducible, the "evaluation at the first standard basis vector" function $\alpha: \mathcal{D} \longrightarrow \mathrm{F}^{r}$ is a linear bijection. The same is true for the corresponding function $\beta: \mathcal{G} \longrightarrow \mathrm{F}^{p}$. Being isomorphic, $\mathcal{D}$ and $\mathcal{G}$ have the same dimension, and so it follows that $r=p$, and consequently $m=n$.

To see that $\phi$ must be spatial, we can now apply the Noether-Skolem Theorem within $\mathrm{M}_{n}(\mathrm{~F})$ (see, for example, Theorem 4.3 .1 of [12]), via Proposition 4. Note that $\phi(\mathcal{I})$ must be the identity transformation, being the multiplicative identity in $\mathcal{B}$, and thus an idempotent whose range and kernel are invariant under $\mathcal{B}$.

Definition 12. Each invertible $S \in \mathcal{L}(\mathcal{V}, \mathcal{W})$ induces an algebra isomorphism

$$
() \longrightarrow S^{-1} \circ() \circ S
$$

between $\mathcal{L}(\mathcal{W})$ and $\mathcal{L}(\mathcal{V})$. These maps are called "similarity transformations". The corresponding concept for $\mathrm{M}_{n}(\mathrm{~F})$ is self-explanatory.
Theorem 13 (Watters [8]). If a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has a reduced block-uppertriangular form with respect to a decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3}+\ldots+\mathcal{V}_{k}$, then after an application of a block-diagonal similarity $\mathcal{A}$ has a standard block-uppertriangular form with respect to this decomposition.
Corollary 14. If a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has a reduced block-upper-triangular form with respect to a decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{k}$, then the set $\{1,2, \ldots, k\}$ can be partitioned into non-empty subsets $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}, \ldots, \Gamma_{m}$ such that
(1) If $\mathcal{A}_{i i} \neq\{0\}$ then there exists $G^{<i>} \in \mathcal{A}$ such that $G_{j j}^{<i>}=\mathcal{I}_{\nu_{j}}$ for all $j$ linked to $i$, and $G_{j j}^{<i>}=0$ for all $j$ not linked to $i$.
(2) When $i$ is linked to $j$,

$$
\operatorname{dim}\left(\mathcal{V}_{i}\right)=\operatorname{dim}\left(\mathcal{V}_{j}\right),
$$

and there is an invertible $S_{i j} \in \mathcal{L}\left(\mathcal{V}_{i}, \mathcal{V}_{j}\right)$ such that

$$
A_{i i}=S_{i j}^{-1} A_{j j} S_{i j}, \quad \text { for all } A \in \mathcal{A} .
$$

(3) When $i$ is not linked to $j$,

$$
\left\{\left(A_{i i}, A_{j j}\right) \mid A \in \mathcal{A}\right\}=\left\{A_{i i} \mid A \in \mathcal{A}\right\} \times\left\{A_{j j} \mid A \in \mathcal{A}\right\} .
$$

As before, indices $i$ and $j$ are "linked" if they are in the same $\Gamma_{s}$.
Observation 15. If a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has a reduced block-upper-triangular form with respect to a given decomposition of $\mathcal{V}$, and an invertible $S \in \mathcal{L}(\mathcal{V})$ is block-upper-triangular with respect to the same decomposition, then $S^{-1} \mathcal{A} S$ has a reduced block-upper-triangular form with respect to the decomposition, and index $i$ is linked to an index $j$ for $S^{-1} \mathcal{A} S$ if and only if $i$ is linked to $j$ for $\mathcal{A}$.
Terminology 16. Given a direct sum decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3}+\ldots+\mathcal{V}_{k}$, if some of the spaces $\mathcal{V}_{i}$ are in turn decomposed as direct sums of their subspaces, the resulting direct sum decomposition of $\mathcal{V}$ is said to be a refinement of the original decomposition.
Linear transformations which are block-diagonal with respect to a refinement are automatically block-diagonal with respect to the original decomposition.
It is a standard fact that if an algebra is block-upper-triangular with respect to a given direct sum decomposition, then it has a reduced block-upper-triangular form with respect to some refinement of this decomposition.

Hence we can use Theorem 13 to draw the following conclusion.
Corollary 17. If a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has a block-upper-triangular form with respect to a decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{k}$, then after an application of a block-diagonal similarity $\mathcal{A}$ has a standard block-upper-triangular form with respect to a refinement of this decomposition.
Notation 18. For a matrix $A \in \mathrm{M}_{n}(\mathrm{~F})$ we denote by $\operatorname{Diag}(A)$ the diagonal matrix in $\mathrm{M}_{n}(\mathrm{~F})$ that has the same diagonal as $A$.

When interpreting elements of $\mathcal{L}(\mathcal{V})$ as block-matrices with respect to a given decomposition of $\mathcal{V}$, we denote by $\operatorname{Block} \operatorname{Diag}(B)$ the block-diagonal matrix obtained by replacing the block-"off-diagonal" entries of $B$ with zeros. We refer to the map $B \longrightarrow B l o c k D i a g(B)$ as "the compression to the block-diagonal".

The following result is certainly not new. We give a short proof for the sake of completeness.

Proposition 19. If a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has a reduced block-upper-triangular form with respect to a direct sum decomposition of $\mathcal{V}$, then $\operatorname{Rad}(\mathcal{A})$ is exactly the set of all strictly block-upper-triangular elements of $\mathcal{A}$.

Proof. It is obvious that the set of strictly block-upper-triangular elements of $\mathcal{A}$ is a subset of the radical of $\mathcal{A}$. If $\mathcal{A}$ is strictly block-upper-triangular the proof is complete. Henceforth assume that $\mathcal{A}$ has elements with a non-zero block-diagonal.

If $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3}+\ldots+\mathcal{V}_{k}$ is the underlying decomposition, and $i$ is such that $\mathcal{A}_{i i} \neq\{0\}$, then the set

$$
\mathcal{J}=\left\{B \in \mathcal{L}\left(\mathcal{V}_{i}\right) \mid B=A_{i i} \text { for some } A \in \operatorname{Rad}(\mathcal{A})\right\},
$$

does not contain the identity transformation (by spectral considerations), and so is a proper ideal in the irreducible algebra $\mathcal{A}_{i i}$. By Proposition $4, \mathcal{J}=\{0\}$.

Observation 20. If a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has a standard block-diagonal form with respect to a decomposition $\mathcal{V}=\mathcal{W}_{1}+\mathcal{W}_{2}+\mathcal{W}_{3}+\ldots+\mathcal{W}_{k}$, then $\mathcal{A}$ is semisimple by Proposition 19, and the idempotents $G^{<i>} \in \mathcal{A}$ described in Definition 9 are exactly the minimal central idempotents of $\mathcal{A}$. Obviously $G^{<i>} G^{<j>}=0$, whenever $G^{<i>} \neq G^{<j>}$, i.e. whenever $i$ is not linked to $j$. If $i$ is linked to $j$, then $G^{<i\rangle}=G^{\langle j\rangle}$.

Furthermore, if $G^{\left.<i_{1}\right\rangle}, \ldots, G^{\left.<i_{m}\right\rangle}$ is the complete list of the distinct minimal central idempotents of $\mathcal{A}{ }^{1}$, then the sub-algebras $G^{\left.<i_{t}\right\rangle} \mathcal{A} G^{\left.<i_{t}\right\rangle}$ are exactly the simple components of $\mathcal{A}$, in the sense of the classical Wedderburn-Artin structure theorem for semi-simple algebras (see, for example, section 4 of chapter III in [13]). It is also obvious that each $G^{\left.<i_{t}\right\rangle} \mathcal{A} G^{\left.<i_{t}\right\rangle}$ is algebra-isomorphic to $\mathcal{A}_{i_{t} i_{t}}$, since a similarity transforms $\mathcal{A}_{i i}$ into $\mathcal{A}_{j j}$ whenever $i$ is linked to $j$.

## 2. Main results

A standard module theory result yields that, up to similarity, every semi-simple subalgebra of $\mathrm{M}_{n}(\mathrm{~F})$ is block-diagonal with irreducible blocks. Our first main theorem shows that for a semi-simple algebra of matrices in a reduced block-uppertriangular form there is a block-upper-triangular similarity that implements the compression to the block-diagonal.

This result will yield a spatial version of Wedderburn's Principal Theorem.
Theorem 21. Suppose that a semi-simple subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has a reduced block-upper-triangular form with respect to the decomposition

$$
\begin{equation*}
\mathcal{V}=\mathcal{V}_{1} \dot{+} \mathcal{V}_{2} \dot{+} \mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{k} . \tag{1}
\end{equation*}
$$

Then there exists an invertible $T \in \mathcal{L}(\mathcal{V})$, which is block-upper-triangular with respect to the decomposition (1), such that

$$
\begin{equation*}
T^{-1} A T=\operatorname{BlockDiag}(A) \tag{2}
\end{equation*}
$$

for every $A \in \mathcal{A}$.
We present a proof of this theorem in section 4, but consider some of its consequences at present.
Corollary 22. If a semi-simple subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ is block-upper-triangular with respect to a given direct sum decomposition of $\mathcal{V}$, then there exists an invertible block-upper-triangular $T$ such that $T^{-1} A T$ is block-diagonal for every $A \in \mathcal{A}$.

Proof. By Corollary 17, after a block-diagonal similarity $\mathcal{A}$ has a standard block-upper-triangular form with respect to a refinement of the given decomposition, and any matrix that is block-upper-triangular (or block-diagonal) with respect to a refinement is still block-upper-triangular (resp. block-diagonal) with respect to the original decomposition. Hence the result follows by Theorem 21.

[^1]The following Jordan-Hölder-type result addresses the uniqueness of the structure of the block-diagonal for a semi-simple algebra in a standard block-uppertriangular form.

Theorem 23. Suppose that a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has a standard block-diagonal form with respect to a decomposition $\mathcal{V}=\mathcal{W}_{1}+\mathcal{W}_{2}+\mathcal{W}_{3} \dot{+} \ldots+\mathcal{W}_{k}$, as well as with respect to a decomposition $\mathcal{V}=\mathcal{Z}_{1}+\mathcal{Z}_{2}+\mathcal{Z}_{3}+\ldots+\mathcal{Z}_{p}$.

Then $k=p$ and there is a permutation $\pi$ on $\{1,2, \ldots, k\}$ such that:
(1) $i$ is linked to $j$ (in the $\mathcal{W}$-decomposition) if and only if $\pi(i)$ is linked to $\pi(j)$ (in the $\mathcal{Z}$-decomposition);
(2) for each $i$ there exists an invertible $T_{i} \in \mathcal{L}\left(\mathcal{W}_{i}, \mathcal{Z}_{\pi(i)}\right)$ such that

$$
A_{\left.\right|_{w_{i}}}=T_{i}^{-1} A_{\left.\right|_{z_{\pi(i)}}} T_{i}, \quad \text { for every } \quad A \in \mathcal{A} .
$$

The use of the terminology "linked" applied to the indices in this context is based on the result of Corollary 14.

Proof. We shall use subscripts and superscripts $(\mathcal{W})$ and $(\mathcal{Z})$ to distinguish the two decompositions. By Observation 20 we see that the set of the idempotents $G_{\mathcal{W}}^{<t>}$ equals the set of the idempotents $G_{\mathcal{Z}}^{<s>}$, being just the set of the minimal central idempotents of $\mathcal{A}$.

Furthermore, if $G_{\mathcal{W}}^{<i>}=G_{\mathcal{Z}}^{<s_{i}>}$, then the irreducible algebra $\mathcal{A}_{i i}^{(\mathcal{W})}$ is algebraisomorphic to the irreducible algebra $\mathcal{A}_{s_{i} s_{i}}^{(\mathcal{Z})}$, since both are algebra-isomorphic to $G_{\mathcal{W}}^{<i>} \mathcal{A} G_{\mathcal{W}}^{<i>}$. By Theorem 11, it follows that $\operatorname{dim}\left(\mathcal{W}_{i}\right)=\operatorname{dim}\left(\mathcal{Z}_{s_{i}}\right)$ and that there exists an invertible $T_{i} \in \mathcal{L}\left(\mathcal{W}_{i}, \mathcal{Z}_{s_{i}}\right)$ such that

$$
\begin{equation*}
A_{\left.\right|_{w_{i}}}=T_{i}^{-1} A_{\left.\right|_{z_{s_{i}}}} T_{i}, \quad \text { for every } \quad A \in \mathcal{A} . \tag{3}
\end{equation*}
$$

Note that the sets $\left\{i \mid \mathcal{A}_{i i}^{(\mathcal{W})}=\{0\}\right\}$ and $\left\{j \mid \mathcal{A}_{j j}^{(\mathcal{Z})}=\{0\}\right\}$ have the same cardinality, that being the dimension of the common kernel of $\mathcal{A}$. Since

$$
G^{<i>}=G^{<j>} \Longleftrightarrow \quad i \text { is linked to } j,
$$

and there is a similarity mapping $\mathcal{A}_{i i}$ onto $\mathcal{A}_{j j}$, whenever $i$ is linked to $j$, for either decomposition, the conclusion of the theorem follows by (3) and a dimensionality argument.

One immediate consequence of Theorems 10, 13 and 21 is the spatial version of the classical Wedderburn-Artin theorem for semi-simple matrix algebras. When $\mathcal{A}$ is an algebra of matrices we use the notation $\mathcal{A}^{(p)}$ for the matrix algebra

$$
\left\{\left.\left[\begin{array}{cccc}
A & 0 & \ldots & 0 \\
0 & A & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & A
\end{array}\right] \right\rvert\, A \in \mathcal{A}\right\} \subset \mathrm{M}_{p}(\mathcal{A})
$$

Corollary 24 (A spatial version of Wedderburn-Artin theorem). If $\mathcal{A}$ is a semisimple subalgebra of $\mathrm{M}_{n}(\mathrm{~F})$, then there exist irreducible division algebras $\mathcal{D}_{i}$ of
matrices over F , such that $\mathcal{A}$ is simultaneously similar to an internal direct sum

$$
\bigoplus\left(\mathrm{M}_{k_{i}}\left(\mathcal{D}_{i}\right)\right)^{\left(p_{i}\right)}
$$

Definition 25. A subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ is said to be a cleft algebra if there exists a semi-simple subalgebra $\mathcal{S}$ of $\mathcal{A}$ (referred to as a Wedderburn factor of $\mathcal{A}$ ) such that

$$
\mathcal{A}=\mathcal{S} \dot{+} \operatorname{Rad}(\mathcal{A}) \quad \text { (a vector space direct sum }) .
$$

Such an $\mathcal{A}$ has an unhinged block-upper-triangular form with respect to a given decomposition of $\mathcal{V}$ if $\mathcal{A}=\operatorname{Block} \operatorname{Diag}(\mathcal{A}) \dot{+} \operatorname{Rad}(\mathcal{A})$, where $\operatorname{Block} \operatorname{Diag}(\mathcal{A})$ is semisimple and $\operatorname{Rad}(\mathcal{A})$ coincides with the set of all strictly block-upper-triangular elements of $\mathcal{A}$.

Of course terms such as "standard" and "reduced" may apply to an unhinged block-upper-triangular form of $\mathcal{A}$ in a way described in Definition 9 .

Terminology 26. A finite-dimensional semi-simple F -algebra $\mathcal{A}$ is said to be separable, if for every field extension E of $\mathrm{F}, \mathcal{A}$ is semi-simple as an algebra over E . This is equivalent to the statement that the center of each of the "simple components" of $\mathcal{A}$ is a separable field extension of F (see, for example, Theorem 35 of Chapter 5 in [14]).

In particular, if F is a perfect field then every finite-dimensional semi-simple algebra over F is separable. Finite fields, fields of characteristic zero and algebraically closed fields are perfect (Exercise 13 in section 6 of chapter V in [15]).

A subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ is said to be separable, if the semi-simple algebra $\mathcal{A} / \operatorname{Rad}(\mathcal{A})$ is separable.
Theorem 27 (Wedderburn's Principal Theorem). Every separable subalgebra of $\mathcal{L}(\mathcal{V})$ is a cleft algebra.

Corollary 28. If $\mathcal{V}$ is a vector space over a perfect F , then every subalgebra of $\mathcal{L}(\mathcal{V})$ is a cleft algebra.
Theorem 29 (Malcev [7]). If $\mathcal{A}$ is a cleft subalgebra of $\mathcal{L}(\mathcal{V})$, then for any two Wedderburn factors $\mathcal{S}$ and $\mathcal{T}$ of $\mathcal{A}$ there is an element $N$ of $\operatorname{Rad}(\mathcal{A})$ such that

$$
\mathcal{T}=(\mathcal{I}-N)^{-1} \mathcal{S}(\mathcal{I}-N) ;
$$

(where the use of $\mathcal{I}$ is formal if $\mathcal{I} \notin \mathcal{A}$, with $(\mathcal{I}-N)^{-1}=\mathcal{I}+N+N^{2}+\ldots+N^{p}$, where $N^{p+1}=0$ ).
With this in mind, one can see how our Theorem 21 yields the following.
Corollary 30 (Spatial Wedderburn's Principal Theorem). If $\mathcal{V}$ is a vector space, then every cleft subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has an unhinged standard block-uppertriangular form with respect to a direct sum decomposition of $\mathcal{V}$.

In fact more is true: if $\mathcal{A}$ has a reduced block-upper-triangular form with respect to a given direct sum decomposition of $\mathcal{V}$, then after a block-upper-triangular similarity $\mathcal{A}$ has an unhinged standard block-upper-triangular form with respect to the same decomposition.

Consequently, if $\mathcal{A}$ is block-upper-triangular with respect to a given direct sum decomposition of $\mathcal{V}$, then after a block-upper-triangular similarity $\mathcal{A}$ has an unhinged
standard block-upper-triangular form with respect to a refinement of the original decomposition.

Corollary 31. If a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ is a cleft algebra and $\mathcal{S}$ is any Wedderburn factor of $\mathcal{A}$ then there is a direct sum decomposition of $\mathcal{V}$ with respect to which $\mathcal{A}$ has an unhinged standard block-upper-triangular form, with $\mathcal{S}$ being the set of the block-diagonal elements of $\mathcal{A}$.

Proof. Pick a decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{k}$ with respect to which $\mathcal{A}$ has an unhinged standard block-upper-triangular form (see Corollary 30). The set of elements in $\mathcal{A}$ that are block-diagonal with respect to this decomposition is a Wedderburn factor $\mathcal{S}_{0}$ of $\mathcal{A}$.

By Theorem 29 there is an invertible $T$ which is block-upper-triangular with respect to the decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{k}$ and is such that $T^{-1} S T=$ $S_{0}$.

Then $\mathcal{A}$ has an unhinged standard block-upper-triangular form with respect to the decomposition $\mathcal{V}=T \mathcal{V}_{1}+T \mathcal{V}_{2}+T \mathcal{V}_{3}+\ldots+T \mathcal{V}_{k}$. Indeed $\mathcal{A}$ has a reduced block-upper-triangular form with respect to this decomposition, since $T^{-1} \mathcal{A} T$ has a reduced block-upper-triangular form with respect to $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{k}$.

Furthermore, since every $\mathcal{V}_{i}$ is invariant under $\mathcal{S}_{0}$, every $T \mathcal{V}_{i}$ is invariant under $\mathcal{S}$, so that elements in $\mathcal{S}$ are block-diagonal with respect to $\mathcal{V}=T \mathcal{V}_{1}+T \mathcal{V}_{2}+T \mathcal{V}_{3} \dot{+}$ $\ldots \dot{+} T \mathcal{V}_{k}$.

Since $\mathcal{A}=\mathcal{S} \dot{+} \operatorname{Rad}(\mathcal{A})$, it follows that $\mathcal{A}$ has an unhinged standard block-uppertriangular form with respect to $\mathcal{V}=T \mathcal{V}_{1}+T \mathcal{V}_{2}+T \mathcal{V}_{3}+\ldots+T \mathcal{V}_{k}$ with $\mathcal{S}$ being the set of block-diagonal elements of $\mathcal{A}$.

Corollary 32. If a cleft subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has a reduced block-upper-triangular form with respect to a given direct sum decomposition of $\mathcal{V}$, then it contains idempotent elements $G^{<i>}$ with the properties described in Corollary 14.

Proof. ${ }^{1}$ By Corollary 30 there is an invertible $S$, block-upper-triangular with respect to the given decomposition, such that $S^{-1} \mathcal{A} S$ has an unhinged standard block-upper-triangular form with respect to the same decomposition. The Wedderburn factor $\mathcal{S}$ of $S^{-1} \mathcal{A} S$ has minimal central idempotents $\hat{G}^{<i>}$, as described in the Observation 20, which correspond to the structure of the "index linking" of the diagonal blocks of $\mathcal{S}$. Since we have already noted in the Observation 15 that the structure of the "index linking" of the diagonal blocks is not affected by a block-upper-triangular similarity, we can obtain the required idempotents $G^{<i>}$ in $\mathcal{A}$ by setting

$$
G^{<i>} \stackrel{\text { def }}{=} S \hat{G}^{<i>} S^{-1} .
$$

## 3. Some applications

We use Corollary 30 extensively to explore the structure of paratransitive matrix algebras in articles [1] and [2]. Let us demonstrate another application of the theorem presently.

[^2]First let us remind the reader of the following standard (finite-dimensional) result.

Proposition 33. The only non-zero $\mathcal{L}(\mathcal{W})$ - $\mathcal{L}(\mathcal{V})$-bimodule of $\mathcal{L}(\mathcal{V}, \mathcal{W})$ is $\mathcal{L}(\mathcal{V}, \mathcal{W})$ itself.

Observation 34. Suppose that the underlying field is algebraically closed and a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has an unhinged standard block-upper-triangular form with respect to a decomposition

$$
\mathcal{V}=\mathcal{V}_{1} \dot{+} \mathcal{V}_{2} \dot{+} \mathcal{V}_{3} \dot{+} \ldots \dot{+} \mathcal{V}_{k}
$$

We write $\mathcal{S}$ for the block-diagonal Wedderburn factor (i.e. the block-diagonal) of $\mathcal{A}$.

The linear subspace $\mathcal{A}_{i j}$, is a left $\mathcal{A}_{i i}$-submodule and a right $\mathcal{A}_{j j}$-submodule of $\mathcal{L}\left(\mathcal{V}_{j}, \mathcal{V}_{i}\right)$. This is because $(\mathcal{S} \mathcal{A})_{i j}=\mathcal{A}_{i i} \mathcal{A}_{i j}$, and $(\mathcal{A S})_{i j}=\mathcal{A}_{i j} \mathcal{A}_{j j}$.

Since we have restricted our attention to the case of an algebraically closed field, Burnside's theorem implies that for each $i, \mathcal{A}_{i i}$ is either equal to $\mathcal{L}\left(\mathcal{V}_{i}\right)$ or is $\{0\}$ (in which case $\operatorname{dim}\left(\mathcal{V}_{i}\right)=1$ ).

Thus by Proposition 33 we can conclude that $\mathcal{A}_{i j}$ is either $\mathcal{L}\left(\mathcal{V}_{j}, \mathcal{V}_{i}\right)$ or $\{0\}$, for all $i, j$.

Observation 35. Combining the results of Corollary 30, Theorem 23 and Corollary 14 , we can see that for a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$, besides the number of subspaces in any decomposition of $\mathcal{V}$ with respect to which $\mathcal{A}$ has a reduced block-upper-triangular form being intrinsic, the linking pattern between the subspaces is intrinsic as well. In other words, the type of the partition $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{m}$ of the indices of the decomposition, as described in Corollary 14, including the dimensions of the subspaces corresponding to the indices in each part is intrinsic.
Notation 36. Given a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$, let us denote by $\mu(\mathcal{A})$ the number of subspaces in any decomposition of $\mathcal{V}$ with respect to which $\mathcal{A}$ has a reduced block-upper-triangular form.
Theorem 37. When the underlying field is algebraically closed, the following are equivalent for a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ :
(1) $(\operatorname{Rad}(\mathcal{A}))^{\mu(\mathcal{A})-1} \neq\{0\}$;
(2) There is an element $R \in \operatorname{Rad}(\mathcal{A})$ such that $R^{\mu(\mathcal{A})-1} \neq 0$.

Proof. First of all, it is obvious that an algebra generated by $\mathcal{A}$ and the identity transformation is a cleft algebra with exactly the same radical as $\mathcal{A}$; (see, for example, Proposition 19). Thus, using Corollary 30 we may assume without loss of generality that $\mathcal{A}$ is already unital, and has an unhinged standard block-uppertriangular form with respect to a decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3} \dot{+} \ldots \mathcal{V}_{\mu(\mathcal{A})}$, which shall be fixed for the remainder of the proof. Let us write $\mathcal{S}$ for the block-diagonal compression (i.e. the corresponding Wedderburn factor) of $\mathcal{A}$.

The implication $(2) \Rightarrow(1)$ is trivial. To demonstrate the validity of the converse, let us suppose that $(\operatorname{Rad}(\mathcal{A}))^{\mu(\mathcal{A})-1} \neq\{0\}$. Proposition 19 and a standard property of strictly block-upper-triangular $\mu(\mathcal{A}) \times \mu(\mathcal{A})$ block-matrices dictate that for $R \in$
$\operatorname{Rad}(\mathcal{A})$,

$$
\begin{equation*}
R^{\mu(\mathcal{A})-1}=0 \Longleftrightarrow \prod_{i=1}^{\mu(\mathcal{A})-1} R_{i+1}=0 \tag{4}
\end{equation*}
$$

Thus the hypothesis implies that $\mathcal{A}_{i i+1} \neq\{0\}$ for every $i$, and therefore

$$
\begin{equation*}
\mathcal{A}_{i+1}=\mathcal{L}\left(\mathcal{V}_{i+1}, \mathcal{V}_{i}\right) \tag{5}
\end{equation*}
$$

by Observation 34 .
If $\mathcal{A}$ contains an element $A$ such that $A_{i+1}=0$ and $A_{j j+1} \neq 0$, we shall say that the index $j$ is "independent" of the index $i$. Let us note that the relation thus defined is symmetric. Indeed, if $A$ is as described, then

$$
\begin{aligned}
\left\{\left(B_{i i+1}, B_{j j+1}\right) \mid B \in \mathcal{S} A \mathcal{S}\right\} & =\{0\} \times \mathcal{A}_{j j} A_{j j+1} \mathcal{A}_{j+1 j+1} \\
& =\{0\} \times \mathcal{L}\left(\mathcal{V}_{j}\right) A_{j j+1} \mathcal{L}\left(\mathcal{V}_{j+1}\right) \\
& =\{0\} \times \mathcal{L}\left(\mathcal{V}_{j+1}, \mathcal{V}_{j}\right)
\end{aligned}
$$

The last equality holds because $A_{j j+1} \neq 0$, and so $\mathcal{L}\left(\mathcal{V}_{j}\right) A_{j j+1} \mathcal{L}\left(\mathcal{V}_{j+1}\right)$ is a non-zero $\mathcal{L}\left(\mathcal{V}_{j}\right)-\mathcal{L}\left(\mathcal{V}_{j+1}\right)$-bimodule of $\mathcal{L}\left(\mathcal{V}_{j+1}, \mathcal{V}_{j}\right)$; (see Proposition 33).

Therefore

$$
\begin{aligned}
\left\{\left(B_{i i+1}, B_{j j+1}\right) \mid B \in \mathcal{A}\right\} & =\left(\mathcal{A}_{i i+1} \times\{0\}\right)+\left(\{0\} \times \mathcal{L}\left(\mathcal{V}_{j+1}, \mathcal{V}_{j}\right)\right) \\
& =\left(\mathcal{L}\left(\mathcal{V}_{i+1}, \mathcal{V}_{i}\right) \times\{0\}\right)+\left(\{0\} \times \mathcal{L}\left(\mathcal{V}_{j+1}, \mathcal{V}_{j}\right)\right) \\
& =\mathcal{L}\left(\mathcal{V}_{i+1}, \mathcal{V}_{i}\right) \times \mathcal{L}\left(\mathcal{V}_{j+1}, \mathcal{V}_{j}\right)
\end{aligned}
$$

and in particular $i$ is "independent" of $j$, so that the symmetry of the relation has been established. In fact we have demonstrated that
$i$ is independent of $j \Longleftrightarrow\left\{\left(B_{i+1}, B_{j j+1}\right) \mid B \in \mathcal{A}\right\}=\mathcal{L}\left(\mathcal{V}_{i+1}, \mathcal{V}_{i}\right) \times \mathcal{L}\left(\mathcal{V}_{j+1}, \mathcal{V}_{j}\right)$.
Suppose that either $i$ is unlinked from $j$, or $i+1$ is unlinked from $j+1$ (in the sense of Definition 9). We claim that in such a case $i$ and $j$ are independent. First let us suppose that $i$ is unlinked from $j$, but $i$ and $j$ are not independent. Then

$$
\begin{equation*}
\left\{\left(B_{i i}, B_{j j}\right) \mid B \in \mathcal{S}\right\}=\left\{\left(B_{i i}, B_{j j}\right) \mid B \in \mathcal{A}\right\}=\mathcal{L}\left(\mathcal{V}_{i}\right) \times \mathcal{L}\left(\mathcal{V}_{j}\right) \tag{7}
\end{equation*}
$$

and, by a standard argument (recalling that (5) holds), we conclude that there is a linear function $\varphi: \mathcal{L}\left(\mathcal{V}_{i+1}, \mathcal{V}_{i}\right) \longrightarrow \mathcal{L}\left(\mathcal{V}_{j+1}, \mathcal{V}_{j}\right)$ such that

$$
\begin{equation*}
\varphi\left(A_{i i+1}\right)=A_{j j+1} \tag{8}
\end{equation*}
$$

for all $A \in \mathcal{A}$. Since

$$
\begin{equation*}
B_{j j} A_{j j+1}=(B A)_{j j+1}=\varphi\left((B A)_{i i+1}\right)=\varphi\left(B_{i i} A_{i i+1}\right) \tag{9}
\end{equation*}
$$

for every $A \in \mathcal{A}$ and $B \in \mathcal{S}$, it follows from (7) that

$$
T A_{j j+1}=\varphi\left(S A_{i i+1}\right)
$$

for every $A \in \mathcal{A}$ and $T \in \mathcal{L}\left(\mathcal{V}_{j}\right), S \in \mathcal{L}\left(\mathcal{V}_{i}\right)$. This is impossible in our setting and thus is a contradiction.

A similar argument shows that the supposition that $i$ is unlinked from $j$, but $i+1$ and $j+1$ are not independent, leads to a contradiction as well. Thus we have demonstrated that $i$ is linked to $j$ and $i+1$ is linked to $j+1$, whenever $i$ and $j$ are not independent. In that case the linear function $\varphi_{i j}: \mathcal{L}\left(\mathcal{V}_{i+1}, \mathcal{V}_{i}\right) \longrightarrow \mathcal{L}\left(\mathcal{V}_{j+1}, \mathcal{V}_{j}\right)$ satisfying (8) must satisfy (9) and

$$
A_{j j+1} C_{j+1 j+1}=(A C)_{j j+1}=\varphi_{i j}\left((A C)_{i i+1}\right)=\varphi_{i j}\left(A_{i i+1} C_{i+1 i+1}\right),
$$

for every $A \in \mathcal{A}$ and $B, C \in \mathcal{S}$.
Selecting bases $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{\mu(\mathcal{A})}$ of $\mathcal{V}_{1}, \mathcal{V}_{2}, \mathcal{V}_{3}, \ldots, \mathcal{V}_{\mu(\mathcal{A})}$ as described in Definition 9, and passing to matrices (with the notation of Definition 9), we see that the corresponding linear function $\hat{\varphi}_{i j}: \mathrm{M}_{n_{i} \times n_{i+1}} \longrightarrow \mathrm{M}_{n_{i} \times n_{i+1}}$, (here $n_{i}=n_{j}$ and $n_{i+1}=n_{j+1}$ ), must satisfy

$$
\begin{aligned}
\left\langle B_{j j}\right\rangle_{\beta_{j}}\left\langle A_{j j+1}\right\rangle_{\beta_{j} \leftarrow \beta_{j+1}}\left\langle C_{j+1}+1\right\rangle_{\beta_{j+1}} & =\left\langle(B A C)_{j j+1}\right\rangle_{\beta_{j} \leftarrow \beta_{j+1}} \\
& =\hat{\varphi}_{i j}\left(\left\langle(B A C)_{i i+1}\right\rangle_{\beta_{j} \leftarrow \beta_{j+1}}\right) \\
& =\hat{\varphi}_{i j}\left(\left\langle B_{i i} A_{i i+1} C_{i+1 i+1}\right\rangle_{\beta_{i} \leftarrow \beta_{i+1}}\right) \\
& =\hat{\varphi}_{i j}\left(\left\langle B_{i i}\right\rangle_{\beta_{i}}\left\langle A_{i i+1}\right\rangle_{\beta_{i} \leftarrow \beta_{i+1}}\left\langle C_{i+1} i+1\right\rangle_{\beta_{i+1}}\right)
\end{aligned}
$$

for every $A \in \mathcal{A}$ and $B, C \in \mathcal{S}$. Recalling that $\left\langle B_{j j}\right\rangle_{\beta_{j}}=\left\langle B_{i i}\right\rangle_{\beta_{i}}$ and $\left\langle C_{j+1 j+1}\right\rangle_{\beta_{j+1}}=\left\langle C_{i+1 i+1}\right\rangle_{\beta_{i+1}}$, because $i$ is linked to $j$ and $i+1$ is linked to $j+1$, by (5) we get that

$$
\hat{\varphi}_{i j}(B A C)=B \hat{\varphi}_{i j}(A) C
$$

for every $B \in \mathrm{M}_{n_{i}}, A \in \mathrm{M}_{n_{i} \times n_{i+1}}$ and $C \in \mathrm{M}_{n_{i+1}} .{ }^{1}$ It is common knowledge (and an easy exercise to show) that the only such linear functions are the scalar multiples of the identity function on $\mathrm{M}_{n_{i} \times n_{i+1}}$. In particular, we now see that $i$ is not independent of $j$ if and only if for any bases $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{\mu(\mathcal{A})}$ of $\mathcal{V}_{1}, \mathcal{V}_{2}, \mathcal{V}_{3}, \ldots, \mathcal{V}_{\mu(\mathcal{A})}$ described in Definition 9, there is a non-zero scalar $\alpha_{i j}$ such that

$$
\begin{equation*}
\alpha_{i j}\left\langle A_{i i+1}\right\rangle_{\beta_{i} \leftarrow \beta_{i+1}}=\left\langle A_{j j+1}\right\rangle_{\beta_{j} \leftarrow \beta_{j+1}} \tag{10}
\end{equation*}
$$

for all $A \in \mathcal{A}$. We can therefore conclude that the relation "not independent of" defined (in our setting) in the obvious way on the indices $1,2,3, \ldots, \mu(\mathcal{A})-1$ is an equivalence relation.

It is now not hard to see that there are bases $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{\mu(\mathcal{A})}$ of $\mathcal{V}_{1}, \mathcal{V}_{2}, \mathcal{V}_{3}, \ldots, \mathcal{V}_{\mu(\mathcal{A})}$, described in Definition 9 , which also satisfy the condition

$$
\left\langle A_{i i+1}\right\rangle_{\beta_{i} \leftarrow \beta_{i+1}}=\left\langle A_{j j+1}\right\rangle_{\beta_{j} \nleftarrow \beta_{j+1}},
$$

for every $A \in \mathcal{A}$, whenever $i$ and $j$ are not independent. Indeed, start with any choice of bases $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{\mu(\mathcal{A})}$ described in Definition 9. For each $i$ that is the minimal index in its "not independent of" equivalence class, let $\gamma_{i i+1}=1$, and for

[^3]each other $j$ in that same equivalence class define $\gamma_{j j+1} \stackrel{\text { def }}{=} \alpha_{i j}$. Then it is clear that there exist scalars $\delta_{1}, \delta_{2}, \delta_{3}, \ldots, \delta_{\mu(\mathcal{A})}$ such that
$$
\gamma_{l l+1}=\frac{\delta_{l+1}}{\delta_{l}}
$$
for all $l \in\{1,2,3, \ldots, \mu(\mathcal{A})-1\}$. Multiplying each element of $\beta_{l}$ by $\delta_{l}$ produces the required new basis $\hat{\beta}_{l}$.

Let us summarize: we can now assume that

$$
\left\langle A_{i i+1}\right\rangle_{\beta_{i} \leftarrow \beta_{i+1}}=\left\langle A_{j j+1}\right\rangle_{\beta_{j} \leftarrow \beta_{j+1}},
$$

for every $A \in \mathcal{A}$, whenever $i$ and $j$ are not independent. Furthermore

$$
\left\{\left\langle A_{i i+1}\right\rangle_{\beta_{i} \not \beta_{i+1}} \mid A \in \mathcal{A}\right\}=\mathrm{M}_{n_{i} \times n_{i+1}}
$$

for every $i$, and

$$
\left\{\left(\left\langle A_{i i+1}\right\rangle_{\beta_{i} \nleftarrow \beta_{i+1}},\left\langle A_{j j+1}\right\rangle_{\beta_{j} \nleftarrow \beta_{j+1}}\right) \mid A \in \mathcal{A}\right\}=\mathrm{M}_{n_{i} \times n_{i+1}} \times \mathrm{M}_{n_{j} \times n_{j+1}},
$$

whenever $i$ and $j$ are independent.
Thus

$$
\begin{aligned}
& \left\{\prod_{i=1}^{\mu(\mathcal{A})-1} R_{i+1} \mid R \in \operatorname{Rad}(\mathcal{A})\right\} \\
= & \left\{\prod_{i=1}^{\mu(\mathcal{A})-1} P_{i} \mid P_{i} \in \mathrm{M}_{n_{i} \times n_{i+1}}, \text { and } P_{i}=P_{j} \text { whenever } i \text { and } j \text { are not independent }\right\}
\end{aligned}
$$

Taking each $P_{i}$ to be either $\left[\begin{array}{l}I \\ 0\end{array}\right]$ or $\left[\begin{array}{ll}I & 0\end{array}\right]$, we see that the latter set is not $\{0\}$, and so the proof is complete by (4).

It is certainly known to the algebraists that the use of $\mu(\mathcal{A})$ is essential in Theorem 37. For example, consider the nilpotent algebra

$$
\mathcal{A}=\left\{\left.\left[\begin{array}{cccc}
0 & a & b & c \\
0 & 0 & 0 & -b \\
0 & 0 & 0 & a \\
0 & 0 & 0 & 0
\end{array}\right] \right\rvert\, a, b, c \in \mathrm{C}\right\} .
$$

It is clear that $\mathcal{A}^{3}=\{0\}$, but $\mathcal{A}^{2} \neq\{0\}$ since

$$
\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right] \circ\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \neq 0 .
$$

Yet it is easy to check that $T^{2}=0$ for every $T \in \mathcal{A}$.

The proof of Theorem 37 shows the following as well.
Corollary 38. If the underlying field is algebraically closed, and a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$ has an unhinged standard block-upper-triangular form with respect to the decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{\mu(\mathcal{A})}$, then the following are equivalent:
(1) $(\operatorname{Rad}(\mathcal{A}))^{\mu(\mathcal{A})-1} \neq\{0\}$;
(2) There is an element $R \in \operatorname{Rad}(\mathcal{A})$ such that $R^{\mu(\mathcal{A})-1} \neq 0$.
(3) There exist bases $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{\mu(\mathcal{A})}$ of $\mathcal{V}_{1}, \mathcal{V}_{2}, \mathcal{V}_{3}, \ldots, \mathcal{V}_{\mu(\mathcal{A})}$, as described in Definition 9, which also satisfy:
(a) $\left\{\left\langle A_{i i+1}\right\rangle_{\beta_{i} \not \beta_{i+1}} \mid A \in \mathcal{A}\right\}=\mathrm{M}_{n_{i} \times n_{i+1}} \quad$ for every $i$;
(b) There exists an equivalence relation $\sim$ on $\{1,2,3, \ldots, \mu(\mathcal{A})-1\}$ such that
(i) If $i \sim j$ then

$$
\left\langle A_{i i+1}\right\rangle_{\beta_{i} \leftarrow \beta_{i+1}}=\left\langle A_{j j+1}\right\rangle_{\beta_{j} \leftarrow \beta_{j+1}},
$$

for every $A \in \mathcal{A}$, and if $i \neq j$ then $i$ is linked to $j$ and $i+1$ is linked to $j+1$ (in the sense of Definition 9);
(ii) If $i \nsim j$ then

$$
\left\{\left(\left\langle A_{i i+1}\right\rangle_{\beta_{i} \leftarrow \beta_{i+1}},\left\langle A_{j j+1}\right\rangle_{\beta_{j} \leftarrow \beta_{j+1}}\right) \mid A \in \mathcal{A}\right\}=\mathrm{M}_{n_{i} \times n_{i+1}} \times \mathrm{M}_{n_{j} \times n_{j+1}} .
$$

Theorem 39. If the underlying field is algebraically closed, and $(\operatorname{Rad}(\mathcal{A}))^{\mu(\mathcal{A})-1} \neq$ $\{0\}$ for a subalgebra $\mathcal{A}$ of $\mathcal{L}(\mathcal{V})$, then $\mathcal{A}$ is unicellular, i.e. the lattice of the invariant subspaces of $\mathcal{A}$ is totally ordered by inclusion.

Proof. Without loss of generality we may assume that $\mathcal{A}$ contains the identity transformation. By Corollary $30, \mathcal{A}$ has an unhinged standard block-upper-triangular form with respect to some decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3}+\ldots+\mathcal{V}_{\mu(\mathcal{A})}$. As usual we denote by $\mathcal{S}$ the block diagonal compression of $\mathcal{A}$.

Let us write $\mathcal{L}_{i}$ for $\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{i}$, with $i=1,2,3, \ldots, \mu(\mathcal{A})$, and we shall let $\mathcal{L}_{0}=\{0\}$. Then each $\mathcal{L}_{i}$ is an invariant subspace for $\mathcal{A}$. We claim that

$$
(\{0\}=) \mathcal{L}_{0}, \mathcal{L}_{1}, \mathcal{L}_{2}, \mathcal{L}_{3}, \ldots, \mathcal{L}_{\mu(\mathcal{A})}(=\mathcal{V})
$$

is the complete list of the invariant subspaces for $\mathcal{A}$; equivalently, that for each $j$ the only invariant subspaces for $\mathcal{A}$ inside $\mathcal{L}_{j}$ are the spaces $\mathcal{L}_{0}, \mathcal{L}_{1}, \mathcal{L}_{2}, \mathcal{L}_{3}, \ldots, \mathcal{L}_{j}$. (Once this is verified the proof is complete.)
To this end, as part of a proof by contradiction, suppose that $j_{0}$ is the smallest index for which the latter claim is false. Clearly $j_{0}>1$ since $\mathcal{A}_{11}$ is an irreducible algebra. Suppose that $\mathcal{W}$ is an invariant subspace for $\mathcal{A}$ which is contained in $\mathcal{L}_{j_{0}}$ but which is not one of $\mathcal{L}_{0}, \mathcal{L}_{1}, \mathcal{L}_{2}, \mathcal{L}_{3}, \ldots, \mathcal{L}_{j_{0}}$.

Then $\mathcal{W}$ is not a subset of $\mathcal{L}_{j_{0}-1}$, and so $\mathcal{W}$ contains an element of the form $x+v$, where $x \in \mathcal{L}_{j_{0}-1}$ and $0 \neq v \in \mathcal{V}_{j_{0}}$. Let $R$ be an element of $\operatorname{Rad}(\mathcal{A})$ such that $R^{\mu(\mathcal{A})-1} \neq 0$, the existence of which is guaranteed by Theorem 37. By (4) it follows that $R_{j_{0}-1 j_{0}} \neq 0$. Since $\mathcal{A}_{j_{0} j_{0}}=\mathcal{L}\left(\mathcal{V}_{j_{0}}\right)$, there is an $A \in \mathcal{S}$ such that

$$
A_{j_{0} j_{0}} v \notin \operatorname{kernel}\left(R_{j_{0}-1 j_{0}}\right) .
$$

Then

$$
R A(x+v) \in \mathcal{L}_{j_{0}-1} \cap \mathcal{W}, \quad \text { and } \quad R A(x+v) \notin \mathcal{L}_{j_{0}-2},
$$

so that $\mathcal{A} R A(x+v)$ is a non-zero subspace of $\mathcal{L}_{j_{0-1}} \cap \mathcal{W}$, and is invariant under $\mathcal{A}$, but is not contained in $\mathcal{L}_{j_{0}-2}$.

By the definition of $j_{0}$, it must be that $\mathcal{A} R A(x+v)=\mathcal{L}_{j_{0}-1}$, but since $\mathcal{A} R A(x+v)$ is a subspace of $\mathcal{L}_{j_{0}-1} \cap \mathcal{W}$, we must have $\mathcal{L}_{j_{0}-1} \subset \mathcal{W}$.

In particular then $v \in \mathcal{W}$, and thus $\mathcal{V}_{j_{0}}=\mathcal{S} v \subset \mathcal{W}$.
Consequently

$$
\mathcal{L}_{j_{0}}=\mathcal{L}_{j_{0}-1}+\mathcal{V}_{j_{0}} \subset \mathcal{W} \subsetneq \mathcal{L}_{j_{0}},
$$

which is a contradiction, and the proof is complete.

## 4. The proof of the main result

Let us finally proceed to the proof of Theorem 21. We start by presenting some auxiliary results needed for the proof.
Lemma 40. If $\left[\begin{array}{cc}A & B \\ 0 & C\end{array}\right]$ is diagonalizable, then so are $A$ and $C$. (The converse is false.)

Proof. This is a standard undergraduate exercise. A matrix is diagonalizable if and only if its minimal polynomial is a product of distinct linear factors; (see, for example, Theorem 6 in section 6.4 of [16]). Obviously, the minimal polynomials of $A$ and $C$ divide that of $\left[\begin{array}{cc}A & B \\ 0 & C\end{array}\right]$.

Lemma 41. Suppose that $D \in \mathrm{M}_{n}(\mathrm{~F})$ is a diagonal matrix, $\alpha \in \mathrm{F}$, and $v \in \mathrm{~F}^{n}$. Then $\left[\begin{array}{cc}D & v \\ 0 & \alpha\end{array}\right]$ is diagonalizable as a matrix in $\mathrm{M}_{n+1}(\mathrm{~F})$ if and only if

$$
v_{j}=0 \quad \text { whenever } D_{j j}=\alpha .
$$

Proof. Let $T$ be the matrix in question. After applying a similarity generated by a matrix of the form

$$
\left[\begin{array}{ll}
P & 0 \\
0 & 1
\end{array}\right],
$$

where $P$ is a permutation, we can assume that $D$ has a block form

$$
\left[\begin{array}{cc}
D_{1} & 0 \\
0 & \alpha \mathcal{I}
\end{array}\right],
$$

where $\alpha$ does not appear on the diagonal of $D_{1}$, and we allow a possibility that
either $D_{1}$ or $\alpha \mathcal{I}$ is absent altogether. After writing

$$
T=\left[\begin{array}{ccc}
D_{1} & 0 & v_{1} \\
0 & \alpha \mathcal{I} & v_{2} \\
0 & 0 & \alpha
\end{array}\right]
$$

we invoke Lemma 40 to conclude that $\left[\begin{array}{cc}\alpha \mathcal{I} & v_{2} \\ 0 & \alpha\end{array}\right]$ must be diagonalizable, but since $\alpha$ is the only characteristic value of this matrix, this can only happen if the matrix is already diagonal. Hence $v_{2}$ is either absent or zero, and the proof is complete.

Theorem 42. If $\mathcal{C}$ is an abelian collection of diagonalizable upper-triangular matrices in $\mathrm{M}_{n}(\mathrm{~F})$, then there is an upper-triangular invertible $S \in \mathrm{M}_{n}(\mathrm{~F})$, such that $S^{-1} A S=\operatorname{Diag}(A)$, for all $A \in \mathcal{C}$.

Proof. The proof is by induction on $n$. The result is trivially true when $n=1$. Assume that the theorem holds for some $n$. We shall demonstrate its validity for $n+1$. Suppose $\mathcal{C} \subset \mathrm{M}_{n+1}(\mathrm{~F})$ satisfies the hypothesis of the theorem.

The span $\mathcal{W}$ of the first $n$ standard basis vectors $e_{1}, e_{2}, e_{3}, \ldots, e_{n}$ is a common invariant subspace for $\mathcal{C}$, and the restriction $\mathcal{C}_{11}$ of $\mathcal{C}$ to $\mathcal{W}$ is a collection satisfying the hypothesis of the theorem within $\mathrm{M}_{n}(\mathrm{~F})$ (by Lemma 40). Therefore by the inductive assumption there exists an upper-triangular invertible $S \in \mathrm{M}_{n}(\mathrm{~F})$ such that $S^{-1} A_{11} S=\operatorname{Diag}\left(A_{11}\right)$ for every $A_{11} \in \mathcal{C}_{11}$.

Let us express matrices in $\mathrm{M}_{n+1}(\mathrm{~F})$ as block-matrices with respect to the decomposition $\mathcal{W}+\operatorname{span}\left(e_{n+1}\right)$ of the underlying space. Then, for every $A \in \mathcal{C}$,

$$
\left[\begin{array}{ll}
S & 0 \\
0 & 1
\end{array}\right]^{-1} A\left[\begin{array}{ll}
S & 0 \\
0 & 1
\end{array}\right]=\left[\begin{array}{ll}
D & v \\
0 & \alpha
\end{array}\right],
$$

where

$$
\left[\begin{array}{ll}
D & 0 \\
0 & \alpha
\end{array}\right]=\operatorname{Diag}(A) .
$$

Therefore we can assume without loss of generality that every element $A$ of $\mathcal{C}$ already has the form

$$
\left[\begin{array}{cc}
D_{A} & v_{A} \\
0 & \alpha_{A}
\end{array}\right]
$$

where $D_{A}$ is an invertible diagonal matrix in $\mathrm{M}_{n}(\mathrm{~F})$ and $\alpha_{A}$ is a non-zero scalar.
Note that
$\left[\begin{array}{cc}\mathcal{I} & -x \\ 0 & 1\end{array}\right]^{-1}\left[\begin{array}{cc}D_{A} & v_{A} \\ 0 & \alpha_{A}\end{array}\right]\left[\begin{array}{cc}\mathcal{I} & -x \\ 0 & 1\end{array}\right]=\left[\begin{array}{cc}\mathcal{I} & x \\ 0 & 1\end{array}\right]\left[\begin{array}{cc}D_{A} & v_{A} \\ 0 & \alpha_{A}\end{array}\right]\left[\begin{array}{cc}\mathcal{I} & -x \\ 0 & 1\end{array}\right]=\left[\begin{array}{cc}D_{A} & v_{A}-\left(D_{A}-\alpha_{A} \mathcal{I}\right) x \\ 0 & \alpha_{A}\end{array}\right]$.
In particular, to complete the proof it is sufficient to demonstrate the existence of an $x$ such that

$$
\begin{equation*}
\left(D_{A}-\alpha_{A} \mathcal{I}\right) x=v_{A} \tag{11}
\end{equation*}
$$

for all $A \in \mathcal{C}$. Since $D_{A}-\alpha_{A} \mathcal{I}$ is a diagonal matrix, this amounts to showing that, for each $j$, there is a scalar $x_{j}$ such that (with a slight abuse of notation)

$$
\frac{\left(v_{A}\right)_{j}}{\left(D_{A}-\alpha_{A} \mathcal{I}\right)_{j j}} \in\left\{x_{j}, \frac{0}{0}\right\} \quad \text { for every } A \in \mathcal{C} .
$$

Equivalently, we can verify that

$$
\begin{equation*}
\left(v_{C}\right)_{j}=0 \text { whenever }\left(D_{C}\right)_{j j}=\alpha_{C}, \tag{12}
\end{equation*}
$$

and that

$$
\begin{equation*}
\left(D_{B}-\alpha_{B} \mathcal{I}\right) v_{A}=\left(D_{A}-\alpha_{A} \mathcal{I}\right) v_{B} \quad \text { for all } A, B \in \mathcal{C} . \tag{13}
\end{equation*}
$$

It is easy to see that (13) is simply the statement that $\mathcal{C}$ is abelian, and hence true. The validity of (12) is a direct consequence of Lemma 41.

Remark 43. It is well known (see for example Theorem 1.3.19 in [17]) that for collections of diagonalizable matrices, simultaneous diagonalizability is equivalent to the commutativity of the collection. What Theorem 42 demonstrates is that in the case of diagonalizable upper-triangular matrices the simultaneous similarity can be implemented by an upper-triangular matrix.

Since idempotents are always diagonalizable, and it is clear that matrices $E_{i}$ satisfying the hypothesis of the following lemma must be idempotent, the lemma is a direct consequence of Theorem 42 .
Lemma 44. If $E_{1}, E_{2}, E_{3}, \ldots, E_{k}$ are upper-triangular matrices in $\mathrm{M}_{n}(\mathrm{~F})$, such that

$$
\left\{\begin{array}{l}
\sum E_{i}=\mathcal{I}_{n} \\
E_{i} E_{j}=0 \text { for } i \neq j
\end{array}\right.
$$

then there is an upper-triangular invertible $S \in \mathrm{M}_{n}(\mathrm{~F})$, such that $S^{-1} E_{i} S=$ $\operatorname{Diag}\left(E_{i}\right)$ for every $i$.
Remark 45. A standard undergraduate exercise demonstrates that the result still holds true if the hypothesis $E_{i} E_{j}=0$ for $i \neq j$ in Lemma 44 is replaced by the hypothesis that F has characteristic zero, since for such fields the prior hypothesis can be actually recovered from the fact that the idempotents add up to the identity; (see for example Exercise 10 in section 6.6 of [16]).

We are now ready to present the proof we have been working towards.
Proof of Theorem 21. First of all, the algebra generated by $\mathcal{A}$ and $\mathcal{I}$ is still semisimple, and by passing to that algebra we may assume without loss of generality that $\mathcal{A}$ contains $\mathcal{I}$.
Next we argue that if we can prove the theorem under a stronger hypothesis that $\mathcal{A}$ has a standard block-upper-triangular form with respect to a given decomposition of $\mathcal{V}$, then the desired theorem can be deduced with little work.
Indeed, by Theorem 13 there is a block-diagonal invertible $S$ such that $S^{-1} \mathcal{A} S$ has a standard block-upper-triangular form with respect to the given decomposi-
tion. From the "stronger hypothesis result" we would deduce the existence of an invertible block-upper-triangular $T$ such that

$$
T^{-1}\left(S^{-1} \mathcal{A} S\right) T=\operatorname{BlockDiag}\left(S^{-1} \mathcal{A} S\right)=S^{-1}(\operatorname{BlockDiag}(\mathcal{A})) S
$$

for every $A \in \mathcal{A}$, which shows that $\hat{T}^{-1} A \hat{T}=\operatorname{Block} \operatorname{Diag}(A)$, where

$$
\hat{T}=S T S^{-1}=\text { block-upper-triangular },
$$

as required.
So, for the rest of the proof we assume that $\mathcal{A}$ has a standard block-uppertriangular form with respect to the given decomposition of $\mathcal{V}$.
Since $\mathcal{A}$ is block-upper-triangular and semi-simple,

$$
\left.\begin{array}{r}
A \in \mathcal{A}  \tag{14}\\
\operatorname{Block} \operatorname{Diag}(A)=0
\end{array}\right\} \Longrightarrow A \in \operatorname{Rad}(\mathcal{A}) \Longrightarrow A=0 .
$$

Since $\mathcal{A}$ has a standard block-upper-triangular form, we can consider elements $G^{<i>}$ of $\mathcal{A}$ described in Definition $9 \quad(i=1,2, \ldots, m)$. The fact that $\mathcal{I} \in \mathcal{A}$ implies the existence of $G^{<i>}$ for every $i$. Let $\left\{t_{1}, t_{2}, t_{3}, \ldots, t_{m}\right\}$ be a complete set of representatives of the partition $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}, \ldots, \Gamma_{m}$.
Note that for $i \neq j$, BlockDiag $\left(G^{\left\langle t_{i}\right\rangle} G^{\left.<t_{j}\right\rangle}\right)=0$ and so $G^{\left\langle t_{i}\right\rangle} G^{\left\langle t_{j}\right\rangle}=0$. Similarly $\operatorname{BlockDiag}\left(\sum_{i} G^{\left.<t_{i}\right\rangle}\right)=\mathcal{I}$, so that $\operatorname{BlockDiag}\left(\sum_{i} G^{\left.<t_{i}\right\rangle}-\mathcal{I}\right)=0$ and thus $\sum_{i} G^{\left.<t_{i}\right\rangle}=\mathcal{I}$.

Given bases $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{k}$ of $V_{1}, V_{2}, V_{3}, \ldots, V_{k}$ respectively, each $G^{\left.<t_{i}\right\rangle}$ is represented by an upper-triangular matrix in $\mathrm{M}_{n}(\mathrm{~F})$ with respect to the corresponding basis of $\mathcal{V}$. By Lemma 44 there is an upper-triangular similarity that turns to zero the off-diagonal entries of the $G^{\left.<t_{i}\right\rangle}$ 's. Applying this similarity to $\mathcal{A}$, we may assume without loss of generality that each $G^{\left.<t_{i}\right\rangle}$ is block-diagonal with each diagonal block being either $\mathcal{I}$ or 0 . Using the notation of Definition 9 we further observe that

$$
G_{j j}^{<t_{i}>}=\mathcal{I} \Longleftrightarrow j \in \Gamma_{i} \Longleftrightarrow i \text { and } j \text { are linked. }
$$

For the rest of the proof $G^{<p>}$ stands for $G^{\left.<t_{i}\right\rangle}$ such that $p \in \Gamma_{i}$.
Next we induct on $k$. The result is trivial when $k=1$. Assuming that the theorem holds true for $k-1(k \geq 2)$, let us verify its validity for $k$ as well. The subspace $\mathcal{V} \stackrel{\text { def }}{=} \mathcal{V}_{1} \dot{+} V_{2} \dot{+} \mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{k-1}$ is invariant under $\mathcal{A}$, and the restriction $\mathcal{A}_{\nu}$ of $\mathcal{A}$ to $\mathcal{V}$ satisfies the assumption in the inductive hypothesis, so that we can conclude that there exists an invertible $T \in \mathcal{L}(\mathcal{V})$ which is block-upper-triangular with respect to the decomposition $\mathcal{V}=\mathcal{V}_{1} \dot{+} V_{2} \dot{+} \mathcal{V}_{3} \dot{+} \ldots \dot{+} \mathcal{V}_{k-1}$ and such that

$$
T^{-1} A T=B \operatorname{lockDiag}(A)
$$

for every $A \in \mathcal{A}_{\nu}$.
The appropriate direct sum $S \in \mathcal{L}(\mathcal{V})$ of $T$ and $\mathcal{I}_{\nu_{k}}$ is block-upper-triangular with respect to the decomposition $\mathcal{V}=\mathcal{V}_{1}+\mathcal{V}_{2}+\mathcal{V}_{3} \dot{+} \ldots+\mathcal{V}_{k}$, and

$$
S^{-1} A S=B \operatorname{lock} \operatorname{Diag}(A)
$$

for all $A \in \mathcal{A}$, so that after passing to $S^{-1} \mathcal{A} S$ we may assume without loss of generality that every element of $\mathcal{A}$ has a block-matrix form

$$
\left[\begin{array}{ccccc}
A_{11} & 0 & 0 & \ldots & A_{1 k}  \tag{15}\\
0 & A_{22} & 0 & \ldots & A_{2 k} \\
0 & 0 & A_{33} & \ldots & A_{3 k} \\
\ldots & \ldots & \ldots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & A_{k k}
\end{array}\right]
$$

There are two alternatives: either $k$ is linked to some $i \in\{1,2, \ldots, k-1\}$, or it is not.

Consider the latter case first. In this case $G^{<k>}$ has the block-form

$$
\left[\begin{array}{ccccc}
0 & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mathcal{I}
\end{array}\right]
$$

and therefore for every $A \in \mathcal{A}, \operatorname{BlockDiag}\left(A G^{<k>}-G^{<k>} A\right)=0$, so that by (14) $A G^{<k>}=G^{<k>} A$, which demonstrates that

$$
A_{1 k}=A_{2 k}=A_{3 k}=\ldots=A_{k-1 k}=0 .
$$

In other words, in this case every matrix in $\mathcal{A}$ is block-diagonal already and there is nothing left to prove.

Let us now deal with the case that $k$ is linked to some $i \in\{1,2, \ldots, k-1\}$. To simplify notation, let us assume that an appropriate choice of bases $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{k}$ of $\mathcal{V}_{1}, \mathcal{V}_{2}, \mathcal{V}_{3}, \ldots, \mathcal{V}_{k}$ respectively has been made, so that $\left\langle A_{i i}\right\rangle_{\beta_{i}}=\left\langle A_{k k}\right\rangle_{\beta_{k}}$ for all $A \in \mathcal{A}$ if $i$ is linked to $k$. We shall now treat $\mathcal{A}$ as an algebra of block-matrices with matrix blocks, where $A_{i j} \in \mathrm{M}_{n_{i} \times n_{j}}(\mathrm{~F})$ for each $A \in \mathcal{A}$. Since for $i$ linked to $k, \operatorname{dim}\left(\mathcal{V}_{i}\right)=\operatorname{dim}\left(\mathcal{V}_{k}\right)$, we have $n_{i}=n_{k}$ for all such $i$.
Consider the subalgebra $G^{<k>} \mathcal{A} G^{<k>}$ of $\mathcal{A}$. For each $B \in G^{<k>} \mathcal{A} G^{<k>}$

$$
B_{i i}=\left\{\begin{array}{ll}
B_{k k}, & \text { if } i \text { is linked to } k \\
0, & \text { otherwise }
\end{array} .\right.
$$

In particular, if $B_{k k}=C_{k k}$ for some $B, C \in G^{<k>} \mathcal{A} G^{<k>}$ then $\operatorname{BlockDiag}(B-C)=$ 0 and so $B=C$ by (14). It follows that for each $i$ linked to $k$, there exists a linear transformation $\phi_{i}: \mathcal{A}_{k k} \longrightarrow \mathcal{A}_{i k}$ such that $A_{i k}=\phi_{i}\left(A_{k k}\right)$ for every $A \in \mathcal{A}$.

Hence if $i<k$ and $i$ is linked to $k$, then for all $A, B \in \mathcal{A}$ :

$$
\begin{array}{r}
\phi_{i}\left(A_{k k} B_{k k}\right)=\phi_{i}\left((A B)_{k k}\right)=(A B)_{i k}=A_{i i} B_{i k}+A_{i k} B_{k k}=A_{k k} B_{i k}+A_{i k} B_{k k} \\
=A_{k k} \phi_{i}\left(A_{k k}\right)+\phi_{i}\left(A_{k k}\right) B_{k k},
\end{array}
$$

which shows that for all such $i$, the transformation $\phi_{i}$ is a derivation.
Being an irreducible algebra, $\mathcal{A}_{k k}$ is a unital semi-simple subalgebra (see Proposition 4) of the central simple algebra $\mathrm{M}_{n_{k}}(\mathrm{~F})$, and therefore each $\phi_{i}$ is an inner
derivation on $\mathrm{M}_{n_{k}}(\mathrm{~F})$ by Theorem 6. Hence for each $i(<k)$ linked to $k$ there exists $S_{i} \in \mathrm{M}_{n_{k}}(\mathrm{~F})$ such that $A_{i k}=\phi_{i}\left(A_{k k}\right)=A_{k k} S_{i}-S_{i} A_{k k}$ for all $A \in G^{<k>} \mathcal{A} G^{<k>}$.

Consider

$$
T=\left[\begin{array}{ccccc}
\mathcal{I} & 0 & 0 & \ldots & T_{1 k} \\
0 & \mathcal{I} & 0 & \ldots & T_{2 k} \\
0 & 0 & \mathcal{I} & \ldots & T_{3 k} \\
\ldots & \ldots & \ldots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mathcal{I}
\end{array}\right]
$$

where

$$
T_{i k}= \begin{cases}S_{i}, & \text { if } i<k \text { and } i \text { is linked to } k \\ 0, & \text { otherwise }\end{cases}
$$

Such $T$ is invertible with

$$
T^{-1}=\left[\begin{array}{ccccc}
\mathcal{I} & 0 & 0 & \ldots & -T_{1 k} \\
0 & \mathcal{I} & 0 & \ldots & -T_{2 k} \\
0 & 0 & \mathcal{I} & \ldots & -T_{3 k} \\
\ldots & \ldots & \ldots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mathcal{I}
\end{array}\right],
$$

and it is easy to check that for all $A \in G^{<k>} \mathcal{A} G^{<k>}: T A T^{-1}=\operatorname{Block} \operatorname{Diag}(A)$.
In particular $T G^{<k>} T^{-1}=G^{<k>}$ and $T G^{<k>} \mathcal{A} G^{<k>} T^{-1}=G^{<k>} T \mathcal{A} T^{-1} G^{<k>}$.
After passing to $T \mathcal{A} T^{-1}$ we may assume without loss of generality that every element of $G^{<k>} \mathcal{A} G^{<k>}$ is block-diagonal, i.e. $A_{i k}=0$ for every $A \in \mathcal{A}$ and every $i(<k)$ linked to $k$.

Since we have assumed that $k$ is linked to at least one other index, let us write $i_{0}$ for the smallest such index. The elements of $\mathcal{A}$ have the form described in (15), and therefore the subspace $\mathcal{U}$ of $\mathcal{V}$ with the direct sum decomposition

$$
\begin{equation*}
\mathcal{U}=\sum_{\substack{i=1 \\ i \neq i_{0}}}^{k} \mathcal{V}_{i} \tag{16}
\end{equation*}
$$

is invariant under $\mathcal{A}$, and the restriction $\mathcal{A}_{\mathfrak{u}}$ of $\mathcal{A}$ to $\mathcal{U}$ satisfies the assumption in the inductive hypothesis, so that we can conclude that there exists an invertible $T \in \mathcal{L}(\mathcal{U})$ which is block-upper-triangular with respect to the decomposition (16), and such that

$$
T^{-1} A T=\operatorname{BlockDiag}(A)
$$

for every $A \in \mathcal{A}_{u}$.
The appropriate direct sum $S \in \mathcal{L}(\mathcal{V})$ of $T$ and $\mathcal{I}_{\nu_{i_{0}}}$ is block-upper-triangular with respect to the decomposition $\mathcal{V}=\mathcal{V}_{1} \dot{+} \mathcal{V}_{2} \dot{+} \mathcal{V}_{3} \dot{+} \ldots \dot{+} \mathcal{V}_{k}$, and all elements of $S^{-1} \mathcal{A} S$ are block-diagonal. This completes the proof.
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