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Abstract

This thesis considers power quality improvement for microgrids penetrated with nonlinear
loads at two levels: 1) at the device level, which is carried out through the distributed
generators’ (DGs’) controllers on a decentralized basis; and 2) at the system level, in the
microgrid planning, taking into account the specific features of microgrids, including the
lack of a slack bus, droop-based operation of some DGs, and necessity of voltage support
provision. Moreover, given that modelling is an inherent part of power quality studies,
the thesis focuses on modelling at two levels: 1) at the device level, in the modelling of
nonlinear loads and generators that are commonly used in microgrids; and 2) at the system
level, in developing a harmonic power flow algorithm suitable for islanded microgrids to
quantify the flow of harmonics as well as voltage distortions.

One of the microgrid basic control objectives is to uniformly distribute the loads among
different the DGs. For nonlinear loads, their non-fundamental powers should also be evenly
shared along with active and reactive powers. The sharing of nonlinear loads among the
DGs is always a trade-off between accuracy and voltage quality. The first research point
considers a virtual harmonic conductance for each harmonic, as a family of droop char-
acteristics in terms of conductance versus current. Assigning a variable conductance for
each harmonic current improves DGs’ controllability, thus offering accurate nonlinear load
sharing, which is crucial at the near-rated loading, in addition to enhancing the voltage
quality. The proposed method also unveils a tuning methodology for the droop character-
istics that sets a maximum permissible value for each individual harmonic to comply with
international standards. Lastly, a hybrid voltage and current control system is suggested
to accurately track the DGs’ harmonic conductances designated by the proposed droop
characteristics. While the proposed algorithm is capable of accurately distributing com-
mon nonlinear loads among DGs, it also enjoys the advantage of supplying local nonlinear
loads by their dedicated DGs.

As the second research point, the thesis presents a planning platform that simultane-
ously determines the locations and sizes of DGs and capacitor banks (CBs) for isolated
microgrids with a high penetration of nonlinear loads. The proliferation of nonlinear loads
along with the capacitors of CBs or DGs’ output filters that are distributed throughout
microgrids may cause quasi-resonance and severe voltage distortions. Because these issues
are affected by the locations and sizes of DGs and CBs, a harmonic analysis should be
considered in the planning. For that purpose, a harmonic power flow tool tailored for
planning applications is developed that takes into consideration the specific features of iso-
lated microgrids. Given the necessity of supply continuity for isolated microgrids following
a contingency, and the fact that frequency and voltage provision cannot be provided by
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renewable DGs, a reliability constraint has been added to the planning algorithm. This
constraint increases the probability of building successful islands, and results in a better
distribution of dispatchable DGs throughout microgrids.

Developing an effective harmonic power flow tool requires fast and accurate calculations
of the harmonics generated by nonlinear elements. As the third research point, the thesis
presents a time domain-based method for obtaining all steady-state characteristic and non-
characteristic harmonics generated by three-phase diode bridge rectifiers, under unbalanced
and distorted supply. The developed model is generic and able to address both continuous-
and discontinuous-conduction modes with a single formulation. By introducing a virtual
resistance on the rectifier’s DC side, the model is extended to accommodate any DC-side
filter. Further, a unique analytical Jacobian matrix is developed to guarantee a quadratic
convergence for the iterative part of the proposed method. The effectiveness of the proposed
method for harmonic analysis is confirmed through a comparative evaluation with time-
domain simulations using PSCAD/EMTDC.

As the fourth research point, the thesis proposes an accurate harmonic power flow al-
gorithm for islanded microgrids, taking into account their specific features, i.e., the droop-
based operation of DGs, lack of a slack bus and the fact that islanded microgrids are based
on voltage-controlled DGs. The algorithm is a sequential one that repeats fundamental
and harmonic power flow algorithms in sequence until convergence is achieved. The funda-
mental power flow takes into account the fact that islanded microgrids are formed based on
voltage-controlled DGs, as well as the droop-based operation of these DGs. On the other
hand, the harmonic power flow is based on Nodal analysis in which the microgrid’s non-
linear loads constitute its current source vector and the rest of the elements are modelled
within its admittance matrix. The model used for nonlinear loads considers the mutual
interactions of different harmonics. The model for voltage-source-converter interfaced DGs
is based on a transfer function technique, and allows incorporating different control layers.
The effectiveness of the control algorithm has been proven through comparative studies
with time domain simulations.
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Ãon,i, Ãoff ,i The state transition matrices of augmented system.

Modelling-2

ω Microgrid operating frequency.
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Chapter 1

Introduction

1.1 Preface

The dramatic growth in the demand for electricity over the last decade on the one hand,
and the economic and environmental issues related to electricity generation in large power
plants on the other hand, have made the application of DGs an appealing option for
distribution systems. The use of DGs in distribution systems has changed their passive
nature. Distribution systems, which were once characterized by their unidirectional power
flow, have been converted to bidirectional power flow systems, called active distribution
systems (ADN).

Among different operating paradigm for integrating DGs, microgrids, in which clusters
of DGs and loads are paralleled, provide a more reliable and efficient paradigm. Microgrids
may be operated in two modes: grid-connected and islanded. In the grid-connected mode,
the microgrid DGs are controlled and operated in the same manner as the DGs of ADNs.
In the islanded mode, the basic control objective is to achieve accurate power sharing while
maintaining voltages and frequencies close to their nominal values.

Nonlinear loads constitute a significant percentage of distribution system loads. Com-
pact florescent lamps, PCs, TVs, and battery chargers are important single-phase nonlinear
loads. Electric arc furnaces and heaters along with the line commutator converters, which
are appearing in variable speed drive (VSD) applications, are among the most important
three-phase nonlinear loads. VSDs are also found in air conditioning systems, pumps,
compressors, and elevators. The current trend in the growth of nonlinear loads is expected
to continue due to present intensive interests in improving energy efficiency. On the other
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hand, some renewable energy resources, due to their nature, require a voltage source con-
verter (VSC) for enery transfer to the grid. Such VSCs are introducing another source of
nonlinearity to distribution systems.

The proliferation of nonlinear loads and generators in distribution networks results in
harmonic pollution, one of the most significant power quality problems. Conventional dis-
tribution systems are designed to be operated at a single and constant frequency. However,
the increasing use of non-linear loads can cause additional losses, poor power factors, re-
duced equipment life spans, and interference with communication, control and protection
systems.

VSC-based DGs can be used for power quality improvement because of their high band-
width. DGs’ controllers have already been employed for resonance damping, harmonic
compensation, non-fundamental power sharing, and the compensation of the negative se-
quence components of voltages and currents. As mentioned above, one of the basic control
requirements in microgrids is the uniform sharing of active and reactive powers among dif-
ferent DGs. In the case of nonlinear loads, the current harmonics should also be shared in
proportion with the DGs’ capacities. Similar to the linear load sharing, the uniform distri-
bution of nonlinear loads can be done either through decentralized or communication-based
methods. While decentralized techniques enjoy simplicity and lower costs, communication-
based techniques can offer higher control quality.

To quantify microgrid voltage and current distortions caused by the nonlinear loads,
a harmonic analysis should be carried out. This analysis is crucial for the proper design
of distribution systems, including sizing distribution transformers and cables, as well as
setting protective relays. Further, this analysis can be used to estimate the possible error
in the sharing of non-fundamental powers. Another potential application for the harmonic
analysis is in the development of a communication-based supervisory controller for the
accurate sharing of non-fundamental powers.

In addition to grid-connected and islanded modes for microgrid operation, isolated
microgrids can also be found in off-grid regions such as remote communities, mines and
military centers. High energy costs and environmental aspects have made isolated micro-
grid an appropriate solution. Optimal DG placement, in general, is necessary to achieve a
microgrid’s potential benefits with respect to its high investment cost. However, isolated
microgrid planning requires its special features to be considered within the planning. These
special features include the necessity of providing voltage support for isolated microgrids by
some of the DGs, which to satisfy reliability constraints should be distributed throughout
the microgrids. These DGs are operated based on droop characteristics. The droop-based
operation impacts the flow of active and reactive powers as well as the voltage profile, and
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needs a different power flow algorithm to incorporate these impacts into the planning for-
mulation. Further, droop-based operation causes an error in the sharing of reactive power
among DGs. This error is affected by DGs’ locations and their feeder impedances, and
thus, should be considered in the planning. Moreover, if a microgrid has been penetrated
with nonlinear loads, harmonic analysis should be carried out to ensure the voltage dis-
tortion constraints are met. In the presence of capacitor banks, this requirement becomes
more crucial. The harmonic analysis should also be tailored for isolated microgrids.

1.2 Motivation and Objectives

1.2.1 Microgrid Control

Among different operating regimes for DGs, microgrids, in which clusters of DGs and loads
are paralleled, provide a more reliable and efficient paradigm. To achieve these features
in islanding, equal sharing of active and reactive powers should be mandated within the
main control objectives of microgrids. Likewise, the harmonic contents of nonlinear loads,
which could be a significant portion of their apparent power, must be shared uniformly.
Without uniform sharing, some DGs may be overloaded whereas others are lightly loaded.
In this situation, in order to avoid tripping of the overloaded DGs, the system designer
should consider the prospective maximum sharing error as the extra DG capacity, which
conflicts with the optimal allocation of resources.

shaping the DGs’ output impedances is the general solution applied for even sharing
of nonlinear loads. However, there is an inherent trade-off between accurate sharing and
voltage quality. In Chapter 3, a technique is proposed to achieve a better trade-off be-
tween sharing and voltage quality. This technique is based on obtaining an upper limit
for each current harmonic, and uses a family of droop characteristics in terms of harmonic
conductance versus harmonic current. The application of these droop characteristics also
improves the voltage quality compared to the case in which constant harmonic conduc-
tances are used. To achieve the best performance from these proposed droop character-
istics, an optimal tuning method is presented, which is based on a harmonic power flow
algorithm. The mathematical formulation of the harmonic power flow algorithm and the
optimization-based technique used for tuning the droop characteristics are provided in the
same chapter.

On the other hand, thanks to the high bandwidth of DGs’ controllers, the voltage-
source-converter-interfaced DGs can be used as active filters, compensating the nonlinear
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loads at their terminals. Thus, when it comes to a microgrid with local and common
nonlinear loads, DGs’ controllers are expected to compensate their local nonlinear loads,
and share the common ones. However, it is challenging to do both tasks at the same time.
In Chapter 3, a controller is proposed to address this challenge.

1.2.2 Microgrid Planning

Optimal DG placement allows improving the network performance in several ways, includ-
ing system losses, voltage profile, and supply reliability. The problem of DG placement in
power distribution network has a rich literature. However, the microgrid behaviour of DGs
under islanded or isolated modes of operation has received less attention in the planning
literature. In particular, when it comes to isolated microgrids penetrated with nonlinear
loads, to the best of the author’s knowledge, no research can be found.

In isolated microgrids, some of DGs are operated based on the droop characteristics.
Unlike grid-connected microgrids in which the frequency and voltage are dictated by the
main grid, application of droop characteristics for islanded/isolated microgrids causes the
frequency and voltage to deviate from their nominal values by load variations. This effect
should be considered in the planning of islanded/isolated microgrids. Further, nonlinear
loads produce current harmonics that may cause severe voltage distortion. Suitable place-
ment of the DGs can alleviate this issue. Thus, appropriate microgrid planning should also
consider the flow of current harmonics.

On the other hand, applying capacitor banks (CBs) as the cheapest source of reactive
power has a long history in distribution systems. Therefore, dedicating DGs as the only
source of reactive power does not seem to be an economical solution for microgrids. In
fact, the presence of CBs along with DGs should be expected. To maximize the benefits,
the DGs and CBs should be simultaneously sited and sized in the planning. Moreover, the
presence of capacitors would worsen the voltage distortion caused by nonlinear loads, since
the capacitors affect the flow of harmonic currents that may lead to resonance or quasi-
resonance. This necessitates to include a voltage distortion constraint in the planning of
microgrids penetrated with nonlinear loads.

Chapter 4 proposes the idea of planning for isolated microgrids penetrated with non-
linear loads so as to simultaneously site and size the DGs and the CBs. The proposed
planning method relies on a harmonic power flow algorithm that takes into account the
specific features of isolated microgrids, and checks a power quality constraint in terms of
total harmonic distortion of bus voltages.
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1.2.3 Microgrid Harmonic Analysis

Microgrid harmonic analysis should be carried out to quantify the flow of non-fundamental
powers, and to determine voltage and current distortions. Obtaining the steady-state oper-
ating point of a power network comprising nonlinear elements has already been developed
in the literature. However, the previously proposed harmonic power flow algorithms have
not considered specific features of islanded microgrids, i.e., the droop-based behavior of
DGs, the fact that there is no slack bus, and the presence of converter-based DGs hav-
ing several cascade control layers. In addition, the previous algorithms have important
limitations for accompanying accurate nonlinear load models.

First, the lack of a slack bus affects the fundamental components of currents, which in
turn, impacts on the flow of harmonics in islanded microgrids due to the dependence of
harmonic currents on their fundamental components. Further, the droop-based operation
of DGs leads to the network frequency changing from its nominal value, and affects the
harmonics generated by DGs and nonlinear loads. Additionally, many DGs are connected
to microgrids’ networks through voltage source converters (VSCs) with several cascade
control loops. The controllers generally applied for voltage-controlled DGs in islanded
microgrids includes a power loop, which provides the reference for a voltage loop, and a
current loop as the most inner loop. The effect of such controllers should be modelled in
a harmonic power flow algorithm developed for microgrids. Moreover, given that accurate
power flow algorithms usually suffer from narrow convergence region, an appropriate model
for nonlinear loads should be developed and integrated to power flow algorithms so that
in addition to being accurate, improve the convergence.

The core of a microgrid harmonic analysis is the modelling of the microgrids’ nonlin-
ear generators and loads. Microgrid nonlinear generators essentially comprise the above-
mentioned VSC-interfaced DGs. In this thesis, the harmonic modelling of microgrids’
nonlinear generators are conducted in several chapters. Chapter 3 presents the harmonic
modelling of DGs with hybrid controllers of voltage and current. The harmonic modelling
of back to back converters used in doubly fed induction generators are studied in Chapter
4. Chapter 6 considers energy-storage-based DGs with cascade controllers of voltage and
current that are used for the provision of frequency and voltage support in islanded/isolated
microgrids.

As for the nonlinear loads, microgrids include a whole spectrum of single-phase and
three-phase nonlinear loads. Among them, three-phase power electronic devices, regarding
their ratings, have a significant contribution in the harmonic generation. Also, three-
phase diode bridge rectifiers constitute the most important nonlinear loads among the
three-phase power electronic devices. An accurate model for all nonlinear loads, including
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three-phase diode bridge rectifiers, must consider the mutual interactions of different har-
monics. Further, a qualified model should be faster than that of the time-domain-based
packages, such as PSCAD/EMTDC, which are characterized by integrating the system
differential equations until reaching the steady state point. Additionally, the derivation
of one harmonic should be independent of the derivation of other harmonics. Moreover,
in the case of unbalanced systems, the model must consider the complexities relevant to
the negative-sequence-component in the voltage, such as the presence of third harmonic
multipliers even for three-phase three-wire systems.

Chapter 5 presents a comprehensive model for harmonic analysis of three-phase diode
bridge rectifiers under distorted and unbalanced supply considering the afore-mentioned
specifications. Chapter 6 proposes a harmonic power flow algorithm for islanded microgrids
that includes accurate models for nonlinear loads and DGs. The model used for nonlinear
loads is based on the one developed in Chapter 5, and the model applied for DGs takes
into account the control structures that are typical of voltage-controlled DGs.

1.2.4 Thesis Organization

The rest of this thesis is organized as follows:

• Chapter 2 provides a necessary background in the modelling, control, and planning of
microgrids for power quality assurance, in addition to a survey on the related works.

• Chapter 3 presents a decentralized-control technique to evenly share non-fundamental
powers among distributed generators and to improve the voltage quality.

• Chapter 4 is dedicated to the development of a platform for optimal planning of dis-
tributed generators and capacitor banks in isolated microgrids with nonlinear loads.

• Chapter 5 proposes a comprehensive model for the harmonic analysis of three-phase
diode bridge rectifiers under unbalanced and distorted supply.

• Chapter 6 presents an accurate harmonic power flow algorithm for islanded microgrids
taking into account their specific features.

• Chapter 7 highlights the thesis contributions and provides insights for the future
works on the improvement of microgrid power quality.
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Figure 1.1: Thesis organization.

A summary of the thesis organization and the relations of different chapters are given in
Figure 1.1. As can be seen, the thesis considers microgrid power quality improvement at
two levels: 1) at the device level, in control (Chapter 3); and 2) at the system level, in
planning (Chapter 4). Moreover, given the importance of the modelling in power quality
studies, this thesis also concentrates on the modelling at two levels: 1) at the device level,
in the modelling of nonlinear loads (Chapter 5) as well as generators (Chapters 3, 4, and
6); and 2) at the system level, in the development of a harmonic power flow algorithm
(Chapter 6).
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Chapter 2

Background and Literature Review

2.1 Microgrid Control

2.1.1 Background

2.1.1.1 Current-Controlled DG versus Voltage-Controlled DG

Microgrids, as a cluster of loads and distributed generators (DGs), can be operated in grid-
connected and islanded modes. Many DGs are connected to microgrids’ network through
voltage source converters (VSCs), and thus, the VSCs’ controllers must cover both the
operational modes.

In the grid-connected mode, VSCs’ controllers are in charge for injecting determined
active and reactive powers, while considering power quality constraints. The determined
active and reactive powers specify the reference of VSCs’ current loops [1,2], and therefore,
current-controlled DGs are conventionally applied.

In the islanded mode, the control system should supply the load demand under well-
regulated voltage and frequency, while maintaining accurate power sharing among different
DGs. To achieve this goal, droop characteristics in terms of frequency-active power and
voltage-reactive power are employed to specify the reference of VSCs’ voltage loops, and
therefore, voltage-controlled DGs are applied [1, 2].
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2.1.1.2 Communication-based versus Decentralized Control

Communication-based control techniques are able to provide excellent voltage regulation
and accurate power sharing [3]. They are generally categorized as concentrated [4], mas-
ter/slave [5], and distributed [6] controllers. Concentrated controllers consist of common
synchronization signals and current-sharing modules that detect the total loads and de-
termine each DG portion. While offering the best sharing quality, for both transients and
steady state, concentrated controllers need the highest communication bandwidth among
different communication-based techniques. Master/Slave controllers have one main DG in
the voltage-controlled mode, and the rest of the DGs are operated in the current-controlled
mode. Master/Slave controllers do not need synchronization as all DGs are connected to
the main DG through a communication link. The drawback of this technique is its depen-
dence on a master unit, which represents a single point of failure. In contrast, distributed
controllers do not require any central controller since instead of relying on global informa-
tion, they merely require data transfer among the adjacent units, which can be performed
through a low bandwidth communication link [7].

Regardless of the advantages obtained by communication-based controllers, they add
to the cost of the system. Also, there are some concerns regarding the reliability and
expandability of communication-based controllers since distance communication lines can
be readily affected by environmental noise. Considering such issues, decentralized tech-
niques [8] based on droop characteristics have been proposed and developed. While avoid-
ing the complexity and cost of communication-based controllers, they suffer from reactive
and non-fundamental power sharing errors. These errors are mainly due to different and
unknown line impedances and the fact that conventional droop characteristics do not con-
sider sharing of harmonic currents generated by nonlinear loads [7].

2.1.2 Literature Review

2.1.2.1 Decentralized Control

Given the high bandwidth of VSC-based DGs, they have been extensively applied in the
literature for power quality improvement. The existing techniques in the literature include,
direct control of voltage distortion [9], indirect voltage control by harmonic compensation
[10], [11], resonance damping [12], hybrid control of voltage and current [2], [13], hierarchical
voltage quality improvement [14], and unbalanced load compensation and nonlinear load
sharing [15–22]
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A droop characteristic in terms of conductance versus harmonic power (G-H) was pro-
posed in [15] to share harmonic powers in an islanded microgrid. The application of this
algorithm is limited to DGs with L-type filters, since the algorithm is based on the control
of inverter current.

In [16], a proportional-resonant (PR) controller was introduced along with a resistive
virtual output impedance to achieve an acceptable performance as a trade-off between ac-
curacy in harmonic current sharing and voltage distortion. The proposed method assumed
a single fixed value for the DG virtual output resistance at all harmonics, leading to a
limited performance at high nonlinear loading and in particular when line impedances are
considerably mismatched. In [17], a modified version of the method suggested in [16] was
proposed on a centralized basis.

Alternatively, a decentralized controller with distinct virtual resistance and negative
inductance at each harmonic was presented in [23]. Considering different harmonic resis-
tances can improve the DG controllability over the sharing error, whereas fixed values of
virtual resistance may conflict with the standard harmonic limits at high nonlinear loading.
A control method based on disturbance injection in terms of active power was proposed
in [19]. Based on the accuracy of the typical frequency-active power droop characteristic,
the virtual harmonic inductances were controlled to improve the nonlinear load sharing.
Nonetheless, a portion of the DG capacity should be devoted to the active power distur-
bance, prohibiting the full utilization of the DG capacity.

In [20], a negative virtual harmonic impedance was proposed for nonlinear load sharing.
However, the idea was not evaluated for lines with both resistive and inductive components.
As the nonlinear load-sharing problem is caused by the mutual impacts of both inductive
and resistive components of the lines, separate manipulation of those components by vir-
tual negative values may not completely address all line impedance scenarios, which may
hinder efficient tuning. To deal with nonlinear load sharing, the authors of [21] proposed
a combination of repetitive and deadbeat control and the method in [22] offered a pro-
grammable harmonic resistance. However, the feasibility of compensating local nonlinear
loads in those control techniques was not validated.

2.1.2.2 Communication-based Control

A centralized approach was proposed in [14] to enhance the voltage quality at sensitive load
buses and to improve the nonlinear load sharing. The control structure consists of primary
and secondary controllers. The primary controller is the droop-based local controller of
the DGs equipped with virtual impedance for sharing of nonlinear loads. The primary
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controller is able to improve the nonlinear load sharing at the expense of increasing the
harmonic distortion. A central controller, called here a secondary controller, is applied
to improve the voltage distortion of sensitive load buses, by manipulating the virtual
impedance of primary controller. To reduce the required bandwidth of the communication
link, the voltage harmonics of the sensitive load buses are transformed to the dq components
through Park transformation. The issue with this controller is the transformation error
caused by the difference in voltage angles of different buses, since the angle of each DG
bus voltage is used for dq transformation.

The authors in [18] introduced another hierarchical control strategy to improve non-
linear load sharing and power quality. The control framework consists of a droop-based
primary controller and an agent-based distributed secondary controller. The primary con-
troller comprises a V-I droop characteristic that generates the voltage reference of each DG
for accurate sharing of the load current. However, the secondary controller compensates for
voltage distortion. A GPS timing technology is applied to synchronize the local reference
angles. The proposed droop characteristic is based on one adaptive droop characteristic
and accordingly is not able to consider different contributions of different harmonics.

2.1.2.3 Conclusion on Microgrid Control

This thesis has focused on decentralized control schemes because of the relatively higher
costs of communication-based controllers, and the issues that can be assigned to the re-
liability of such controllers. Microgrid’s literature has realized the fact that similar to
active and reactive powers, the non-fundamental power must also be shared evenly among
different DGs. However, the current literature, which is essentially based on the shaping
of DGs’ harmonic resistances, has the following limitations. First, the different levels of
different harmonics have not been taken into account. Second, no tuning method has been
proposed so far that allows selecting virtual harmonic resistances. Third, the current con-
trol topologies are not able to compensate the harmonic content of local nonlinear loads
while sharing the common ones. Chapter 3 presents a decentralized controller to address
these limitations.
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2.2 Microgrid Planning

2.2.1 Planning Background

Optimized distribution system planning and operation entails optimal DG placement. Al-
though proper DG placement can improve power network performance in terms of voltage
profile, energy loss reduction, power quality, and reliability, inappropriate DG placement
may cause extra losses and costs. Thus, a comprehensive planning considering all contribut-
ing factors, including the network objectives and constrains while counting for different DG
technologies, load types and time variations, is inevitable [24].

The objective function of microgrid planning can be single or multi-objective. The
most common single-objective functions are: 1) minimization of the power or energy loss;
2) meeting certain reliability requirements such as expected energy not supplied (EENS);
3) minimization of cost; 4) maximization of profit; 5) minimization of voltage drops; and
6) maximization of loadability; 7) deferral of upgrade investments; and 8) maximization of
DG penetration [24].

In general, optimizing one objective could negatively impact other objectives. There-
fore, the planning problem must be considered multi-objective in order to consider several
objectives at the same time. The simultaneous consideration of several objectives can be
carried out through the weights, where multi objectives are converted into a single objec-
tive function. However, there are two issues with the application of weight factors. First,
the optimal solution can be severely affected by the weight coefficients. The other issue is
due to the fact that different objectives have different units and ranges. To alleviate such
drawbacks, evolutionary algorithms, e.g. ε−constant method can be used which is able to
identify the Pareto-optimal region [25].

The most common constraints applied for planning are power balance equations, bus
voltage limits, in addition to short circuit level, reliability constraints, and total harmonic
distortion for the system voltages. The details of load model considered in the planning
depends on the type of conducted studies. The models applied in the literature vary
vastly from one level, multi-level, and time varying load to probabilistic and fuzzy models.
The planning outputs or decision variables are usually DG location, size, number, and
technology type, e.g. wind, solar, diesel, and fuel cell [26].

Methodologies applied for planning are categorized as analytical, numerical and heuris-
tic methods. Analytical planning methods have the advantage of easy implementation and
fast execution. However, making some simplifying assumptions are inevitable in analytical
methods and accordingly, the results are only indicative. On the other hand, numerical
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methods offer more flexibility in terms of counting the practical aspects of power systems.
The nonlinear programming and sequential programming are among the most popular
methods for optimal DG placement. Also, exhaustive search method guarantees finding
the global optimum, although this method is computationally expensive for large scale
systems. Eventually, the heuristic methods such as genetic algorithm (GA) and particle
swarm optimization (PSO) are usually robust and provide near optimal solutions for large
and complex DG placement problems [24].

2.2.2 Literature Survey

A lot of work has already been carried out for the allocation of DGs in distribution sys-
tems (ADNs). Table 2.1 illustrates some of the previous literatures on the DG allocation
problem, including their objective functions, constraints, decision variables and method-
ologies [27–38]. Also, shown in this table is ”multi-stage expansion planning” introducing
literatures considered the long-term multi-period planning. In spite of numerous research
papers studied the problem of DG allocation for ADNs, relatively little works have ad-
dressed DG planning for microgrids. However, to achieve microgrid potential benefits with
respect to its high investment cost, creating a roadmap for microgrid planning is necessary.

Microgrids, as clusters of loads and distributed generators (DGs), have already been
acknowledged by IEEE Std. 1547.4 to maintain the service of critical loads when a sup-
ply grid is not available [39]. Continuation of service in such islanded modes can provide
significant cost saving. On the other hand, high energy costs and environmental aspects
have motivated energy participants to integrate renewable generators into microgrids so
that they are rarely seen without renewable generators. Along with grid-connected mi-
crogrids, in off-grid regions such as remote communities [40], mines [41], islands [42] and
military centers [43], isolated microgrids can be found, in which the issues relevant to fuel
transportation are also added to the above motivations for using renewable generators.

Optimal DG placement, in general, is necessary to achieve a microgrid’s potential ben-
efits with respect to its high investment cost. Although islanded and isolated microgrids
have almost equivalent operational and control requirements, they are different from a
planning point of view, mainly due to the short time of microgrid operation in the islanded
mode [44]. Accordingly, in the case of grid-connected microgrids, the islanded mode re-
quirements hardly ever become dominant planning constraints. However, an isolated mi-
crogrid needs its special features to be considered within the planning. These features
include the necessity of providing voltage and frequency support for the microgrid by some
of the DGs, essentially by diesel generators [45]. To satisfy the reliability constraints, these
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Table 2.1: Summary of DG planning literature review for ADNs.

Ref. # [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37]             [38]

Single/Multi
Objective

Single Multi Single Multi Single Single Single Single Single Single Multi Multi

Multi-Stage 
Expansion Planning

No No No No No Yes Yes Yes No No No No

Minimize
Power Loss

* * * *

Minimize
Energy Loss

*

Minimize
Cost

* * * * *

Maximize DG 
Owner's Profit

*

Maximize
DG capacity

*

Deferrral of Upgrade 
Investment

* *

Minimize
Votage Deviation

*

Minimize
Votage Deviation

* *

Conductor 
Current Capacity

*

Short Circuit *

THD *

Resonance Index * *

Reliability * * *

Emission *

Voltage Stability *

THD *

Load * * *

Non-Dispatchable 
DGs

* * *

Size * * * * * * * * * * * *

Location * * * * * * * * * * *

Number * * * *

Type * *

Optimization 
Methodology

MINLP-MP  GA Analytical GA MINLP-MP PSO MILP-MP MILP-MP MINLP-MP MINLP-MP PSO PSO

MILP-MP/MINLP-MP: Mixed integer linear/nonlinear programming solved using mathematical based programming technique.
GA : Genetic Algorithm; PSO: Particle Swarm Optimization
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voltage-controlled DGs should be distributed throughout the islolated microgrids, which
has not been included so far in the planning. Further, in isolated microgrids, some DGs
are operated based on droop characteristics. Unlike grid-connected microgrids, in which
the frequency and voltage are dictated by the main grid, application of droop character-
istics, frequency-active power and voltage-reactive power, for isolated microgrids causes
the frequency and voltage to deviate from their nominal values [46]. As will be explained
[Chapter 4], the droop characteristics, especially the voltage-reactive power one, affect the
sizes of DGs and should be merged into the planning formulation, which has not been
done yet. Moreover, if a high penetration of nonlinear loads exists, harmonic analysis suit-
able for planning of isolated microgrid should be carried out to ensure the power quality
constraints in terms of voltage distortions are met.

On the other hand, capacitor banks (CBs) have always been regarded as the most
economic solution for volt/var control and power loss reduction of distribution systems [47].
Considering the reality of modern distribution systems, DGs and CBs coexist, and they
share some of their operational tasks. Thus, to maximize the benefits, DGs and CBs
must be simultaneously sited and sized. This point has been propounded in [48] for active
distribution networks (ADNs); however, a different formulation is required for an isolated
microgrid to incorporate its specific features, which has not been addressed in the literature.
Additionally, capacitors affect the flow of harmonic currents and may cause resonance and
high voltage distortion levels [47]. This fact emphasizes the need for harmonic power flow
considerations in the planning of microgrids penetrated with nonlinear loads.

Optimal planning of isolated microgrids has been tackled in a number of studies. The
research in [40] carried out the planning for sizing different types of DGs. In [49], a coordi-
nated sizing of energy storage and diesel generators were proposed by applying the discrete
Fourier transform. The authors in [50] proposed a long-term planning to size renewable
DGs for Canadian remote communities to maximize the communities’ social welfare. This
work has been ameliorated in [51] by adding energy storage units. In [52], the optimal
siting and sizing of renewable DGs and energy storages were studied using a heuristic-
moment-matching method to model the uncertainties associated with load demand, wind
speed and solar irradiance. The authors in [53] jointly determined the optimal topology,
i.e., AC, DC, or hybrid AC/DC, in addition to the optimal sites and sizes of DGs and
energy storages. In [54], a planning platform was proposed that determines the optimal
year of installation and sizes of energy storages using a decomposition-based approach.
The authors in [55] conducted a research on multi-energy isolated microgrids for combined
heat and power technologies, considering the security constraint of maintaining sufficient
reserve capacity. However, these works included neither the features relevant to the droop-
based operation of isolated microgrids, nor the distribution of voltage controlled DGs in
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the planning. Moreover, DGs have been considered as the main source of reactive power,
and the need for CBs and corresponding harmonic analysis have been ignored.

By contast, incorporating a harmonic power flow in the planning of ADNs has already
been suggested. A probabilistic optimal planning for renewable DGs was propounded
in [56] to minimize the annual power loss of a typical rural distribution feeder with a high
penetration of nonlinear loads. Since this research was performed on an ADN, the specific
features of isolated microgrids have not been considered in the planning. The planning
objective in [57] is to determine the optimal location and size of current-controlled DGs
for a distribution network, considering harmonic and protection limits. The only source
of non-linearity investigated in this work are the DGs that are modeled by the harmonic
upper limits of international standards. It is shown that the planning solution is affected by
considering voltage harmonic constraint. However, the proposed method is not applicable
for isolated microgrids, because of the presence of droop-based voltage controlled DG and
other non-linearity resources, e.g., variable speed drives or unified power flow chargers of
electric vehicles. Moreover, the above works suffer from the application of over-simplified
models for inverter-based DGs, such as type III wind turbines, given that these DGs can
lead to resonance due to the possibility of mutual interactions between a DG’s output filter
and control system on the one hand, and the distribution system on the other hand [58,59].

2.2.2.1 Conclusion on microgrid planning

The previous section shows that the planning literature for isolated microgrids has the
following gaps. First, there is no prior research considering the impacts of nonlinear loads
in the planning of isolated microgrids. It should be underlined that isolated microgrids
include some specific features that necessitates different planning formulation from that
of grid-connected microgrids and active distribution networks. Second, although there are
few works on the planning of active distribution networks (not microgrids) considering
the impacts of nonlinear loads, these works have not taken into account the possibility of
resonance that can be caused by wind turbines. Third, the importance of making success-
ful islands following a contingency, and accordingly, the need for effective distribution of
dispatchable DGs, have not been included in the planning. Chapter 4 proposes a planning
platform to address these gaps.
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2.3 Microgrid Harmonic Analysis

2.3.1 Harmonic Power Flow

Generally speaking, microgrid harmonic analysis should be carried out to quantify the dis-
tortion in voltage and current waveforms at various system buses. Such data are crucial in
assisting distribution engineers with the proper selection of k-factor ratings for distribution
transformers, conductors’ ampacities, voltage/current transformers applied for protection
and metering, and in protective relay settings. Further, as will be shown in Chapter 3,
for islanded microgrids with nonlinear loads, the non-fundamental power sharing error can
be significant. To address this issue, the possible sharing error for islanded microgrids
should be investigated. This demands for a suitable tool considering the specific feature
of islanded microgrids, and can be used for any arbitrary topology, including multi-bus
structures. This tool solves the harmonic power flow (HPF) problem. The solutions of
the harmonic power flow problem can be obtained either directly or through iterative
methods [60].

The direct method [60], or current injection [61], is based on representing nonlinear
loads by several current sources at discrete frequency steps for the particular range of in-
terest. The advantages of this one step method are its simplicity, acceptable accuracy for
most electronic loads, and the fact that several nonlinear loads can be handled simulta-
neously. However, its drawbacks are applying a typical current spectrum, which does not
consider the interactions among the network and loads, along with its inaccuracy for arc
furnaces as well as resonant electronic converters [61]. To deal with these limitations, iter-
ative harmonic analysis should be used, which are Newton-based techniques, and usually
involve a complicated Jacobian matrix [62, 63]. Iterative methods consist of three typical
steps [63]. First, non-linear loads are formulated as voltage-dependent current sources, so
that at each iteration a fixed harmonic current source represents a nonlinear load. Second,
at each iteration, the harmonic current source is updated by using estimated harmonic
voltages. Then, the harmonic voltages are obtained from the harmonic currents. Third,
more accurate harmonic currents can be computed from these harmonic voltages. Suffi-
ciently small changes in the harmonics currents stop the algorithm. The disadvantages of
iterative harmonic analysis methods are their slow and narrow-margin convergence [60].

The authors in [64] introduced the first formulation for harmonic power flow that con-
sists of conventional power flow equations, reformulated to include nonlinear devices. The
formulation, called complete HPF, is based on simultaneous solution of power constraints,
given by power mismatch equations, and harmonic current balance at all buses, as well as
nonlinear load equations describing harmonic currents in terms of harmonic voltages. This
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method accuracy is perfect as it allows the power consumption to be updated based on the
calculated harmonics. However, this technique might encounter convergence problems for
large power systems with many nonlinear loads [65]. As an alternative for complete HPF,
the sequential HPF has been introduced by [63] and [66], in which fundamental power flow
(FPF) and harmonic power flow algorithms are repeated in sequence until convergence is
achieved. The convergence condition is defined by the equality of fundamental voltage
magnitudes obtained by FPF and HPF sub-routines. The nonlinear loads are included as
P/Q ones in FPF and are updated in each iteration. The sequential power provides supe-
rior convergence compared with complete HPF. However, the relatively slow convergence
is an issue with all sequential HPF algorithms [65].

2.3.2 Nonlinear Load Modeling

Characterizing and modelling of harmonic generating resources is one of the main steps
in harmonic analysis. Among nonlinear loads, three-phase diode bridge rectifiers, due to
their extensive application and the significant current harmonics that they generate, are of
particular importance [67]. They are often seen as the front-end of a wide range of energy
processing units, including variable speed drives (VSDs) [68], DC/DC converters [69], arc
furnaces [70], and distributed energy resources [71].

The brute-force time-domain modelling should be regarded as the first modelling method
due to their easy programming property [72]. However, to obtain a steady-state solution
using the brute-force approach, the system’s differential equations must be integrated until
the system reaches the steady state, which is computationally expensive. Alternatively,
harmonic-domain methods have been proposed in [73–75]. Such methods avoid system
transients, and accordingly are more effective. However, they suffer from truncation errors
caused by the inherent trade-off between accuracy and the number of harmonics considered
in the calculation.

In [76], mathematical models of a three-phase diode bridge rectifier have been derived in
the Laplace domain, for continuous conduction mode (CCM) and discontinuous conduction
mode (DCM). The current spectra are then obtained using the Laplace to Fourier domain
transform. In spite of the accuracy of the developed formulation, the model involves
excessive analytical heaviness. Further, the possibility of model extension for an unbalanced
supply has not been checked. A time-domain based technique has been introduced in [77].
Instead of integration, the Fourier series multipliers that give a harmonic are obtained
through the solution of a first order differential equation, which is added to the system’s
state-space model for each harmonic of interest. In this model, the turn-on, turn-off, and
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commutation angles, or equivalently the switching instants, are obtained based on a sixth-
period symmetry. However, the complexities relevant to a nonideal supply have not been
addressed. Further, harmonic phase angles need to be included to account for harmonic
cancellation effect, when multiple nonlinear loads exist in the network. In addition, the
models proposed in [76] and [77] are limited to rectifiers with capacitive (C) filters.

On the other hand, a harmonic analysis approach for thyristor-bridge rectifiers has
been proposed using a frequency coupling matrix (FCM) [78]. The matrix is developed
by applying converter switching functions, and writing the Fourier series for the current
harmonics in terms of the input voltage harmonics. This work has been extended to
single-phase and three-phase diode bridge rectifiers [67, 79]. The model has also been
used to estimate the harmonic content of electric vehicle charging stations [80]. The main
advantage of this modelling technique is that the matrix does not vary with the harmonic
conditions. However, due to the fact that the switching instants for diode rectifiers are not
exactly calculated, the accuracy of harmonic analysis is compromised.

For stability studies, the input impedance of diode bridge rectifiers has been analytically
derived in [81], using small-signal analysis. Nonetheless, small-signal based models are
only valid for small perturbations around an operating point. In [82], a dynamic-average-
value model has been proposed using multiple reference frame theory. This model allows
for considering major harmonics of interest in time-domain studies, while neglecting the
switching effect at higher frequencies. This modelling approach is several times faster than
the conventional time-domain modelling; however, non-characteristic harmonics have not
been considered.

To capture the complete steady-state characteristic and non-characteristic harmonics,
two analytical models have been proposed for the CCM [83] and DCM [84] of a three-
phase diode rectifier with a capacitive/inductive (LC) filter at the DC side, under both
unbalanced and distorted supply. However, the developed models are only formulated for
the under-damped mode that corresponds to high X/R ratio, which is not always the case
for distribution networks. In addition, the Fourier analysis entails two mathematically-
involved and distinct formulations for the CCM and DCM.

In response to the aforementioned shortcomings, this thesis extends the method pre-
sented in [77], and proposes a systematic approach to deriving all steady-state harmonics
of a three-phase diode bridge rectifier based on a state-space model, under both distorted
and unbalanced supply. To provide a quadratic convergence, an analytical Jacobian matrix
is developed. Further, the proposed harmonic analysis can accommodate different filter
structures at the DC side by introducing a large virtual resistance (Rinf ), as will be ex-
plained. Thanks to the module-wise nature of the state-space model, the developed model
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and Jacobian matrix are independent of the rectifier operation mode and filter structure.

2.3.3 Harmonic Modeling of Voltage-Controlled DGs

Modelling of VSCs can be performed either through the transfer function or frequency
coupling matrix (FCM). The transfer function is able to provide both steady state and
dynamic information, although it is not typically able to provide switching harmonics. The
FCM-based techniques only give the steady state relation between the voltage and current
harmonics while taking into account the harmonics generated by converter’s switching
action [85].

The transfer function-based modeling can be applied for obtaining the Thevenin or
Norton equivalent harmonic impedance for voltage-controlled and current-controlled DGs,
given the DGs’ controllers and filter parameters as well as the system operating frequency.
A transfer function for voltage-controlled DGs with proportional-integral-derivative con-
troller (PID) was proposed in [86]. The authors in [87] introduced the transfer function-
based modeling for voltage-controlled DGs with cascaded voltage and current control loops
to study the stability of controllers compensating the negative sequence components of bus
voltages. The voltage and current control loops are governed by proportional-resonant con-
trollers (PRs). Transfer functions for current-controlled DGs applied as active harmonic
filters have been given by [88], in which a bank of PR controllers has been employed. The
authors in [19] extracted the transfer function for hybrid controllers of voltage and current
for the voltage-controlled and current-controlled modes of operation.

Similar to AC/DC converters, some works have been dedicated to the FCM model
of voltage source converters (VSCs). However, the extraction of the FCM for VSCs is
more complicated because of the PWM-based nature of VSCs’ switching functions. Unlike
the switching functions of AC/DC converters that have few turn-on and turn-off angles,
the switching functions of VSCs include a lot of short-period switchings. The research
conducted in [85] only considered open-loop VSCs, assuming all switching points of the
target waveform are available. The idea is to augment the state space model of a VSC
with a ficticous first order differential equation, for each harmonic of interest. Thanks to
the invariable structure of the state transition matrix of the augmented-state-space model,
the FCM of VSCs is derived. The authors in [89], developed an iterative method to obtain
the FCM of closed-loop VSCs. However, the method has not been tested for systems
with more than two VSCs. Eventually, in [90], a so called loop-breaking technique has
been proposed that is able to deal with multi-converter systems. The method has been
tested for a three-VSC system, in which VSCs’ currents and DC-side voltages have been
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controlled. However, the complexity of the proposed algorithm in the case of controllers
applied for VSC-interfaced DGs, i.e., droop characteristics, voltage and inner current loops
will be exacerbated.

It is worth nothing that the selection of suitable method for representing VSCs in
a harmonic analysis should be based on the switching frequencies of VSCs. In general,
the switching frequency of a certain application is determined considering the power and
voltage levels. Typically, the switching frequencies of microgrids are relatively high. For
medium voltage, [17] amd [91] considered switching frequencies of 6kHz and 2kHz, respec-
tively. For low voltage, [14] and [8] are based on switching frequencies of 10kHz. This may
be compared with values typically applied for high power applications [92], in which num-
bers around 3 to 9 times of the line frequency are proposed. High switching frequencies of
microgrids allocate the harmonics at high frequencies. Such high frequency harmonics can
be filtered by the DGs’ output filters, and accordingly, neglecting the switching harmonics
is not a limiting factor. This allows representing VSCs through transfer function methods
in a harmonic analysis.

2.3.4 Power Flow for Islanded Microgrids

Islanded microgrids have specific features that should be considered in their power flow
formulation. First, the DGs are typically droop based. Second, there is no slack bus.
Third, the steady state frequency is not equal to the rated frequency. Fourth, in an
islanded microgrids, the DGs are of voltage-controlled type. The authors in [93] formulated
both single-phase and three-phase power flow for AC islanded microgrids, taking into
account the above-mentioned factors and solved the equations using a Newton-trust region
method. The same problem has been solved in [94], using the Newton Raphson method
and accordingly, an analytical Jacobian has been provided. The authors in [95] and [96]
solved the problem for hybrid AC/DC microgrids using Newton-trust region and Newton
Raphson methods, respectively. However, all these works did not consider the attendance
of nonlinear loads in microgrids. The penetration of nonlinear loads affects fundamental
voltages and currents, and also causes load sharing errors in the islanded mode of operation.

The authors in [97] developed a power flow algorithm considering the influence of har-
monic powers that takes into account the specific features of islanded/isolated microgrids.
The algorithm is a complete harmonic power flow one that simultaneously solves all power
mismatch equations. In this algorithm, the nonlinear loads are modelled using a har-
monically coupled matrix. However, this technique is mainly suitable for thyristor-based
nonlinear loads, which are not the dominant nonlinear loads in microgrids. Further, in
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this algorithm the voltage source converters have been treated as an ideal source, which
is not realistic. Moreover, complete harmonic power algorithms are characterized with
their convergence issues [65]. Therefore, it is difficult to extend the proposed algorithm to
accommodate other nonlinear loads, specially those proposed in [77] and [83].

2.3.5 Conclusion on Microgrid Analysis

The available models in the literature for the harmonic analysis of three-phase diode bridge
rectifiers suffer from one or more of the following limitations:

• They are just suitable for the case with C filters.

• Distortion in voltages have not been included.

• Harmonic phase angles, which are required when more than one nonlinear load exists,
have not been extracted.

• The effect of unbalanced voltages have not been incorporated.

• A model is based on a limiting assumption for X/R ratio.

• The Jacobian matrix includes terms with the integration of matrix exponential.

Chapter 5 presents a model for harmonic analysis of three-phase diode bridge rectifiers to
address the above issues.

On the other hand, the literature requires a tool to solve the harmonic power flow for
islanded microgrids. The harmonic power flow should consider the droop-based nature
of islanded microgrids, lack of a slack bus, and the presence of voltage-controlled DGs.
Further, the model should be able to be combined with the accurate models of nonlinear
loads. Considering the convergence criteria, sequential harmonic power flow algorithms
are selected in which the fundamental and harmonic power flow algorithms are repeated
in sequence until convergence is achieved. Further, due to the typical range of microgrids’
switching frequencies, the DGs are modelled using their transfer functions. In addition,
to obtain accurate results, the mutual interactions of different harmonics are taken into
account. Chapter 6 proposes a harmonic power flow algorithm that includes the above
requirements.
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Chapter 3

A Decentralized Control Scheme for
Enhanced Nonlinear Load Sharing
and Power Quality in Islanded
Microgrids

3.1 Introduction

The sharing of nonlinear loads among different distributed generation units (DGs) is always
a tradeoff between accuracy and voltage quality. This chapter1 proposes a virtual harmonic
conductance for each harmonic as a family of droop characteristics in terms of conductance
versus current. Assigning a variable conductance for each harmonic current improves
the DG controllability, thus offering accurate nonlinear load sharing, which is crucial at
the near-rated loading and enhanced voltage quality. This chapter also unveils a tuning
methodology for the droop characteristics that sets a maximum permissible value for each
individual harmonic to comply with international standards. Lastly, a hybrid voltage
and current control system is suggested to accurately track the DG harmonic conductance
designated by the proposed droop characteristics. While the proposed algorithm is capable
of accurately distributing common nonlinear loads among DGs, it also enjoys the advantage

1A version of this chapter has been published: A. H. Yazdavar, M.A. Azzouz, E. F. El-Saadany, ”A
Novel Decentralized Control Scheme for Enhanced Nonlinear Load Sharing and Power Quality in Islanded
Microgrids”, IEEE Trans. on Smart Grid.
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of supplying local nonlinear loads by their dedicated DGs. A comprehensive performance
evaluation assures the effectiveness of the proposed control strategy.

3.2 Contributions

The main contributions of this work can be summarized as follows:

• A family of droop characteristics in terms of harmonic conductance versus harmonic
current (Gh− Ih) is proposed where each harmonic is characterized by a droop char-
acteristic. This flexible structure allows for improved voltage quality, and better
sharing accuracy.

• The problem of nonlinear load sharing is mathematically formulated to determine
the maximum nonlinear load sharing error and hereupon to analytically allocate the
minimum DG spare power. Therefore, it can reduce the DG investment cost while
avoiding the system overloading.

• A tuning methodology is suggested to adjust the droop characteristics. Unlike the
previously proposed nonlinear load sharing methods, this method ensures that the
system voltage quality complies with the international standards given by [98–100].
Further, an optimization model that employs the developed mathematical formula-
tion is applied for optimal tuning of the proposed Gh − Ih droop characteristics.

3.3 Problem Formulation and Analysis

This section mathematically formulates the harmonic current flow problem to quantify the
sharing error and the voltage distortion of islanded microgrids that supply nonlinear loads.
This formulation also allows for designing a control system which can tackle the lack of
deterministic information about rating and frequency spectrum of nonlinear loading.

Figure 3.1 illustrates a sample microgrid working in autonomous mode to study common
load sharing among different DG units. Conventionally, droop characteristics in terms of
frequency-active power (ω − P ) and voltage-reactive power (V − Q) are adopted as a
decentralized approach to share loads among DGs in islanding.

In supplying a nonlinear load, the fundamental power is always accompanied by a
non-fundamental power which contributes a significant portion of the total power. As
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Figure 3.1: m-DG microgrid system.

the conventional droop characteristics have nothing to cope with non-fundamental power
sharing, without a proper solution, overloading of certain DGs due to uneven sharing of
non-fundamental power is possible. To protect DGs from overloading, the prospective max-
imum sharing error shall be considered as an extra DG capacity at the design stage, which
is cost-ineffective. Alternatively, common nonlinear loads should be evenly distributed be-
tween DGs to minimize the sharing error and thus rendering an optimal utilization of the
available DG capacity.

To formulate the problem, the equivalent harmonic circuit of the m-DG islanded micro-
grid is obtained at different harmonics, as shown in Figure 3.2. For generality, the ith DG
at the hth order harmonic is represented by its Thevenin equivalent impedance, ZDG,i,h,
modelling the effect of an impedance shaping method. Without impedance shaping, ZDG,i,h
is near zero which is achievable through employing voltage source converter having a bank
of PR controllers in the voltage control loop [9]. The nonlinear load is represented by a
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Figure 3.2: The equivalent harmonic circuit of the m−DG microgrid.

current source,Isys,h, which is quite accurate up to the harmonic voltage distortion levels
of at least 10% [98]. In the formulation, local nonlinear loads are not considered because
their harmonic content is compensated by their dedicated DGs according to the proposed
control method which will be explained in Section 3.5.

By analyzing the equivalent circuit, the harmonic current in each feeder can be calcu-
lated as follows:

Ioi,h =
Znet,h

ZDG,i,h + Zfeeder,i,h
Isys,h (3.1)

where Ioi,h and ZDG,i,h are the hth order harmonic current and impedance of the ith DG,
respectively; Znet,h and Zfeeder,i,h represent the network harmonic impedance and feeder
impedance, respectively, i.e.,

1

Znet,h
=

m∑
i=1

1

ZDG,i,h + Zfeeder,i,h
(3.2)

Zfeeder,i,h = Rfeeder,i + jhωLfeeder,i (3.3)

where Rfeeder,i and Lfeeder,i are the feeder impedance components and ω is the system
fundamental frequency.

The obtained harmonic currents can be used to calculate the non-fundamental apparent
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power for the ith DG, i.e., SN,i, using the definition of IEEE standard 1549 [101].

SN,i = Voi,1

√∑
h

I2
oi,h (3.4)

where Voi,1 and Ioi,h are the fundamental voltage and the hth order harmonic current of
the ith DG, respectively. Substituting from (3.1) into (3.4), the sharing error of non-
fundamental apparent power, ∆SN,i, for the ith DG can be calculated as

∆SN,i = Voi,1

√∑
h

(αiIsys,h)
2

︸ ︷︷ ︸
Sreq
N,i

−Voi,1

√√√√∑
h

(∣∣∣∣ Znet,h
ZDG,i,h + Zfeeder,i,h

Isys,h

∣∣∣∣ )2

︸ ︷︷ ︸
SN,i

(3.5)

where SreqN,i is the required non-fundamental power to be supplied by the ith DG, SN,i denotes
the DG non-fundamental power, and αi is added to incorporate the effect of different DG
ratings and is defined by

αi =
Irated,DG,i
m∑
i=1

Irated,DG,i

(3.6)

where Irated,DG,i is the rated current of the ith DG. Accordingly, the non-fundamental power
sharing error between the ith and jth DGs can be written as

∆SN,i,j =
1

2

∣∣∣∣SN,iαi
− SN,j

αj

∣∣∣∣ (3.7)

As can be seen from (3.5) and (3.7) ∆SN,i, ∆SN,i,j and are affected by harmonic currents
and feeder impedance mismatch. Also, the voltage THD at the PCC can be written as

THDPCC =
1

Vpcc,1

√∑
h

|Znet,h|2I2
sys,h (3.8)

where Vpcc,1 is the fundamental component of the PCC voltage. The performance indices,
given by (3.7) and (3.8), will be used in Section 3.4 to tune and evaluate the proposed
Gh − Ih droop characteristics.

To obtain an estimate for the highest possible error, a study is conducted on the mi-
crogrid shown in Figure 3.1 with two DGs. The considered DGs have similar ratings and

27



Table 3.1: Calculation of non-fundamental power sharing error.
TABLE I 

CALCULATION OF NON-FUNDAMENTAL POWER SHARING ERROR 

 worst scenario 

rating 
feeder length 

(km) 

Cable Size 

(mm2) 

sharing error 

% (without 

shaping) 

sharing error % 

(with proposed 

,
max
DG,i hR ) 

10 kVA (0.8,0.1) (25,4) 9.5 2.5 

20 kVA (1,0.2) (70,16) 14.9 3.3 

30 kVA (1,0.2) (120,25) 19.4 4.5 

60 kVA (0.9,0.1) (240,25) 29.9 4.4 

 

connected via different feeders to the PCC. To determine the highest harmonic currents,
the nonlinear load is sized to be equal to the system rated load and its frequency spectrum
is governed by the harmonic current limits of International Electrotechnical Commission
(IEC) Standard 61000-3-4 [99].

To incorporate the effect of feeder impedance that complies with the worst scenario,
feeder cables [41, 102] with different lengths up to the maximum normal length of low
voltage distribution feeders are sized and checked for the worst feeder impedance scenario.
Table 3.1 shows the DG and feeder specifications as well as the respective sharing errors.
It is noted that the sharing error can reach 29.9% of fundamental apparent power which
occurs in the case of two 60-kVA DGs connected to the PCC via 0.1 km and 0.9 km feeders.

The general solution employed to cope with the distribution of nonlinear loading is the
suitable shaping of the converter output impedance [15–17, 23]. Since the uneven sharing
of the nonlinear loads is mainly due to dissimilar distribution feeders, the designed DG
harmonic resistance should be high enough to be dominant in contrast with the feeder
impedance. From the other side, a high DG harmonic resistance may conflict with the
voltage quality. Accordingly, a trade-off between the sharing accuracy and voltage quality
is required, and that will be proposed in the next section.
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Table 3.2: Harmonic limits for voltage and current.

 

 

 

 31 

4.3 Proposed DG Impedance Shaping Strategy 

4.3.1 Constant Harmonic Resistance 

A better trade-off between sharing accuracy and power quality can be approached by assigning 

specific values for each harmonic resistance. Achieving particular harmonic resistance (or conductance) 

is possible owing to the frequency selective feature of resonant controllers. However, the design 

procedure is not straight forward due to the unknown nature of microgrid nonlinear loads from both 

rating and spectrum views. The fact that the determined resistances should guarantee power quality 

constraints in supplying unknown nonlinear loads entails determining the maximum attainable value 

for each harmonic resistance, ,
max
DG,i hR . 

Calculation of this value requires harmonic voltage and current limits, thus 

, ,
,

, ,

max
DG i hmax

DG,i h max
DG i h

V
R

I
  (4-9) 

where , ,
max
DG i hV and , ,

max
DG i hI  are the maximum harmonic voltage and current limits, respectively.  

Harmonic voltage limits have been developed by international standards [17], [19]. In this chapter, 

the compatibility levels for harmonic voltage from IEC 61000-2-2 are employed [19], as depicted in 

Table II. To extract such benchmark for DG harmonic currents, the nonlinear loads should follow the 

emission limits of international standards [17], [18]. The loads’ compliance with such regulations leads 

to an upper limit for each DG harmonic current that will be obtained in this section. In this chapter, the 

harmonic current limits of IEC 61000-3-4 [18] are used. The standards bring load emission limits versus 

short circuit ratio (Rsce) which incorporates both distribution system short circuit power and load rated 

apparent power. For ease of illustration, current harmonic limits for several values of Rsce are depicted 

in Table II.   

To utilize the current spectral distribution of Table II, Rsce of each load feeder, i.e., emanating for the 

PCC to supply loads, is required. This value depends on the rating of the load feeder, which is known 

TABLE II 

HARMONIC LIMITS FOR VOLTAGE  AND LOAD CURRENT  

Harmonic order 3 5 7 9 11 13 THD 
Voltage % 5 6 5 1.5 3.5 3 8 

Current % 
M

in
im

al
 R

sc
e 

[8
1]

 

600 40 30 20 14 12 10 57 
350 40 24 15 12 9 8 46 
250 34 18 12 10 8 7 39 
120 25 12 10 7 6 5 29 
33 22 11 7 4 3 2 26 

 
3.4 Proposed DG Impedance Shaping Strategy

3.4.1 Constant Harmonic Resistance

A better trade-off between sharing accuracy and power quality can be approached by
assigning specific values for each harmonic resistance. Achieving particular harmonic re-
sistance (or conductance) is possible owing to the frequency selective feature of resonant
controllers. However, the design procedure is not straight forward due to the unknown na-
ture of microgrid nonlinear loads from both rating and spectrum views. The fact that the
determined resistances should guarantee power quality constraints in supplying unknown
nonlinear loads entails determining the maximum attainable value for each harmonic re-
sistance, Rmax

DG,i,h.

Calculation of this value requires harmonic voltage and current limits, thus

Rmax
DG,i,h =

V max
DG,i,h

ImaxDG,i,h

(3.9)

where V max
DG,i,h and ImaxDG,i,h are the maximum harmonic voltage and current limits, respec-

tively.

Harmonic voltage limits have been developed by international standards [98, 100]. In
this chapter, the compatibility levels for harmonic voltage from IEC 61000-2-2 are employed
[100], as depicted in Table 3.2. To extract such benchmark for DG harmonic currents, the
nonlinear loads should follow the emission limits of international standards [98–100]. The
loads’ compliance with such regulations leads to an upper limit for each DG harmonic
current that will be obtained in this section. In this chapter, the harmonic current limits
of IEC 61000-3-4 [99] are used. The standards bring load emission limits versus short
circuit ratio (Rsce) which incorporates both distribution system short circuit power and
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load rated apparent power. For ease of illustration, current harmonic limits for several
values of Rsce are depicted in Table 3.2.

To utilize the current spectral distribution of Table 3.2, Rsce of each load feeder, i.e.,
emanating for the PCC to supply loads, is required. This value depends on the rating
of the load feeder, which is known at the design stage, and the PCC short-circuit power.
Thus, the maximum system demanding value for the hth order harmonic current, i.e., Imaxsys,h,
can be given by

Imaxsys,h =

n∑
j=1

Istd,j,hIrated,load,j

n∑
j=1

Irated,load,j

m∑
i=1

Irated,DG,i (3.10)

where n is the number of load feeders; Irated,load,j is the rated current of the jth load feeder
in A; and Istd,j,h is the upper current limit of the jth load feeder for the hth order harmonic,
in per unit of its fundamental component.

Therefore, by considering the DG current rating as described by (3.6), the maximum
harmonic current for each DG can be written as

ImaxDG,i,h = αiI
max
sys,h (3.11)

Substituting (3.11) into (3.9), the maximum attainable harmonic resistance can be
obtained. Using Rmax

DG,i,h in place of ZDG,i,h in (3.1), the sharing error improvement due to
DG harmonic resistance shaping can be calculated by (3.7). The results of incorporating
Rmax
DG,i,h in the previous study are shown in the last column of Table 3.1.

It should be noted Isys,h used in (3.1), is lower than Imaxsys,h specified by (3.10). Relating
these values can be performed using another multiplier incorporating the effect of system
nonlinear load coincidence factor as

Isys,h = kImaxsys,h (3.12)

where k denotes the system nonlinear loading factor.

It is worth nothing although (3.9) is considering the DG terminal, the voltage harmonics
at the PCC and other target load buses can also be limited in accordance with the standards
at the design stage, since the maximum harmonic currents and feeder impedances are
known. The maximum harmonic current limits are determined using (3.10) and the feeder
impedances can be extracted from the system data.
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3.4.2 Droop-Based Harmonic Conductance

A family of droop characteristics in terms of harmonic conductance versus the root-mean-
square (RMS) value of harmonic current is proposed. Two benefits can be achieved by
increasing the harmonic conductance when the system nonlinear loading is reduced. First,
the voltage quality is improved as can be noted from (3.8). By increasing the harmonic
conductance or equivalently decreasing the harmonic resistance, the PCC total harmonic
distortion will be decreased. Second, the sharing error of non-fundamental power is re-
duced. This is due to the direct relation between the harmonic resistance emulated by
the droop characteristic and the harmonic current. For feeders with higher harmonic cur-
rents, larger harmonic resistances will be given by the droop characteristics and vice versa.
This feature of the proposed droop characteristics is toward balancing the total harmonic
impedance of different feeders that leads to an enhanced sharing.

The harmonic resistance obtained from each droop characteristic can be written as

RDG,i,h =

(
Gmax
DG,i,h −

Gmax
DG,i,h −Gmin

DG,i,h

ImaxDG,i,h

Ioi,h

)−1

(3.13)

where Gmax
DG,i,h and Gmin

DG,i,h are the maximum and minimum harmonic conductance of the

ith DG at the hth order harmonic, respectively. Noting that Gmin
DG,i,h corresponds to the

inverse of Rmax
DG,i,h, i.e., defined by (3.9), thus

Gmin
DG,i,h =

1

Rmax
DG,i,h

(3.14)

To exploit the distinctive features of the proposed droop characteristics, Gmax
DG,i,h should

be properly tuned. For this purpose, we have to investigate the sharing error and voltage
quality indices, i.e., ∆SN,i,j and THDPCC . Introducing the Gh − Ih droop characteris-
tics has a guaranteed voltage profile improvement by contrast to the constant harmonic
conductance approach. Further, Gmin

DG,i,h or equivalently Rmax
DG,i,h, has already been tuned

by the method proposed in the previous subsection. Thus, for the whole range of the
system nonlinear loading, voltage harmonic indices comply with the standard limits. An
optimization-based approach is proposed to tune Gmax

DG,i,h with the main objective of mini-
mizing the sharing error at different nonlinear loading levels, defined by k, as follows:
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F = min
Gmax

DG,i,h

1
2

∑
k∈K

∑
j 6=i

∑
i

∆SN,i,j (k)

s.t.

{
Gmax
DG,i,h ≥ Gmin

DG,i,h

(4− 1)− (4− 3)

(3.15)

where k ∈ K and K denotes a discrete set comprising values in the range [0, 1].

In this optimization problem, Gmax
DG,i,h should be greater or equal to Gmin

DG,i,h and the
current harmonic flow equations described by (3.1)−(3.3) should be also satisfied. The
above inequality constrained minimization problem is solved using MATLAB fmincon
function to calculate Gmax

DG,i,h. The proposed optimization is done off-line and thus can
incorporate all possible numbers of DGs at the design stage. It is worth noting that
the above objective function indirectly considers different weights for harmonic currents
because the harmonic currents follow the standard limits given by Table 3.2. As a result,
the values obtained for Imaxsys,h and Gmin

DG,i,h affect the optimization problem in proportion to
the load harmonic spectrum.

3.5 Proposed Control Strategy

Figure 3.3 shows the block diagram of the proposed control strategy that tracks the target
values of the DG harmonic conductance. As can be seen, the output current harmonics
are controlled to get DG harmonic conductance. Also, to allow DG operation in islanding,
its output voltage is regulated. The idea of hybrid voltage and current control has been
introduced in [2,13] based on the selective feature of the resonant controllers and is modified
here for nonlinear load sharing. Hybrid voltage and current controllers offer the following
benefits not available with cascaded voltage-current controllers [16,17]:

1. Ability to provide harmonic current control and voltage support through one con-
troller.

2. Avoiding probable harsh transients in switching between grid-connected and islanding
modes. Such transients are usually inevitable when the DG (i.e., working in current
control mode) must change to voltage control mode.

3. Compensating the harmonic currents of local nonlinear loads by their dedicated DGs,
without compromising the system performance in sharing common nonlinear loads.
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Figure 3.3: Block diagram of control strategy; droop based nonlinear load sharing.

The proposed control strategy adds the proposed Gh − Ih droop characteristics to the
basic (ω−P ) and (V−Q) droop characteristics to equally share the fundamental and non-
fundamental powers. The controller is implemented in the stationary αβ reference frame
to avoid complex frame transformations and to be equally applicable for single-phase and
three-phase systems.

3.5.1 Signal Decomposition

It is required to selectively extract significant harmonics of DG terminal voltage and cur-
rent. The decomposition method, proposed in [103], is employed for that purpose because
of its numerous advantages such as fast response, small memory burden, high accuracy, and
inherent ability to furnish in-quadrature signals used in stationary (αβ) frame [104, 105].
It consists of two basic units: multiple second-order generalized integrators (MSOGI), and
frequency-locked loop (FLL). The MSOGI unit is a set composed of several adaptive band-
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Figure 3.4: Structure of the voltage and current decomposer.

pass filters tuned to different frequencies that work in parallel. The transfer function of
each filter is represented by

Dh =

√
2 (hω′) s

s2 +
√

2 (hω′) s+ (hω′)2 (3.16)

where ω′ is the tuning frequency which is estimated by the FLL unit. Figure 3.4 shows the
structure of the MSOGI-FLL decomposition method. A single unit of FLL, fed by the DG
output voltage, is used to extract ω′ which tunes the adaptive filters of two MSOGI units
used for the voltage and current decomposition.

Based on the extracted harmonics of the DG terminal voltage and current, a hybrid
control method is implemented. The schematic diagram of the hybrid control method is
demonstrated in Figure 3.3. The output commands of the voltage and current loops are
added together to build the converter modulator voltage v∗inv,αβ. The voltage reference,
v∗o,αβ1, is generated based on the conventional ω−P and V−Q droop characteristics, which
are expressed by{

ω∗ = ω0 −Dp (P0 − Pav) ; Pav = 〈voα,1ioα,1 + voβ,1ioβ,1〉
V ∗ = V0 −Dq (Q0 −Qav) ;Qav = 〈voα,1ioβ,1 − voβ,1ioα,1〉

(3.17)

where ω0 and ω∗ are the nominal and reference angular frequencies, respectively; and V0 and
V ∗ are the nominal and DG reference voltage amplitudes, respectively; Dp and Dq are the
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droop coefficients; Pav and Qav are DG supplied active and reactive powers, respectively;
the symbol 〈〉 stands for the average value that is obtained by a first order low-pass filter
with the cutoff frequency ωc as ωc

s+ωc
.{

∆voα,1 = Rv1ioα,1 + ω∗Lv1ioβ,1
∆voβ,1 = Rv1ioβ,1 − ω∗Lv1ioα,1

(3.18)

where Rv1 and Lv1 are the virtual resistance and inductance at the fundamental frequency.

The reference value for each harmonic current is obtained by multiplying its corre-
sponding harmonic terminal voltage by the desired harmonic conductance specified by the
proposed algorithm, i.e.,

i∗oαβ,h = −Ghvoαβ,h (3.19)

Accordingly, a combined current reference can be calculated as

i∗oαβ,H = −
∑
h

Ghvoαβ,h (3.20)

To ensure DG overload protection, the current reference i∗oαβ,H is passed through a current
limiter before being tracked by the current control loop. Figure 3.5 illustrates the cur-
rent limiter which adaptively calculates the upper threshold for the rms value of the DG
harmonic current IH,lim :

IH,lim =
√
I2
rated − I2

C − I2
o,1 (3.21)

where Irated is the DG rated current, Io,1 is the rms value of fundamental component
of the output current, and IC is the rms value of the filter capacitor current. As shown in
Figure 3.5, IH,lim is applied as an upper threshold of dynamic saturation block. The input
to this block is IH which is the rms value of the current reference i∗oαβ,H . Its output ĪH is
determined based on

ĪH =

{
ĪH IH ≤ IH,lim

IH,lim IH > IH,lim
(3.22)

Then, ĪH manipulates an adaptive gain Hgain, i.e.,

Hgain =
ĪH
IH

(3.23)

Eventually, this adaptive gain is multiplied by i∗oαβ,H to generate the revised reference
current i∗∗oαβ,H :
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Figure 3.5: Structure of the current limiter.

i∗∗oαβ,H = Hgaini
∗
oαβ,H (3.24)

It is worth noting that if the inverter rated current is not violated, i∗∗oαβ,H will be equal to
i∗oαβ,H .

To track the reference values of the fundamental voltage and harmonic currents in the
αβ reference frame, PR controllers are adopted [1]. The resonant frequency of PR con-
trollers are adaptively tuned, as suggested in [106], to improve the controller performance
during islanding, where the system frequency is drooped for active power sharing. To
regulate the current reference given by (3.24), parallel resonant controllers are needed at
different harmonic orders. Thus, the aggregated transfer function for the harmonic current
controller is determined by

GI (s) =
∑
h

2Krhs

s2 + 2ωcut,hs+ (hω′)2 (3.25)

Meanwhile, the transfer function of fundamental voltage controller is given by

GV (s) = Kpv +
2Kr1s

s2 + 2ωcut,1s+ (ω′)2 (3.26)

where Kpv is the propositional gain. Kr1 and Krh are the resonant gains of the fundamental
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and harmonic controllers, respectively. ωcut,1 and ωcut,h are the cutoff bandwidths of the
fundamental and harmonic controllers, respectively.

Equation (3.20) determines the DG harmonic current that realizes the target values of
the harmonic conductance. Beside this duty for the DG current controller, the DG current
should supply the harmonic content of its local nonlinear load, ilocal,H . The harmonic
currents of the local nonlinear load can be added to (3.20) to determine the total DG
harmonic current reference. However, by considering the current summation as a control
target, there is no guarantee that each individual current for the common and local loads
will accurately follow their corresponding references. This limitation is associated with
having two current references, i.e., i∗oαβ,H and i∗local,H , to be tracked by only one control
variable which is the DG modulated voltage, v∗inv,αβ. To deal with this issue, it is proposed
to control the DG feeder current, i.e., io shown in Figure 3.3, to follow (3.24). As a result,
the controller will have just one current reference which is the harmonic current of the
common load and the local nonlinear load will be directly fed by its corresponding DG.

The last signal that is added to the converter modulator input is the one used to damp
the resonance of the LC filter. This signal is constituted by scaling the DG converter
current [2]. Thus, the damping transfer function GD (s) can be given by

GD (s) = −KD (3.27)

where KD is the proportional gain of the resonance damping branch.

3.5.2 DG Thevenin Equivalent Model

To assure that the proposed control strategy can effectively track the target values of
harmonic conductance, the DG Thevenin equivalent model is derived. The LC interfacing
filter, shown in Figure 3.3, can be modelled by{

Lf
diLf

dt
= vinv − vo −Rf iLf

Cf
dvo
dt

= iLf − io
(3.28)

where vinv is the inverter voltage, iLf is the current through the filter inductor. By mapping
(3.28) into the Laplace domain and combining the model equations to eliminate iLf , one
can obtain (

LfCfs
2 +RfCfs+ 1

)
Vo = Vinv − (Lfs+Rf )Io (3.29)
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On the other hand, Vinv is equal to V ∗inv that is expressed by the voltage control law of
Figure 3.3 as

V ∗inv = −KDILf +Gv (V ∗o − Vo) +GI (I∗oH − IoH) (3.30)

From (3.20), I∗oH is given by

I∗oH = −
∑
h

GhVoh (3.31)

The voltage harmonics in (3.20) are influenced by the signal decomposer dynamics.
Thus, in order to embed the above equation into modelling, a transfer function of each
voltage component has to be included. To facilitate this process, the values of Gh are
assumed equal (i.e., Gh = G0 ∀h). As long as the modelling target is to evaluate the
controller performance, this simplification does not lose any generality. Hence, (3.31) can
be rewritten as

I∗oH = −G0 (Vo − Vo,1) (3.32)

The equivalent transfer function H of the signal decomposer is extracted in [103] as a
function of Dh:

H
∆
=
Vo,1
Vo

∆
=
Io,1
Io

= D1

n∏
h=2

1−Dh

1−D1Dh

(3.33)

By substituting from (3.33) in (3.32), the reference harmonic current can be described by

I∗oH = −G0 (1−H)Vo (3.34)

Analogously, the harmonic content of the DG output current can be calculated by

IoH = Io − Io,1 = Io −HIo = (1−H) Io (3.35)

By substituting (3.34) and (3.35) into (3.30) and then using the resulted Vinv into (4-29),
the Thevenin equivalent model of a DG can be given by

Vo = GV ∗o − ZthIo (3.36)

where

G = GV

LfCf s2+s(Rf+KD)Cf+G0GI(1−H)+GV +1

Zth =
GI+KD+Rf+sLf

LfCf s2+s(Rf+KD)Cf+G0GI(1−H)+GV +1

(3.37)
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Figure 3.6: The DG output impedance.

Figure 3.6 shows the bode plot of the DG output impedance when the reference values
of harmonic conductance are equal to 1 mho, i.e., corresponds to 1Ω at all harmonic orders.
As can be seen, the controller is able to reach the reference values with high accuracy which
validates the effectiveness of the proposed control strategy in shaping the DG harmonic
conductance.

3.6 Performance Evaluation

This section evaluates the effectiveness of the proposed control algorithm. Simulated by
MATLAB/Simulink, the performance of the microgrid, shown in 3.1, is examined. This
microgrid includes two DGs with similar power ratings. The microgrid parameters are
given in Appendix A.
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Figure 3.7: Performance evaluation the proposed droop-based and constant harmonic con-
ductance methods: (a) sharing error, (b) voltage THD.

3.6.1 Nonlinear Load Sharing

Figure 3.7 demonstrates a comparison between the performance of the constant harmonic
conductance and droop-based harmonic conductance approaches under different nonlinear
loadings. Also, the importance of the proposed optimization method for tuning the droop-
based harmonic conductance is illustrated. Those methods are contrasted with respect to
the sharing error of non-fundamental power, as shown in Figure 3.7(a), and the voltage
THD as displayed in Figure 3.7(b). The results obtained by the developed model in
(3.1)− (3.7) and time-domain simulations are matching which proves the accuracy of the
proposed harmonic current flow.

As demonstrated in Figure 3.7, the proposed droop-based technique with the aid of
the suggested optimal tuning method offers superior performance at all nonlinear loading
conditions. The proposed droop-based method that is optimally tuned offers a near-zero
sharing error for nonlinear loading factors below 70%. Moreover, the reduction in the
sharing error can be as high as 3% at nonlinear loading greater than 70%. Further, using
the proposed optimized droop-based conductance, the voltage THD is improved by more
than 1% for a significant range of the nonlinear loading factors. For instance, when k equals
50%, the THD is almost 1.5% lower than the value obtained by the constant conductance
approach.

In order to show the significance of applying the proposed optimization method, the
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Figure 3.8: DGs non-fundamental powers and line current harmonic components for non-
linear loading of 80%: (a) powers; harmonic currents for (b) conventional voltage control,
(c) constant harmonic conductance, (d) droop-based harmonic conductance.

sharing error and the THD are also displayed in Figure 3.7 for the case where Gmax
DG,i,h is
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Fig. 4-9. PCC voltage at 80% nonlinear loading. (a) constant harmonic 

conductance, (b) droop-based harmonic conductance, (c) voltage spectrum. 

 

   

   

 

 

Figure 3.9: PCC voltage at 80% nonlinear loading. (a) constant harmonic conductance,
(b) droop-based harmonic conductance, (c) voltage spectrum.

unoptimized (for instance, Gmax
DG,i,h equals to 3 times Gmin

DG,i,h at each harmonic order). By
contrast with the optimized Gmax

DG,i,h, the THD remained almost constant. However, the
unoptimized selection of Gmax

DG,i,h resulted in a significantly higher sharing error compared
with the optimized Gmax

DG,i,h.

Figure 3.8(a) demonstrates the DG non-fundamental powers when k is 80%. The DGs
are controlled with the conventional voltage control mode from 1.4(s) to 1.6(s) in which all
elements of PR controller banks are used in the voltage control loop [16]. As can be seen,
the system faces a significant sharing error of about 16%. After 1.6(s), the hybrid control
of voltage and current is used to shape the DG harmonic conductance. With the help
of the constant harmonic conductance, the sharing error decreases without exceeding the
standard voltage distortion limit. However, the constant harmonic conductance can only
decrease the sharing error to 3.5%. Whereas, the sharing error is reduced to a negligible
value of 0.2% when activating the proposed droop based method from 1.8(s) to 2(s). Also,
Figures 3.8(b), 3.8(c), and 3.8(d) reveal that among the three different control techniques
described above, the proposed droop-based method leads to the best performance in terms
of harmonic current sharing. The RMS values of DGs’ harmonic currents are relatively
equal using the proposed droop-based approach. Moreover, Figure 3.9 illustrates the PCC
voltage waveform and harmonic spectrum for the constant harmonic conductance and
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droop-based approaches. Using the proposed droop-based method, the voltage harmonics
are reduced by about 20% which leads to 1.4% decrease in voltage THD.

3.6.2 Supplying Local Nonlinear Loads

To demonstrate the advantage of the proposed controller in dealing with local nonlinear
loads, another case study is conducted. In this study, one of the DGs supplies a 2 kW
local nonlinear load and accordingly has an extra capacity for this purpose. The rest of
DG capacity should participate in supplying the common nonlinear load. All other system
parameters are similar to the previous case study. Initially, the DGs are controlled in the
voltage control mode. Due to the very low values of DG harmonic resistances, resulted by
the bank of PR controllers in the voltage loop, the harmonic currents of the local load are
short-circuited by the DG and will not affect the network. As a result, the non-fundamental
power in Figure 3.8(a) and Figure 3.10(a) are almost the same from 1.4(s) to 1.6(s).

From 1.6(s) to 1.8(s), the DGs are governed by the harmonic resistance shaping method
proposed in [23]. This time span should be compared with the next 0.2(s) in which the DGs
are controlled by the proposed droop-based method with local load compensation. Figure
3.10(a) and (b) reveal that the controller proposed in [23] cannot completely compensate
the local nonlinear loads, thus, their demanded power should flow within the microgrid.
As a result, a significant sharing error of 8.7% occurs compared to 0.2%, i.e., resulted when
applying the proposed droop-based approach with local load compensation.

Comparing Figure 3.8(d) and Figure 3.10(d) shows that despite the presence of local
nonlinear loads, the harmonic current sharing of the common nonlinear load is almost
unaffected. That justifies the effectiveness the proposed droop-based method in supplying
the local nonlinear loads, and concurrently, sharing the common nonlinear load. Further,
as shown in Figure 3.11, the devastating impact of the flow of local load harmonic currents
in the microgrid leads to 2.1% increase in the THD in contrast to the proposed droop-based
method that shows superior performance.

3.6.3 Real-Time Simulation

To demonstrate the effectiveness of the proposed control method in real-time, the case study
in Section 3.6.1 is tested experimentally using OPAL real-time simulators (RTS). RTS can
perform powerful computations with high accuracy and low cost real-time execution. In
addition, it increases the system reliability by increasing the test coverage and integrating
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Figure 3.10: DGs non-fundamental powers and line current harmonic components for the
2kW nonlinear local load: (a) powers; harmonic currents for (b) conventional voltage
control, (c) constant harmonic conductance, (d) droop-based harmonic conductance.
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 Figure 3.11: PCC voltage waveforms for compensated and uncompensated 2kW nonlinear
local load: (a) constant harmonic conductance, (b) droop-based harmonic conductance,
(c) voltage spectrum.

other control and protection systems. Typically, controllers are tested in real-time using
OPAL RTS via two applications [107,108]:

1. Rapid control prototyping (RCP) where a physical controller is implemented using
the RTS and then connected to a physical system for testing. The main advantages of
implementing the controller using the RTS are: flexibility, and ease of implementation
and debugging.

2. Hardware-in-the-loop (HiL) where the physical controller is connected to a virtual
system modelled using the RTS. This physical controller can be realized using another
processor within the RTS, i.e., creating a RCP, or any DSP-based controller. The
controller and virtual plant are connected in real-time through I/O channels.

Two cores (i.e, CPU1 and CPU2) within an OPAL RTS were employed for conducting
the HiL application to test the proposed DG controller, as illustrated in Figure 3.12. The
DG controller was emulated using CPU1, producing a rapid control prototyping (RCP) and
exchanging real-time data with the virtual network modeled in CPU2. The test system and
the controller were built using Simulink/SimPower Systems along with ARTEMiS plug-in

45



ov

oi

DG

DG External 
Controller Emulator Network Simulator





Lfi

RTS, CPU1 (RCP) RTS, CPU2
DG Measurements

(vo, io, and iLf)

fL fR

fC

( )*
inv,αβv

Figure 3.12: HiL setup.

from OPAL. In this chapter, the RTS models were run with a fixed-step sampling time of
10µs. More details about OPAL-RT and HiL applications are available in [109–111].

Figure 3.13(a) illustrates the non-fundamental powers at three control modes for the
DGs, i.e., voltage control, constant conductance, and droop-based conductance. Initially,
the DGs were operating at the voltage control mode, in which, the system suffered from high
sharing error between the DG non-fundamental powers (i.e., 16.3%). By switching to the
constant conductance control mode, the sharing error was reduced to 3.6%. By contrast,
the proposed droop-based conductance method could offer superior results in distributing
the nonlinear load among the DGs by reducing the sharing error to 0.2%. Figure 3.13(b)
demonstrates the PCC voltage when the proposed droop-based conductance method was
employed by the DGs. The THD of the PCC voltage is limited to 5.3% which complies with
the standards. Lastly, Figure 3.13(c) displays the DG currents in the case of droop-based
conductance. The accurate sharing of the current proves the effectiveness of the proposed
method in sharing the harmonic currents.

3.7 Conclusion

In this chapter, a family of harmonic droop characteristics in terms of harmonic conduc-
tance versus harmonic current has been proposed to deal with the problem of nonlinear load
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of the common nonlinear load is almost unaffected. That 
justifies the effectiveness the proposed droop-based method in 
supplying the local nonlinear loads, and concurrently, sharing 
the common nonlinear load. Further, as shown in Fig. 12, the 
devastating impact of the flow of local load harmonic currents in 
the microgrid leads to 2.1% increase in the THD in contrast to 
the proposed droop-based method that shows superior 
performance. 

C. Real Time Simulation 

To demonstrate the robustness of the proposed control method 
in real-time, the case study in subsection A is tested 
experimentally using OPAL real time simulators (RTS). RTS 
can perform powerful computations with high accuracy and low 
cost real-time execution. In addition, it increases the system 
reliability by increasing the test coverage and integrating other 
control and protection systems. Typically, controllers are tested 
in real time using OPAL RTS via two applications [28], [29] :  
1) Rapid control prototyping (RCP) where a physical 

controller is implemented using the RTS and then 
connected to a physical system for testing. The main 
advantages of implementing the controller using the RTS 
are: flexibility, and ease of implementation and debugging. 

2) Hardware-in-the-loop (HiL) where the physical controller 
is connected to a virtual system modeled using the RTS. 
This physical controller can be realized using another 
processor within the RTS, i.e., creating a RCP, or any DSP-
based controller. The controller and virtual plant are 
connected in real-time through I/O channels. 

Two cores (i.e, CPU1 and CPU2) within an OPAL RTS were 
employed for conducting the HiL application to test the 
proposed DG controller, as illustrated in Fig. 12. The DG 
controller was emulated using CPU1, producing a rapid control 
prototyping (RCP) and exchanging real-time data with the 
virtual network modeled in CPU2. The test system and the 
controller were built using Simulink/SimPower Systems along 
with ARTEMiS plug-in from OPAL. In this paper, the RTS 
models were run with a fixed-step sampling time of 10 μs. More 
details about OPAL-RT and HiL applications are available in 
[30]–[32].  

Fig. 13(a) illustrates the non-fundamental powers at three 
control modes for the DGs, i.e., voltage control, constant 
conductance, and droop-based conductance. Initially, the DGs 
were operating at the voltage control mode, in which, the system 
suffered from high sharing error between the DG non-
fundamental powers (i.e., 16.3%). By switching to the constant 
conductance control mode, the sharing error was reduced to 
3.6%. By contrast, the proposed droop-based conductance 

method could offer superior results in distributing the nonlinear 
load among the DGs by reducing the sharing error to 0.2%. Fig. 
13(b) demonstrates the PCC voltage when the proposed droop-
based conductance method was employed by the DGs. The THD 
of the PCC voltage is limited to 5.3% which complies with the 
standards. Lastly, Fig. 13(c) displays the DG currents in the case 
of droop-based conductance. The accurate sharing of the current 
proves the effectiveness of the proposed method in sharing the 
harmonic currents. 

VI. CONCLUSION 

In this paper, a family of harmonic droop characteristics in 
terms of harmonic conductance versus harmonic current has 
been proposed to deal with the problem of nonlinear load 
sharing. The problem has been mathematically formulated and 
the worst case scenario has been generated. To cope with the 
unknown nature of microgrid nonlinear loads, a method based 
on the upper limits of load harmonic contents has been 
introduced. An optimal tuning method for the droop 
characteristics has been developed to minimize the sharing error. 
An adaptive hybrid voltage and current control method is 
adopted to realize the droop characteristics. The DG Thevenin 
model has been derived to validate the controller effectiveness in 
shaping the DG harmonic conductance. It has been proven by 
comparative evaluation that the proposed droop-based approach 
can offer an accurate nonlinear load sharing as well as enhanced 
voltage profile. In addition, the proposed control technique is 
able to compensate local nonlinear loads using their dedicated 
DGs without compromising the system performance. 

APPENDIX 

The parameters of the test microgrid are listed in Table III. 
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Figure 3.13: HiL results: (a) Non-fundamental powers of DGs, (b) PCC voltage for droop-
based harmonic conductance, (c) DG currents for droop-based harmonic conductance.

sharing. The problem has been mathematically formulated and the worst case scenario has
been generated. To cope with the unknown nature of microgrid nonlinear loads, a method
based on the upper limits of load harmonic contents has been introduced. An optimal
tuning method for the droop characteristics has been developed to minimize the sharing
error. An adaptive hybrid voltage and current control method is adopted to realize the
droop characteristics. The DG Thevenin model has been derived to validate the controller
effectiveness in shaping the DG harmonic conductance. It has been proven by comparative
evaluation that the proposed droop-based approach can offer an accurate nonlinear load
sharing as well as enhanced voltage profile. In addition, the proposed control technique is
able to compensate local nonlinear loads using their dedicated DGs without compromising
the system performance.
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Chapter 4

Optimal Planning of Distributed
Generators and Shunt Capacitors in
Isolated Microgrids with Nonlinear
Loads

4.1 Introduction

This chapter1 presents a comprehensive design procedure for isolated microgrids pene-
trated with nonlinear loads. The proposed microgrid planning approach simultaneously
determines the sizes, locations and types of distributed generators (DGs) and shunt ca-
pacitor banks (CBs). The presence of nonlinear loads along with the capacitors of CBs
or DGs’ output filters may cause severe voltage distortions. To consider this issue, a
harmonic power flow tool tailored for planning applications is developed that takes into
account the specific features of isolated microgrids. Given the necessity of supply conti-
nuity for isolated microgrids after a contingency, the proposed planning approach takes
into consideration the reliability to increase the probability of building successful islands.
Unlike previous methods, the proposed approach does not rely merely on supply adequacy,
and takes into account the fact that the voltage provision requirement can only be ful-
filled through dispatchable DGs. The intermittent natures of loads and renewable DGs are

1A version of this chapter has been published: A. H. Yazdavar, M. Shaaban, E. F. El-Saadany, M. M.
A. Salama, and H. H. Zeineldin, ”Optimal Planning of Distributed Generators and Shunt Capacitors in
Isolated Microgrids with Nonlinear Loads”, IEEE Trans. on Sustainable Energy, in press.
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modelled probabilistically. The effectiveness of the proposed planning approach has been
validated using the PG&E 69-bus system.

4.2 Contributions

This chapter proposes a planning platform for isolated microgrids with nonlinear loads to
simultaneously allocate DGs and CBs, considering the specific features of isolated micro-
grids. The main contributions of this chapter are as follows:

• Simultaneously allocating DGs and CBs while considering the power quality con-
straints.

• Considering the specific features of isolated microgrids in fundamental and harmonic
power flow algorithms, including the lack of a slack bus, and the droop-based nature
of some DGs. The impacts of droop-based operation on the power flow, and in
particular, the inherent sharing error assigned to the voltage-reactive power droop
characteristic are included in the planning. This is performed by embedding an
appropriate power flow algorithm in the planning formulation.

• Modelling of wind turbines in the harmonic power flow to take into account the
possibility of resonance that might happen in the presence of wind turbines, capac-
itor banks and nonlinear loads. This is done by including the Thevenin equivalent
impedance of wind turbines in the harmonic analysis.

• Developing a reliability-based technique to build successful islands with dynamic bor-
ders, as a consequence of contingency. The proposed technique takes into considera-
tion the voltage provision requirement for an island to be successful, and accordingly,
distributes the dispatchable DGs throughout the microgrid.

4.3 Problem Formulation

In this section, the mathematical model of the proposed planning problem for allocation
of DGs and CBs is described. The problem is formulated as a mixed-integer non-linear
programming (MINLP). The following assumptions are made: 1) The problem is an ex-
pansion planning one in which the available microgrid network is initially supplied by
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diesel-generator units connected to the generating bus. Due to ageing, the diesel gener-
ators are to be replaced by new units. 2) DGs’ and CBs’ capacities are discretized at
definite steps. 3) All DGs belong to the same entity. 4) The renewable DGs are assumed
to operate at unity power factor to harvest their maximum available power.

4.3.1 Objective Function

The planning objective is to minimize the total expected cost, once annualized over the
planning horizon, considering the probability of each generation-load state. The derivation
of generation-load model is explained in Section 4.6. Considering the decision variable X

as the sizes, locations, and types of DGs and CBs, the objective function is described by

min
X

∑
s∈SS

Prs
(
CC +OC

s +MC
)

(4.1)

where CC ,OC
s , MC are the annualized capital, operational and maintenance costs, respec-

tively.

Annualizing the costs is performed using two factors: capital recovery factor (CRF )
and levelizing factor (LF ) [112]. CRF is used to annualize the capital cost, and LF is
applied to convert the escalating annual operational and maintenance costs into a series of
equal amounts. These factors are given by

CRF =
i(1 + i)n

(1 + i)n − 1
(4.2)

LF =
(1 + d′)n − 1

d′(1 + d′)n
d(1 + d)n

(1 + d)n − 1
(4.3)

where i and d are the interest and discount rates, respectively; and d′ = (d− e) / (1 + e),
where e is the escalation factor.

The cost terms in (4.1) can be written as

CC =CRF

( ∑
db∈SDB

∑
dr∈SDR

xdb,drC
C
dr +

∑
wb∈SWB

∑
wr∈SWR

xwb,wrC
C
wr +

∑
cb∈SCB

∑
cr∈SCR

xcb,crC
C
cr

) (4.4)
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OC
s =LF

(
365∑

day=1

24∑
hr=1

∑
db∈SDB

∑
dr∈SDR

xdb,drPd,t,sH
RFC

)
(4.5)

MC =LF

( ∑
db∈SDB

∑
dr∈SDR

xdb,drM
C
dr

+
∑

wb∈SWB

∑
wr∈SWR

xwb,wrM
C
wr

) (4.6)

where CC
dr, C

C
wr, and CC

cr are the capital costs of diesel generators, wind turbines, and
capacitor banks, respectively; MC

dr and MC
wr are the maintenance costs of diesel generators

and wind turbines, respectively; FC is the fuel cost; HR is the heat rate; Pdr,t,s is the
active power of diesel generator dr, at time t for state s; xdb,dr is the binary variable
for installing diesel generator dr at candidate bus db; xwb,wr is the binary variable for
installing wind turbine wr at candidate bus wb; xcb,cr is the binary variable for installing
capacitor bank cr at candidate bus cb; db, wb, and cb are the indices for candidate buses
of diesel generators, wind turbines and capacitor banks, respectively; dr, wr, and cr are
the indices for available ratings of diesel generators, wind turbines and capacitor banks;
SDB, SWB, and SCB are the sets of candidate buses for diesel generators, wind turbines,
and capacitor banks, respectively; SDR, SWR, and SCR are the sets of available ratings for
diesel generators, wind turbines, and capacitor banks, respectively; y, day, and hr are the
indices for year, day, and hour, respectively; t is the index for time [y, day, hr]; s is the
index for combined states of wind-power generation and load.

4.3.2 Constraints

4.3.2.1 Power Flow Equations

Equations (4.7) and (4.8) describe the balancing constraints of active and reactive powers,
respectively. In these equations, the terms describing the injected powers are defined by
(4.9)–(4.14): the active and reactive powers of the lines (4.9, 4.10), the active power of wind
turbines (4.11), the reactive power of capacitor banks (4.12), and the active and reactive
powers of diesel generators (4.13, 4.14). Additionally, the power flow equations of isolated
microgrids should account for the lack of a slack bus, and the droop-based operation of
some DGs. The study conducted in [93] has shown that these characteristics impact: 1)
the microgrid frequency, and consequently, bus voltages’ angles and the flow of power and
2) the bus voltages’ magnitudes. Further, obtaining accurate results entails the application
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of a different power flow algorithm than the conventional one.

It is emphasized here that the above-mentioned characteristics must be embedded in the
planning of isolated microgrids for the following reasons: 1) to investigate more accurately
the planning constraints, and more importantly, 2) to account for the impact of voltage-
reactive power droop characteristic. Although the droop characteristics, frequency-active
power and voltage-reactive power, are employed to evenly distribute loads’ active and
reactive powers among generators, the error of reactive power sharing can be significant
[113]. This error is a function of DGs’ locations and their feeder impedances [114], and thus,
must be considered in the planning. To account for the effect of droop characteristics, (4.15)
and (4.16) are applied, whose droop slopes are given by (4.17) and (4.18), respectively, and
are defined in terms of generator ratings and the permissible frequency and voltage drops.
On the one hand, the optimization decision variable also includes the ratings of dispatchable
DGs, and thus, they are known in each evaluation of the optimization objective function
(4.1). On the other hand, the permissible frequency and voltage drops for the design of
droop characteristics are inputs to the planning problem. Therefore, the slopes of droop
characteristics are acquired with which the droop equations are determined using (4.15)
and (4.16), and are merged into the power balance equations (4.7) and (4.8) through (4.13)
and (4.14). One should note that (4.13) and (4.14) are used for the fact that DGs’ ratings
are selected among a set of discrete values. Another constraint on the reactive power of
droop-based DGs will be added in Part 2 of this subsection.

P I
b,t,s + PW

b,t,s + PD
b,t,s − PL

b,t,s = 0,∀b, t, s (4.7)

QI
b,t,s +QC

b,t,s +QD
b,t,s −QL

b,t,s = 0,∀b, t, s (4.8)

P I
b,t,s =

NB∑
k=1

Vb,t,sVk,t,sYbk,s cos (δb,t,s − δk,t,s − θbk,t,s) (4.9)

QI
b,t,s =

NB∑
k=1

Vb,t,sVk,t,sYbk,s sin (δb,t,s − δk,t,s − θbk,t,s) (4.10)

PW
b,t,s =

∑
wr∈SWR

xb,wrPwr,t,s (4.11)

QC
b,t,s =

∑
cr∈SCR

xb,cryb,cr,sQcr,t,s (4.12)

PD
b,t,s =

∑
dr∈SDR

xb,drPdr,t,s (4.13)
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QD
b,t,s =

∑
dr∈SDR

xb,drQdr,t,s (4.14)

Pdr,t,s =
1

mP
dr

(ωnom − ωt,s) (4.15)

Qdr,t,s =
1

mQ
dr

(V nom − Vt,b,s) (4.16)

mP
dr =

∆ωper

Sdr
(4.17)

mQ
dr =

∆V per

Sdr
(4.18)

where Pdr,t,s and Qdr,t,s are the active and reactive powers of diesel generator dr, at time t
for state s, respectively; Pwr,t,s is the power injected by wind turbine wr, at time t for state
s; P I

b,t,s and QI
b,t,s are the active and reactive powers injected by the network into bus b, at

time t for state s, respectively; PL
b,t,s and QL

b,t,s are the active and reactive powers of bus b
load, at time t for state s, respectively; V and δ are the bus voltage magnitude and phase
angle, respectively; bk is the index for the feeder between buses b and k; Ybk and θbk are
the admittance magnitude and angle between buses b and k, respectively; ωnom and V nom

are then nominal frequency and voltage; ∆ωper and ∆V per are the permissible frequency
drop and voltage drop, respectively; Sdr and Scb are the ratings of diesel generator dr and
capacitor bank cb, respectively; ycb,cr,s is the binary variable for switching capacitor bank
cr at candidate bus cb for state s; mP

dr is the droop gain of ω − P characteristic for diesel
generator dr; mQ

dr is the the droop gain of V −Q characteristic for diesel generator dr; b is
the index for bus; b ∈ SB and s ∈ SS;

It should be noted in the microgrids’ power flow equations, described above, instead
of slack and PV buses, one must deal with droop buses, which are those connected to
dispatchable generators. For droop buses, neither active powers nor voltage magnitudes
are known parameters, and they are to be determined through the droop characteristics
of frequency-active power and voltage-reactive power, respectively. Thus, each droop bus
introduces four unknowns, i.e., its active and reactive powers as well as voltage’s magnitude
and angle. Equations (4.15) and (4.16) relate bus active and reactive powers to the micro-
grid’s operational frequency and bus voltage’s magnitude, respectively, and accordingly,
two unknowns are remained per each bus along with the operational frequency. On the
other hand, the angle of one droop-bus voltage is considered as the reference angle, and
therefore, one unknown is diminished from those of droop buses. This practically makes
two unknowns per each droop bus. Apart from droop buses, in microgrids’ power flow
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algorithm, the rest of buses are considered as PQ, with two unknowns in the power flow
equations, i.e., voltage’s magnitude and angle. Therefore, the microgrids’ power flow equa-
tions include 2NB unknowns, which are obtained through the optimization sub-problem
as will be explained in Subsection 4.7.2.

4.3.2.2 Network’s Elements

An additional set of constraints is related to the network’s elements, including the capacity
of DGs, CBs, and feeders along with the penetration level of renewable DGs and bus voltage
limits, as given by (4.19)–(4.25). Specifically, (4.21) recommends considering zero as the
minimum reactive power limit of diesel generators, i.e., only over-excited behaviour is
allowed for isolated microgrids, for the following reason. According to the voltage-reactive
power droop characteristic, as given by (4.16), if the voltage of a diesel unit goes above the
nominal voltage, the reactive power of that generator becomes negative, and the generator
is operated in an under-excited mode. In this case, the generator’s reactive power demand is
supplied by the rest of generators, and accordingly, the rating of the other generators must
be increased. To avoid such scenarios, the under-excited behaviour of diesel generators is
excluded. √

Pdr,t,s
2 +Qdr,t,s

2 ≤ xb,drSdr, ∀b, dr, t, s (4.19)

xb,drP
min
dr ≤ Pdr,t,s ≤ xb,drP

max
dr , ∀b, dr, t, s (4.20)

0 ≤ Qdr,t,s ≤ xb,drQ
max
dr , ∀b, dr, t, s (4.21)

Qcb,t,s ≤ xb,crScr, ∀b, cr, t, s (4.22)

Ibk,t,s ≤ Imax
bk , ∀bk, t, s (4.23)

V min ≤ Vt,b,s ≤ V max, ∀b, t, s (4.24)∑
b

PW
b,sM ≤ KP

∑
b

PD
b,sM (4.25)

where Pmax
dr and Pmin

dr are the maximum and minimum active power limits of diesel gen-
erator dr, respectively; Qmax

dr is the maximum reactive power limit of diesel generator dr;
V max and V min are the permissible bus maximum and minimum voltages, respectively; Ibk
and Imaxbk are the current and the rated current of feeder bk, respectively; KP is the allowed
penetration for renewable DGs; b ∈ SB, dr ∈ SDR, s ∈ SS.

It is worth noting that the above-mentioned negative reactive power, which might be
supplied by some of the generators, has the same reason as that of reactive-power-sharing-
error, referred to in Part 1 of this subsection. They are due to the difference in generators’
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feeder impedances. Because the generators’ terminal voltage in (4.10) is not a global
parameter and differs for different generators, the network-demanded reactive power is
not shared accurately among generators, and in specific situations, some generators might
supply negative reactive powers. Given that an isolated microgrid is operated based on
droop characteristics, the operational consequences of their application must be considered
in the planning, which as explained, requires a suitable model for power flow, and an
additional constraint prohibiting under-excited behaviour of diesel generators.

4.3.2.3 Reliability

Algorithm 1 The LOLE Calculation
1: Start Prfail = 0
2: for all sc ∈ SC do
3: Read island1 and island2

4: for all sg ∈ SG do
5: for all sl ∈ SL do
6: Calculate Prc,g,l = PrcPrgPrl
7: for all island ∈ {island1, island2} do
8: if island is not successful then
9: Calculate Prfail = Prfail +Prc,g,l

10: end if
11: end for
12: end for
13: end for
14: end for
15: Calculate LOLE = 8760 Prfail
16: /* sg, sl, and sc are the indices for generation, load, and configuration states.
17: /* SG, SL, and SC are the sets of system generation, load, and configuration states.
18: /* Prs is the probability of state s.

The North American Electric Reliability Corporation (NERC) standards mandate power
systems to meet the N − 1 security constraint, i.e., the system must continue its normal
operation after any single element failure [115]. After a fault occurrence on any distri-
bution line of an isolated microgrid and the fault removal, two separate islands are built.
Depending on the fault location, the size of the islands can be significant, in which case
under the NERC recommendations, neither can be ignored and both must operate nor-
mally. Compared to ADNs, building successful islands in the case of isolated microgrids
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is more important, given that isolated microgrids are located in the off-grid regions with
minimal access to other facilities.

On the other hand, the renewable DGs such as wind turbines and photovoltaic panels
are categorized under the grid-feeding DGs, meaning that they cannot provide voltage
and frequency support for the system [1]. These renewable DGs are connected to power
systems through voltage-source-converters operated under the current-controlled mode to
harvest their maximum available power, and accordingly, they are furnished with neither
voltage control capability nor droop characteristics [2]. Therefore, although satisfying
the supply adequacy constraint, an island comprising only renewable DGs such as wind
turbines is doomed to failure. To avoid this failure, voltage controlled DGs should be
distributed throughout an isolated microgrid to satisfy the reliability constraint developed
in this subsection.

In this work, the reliability constraint is evaluated based on LOLE derived for a com-
posite generation-load-network model that takes into account the stochastic behaviour of
the wind turbines and loads as well as the failure possibility of diesel generators, wind tur-
bines, and distribution lines. First, all possible configurations caused by any distribution
line fault removal are generated. Each configuration comprises two islands. An island is
considered successful if, in addition to supply adequacy, i.e., meeting its active and re-
active power demands, it has a voltage-controlled DG, which here is a diesel generator.
Then, for all states of the generation and load as well as all configurations caused by the
fault removals, LOLE is calculated considering the states’ corresponding probabilities as
described by Algorithm 1. The obtained LOLE should be less than its predefined upper
limit, LOLEU as

LOLE ≤ LOLEU (4.26)

where LOLEU is the upper limit for LOLE.

The above-mentioned supply adequacy is checked through the following conditions:∑
b∈SIB

∑
dr∈SDB

xb,drSdr ≥ SLD,I
t,sR

+ SLoss,I
t,sR

∀t, sR (4.27)

∑
b∈SIB

∑
dr∈SDB

xb,drQ
max
dr ≥ QLD,I

t,sR
+QLoss,I

t,sR
∀t, sR (4.28)

where SLoss,I
t,sR

and QLoss,I
t,sR

are the apparent and reactive power losses in the island, and

are considered 5% of the island apparent- and reactive-power demands, respectively [116];
SLD,I
b,t,sR

, PLD,I
b,t,sR

and QLD,I
t,sR

are the apparent-, active- and reactive-power demands of the
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island, and are given by

SLD,I
t,sR

=

√(
PLD,I
t,sR

)2

+
(
QLD,I
t,sR

)2

(4.29)

PLD,I
t,sR

=
∑
b∈SIB

PL
b,t,sR −

∑
b∈SIB

PW
b,t,sR (4.30)

QLD,I
t,sR

=
∑
b∈SIB

QL
b,t,sR −

∑
b∈SIB

QC
b,t,sR (4.31)

4.3.2.4 Voltage Distortion

The proliferation of nonlinear loads in distribution systems results in voltage-harmonic-
distortion, one of the most significant power quality problems. Moreover, shunt capacitors
are distributed throughout the distribution system as the source of reactive power or in the
DGs’ output filters. The presence of capacitors may lead to quasi-resonance [59], in which
a harmonic frequency is near to the resonant frequency of the impedance network, and
accordingly, aggregates the voltage distortion. Since the voltage distortion is affected by
the size and location of DGs and CBs, harmonic analysis and voltage-distortion constraints
should be embedded in the planning. As the harmonic analysis, in this chapter, a harmonic
power flow algorithm suitable for the planning of isolated microgrids is developed, and is
elaborated on in Section 4.4. As the voltage-distortion constraints, the upper limits of
voltage total-harmonic-distortion (THDV ) and individual-harmonic-distortion (IHV ) are
considered, as offered by the international standards in [98] and [117]. These constraints
are checked at all microgrid buses and formulated as

THDV
b,t,s ≤ THDV,U , ∀b, t, s (4.32)

IHV
b,t,s ≤ IHV,U , ∀b, t, s (4.33)

where THDV
b,t,s and IHV

b,t,s are the THDV and IHV of bus b, at time t for state s; THDV,U

are IHV,U the upper limits for voltage THD and IH, respectively; b ∈ SB and s ∈ SS.

4.3.2.5 Binary Variables

The following constraints are considered for binary variables. Specifically, (4.35)-(4.37) are
included to ensure only one member of each set can be installed at each candidate bus.

xdb,dr, xwb,wr, xcb,cr, ycb,cr,s ∈ {0, 1} (4.34)
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Figure 4.1: Harmonic power flow for isolated microgrids.

∑
dr∈SDR

xdb,dr ≤ 1, ∀ db ∈ SDB (4.35)

∑
wr∈SWR

xwb,wr ≤ 1, ∀wb ∈ SWB (4.36)

∑
cr∈SCR

xcb,cr ≤ 1, ∀ cb ∈ SCB (4.37)

4.4 Harmonic Power Flow

In this section, a new harmonic power flow algorithm suitable for planning studies of
isolated microgrids is developed. As shown in Figure 4.1, the fundamental power flow
introduced in Subsection 4.3.2 provides the inputs for harmonic analysis, and accordingly,
takes into account the fact that isolated microgrids are formed based on droop-based DGs
and there is no slack bus. The fundamental power flow takes the vectors of load active
and reactive powers, PL and QL, respectively, as the inputs, and generates the vectors
of fundamental voltage and current phasors, i.e., Ṽ1 and Ĩ1, respectively, as well as the
system frequency ω. The harmonic analysis includes the following:

1. The nonlinear loads’ harmonic spectrum is updated based on their fundamental cur-
rent magnitudes and phase angles. Representing the magnitude and phase angle of
the hth harmonic order obtained from the nonlinear loads’ database by Ih,spec and
θh,spec, respectively, one can write [61]:

θh = θh,spec + h (θ1 − θ1,spec) (4.38)

Ih = I1
Ih,spec
I1,spec

(4.39)
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where I1 and θ1 are the magnitude and phase angle of the fundamental current
phasor, Ĩ1. The vector of harmonic current phasor, Ĩh, is constructed using the
updated spectrum of nonlinear loads.

2. The harmonic bus admittance matrix at different harmonic orders, Ỹh is generated
using:

• The dispatchable DGs’ and distribution lines’ admittances.

• The CB’s shunt admittances, as

Ỹb,h = jhωScb,b (4.40)

• An equivalent harmonic admittance of each linear loads, as given by (4.41) and
(4.42).

Ỹb,1 =
PL
b − jQL

b

V 2
b,1

(4.41)

Ỹb,h =
(

Re(Ỹ −1
b,1 ) + jhω × Im(Ỹ −1

b,1 )
)−1

(4.42)

where Re and Im operators return the real and imaginary parts, respectively;
and Vb,1 is the voltage magnitude of bus b obtained from the fundamental power
flow.

• The Norton harmonic admittance of renewable DGs at each harmonic frequency,
whose derivation is explained in Section 4.5.

Of the above mentioned elements, except the distribution lines that are in series
connection between two buses, the rest of the elements are shunt ones connecting one
bus to the reference bus. The harmonic bus admittance matrix is constructed based
on shunt and series admittances in its diagonal terms and only series admittances in
its off-diagonal terms.

3. The microgrid bus harmonic voltages are acquired by

Ṽh = Ỹ−1
h Ĩh (4.43)

4.5 Renewable DGs in Harmonic Power Flow

In this section, the derivation procedure for renewable DGs’ output admittances at har-
monic frequencies is explained, which is based on the works performed in [59], [118],
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Figure 4.2: DFIG configuration diagram.

Figure 4.3: DFIG inner current loops.
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Figure 4.4: DFIG’s impedance equivalent.

and [119]. Generally speaking, the switching frequencies of renewable DGs’ voltage source
converters (VSC) are high, so that these DGs do not generate low order harmonics [69].
This assumption is the basis of the harmonic analysis applied for planning in [56] and [57];
however, as shown in [59] and [118], the mutual interaction among the DGs’ output fil-
ters, DGs’ control systems and the distribution system might lead to resonance or quasi-
resonance. Therefore, the harmonic model of such DGs must be embedded in the harmonic
analysis. To do so, the Norton admittance of renewable DGs, considering their control sys-
tems and output filters, are obtained and added to the harmonic bus admittance matrix.
In this chapter, the Norton admittance of type III wind turbines, i.e., doubly fed induc-
tion generators (DFIGs) are acquired. A similar procedure can be applied to include the
harmonic models of other renewable DGs in the planning harmonic analysis.

The configuration diagram of a DFIG is shown in Figure 4.2. The DFIG’s wound rotor
is fed by the rotor-side converter (RSC) that is controlled to deliver the required active
and reactive powers from the DFIG’s stator. The grid-side converter is responsible to
keep the dc-link voltage, vdc, at its rated value. The LCL filter at the output of GSC is
applied to suppress the switching frequency harmonics. The transformer is dedicated to
providing the required voltage level and preventing the flow of inrush currents once the
DFIG is connected to the grid. These elements are included in the DFIG’s impedance,
which according to Figure 4.2, consists of two parallel paths. The first path, Zrg, comprises
stator, rotor and the rotor-side converter. The second path, Zgf , includes the filter and
the grid-side converter.

The converters’ impedances are affected by their controllers. Both DFIG’s converters
are controlled through the cascaded loops. The inner loops of both converters consist of
current controllers, and their outer loops include power and voltage ones for RSC and
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GSC, respectively. Because the bandwidths of the power and voltage loops are far below
the harmonics of interest, these loops can be neglected in the impedance model of the
converters [118]. The converters’ inner-current loops are shown in Figure 4.3. As can
be seen, they are implemented in the dq domain [120], using proportional-integral (PI)
controllers along with feed-forward controllers. The following should be considered for
RSC’s and GSC’s impedances:

• They are acquired using the Norton equivalent. The Norton equivalents of GSC and
RSC current loops are initially obtained in the dq domain, and once shifted by jω,
are transferred to the space-phasor domain [121].

• They are similar, and given by (4.44) in the space-phasor domain.

ZGSC = ZRSC = GPI (s− jω)− jF (4.44)

where GPI is the transfer function of the PI controller, and F is the feed-forward
gain.

• The GSC’s impedance is equal in the space phasor and Laplace domains; however,
RSC’s impedance in the Laplace domain is obtained by dividing the one in the space
phasor domain by the rotor slip in the Laplace domain, which is defined by (4.45).

slip =
s− jωr

s
(4.45)

where ωr is the rotor speed.

Having the converters’ impedances, and noting the already-described impedance paths,
one can construct the DFIG’s impedance equivalent as show in Figure 4.4, and use it to
obtain the DFIG’s impedance in the Laplace domain, ZDFIG (s). Given ZDFIG (s), one can
substitute jhω for s to acquire the DFIG’s harmonic impedance at the hth order harmonic.
Then, the harmonic admittance of a bus with a DFIG can be written as

Ỹb,h =
1

ZDFIG (jhω)
(4.46)

Obtaining the DFIG’s impedance, it is instructive to look at a DFIG behavior at
harmonic frequencies. Figure 4.5 shows the bode diagram of the output impedance of a 7.5
kW DFIG, which its parameters are given in [122]. As can be seen, at different harmonic
orders, the DFIG shows different behaviours including inductive and capacitive ones. For
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Figure 4.5: DFIG Output Impedance.

example, at the 23th harmonic order, the phase angle is almost 90◦, and accordingly, the
DFIG shows an inductive behaviour. However, at the 13th harmonic order, the phase angle
is close to −90◦, which represents a capacitor. It is worth noting that the magnitude of
the DFIG’s harmonic impedance are not large values, and thus, a DFIG can introduce
a parallel inductive or capacitive branch to the network that must be considered in the
harmonic analysis.

4.6 Uncertainty Modelling

This section describes the procedure for modelling the uncertainties associated with wind-
power generation and load. The procedure is based on using historical data, and finding
a suitable probability density function (PDF) for each source of uncertainty. Each PDF
is then discretized by dividing its random variable (the uncertainty) into a number of
segments, considering the trade-off between the accuracy and complexity of the planning
problem. For each segment of a random variable, one state is assigned, whose value is
given by the midpoint of that segment, and its probability is obtained using:

Pr (xa ≤ x ≤ xb) =

∫ xb

xa

fX (x) (4.47)

where X is the random variable, xa and xb are the segment’s bounds, and fX(x) is the
PDF. Eventually, the combined wind-power generation and load model, which includes all
possible operating conditions, is constructed by convolving different wind generation and
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load states. Denoting wind-power generation and load states by sw and sl, respectively, a
combined wind-power generation and load state can be considered as s = (sw, sl), whose
probability is equal to Prs = Prsw × Prsl .

In this study, five successive years of wind-speed data have been collected. Several PDFs
including Weibull, Normal and Gamma were evaluated. Using a goodness-of-fit test [123],
Weibull PDF has been selected to model the wind-speed uncertainty. The data were then
categorized seasonally, and four PDFs, each representing a season, were obtained. On
the other hand, the output power of a wind turbine is a function of the wind speed [45].
Combining the wind power function and the PDFs of wind speed, one can determine the
states of wind-power generation.

Table 4.1: Load Stochastic Model
Probability of Load States

Load States Winter Spring Summer Fall

0.3388 0.2075 0.4887 0.2751 0.4754

0.6694 0.5574 0.4633 0.5469 0.4733

1.0000 0.2138 0.0219 0.1538 0.0255

Table 4.2: Wind Stochastic Model
Probability of Wind States

Wind States Winter Spring Summer Fall

0.0000 0.2503 0.1888 0.1561 0.2277

0.6500 0.3547 0.3878 0.5093 0.4073

1.0000 0.3950 0.4234 0.3346 0.3650

The historical data can also be used to accurately determine the load PDF. In this
chapter, the load is assumed to follow the pattern of IEEE reliability test system (RTS)
[124], which is a common practice in the literature [125]. The RTS provides hourly loads as
the percentage of the daily peak-load for the four seasons where each season is represented
by two days, a weekday and a weekend. The weekly peak-load is also described in terms
of annual peak load, and accordingly, the yearly required data can be constructed. By
following the same procedure as used for the wind-speed data, Normal PDF has been
selected to model the load uncertainty.
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Following the explained procedure, in this chapter, each of wind and load stochastic
models are constructed in three states for each season, as illustrated in Tables 4.1 and 4.2,
respectively. It is worth nothing that the proposed optimization problem has no limitation
in terms of the number of wind and load states as well as the representative days that are
considered in the development of the probabilistic model.

4.7 Solution procedure

In the next two sub-sections, the solution procedure for the proposed planning problem is
elaborated as the main problem and a sub-problem.

4.7.1 Optimization Main Problem

The MINLP problem described in Section 4.3 is solved using genetic algorithm (GA). The
effectiveness of GA in solving complicated optimization problems in the planning of power
systems has already been proven in a verity of applications, e.g. in [126], [53], and [127].
The chromosome structure considered for GA is illustrated in Figure 4.6. As can be seen,
the chromosome comprises four vectors. The first three vectors are assigned to the sizes
and locations of diesel generators (DIGs), wind turbines (WTs) and capacitor banks (CBs),
i.e., one vector for each type, where each vector’s length is equal to the number of candidate
buses. A zero value in each type’s vector means not to install that type at the corresponding
candidate bus. The fourth vector describes the switching status of capacitor banks and
is made of several sub-vectors. Each sub-vector has the same length as the first three
vectors and the number of sub-vectors is equal to the number of stochastic-model’s load
states. These sub-vectors eventually determine that a capacitor bank is fixed or switched
as follows. A capacitor bank with values of one at all load states is a fixed capacitor bank,
and otherwise, the capacitor bank is a switched one. The generated chromosomes are
subsequently passed to the sum-problem.

For the sake of simplicity, in this chapter, only one capacitor unit has been considered
for the switched-type CBs, as in [44] and [48], i.e., a capacitor bank is either in service, or
is switched off. However, the chromosome structure proposed in Figure 4.6 can be simply
revised to accommodate more capacitor units in the optimization. For this purpose, the
fourth vector in the chromosome can be extended for the number of load states times the
number of capacitor units. By doing so, for each CB, the optimization determines the
units that should be in service at a load level.
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Figure 4.6: Chromosome structure.

4.7.2 Optimization Sub-Problem

The power flow constraints (4.7)–(4.18) are treated as an optimization sub-problem that
minimizes the l2-norm of power-flow-mismatch equations. To this aim, a nonlinear least-
squares minimization is written as

min
XPF

∥∥F(XPF )
∥∥

2
(4.48)

where F represents power mismatch equations for all buses that are extracted from (4.7)
and (4.8); XPF is a vector comprising magnitudes and angles of bus-voltages as well as the
network frequency. This optimization sub-problem is solved using a Newton-Trust region
method [93]. The power flow solution is sent back to the main problem.

4.8 Case Studies and Discussion

Several studies are carried out in this section using the PG&E 69-bus system [Figure 4.7] to
demonstrate the effectiveness of the proposed planning platform. The system line and load-
demand data can be found in [128]. A planning horizon of 20 years is assumed. The annual
interest, discount, and escalation rates are considered to be 7%, 5%, and 2%, respectively.
The DGs’ and CBs’ different costs are those used in [48]. The lines’ failure rate and repair
time are taken as 0.12 f/km and 8 hr, respectively, and the reliability index limit, i.e.,
LOLEU is equal to 450 hr/year. For droop charateristics, the permissible frequency and
voltage drops are equal to 1% and 5%, respectively. The harmonic spectrum of nonlinear
loads [Figure 4.7] has been considered in accordance with the report of IEEE task force
on harmonic modelling and simulations [129]. However, in order to be consistent with the
harmonic upper limits as given by IEEE Std. 519 [98], the magnitudes of the harmonic
spectrum are changed to adhere the standard, as illustrated in Table B.1 of Appendix B.
The parameters of DFIG-based wind turbine applied for the harmonic analysis are also
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Figure 4.7: The test system (PG&E 69-bus).

given in Table B.2 of Appendix B. The harmonic analysis considers all odd harmonics up
to the 37th order. In what follows, three case studies are presented in which the first two
studies only rely on the solution of the optimization sub-problem and the third one solves
the whole problem.

4.8.1 Impact of Power Flow Algorithm and Introduced Con-
straint

The first case study reveals the significance of applying a power flow algorithm that takes
into account the features of isolated microgrids, and the additional constraint introduced in
Subsection 4.3.2. Two scenarios are studied, each based on three 5MVA diesel generators
installed at a set of three buses.

Scenario 1 considers buses 1, 13, and 22. Figure 4.8 shows the voltage profile at the
system peak load using the power flow algorithm suitable for isolated microgrids. The
reactive powers delivered by the three generators are 3.202, 0.502, and −0.925 MVAr,
respectively. The significant reactive power demanded by the generator of bus 22 is because
the voltage of this bus has become more than 1 p.u. [Figure 4.8] while V nom in (4.16) was
1 p.u. Several important points that can be seen are as follows. 1) The above-mentioned
reactive power demand must be supplied by the two other generators, and accordingly,
the system generation capacity is wasted. 2) The over-voltage is the direct consequence of
applying the droop characteristics, and would not be observed if a conventional power flow
were employed. The conventional power flow treats the DG buses as a PV one in which
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Figure 4.8: Impact of power flow algorithm and introduced constraint.

the bus voltage is assumed constant; however, in microgrids operated based on the droop
characteristics, a dispatchable DG bus experiences a variable voltage that is determined
by the load level and the slope of voltage-reactive power droop characteristic. 3) As long
as the DGs are operated based on the droop characteristics, such consequences can exist,
which must be considered in the planning stage. 4) One should note that the above issue
happened without the presence of any capacitors, which their presence increases the chance
of facing the over-voltage and reactive power demand by dispatchable DGs.

As for Scenario 2, the diesel generators are installed at buses 1, 38, and 54. The corre-
sponding voltage profile at the system peak load has been shown in the same figure. The
reactive powers delivered by the generators are 0.836, 0.619, and 1.270 MVAr, respectively.
As can be seen, the above-mentioned issue of reactive power demand by dispatchable DGs
has not been occurred. Moreover, it is clear that an appropriate distribution of the DGs
can lead to a significant reduction in the reactive power demand, and consequently, in the
system generation capacity.

4.8.2 Impact of DFIG Modelling in Harmonic Analysis

The second case study is conducted to show the importance of using the proposed model
for renewable DGs in the harmonic analysis. For this study, the test network is supplied by
a 5 MVA diesel generator installed at Bus 1 and a 0.5 MVA DFIG-based wind turbine at
Bus 11. A 0.4 MVAr shunt capacitor bank is also connected to Bus 11. Figure 4.9 compares
the network voltage THDs for the DFIG’s simplified model of [56] and the one introduced
in Section 4.5. As illustrated, a significant error as high of 2.8% can be expected. This
voltage-THD discrepancy is attributed to the inductive/capacitive behaviour of the DFIG’s
harmonic impedances, and its mutual interaction with the shunt capacitor bank that leads
to a quasi-resonance.
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4.8.3 Impact of Voltage Distortion Constraint in Planning

The third case study evaluates the significance of including the voltage distortion constraint
in the planning. To that aim, the optimization problem is solved in two scenarions, with
and without the voltage distortion constraint. The candidate buses are shown in Figure
4.7.

First, the results for the scenario without the voltage distortion constraint are elabo-
rated. The summary of the optimal solution is illustrated in the second column of Table
4.3. As can be seen, the optimization leads to four diesel generators that are distributed
throughout the network to satisfy the reliability constraint along with two wind turbines
and three capacitor banks. Two capacitor banks are of switched type, and according to the
optimization results should be in service for the second and third load levels. The voltage
profile and THD are shown in Figures 4.10(a) and 4.10(b), respectively. As observed, the
voltage profile is within the limits; however, the voltage THD at many buses are far above
the permissible level of 5% [98], e.g., the voltage THD at bus 35 is 7.9%.

In the second scenario, the inclusion of voltage distortion constraint solves the issue,
and results in voltage THD of less than 4% at all buses. The third column of Table
4.3 illustrates the corresponding optimal solution. Compared to the case without the
distortion constraint, the size of diesel generators and capacitor banks have been changed.
Figures 4.11(a) and 4.11(b) show both voltage profile and voltage THD are now acceptable.
Additionally, there is no much difference between the results of the voltage profile obtained
here and those of the case without the voltage distortion constraint [Figure. 4.10(a)]. To
quantify the cost of avoiding the voltage distortion, one can look at the annualized costs
for both scenarios. While the annualized cost for the case without the voltage distortion
constraint is $2.609 million, this value for the case with voltage distortion constraint is
$2.622 million, which means by less than 0.5% increase in the cost, a severe distortion
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Table 4.3: Optimal Solution with/without Voltage Distortion Constraint

Without
Voltage Distortion Constraint

With
Voltage Distortion Constraint

Diesel Generator
1.3 MVA @ Bus 28, 0.6 MVA @ Bus 44,
1.2 MVA @ Bus 54, 1.1 MVA @ Bus 64

1.4 MVA @ Bus 28, 0.4 MVA @ Bus 44,
1.5 MVA @ Bus 54, 1 MVA @ Bus 64

Wind Turbine 0.3 MVA @ Bus 22, 0.5 MVA @ Bus 36 0.3 MVA @ Bus 22, 0.5 MVA @ Bus 36

Capacitor Bank
0.3 MVAr @ Bus 18: Fixed,

0.5 MVAr @ Bus 34: Switched,
0.5 MVAr @ Bus 48: Switched

0.3 MVAr @ Bus 18: Fixed,
0.4 MVAr @ Bus 34: Switched,
0.4 MVAr @ Bus 48: Switched

Maximum
Voltage THD

7.9% @ Bus 35 3.8% @ Bus 35

Annualized Cost $2.609 million $2.622 million

problem can be avoided. It is worth noting that the above severe voltage distortion is
appeared because of the presence of capacitors, and one might not see such a distortion
if only allocating the DGs in a network without capacitors. This is especially the case
when the nonlinear loads’ harmonics are consistent with the international standards, as
considered here.

4.9 Extending The Proposed Planning Method

4.9.1 Higher Numbers and Different Types of DGs

It is worth noting the proposed planning method does not have any limitation on the num-
ber and types of DGs. In fact, the number of DGs are decided within the optimization;
however, the number of DGs is affected by the number of candidate buses. The proposed
planning method can be used for any number of candidate buses, and the higher number of
candidate buses only adds to the length of the chromosome described in Figure 4.6. On the
other hand, although wind power generation has been focused here, the planning algorithm
can be readily extended to comprise other types of renewable generators, including photo-
voltaics (PVs), once their stochastic models are generated, and added to generation-load
state model by following the explanations of Section 4.6.
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Figure 4.10: Planning without voltage distortion constraint.

4.9.2 Addition of Different Load Types

Different load types can be easily integrated into the planning method. They can be ac-
commodated in the fundamental power flow algorithm by augmenting the model described
by (4.7)-(4.18) with the following generic load equations [93]:

PL
b = PL0

b Vb
α (1 +Kpf (ω − ωnom)) (4.49)

QL
b = QL0

b Vb
β (1 +Kqf (Vb − V nom)) (4.50)

where PL0
b and QL0

b are the nominal values for the active and reactive powers of the
load of bus b, respectively; α and β are the load active and reactive power exponents for
dependence on voltage, respectively; Kpf and Kqf are the coefficients for active and reactive
power dependence on frequency, respectively. With α and β equal to 0, 1, or 2, the model
represents constant power, current, or constant impedance characteristics, respectively.

4.10 Conclusion

In this chapter a planning platform has been proposed to determine the optimal types
(diesel generator or wind turbine), sizes, and locations of DGs and CBs in an isolated
microgrids with nonlinear loads. In the proposed platform, the specific features of isolated
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Figure 4.11: Planning with voltage distortion constraint.

microgrids, i.e., the lack of a slack bus and the droop-based behaviour of some DGs,
have been taken into account for both fundamental power flow and harmonic power flow.
To account for the possibility of resonance or quasi-resonance that can be caused by the
wind turbines, a methodology has been proposed to incorporate them into the harmonic
analysis. Eventually, given that a frequency and voltage provision cannot be provided by
renewable DGs, a reliability-based technique has been proposed. This technique resulted
in a better distribution of dispatchable DGs throughout the microgrid, and thus, allows
building successful islands following a contingency.
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Chapter 5

Harmonic Analysis of Three-Phase
Diode Bridge Rectifiers Under
Unbalanced and Distorted Supply

5.1 Introduction

Developing an effective harmonic power flow tool requires fast and accurate calculations
of the harmonics generated by nonlinear elements. This chapter1 presents a time-domain-
based method for obtaining all steady-state characteristic and non-characteristic harmonics
generated by three-phase diode bridge rectifiers, under unbalanced and distorted supply.
The developed model is generic and able to address both continuous- and discontinuous-
conduction modes with a single formulation. By introducing a virtual resistance on the
rectifier’s DC side, the model is extended to accommodate any DC-side filter. Further,
a unique analytical Jacobian matrix is developed to guarantee a quadratic convergence
for the iterative part of the proposed method. The effectiveness of the proposed method
for harmonic analysis is confirmed through a comparative evaluation with time-domain
simulations using PSCAD/EMTDC.

1A version of this chapter has been published: A. H. Yazdavar, M.A. Azzouz, E. F. El-Saadany,
”Harmonic Analysis of Three-Phase Diode Bridge Rectifiers Under Unbalanced and Distorted Supply”,
IEEE Trans. on Power Delivery.
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Figure 5.1: Rectifier circuit.

5.2 Contributions

The main contributions of this chapter are as follows:

• A state-space-based model is derived with which to obtain all steady-state charac-
teristic and non-characteristic harmonics of three-phase diode bridge rectifiers, under
distorted and unbalanced supply. The model is independent of the network’s X/R
ratio.

• An analytical Jacobian matrix is developed to accelerate convergence. In this devel-
opment, the system model has been arranged so as to prohibit the appearance of any
terms requiring the integration of a matrix exponential.

• The AC and DC sides of the rectifier are decoupled, through Rinf , allowing the model
extension for any DC-side filter.
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Figure 5.2: Discontinuous mode.

5.3 System Description

Figure 5.1 shows two three-phase diode bridge rectifier circuits with C and LC smoothing
filters. The DC load is represented by a resistor, which might be an actual resistive load at
the DC side, the inverter of a VSD, or a DC/DC converter. The target of harmonic analysis
is to develop a model that gives the steady-state harmonics of the AC currents and DC
voltage, once supplied by a distorted and unbalanced source. The developed model can be
applied in harmonic power flow algorithms to improve the accuracy of existing methods,
such as the ones proposed in [130] and [131], where the nonlinear loads are represented at
each harmonic by a current source. At each iteration of a harmonic power flow algorithm,
the information of the supply voltage harmonics in terms of magnitude and phase angles
are known, and thus are regarded as the inputs in the developed model. The supply voltage
can be considered as 

van =
∑
h

Vh sin (|h|ωt+ φh)

vbn =
∑
h

Vh sin
(
|h|ωt+ φh − 2π

3
Sh
)

vcn =
∑
h

Vh sin
(
|h|ωt+ φh + 2π

3
Sh
) (5.1)
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Figure 5.3: Continuous mode.

where h is the harmonic order; ω is the supply frequency; Vh and φh are the magnitude
and phase angle of the hth order harmonic, respectively; and Sh is given by

Sh =

{
+1 h = 1, 4, 7, ...

−1 h = −1,−2,−5, ....
(5.2)

The model formulation is initially derived for Figure 5.1(a) with the C filter, and then
extended to accommodate the LC filter, i.e., displayed in Figure 5.1(b).

Figures 5.2 and 5.3 demonstrate the general trend of the three-phase currents (ia, ib,
and ic) in Figure 5.1, for the DCM and CCM, respectively. As can be seen, the supply
voltage in (5.1) leads to different peaks and conduction angles for different phases. Also, the
sixth-period symmetry, introduced by [77], no longer exists. Further, half-wave symmetry
is not applicable, given that the model must consider the existence of even harmonics in
the supply. Hence, the formulation is developed based on a complete period (T ), which is
considered here from t = γ1 to t = γ1 + T .
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5.4 Calculating The Switching Instants

Obtaining the harmonic current source equivalent of a diode rectifier entails getting the
switching instants, γi and γi + ηi, where i ∈ {1, 2, ..., 6}, as shown in Figures 5.2 and 5.3.
The switching instants can be acquired using the boundary conditions of the phase voltages
and currents; twelve switching instants need twelve boundary conditions. Such conditions
are defined on the system model, which is developed in the state-space domain.

5.4.1 System in State-Space Domain

The switching instants divide each period into twelve time segments that are governed by
six pairs of state-space equations, i.e.,

Ẋ =Aon,iX γi ≤ t ≤ γi + ηi (5.3)

Ẋ =Aoff ,iX γi + ηi ≤ t ≤ γi+1 (5.4)

where X is the state-space vector; Aon,i and Aoff ,i are state transition matrices, which are
detailed in Section 5.5; i ∈ {1, 2, ..., 6}; γ6+1 = γ1 + T .

For the case of CCM, Aon,i matrices correspond to commutation intervals, in which
three diodes conduct together. However, for DCM, these matrices give the system equation
for conduction intervals in which two diodes close the current path between the supply and
the DC side. On the other hand, Aoff ,i matrices are correlated to the conduction of two
diodes for CCM, and no diode for DCM. Thus, for both CCM and DCM, the numbers of
conducting diodes differ in the time segments described by (5.3) and (5.4).

Given that each diode allows current to pass through one phase of the supply and the
corresponding AC-side inductor, different numbers of conducting diodes lead to different
numbers of state variables, and accordingly different state-space vectors. Additionally,
to build the system model, the state-space equations of different time segments must be
combined. Doing so is simpler with the same state-space vectors. Otherwise, the basis
for the state-space vectors must be changed at each switching instant [77]. To avoid the
complexity of changing the bases, the diodes are modelled by a piecewise linear model
through two different resistances, Ron and Roff , being on and off, respectively. While
the former resistance is a very small value, the latter is taken to be significantly large.
Large Roff causes a negligible current to pass through the non-conducting diode with no
manipulation of the state-space vector containing the state variables.

77



The state-space vector includes circuit state variables and supply state variables, as

X =
[

Xcir
T Xsup

T ]T. The circuit state variables are the currents at the AC side, and

the voltage at the DC side, i.e., Xcir =
[
ia ib ic vdc

]T
. The supply state vari-

ables are considered as follows. In the stationary αβ domain, for each supply harmonic,
one voltage component can be written in terms of the derivative of the other compo-
nent. Thus, the harmonic voltage components are taken as state variables, i.e., Xsup =[
vα,1 vβ,1 ... vα,h vβ,h ...

]T
. The length of Xsup is 2nh, where nh denotes the number

of supply harmonics. In this chapter, ellipsis “...” in vectors and matrices stands for their
extension for all harmonics.

5.4.2 Mismatch Equations

This subsection develops a single formulation for both CCM and DCM with which the
mismatch equations governing the switching instants can be described. This formulation
is based on obtaining the relation between the state variables at the first instant and the
last instant of a period, i.e., X (γ1) and X (γ1+T ), through two approaches.

In the first approach, the solutions of the state-space equations, (5.3) and (5.4), at
different time segments within a period are combined. Each segment’s differential equation
gives the relation between the state variables at the last and first instants of a segment.
Additionally, the state variables at the first instant of each segment equal the state variables
at the last instant of the precedent segment. By combining the relations of different
segments, the state variables at the end of the period, i.e., at t = γ1 + T are obtained as

X (γ1+T ) = ΦX (γ1) (5.5)

where Φ is a square matrix of size 4 + 2nh, and is given by

Φ =
6∏
i=1

eAoff ,i(γi+1−γi−ηi)eAon,i(ηi) (5.6)

The second approach uses the steady-state constraints based on the periodic nature of
the state variables. Because the steady-state harmonics are aimed

X (γ1+T ) = X (γ1) (5.7)
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From (5.5) and (5.7), one gets

(Φ− I) X (γ1) = 0 (5.8)

where I is the identity matrix of size 4 + 2nh.

Equation (5.8) is a homogeneous one. To obtain its non-trivial solution, (Φ− I) and
X (γ1) are decomposed into their sub-matrices and sub-vectors, respectively, allowing (5.8)
to be re-written as [

D E
F K

] [
Xcir (γ1)
Xsup (γ1)

]
=

[
0
0

]
(5.9)

where the size of the sub-matrices are as follows: for D, 4×4; for E, 4×2nh; for F, 2nh×4;
and for K, 2nh × 2nh.

From (5.9), Xcir (γ1) is obtained as

Xcir (γ1) = −D−1EXsup (γ1) (5.10)

According to (5.10), the circuit state variables can be acquired if the supply state
variables at t = γ1 are known. The in-quadrature nature of the supply voltage components
in the stationary αβ domain, described in the previous subsection, makes this possible.
Therefore,

Ẋsup=Asup,supXsup (5.11)

where Asup,sup is of size 2nh×2nh, relates the supply state variables together, and is given
by

Asup,sup = diag

([
0 −ω
ω 0

]
, ...,

[
0 −hω
hω 0

]
, ...

)
(5.12)

Using (5.11), Xsup (γ1) is written as

Xsup (γ1) = eAsup,supγ1Xsup (0) (5.13)

From (5.10) and (5.13), X (γ1) =
[

Xcir (γ1)T Xsup (γ1)T
]T

is obtained. Having X (γ1),
the system state variables at the end of each segment, i.e., at t = γi and t = γi + ηi, where
i ∈ {1, 2, ..., 6} are acquired using (6.12) and (5.15):

X (γi+ηi) = eAon,i(ηi)X (γi) (5.14)
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Table 5.1: Boundary Conditions on Voltages and Currents

 
1

1, 1, 2,3, 4, 5,6,7,...

1 1,7,13,...

1 5,11,17,...

0 0,2,3, 4,6,...

1 6 1

1 6 1

0 2 & 3

th

h

h

t

h

h

h

S h

h

h k

S h k

h k h k



  

 
  
 
  
   
  

1t T    

Currents  Voltages  

point CCM/DCM point CCM DCM 

1 1t     0ai   1t   3 an dcv v ab dcv v  

2 2t     0ci  2t  3 bn dcv v  ac dcv v  

3 3t     0bi   3t  3 cn dcv v bc dcv v  

4 4t     0ai   4t  3 an dcv v  ba dcv v  

5 5t     0ci  5t  3 bn dcv v ca dcv v  

6 6t     0bi   6t  3 cn dcv v  cb dcv v  

Voltage Conditions Current Conditions
point CCM DCM point CCM DCM 

 
1t   3 an dcv v ab dcv v  

1 1t     0ci   0ai   

 
2t  3 bn dcv v  ac dcv v  

2 2t    0bi   0ai   

 
3t  3 cn dcv v bc dcv v  

3 3t     0ai  0bi   

 
4t  3 an dcv v  ba dcv v  

4 4t    0ci   0bi   

 
5t  3 bn dcv v ca dcv v  

5 5t     0bi   0ci 
 

6t  3 cn dcv v  cb dcv v  
6 6t     0ai  0ci 

1 7 

2 

3 

4 

5 

6 

8 

9 

10 

11 

12 

X (γi+1) = eAoff ,i(γi+1−γi−ηi)X (γi + ηi) (5.15)

Given that the boundary conditions introduced in the next subsection can be described
in terms of the state variables at the switching instants, the mismatch equations can be
written as follows:

fi = Cf ,iX (γi) (5.16)

gi = Cg,iX (γi + ηi) (5.17)

where Cf ,i and Cg,i are row vectors and are given in Subsection 5.6.1.

Using the Newton method, the solution to a set of twelve equations described by (5.16)
and (5.17) can be written as

∆(j+1)=∆(j)−J−1Hfg

(
∆(j)

)
(5.18)

where ∆ is a vector containing all ηi and γi angles, J is the Jacobian matrix given in
Subsection 5.6.2, Hfg is a vector containing all mismatch equations, and j is the iteration
number. The developed Jacobian matrix has the advantage of being similar for different
rectifier operating modes and filter structures.

5.4.3 Boundary Conditions

The aforementioned twelve boundary conditions that are required for obtaining the switch-
ing instants, γi and γi + ηi are basically the diodes’ turn-on and turn-off conditions. The
turn-on conditions are described in terms of the relation between the supply and DC-side
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voltages, and the turn-off conditions are given by the AC side currents. Table 5.1 illustrates
the boundary conditions for both CCM and DCM in accordance with Figures 5.2 and 5.3.

Points 1 to 6 in Table 5.1 correspond to voltage conditions that turn on the diodes. For
the DCM, the diodes turn on once their corresponding supply line voltage becomes equal
to the DC-side voltage, vdc. For example, at t = γ1, according to Figure 5.2, D1 and D6

start conduction, when (van − vbn) is equal to vdc. On the other hand, in order to have a
diode start conduction in the CCM, the DC-side voltage should be three times that of the
supply voltage associated with that diode. For example, at t = γ1, according to Figure
5.3, D1 is supposed to start conduction, and its associated voltage is van, it is necessary to
have vdc = 3van.

Eventually, for Points 7 to 12, the turn-off conditions for CCM and DCM are given
based on zeroing of the AC-side currents in accordance with Figures 5.2 and 5.3.

5.5 State Space Model Details

The state transition matrices, Aon,i and Aoff ,i of (5.3) and (5.4), for both DCM and CCM
can be formulated in the following generic forms

Aon,i =

[
Acir,cir

on,i Acir,sup
on,i

02nh×4 Asup,sup

]
(5.19)

Aoff ,i =

[
Acir,cir

off ,i Acir,sup
off ,i

02nh×4 Asup,sup

]
(5.20)

The sub-matrices of (5.19) and (5.20), for DCM and CCM are given in the Subsections
5.5.1 and 5.5.2, respectively.

5.5.1 Discontinuous Conduction Mode

According to Figure 5.2, for γ1 ≤ t ≤ γ1 +η1 , D1 and D6 are conducting. Figure 5.4 shows
the current circulating path for this conduction interval. Applying KVL, modelling the
conducting diodes by Ron, and noting ia = −ib give the differential equations of phases a
and b, as expressed by (5.21) and (5.22). To represent the negligible current of phase c,
Roff is used instead of Ron in (5.23). The high value of Roff and the consequent negligible
ic allow us to select the rest of the terms in (5.23) to simplify building the state-space
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Figure 5.4: Rectifier circuit during a conduction interval.

equations. To do so, terms similar to those in phase-a equation are used. The equations
for the circuit state variables are completed by adding the differential equation of the DC
side, given by (5.24):

dia
dt

= −R +Ron

L
ia −

1

2L
vdc +

1

2L
(van − vbn) (5.21)

dib
dt

= −R +Ron

L
ib +

1

2L
vdc −

1

2L
(van − vbn) (5.22)

dic
dt

= −R +Roff

L
ic −

1

2L
vdc +

1

2L
(van − vbn) (5.23)

dvdc
dt

=
1

C
ia −

1

CRl

vdc (5.24)

After t = γ1 + η1 , the conducting diodes, i.e., D1 and D6, switch to the turn-off mode,
which will be continued until t = γ2. As the diodes turn off, the three-phase currents
become zero, leaving just the DC side energized. In this case, the differential equations
relevant to circuit state variables can be derived by replacing Ron with Roff , and are not

re-written here to save space. Therefore, Acir,cir
on,i , Acir,cir

off ,i , Acir,sup
on,i and Acir,sup

off ,i for the first
two segments of DCM, i.e., i = 1 become:

Acir,cir
on,1 =


−R+Ron

L
0 0 − 1

2L

0 −R+Ron

L
0 1

2L

0 0 −R+Roff

L
− 1

2L
1
C

0 0 − 1
CRl

 (5.25)

Acir,cir
off ,1 =


−R+Roff

L
0 0 − 1

2L

0 −R+Roff

L
0 1

2L

0 0 −R+Roff

L
− 1

2L
1
C

0 0 − 1
CRl

 (5.26)
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Acir,sup
on,1 = Acir,sup

off ,1 =
1

2L
Kdc,1

abc Kabc
αβ Kαβ

h (5.27)

where Kdc,1
abc relates the last terms of (5.21)–(5.23) to the phase voltages, Kabc

αβ is the inverse

Clarke transformation matrix, and Kαβ
h allows writing the voltages of αβ domain in terms

of their harmonic components. Kdc,1
abc , Kabc

αβ , and Kαβ
h are expressed by

Kdc,1
abc =

 1 −1 1 0
−1 1 −1 0
0 0 0 0

T

(5.28)

Kabc
αβ =

[
1 −1

2
−1

2

0
√

3
2
−
√

3
2

]T
(5.29)

Kαβ
h =

[
1 0 ... 1 0 ...
0 1 ... 0 1 ...

]
2×2nh

(5.30)

For the remaining time segments of DCM, Acir,cir
on,i , Acir,cir

off ,i , Acir,sup
on,i , and Acir,sup

off ,i ma-
trices can be developed based on the following observations on (5.21)–(5.24):

1. The state equations (5.21)–(5.23) have two Ron, corresponding to phases connected
to the conducting diodes, and one Roff , for the non-conducting phase.

2. The conducting diodes determine the line voltage appearing in (5.21)–(5.23). Here,
D1 and D6 conduction leads to (van − vbn).

3. For the two conducting phases, the one connected to the upper diode (D1) sends the
current to the DC side, and the other one that is connected to the lower diode (D6)
receives the current from the DC side.

4. The sending-phase-state equation (phase a) has a negative sign for the vdc multiplier,
and a positive sign for the line voltage multiplier. Such multipliers have opposite
signs for the receiving phase (phase b) state equation, and similar signs for the non-
conducting phase (phase c) state equation.

Applying the above observations for the sequence of conducting diodes, shown in Figure
5.2 for a half-period, provides Acir,cir

on,i matrices for the remaining conducting segments,

which by replacing Ron by Roff gives the corresponding Acir,cir
off ,i matrices for the non-

conducting segments. Lastly, to obtain the rest of Acir,sup
on,i and Acir,sup

off ,i matrices, Kdc
abc,1
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Figure 5.5: Rectifier circuit during a commutation interval.

in (5.27) should be replaced by Kdc
abc,i, which is determined based on the second point of

the above observations.

5.5.2 Continuous Conduction Mode

According to Figure 5-3, γ1 ≤ t ≤ γ1 +η1 corresponds to a commutation interval, in which
the three diodes D1, D5, and D6 are conducting. By writing the KVL for loops 1 and 2 of
Figure 5.5, and substituting for one phase current in terms of the other two phase currents
(e.g., ic = − (ia + ib)), (5.31)–(5.33) are given. Addition of the DC-side dynamic equation
completes the circuit state-space equations for this commutation interval:

dia
dt

= −R +Ron

L
ia −

1

3L
vdc +

2van − (vbn + vcn)

3L
(5.31)

dib
dt

= −R +Ron

L
ib +

2

3L
vdc +

2vbn − (van + vcn)

3L
(5.32)

dic
dt

= −R +Ron

L
ic −

1

3L
vdc +

2vcn − (van + vbn)

3L
(5.33)

dvdc
dt

= − 1

C
ib −

1

CRl

vdc (5.34)

From (5.31)–(5.34), Acir,cir
on,1 and Acir,sup

on,1 are obtained as

Acir,cir
on,1 =


−R+Ron

L
0 0 − 1

3L

0 −R+Ron

L
0 2

3L

0 0 −R+Ron

L
− 1

3L

0 − 1
C

0 − 1
CRl

 (5.35)
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Acir,sup
on,1 =

1

3L
Kdc,1

abc Kabc
αβ Kαβ

h (5.36)

where Kabc
αβ and Kαβ

h are found from (5.29) and (5.30), respectively, and Kdc,1
abc is given by

Kdc,1
abc =

 2 −1 −1 0
−1 2 −1 0
−1 −1 2 0

T

(5.37)

In the next time segment, i.e., γ1 + η1 ≤ t ≤ γ2, D5 is turned off, and only D1 and D6

conduct. The system behaviour becomes similar to that of a DCM conduction interval.
Thus, Acir,cir

off ,1 , Acir,sup
off ,1 , and Kdc

abc,1 of the CCM are equal to Acir,cir
on,1 , Acir,sup

on,1 , and Kdc
abc,1

of the DCM, already given by (5.25), (5.27), and (5.28), respectively.

The CCM’s sub-matrices for the other commutation intervals are extracted using the
following observations on (5.31)–(5.34):

1. Two equations (i.e., for phases a and c) have similar vdc multipliers, as in (5.31) and
(5.33), and the summation of these multipliers is equal to negative the vdc multiplier
in (5.32) (i.e., for phase b).

2. Noting the conducting diodes in Figure 5.5, the vdc multiplier is negative in the
equation that represents the phase sending the current to the DC side, and is positive
otherwise. Also, the vdc multipliers are equal for the phases connected through their
diodes.

3. The first and last terms of (5.31)–(5.33) directly correlate with the corresponding
phase. Therefore, they remain intact at the other commutation intervals.

4. The DC-side equation given by (5.34) includes a phase current (ib) whose differential
equation has a dissimilar vdc multiplier (as in (5.32)). Also, this multiplier has a sign
opposite to that of the phase current in the DC-side equation (5.34).

Based on the above observations, for the rest of the commutation intervals: 1) Acir,cir
on,i

matrices can be derived, considering the sequence of diode conduction, which is shown in
Figure 5.3 for a half-period, and 2) Acir,sup

on,i and Kdc,i
abc matrices are similar to Acir,sup

on,1 and

Kdc,1
abc , given by (5.36) and (5.37), respectively.

Eventually, because the behaviour of CCM when two diodes are conducting is similar
to that of DCM conduction intervals, Acir,cir

off ,i and Acir,sup
off ,i matrices for the other time

segments are derived regarding the explanations of Subsection 5.5.1.
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5.6 Mismatch Equation Details

5.6.1 Cf ,i and Cg,i Vectors

First, these vectors are provided for the rectifiers with a C filter. Starting with DCM, con-
sidering the voltages’ boundary conditions given by Table 5.1 at t = γi for i ∈ {1, 2, ..., 6},
Cf ,i vectors can be written in the following form:

Cf ,i=
[

Of ,i Qf ,i

]
(5.38)

where Of ,i =
[

0 0 0 −1
]
; Qf ,i are vectors of length 2nh, relating the phase voltages

required in the boundary conditions to the supply state variables.

To build Qf ,i vectors, a matrix is defined that relates the three-phase voltages to the
supply state variables as

Kabc
h = Kabc

αβ Kαβ
h (5.39)

where Kabc
αβ and Kαβ

h were given by (5.29) and (5.30), respectively.

Qf ,i vectors are written in terms of the three rows of Kabc
h , represented by Ka

h, Kb
h,

and Kc
h, respectively. For example, to hold the voltage boundary condition at t = γ1, Qf ,1

is written as Qf ,1 = Ka
h −Kb

h to return (van − vbn) in terms of the supply state variables.

On the other hand, Cg,i vectors are built incorporating the currents’ boundary condi-
tions given by Table 5.1 at t = γi + ηi for i ∈ {1, 2, ..., 6}, and have the following form:

Cg,i =
[

Qg,i 01×2nh

]
(5.40)

where Qg,i vectors have a length equal to the number of circuit state variables, and their
elements are all zero except the one used to express the boundary condition; e.g., holding
the condition at t = γ1 + η1 needs Qg,1 =

[
1 0 0 0

]
.

Cf ,i and Cg,i vectors for CCM can also be expressed by (5.38) and (5.40), respectively,
once Qf ,i and Qg,i vectors are written in accordance with Table 5.1 voltages’ and currents’
boundary conditions, respectively; e.g., boundary conditions at t = γ1 and t = γ1 + η1

require Qf ,1 = 3Ka
h and Qg,1 =

[
0 0 1 0

]
, respectively.

For the case with an LC filter, only Of ,i of (5.38) and Qg,i of (5.40) must be re-
vised, to: 1) replace vdc with vdc,0, and 2) update the supply state variables. For the
above CCM example, given that vdc,0 = Rinf (−ib − iL), it is necessary to consider Of ,1 =[

0 Rinf 0 Rinf 0
]

and Qg,1 =
[

0 0 1 0 0
]
.
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5.6.2 Analytical Jacobian

According to mismatch equations (5.16) and (5.17), the Jacobian matrix has the following
form:

J =

[
∂fi
∂ηk

∂fi
∂γk

∂gi
∂ηk

∂gi
∂γk

]
(5.41)

where i ∈ {1, 2, ..., 6} and k ∈ {1, 2, ..., 6}.
Because the vectors Cf ,i and Cg,i in (5.16) and (5.17) are constant, the elements of

the Jacobian matrix are derived by multiplication of these vectors and the derivative of
X (γi+1) and X (γi + ηi) with respect to ηk and γk. Using (6.12) and (5.15), these derivative
terms can be written as follows:

∂

∂ηk
X (γi + ηi) =

{
eAon,i(ηi) ∂

∂ηk
X (γi), k 6= i.

Aon,ie
Aon,i(ηi)X (γi) + eAon,i(ηi) ∂

∂ηk
X (γi), k = i.

(5.42a)

∂

∂γk
X (γi + ηi) = eAon,i(ηi)

∂

∂γk
X (γi) (5.42b)

∂

∂ηk
X (γi+1) =


eAoff ,i(γi+1−γi−ηi) ∂

∂ηk
X (γi + ηi) , k 6= i.

−Aoff ,ie
Aoff ,i(γi+1−γi−ηi)X (γi + ηi) +

eAoff ,i(γi+1−γi−ηi) ∂
∂ηk

X (γi + ηi) , k = i.

(5.42c)

∂

∂γk
X (γi+1) =



−Aoff ,ie
Aoff ,i(γi+1−γi−ηi)X (γi + ηi) +

eAoff ,i(γi+1−γi−ηi) ∂
∂γk

X (γi + ηi) , k = i.

Aoff ,ie
Aoff ,i(γi+1−γi−ηi)X (γi + ηi) +

eAoff ,i(γi+1−γi−ηi) ∂
∂γk

X (γi + ηi) , k = i+ 1.

eAoff ,i(γi+1−γi−ηi) ∂
∂γk

X (γi + ηi) , otherwise.

(5.42d)

Starting from i = 1, all the derivative terms of (5.42a)–(5.42d) can be acquired once
the derivative terms of X (γ1), written in terms of its sub-vectors, are given. Using (5.10)
and (5.13), the derivatives of X (γ1) sub-vectors can be expressed as

∂

∂ηk
Xcir (γ1) = D−1

(
∂D

∂ηk
D−1E− ∂E

∂ηk

)
Xsup (γ1) (5.43a)
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∂

∂γk
Xcir (γ1) =

D−1
(
∂D
∂γk

D−1E− ∂E
∂γk

)
Xsup (γ1) , k 6= 1.

D−1
(
∂D
∂γ1

D−1E− ∂E
∂γ1
− EAsup,sup

)
Xsup (γ1) , k = 1.

(5.43b)

∂

∂ηk
Xsup (γ1) = 0 (5.43c)

∂

∂γk
Xsup (γ1) =

{
0, k 6= 1.

Asup,supXsup (γ1) , k = 1.
(5.43d)

The derivative terms ∂D and ∂E with respect to ηk and γk in (5.43a) and (5.43b) can
be related to the corresponding derivatives of Φ given by (5.6). Using the sub-matrice
representation of Φ− I in (5.9), one can write[

∂D ∂E
∂F ∂K

]
=∂ (Φ− I) = ∂Φ (5.44)

Eventually, the derivatives of Φ with respect to ηk and γk are given by:

∂

∂ηk
Φ =

(
6∏

j=k+1

ΨjΘj

)
ΨkAon,kΘk

(
k−1∏
j=1

ΨjΘj

)
−

(
6∏

j=k+1

ΨjΘj

)
Aoff ,k

(
k∏
j=1

ΨjΘj

)
(5.45a)

∂

∂γk
Φ = −

(
6∏

j=k+1

ΨjΘj

)
Aoff ,k

(
k∏
j=1

ΨjΘj

)
+

(
6∏
j=k

ΨjΘj

)
Aoff ,k−1

(
k−1∏
j=1

ΨjΘj

)
(5.45b)

where Θj = eAon,j(ηj) and Ψj = eAoff ,j(γj+1−γj−ηj).

5.7 Fourier Analysis

Once the switching instants are acquired, one can obtain the steady-state harmonics of
the circuit state variables. The harmonics are acquired here based on the Fourier series
analysis. Taking x(t) as a function representing a circuit state variable, the objective is to
get the phasors of x(t) harmonics through the Fourier series. The exponential form of the
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Fourier series and its coefficients are given by

x (t) =
∞∑

h=−∞

Che
jhωt (5.46a)

Ch =
1

T

∫
T

x(τ)e−jhωτdτ (5.46b)

According to (5.46b), the Fourier series coefficients involve integration, hindering the
development of a compact formulation that gives the harmonics. To deal with this issue,
a fictitious first-order differential equation is developed, whose solution yields the Fourier
series coefficient [77]. Then, each harmonic of interest can be obtained by augmenting the
system state-space model with a differential equation.

The fictitious differential equation for the hth order harmonic can be written as

dxh
dt

= phxh + qhx(t) (5.47)

where ph and qh are the differential equation coefficients, and xh returns the harmonic of
x(t). The solution of (5.47) on a period, which is required by the Fourier series integral,
results in

xh(γ1 + T ) = ephTxh(γ1) +

∫ γ1+T

γ1

e−ph(τ−γ1−T )qhx (τ) dτ (5.48)

Assuming xh(γ1) = 0, a comparison between (5.46b) and (5.48) shows that holding
xh(γ1 + T ) = Ch requires the differential equation coefficients to be equal to the following
complex numbers:

ph = jhω (5.49a)

qh =
1

T
e−jhω(γ1+T ) (5.49b)

Considering the augmented state-space vector as X̃ =
[

Xcir
T Xsup

T Xhar
T ]T, its

state-space model can be built. Xhar consists of the harmonic state variables and is given

by Xhar =
[

ia,h ib,h ic,h vdc,h

]T
, where ia,h, ib,h, ic,h, and vdc,h are sub-vectors com-

prising the harmonics of the circuit state variables, and each sub-vector can be generally
represented by xh =

[
x0 ... xh ...

]
. The augmented system state-space model has
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the same form already described by (5.3) and (5.4), but in this case, the state-transition
matrices are expressed by

Ãon,i =

 Acir,cir
on,i Acir,sup

on,i 04×4no
h

02nh×4 Asup,sup 02nh×4no
h

Ahar,cir 04no
h×2nh

Ahar,har

 (5.50)

Ãoff ,i =

 Acir,cir
on,i Acir,sup

on,i 04×4no
h

02nh×4 Asup,sup 02nh×4no
h

Ahar,cir 04no
h×2nh

Ahar,har

 (5.51)

where Ahar,cir and Ahar,har are expressed by (5.52a)–(5.52d). Representing the number
of interested harmonics as noh, the size of these matrices will be 4noh × 4 and 4noh × 4noh,
respectively. Since the harmonics of interest are usually different at the AC and DC sides,
the subscripts h, ac and h, dc are used as the harmonic orders at the AC and DC sides,
respectively.

Ahar,cir = diag(qh,ac,qh,ac,qh,ac,qh,dc) (5.52a)

Ahar,har = diag(ph,ac,ph,ac,ph,ac,ph,dc) (5.52b)

qh,ac/dc =
[
q0 ... qh,ac/h,dc ...

]T
(5.52c)

ph,ac/dc = diag(p0, ..., ph,ac/h,dc, ...)
T (5.52d)

The augmented state-space vector at t = γ1 + T , X̃ (γ1 + T ) gives the harmonics. Due
to the similarity of the augmented and the system state-space models, X̃ (γ1 + T ) can be
written in terms of X̃ (γ1) as

X̃ (γ1 + T ) = Φ̃X̃ (γ1) (5.53)

where Φ̃ can be obtained from (5.6), once Aon,i and Aoff ,i are replaced by the augmented
state transition matrices described by (5.50) and (5.51), respectively.

Given that Xcir (γ1) and Xsup (γ1) have been already obtained, and Xhar (γ1) is a zero

vector, X̃ (γ1) is known. Thus, determines X̃ (γ1 + T ) and the harmonics.

It is worth noting that the calculation of any harmonic is independent of the calculation
of other harmonics considered in the formulation, which speeds up the calculation process
and avoids propagating truncation errors. Unlike those developed in [83] and [84], the
proposed method provides a single formulation for both DCM and CCM that is independent
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of the network’s X/R ratio.

5.8 Model Extension to LC Filter

Although diode rectifiers are abundantly furnished with C filters at the DC side, LC filters
[Figure 5.1b] can also be found in many high power applications [132]. Replacing C filters
with LC filters adds to the complexity of the model, especially for CCM, for the following
reason. The turn-on boundary conditions that require the rectifier’s output voltage cannot
be directly developed. However, in the case of C filters, this voltage is a state variable, which
is used in constructing the turn-on boundary conditions. In [83], a circuit consisting of a
fictitious voltage and two fictitious resistances have been proposed to obtain the boundary
conditions. But, these conditions have not been defined based on the state variables, and
accordingly, cannot be used for the method proposed in this chapter.

On the other hand, the LC filter leads to an inductive cut-set between the inductors of
the DC and AC filters. Due to this cut-set, the inductor current of the DC filter (iL) cannot
be considered as an independent state variable, and must be replaced by the AC currents.
As a consequence, the state-space model of a time segment involves more-complicated
terms than does the C filter case, and it is impossible to extend the state-space model of
a time segment to the other time segments of a period using the observations detailed in
Section 5.5.

To deal with the above-mentioned issues, it is proposed here to add a large virtual
resistance, Rinf , at the output of the rectifier [Figure 5.1b]. This resistance eliminates the
inductive cut-set between the inductors of the DC and AC filters. Further, it allows writing
the rectifier’s output voltage (vdc,0) in terms of the system state variables, and accordingly,
constructing the required turn-on boundary conditions.

Adding Rinf , the state-space model of the system with an LC filter can be easily
developed by replacing vdc of the previous model with vdc,0 written in terms of the circuit

state variables, which are updated to include iL as Xcir =
[
ia ib ic iL vdc

]T
. For

brevity’s sake, only the equations relevant to the first two time segments of CCM are
presented here. The equations for the rest of the time segments, as well as the DCM, can
be derived in the same manner. Deriving the model for the case with an LC filter includes
updating the sub-matrices in (5.19) and (5.20) for i = 1. Given that the voltage drops
across Rinf for these time segments are vdc,0 = Rinf (−ib − iL) and vdc,0 = Rinf (ia − iL),

respectively, Acir,cir
on,1 and Acir,cir

off ,1 can be written as
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Acir,cir
on,1 =


−R+Ron

L
Rinf

3L
0 Rinf

3L
0

0 −
(
R+Ron

L
+ 2Rinf

3L

)
0 −2Rinf

3L
0

0 Rinf

3L
−R+Ron

L
Rinf

3L
0

0 −Rinf

Ldc
0 −Rinf+Rdc

Ldc
− 1
Ldc

0 0 0 1
C

− 1
CRl

 (5.54)

Acir,cir
off ,1 =


−2(R+Ron)+Rinf

2L
0 0 Rinf

2L
0

Rinf

2L
−R+Ron

L
0 −Rinf

2L
0

−Rinf

2L
0 −R+Roff

L
Rinf

2L
0

Rinf

Ldc
0 0 −Rinf+Rdc

Ldc
− 1
Ldc

0 0 0 1
C

− 1
CRl

 (5.55)

No change is required for Asup,sup, and the other two sub-matrices Acir,sup
on,1 and Acir,sup

off ,1

are obtained from (5.27) and (5.36) once Kdc,1
abc is updated to account for the change in the

circuit state variables. This update can be simply done by adding a row of zeros as the
last row of the matrices in (5.28) and (5.37).

Eventually, to obtain the harmonics for the case with an LC filter, the sub-matrices
of the augmented state transition matrices must be revised. Thus, Ahar,cir and Ahar,har,
already given by (5.52a) and (5.52b), respectively, must be updated as

Acir,har = diag(qh,ac,qh,ac,qh,ac,qh,dc,qh,dc) (5.56a)

Ahar,har = diag(ph,ac,ph,ac,ph,ac,ph,dc,ph,dc) (5.56b)

The addition of Rinf actually decouples the dynamic equations of the AC and DC
sides, allowing modelling of even more-sophisticated filters at the DC side, e.g., two-stage
LC filters. Moreover, this idea can be employed in modelling rectifiers with higher pulse
numbers, such as 12-pulse rectifiers.

The proposed method for the harmonic analysis of diode bridge rectifiers is summarized
in Algorithm 2.

92



Algorithm 2 Harmonic Analysis for Diode Bridge Rectifier

1: Select the operation mode: DCM or CCM.
2: /* Calculating The Switching Instants
3: Initialize ∆ = [η1, γ1, ..., η6, γ6]T.
4: Calculate Aon,i and Aoff ,i, for all i, using (5.19) and (5.20).
5: while max

(∣∣∆(j+1)−∆(j)
∣∣) < ε do

6: Build the mismatch equations, using (5.16) and (5.17).
7: Construct the Jacobian matrix, using (5.41).
8: Update ∆(j+1), using (5.18).
9: j = j + 1

10: end while
11: /* Calculating The Harmonics
12: Calculate Ãon,i and Ãoff ,i, for all i, using (5.50) and (5.51).

13: Obtain X̃ (γ1 + T ), using (5.53).

14: Get Xhar (γ1 + T ), using X̃ =
[

Xcir
T Xsup

T Xhar
T ]T.

5.9 Performance Evaluation

The effectiveness of the proposed method is evaluated through comparative studies with
PSCAD/EMTDC time-domain simulations in several case studies.

5.9.1 Rectifiers with LC Filters

The case with LC filter as displayed by the circuit in Figure 5.1b is investigated here. Two
sets of system parameters that result in DCM and CCM, respectively, are considered, and
are given in Appendix C.

First, the switching instants γi and γi + ηi are acquired using the Newton method with
the proposed Jacobian matrix. The proposed method shows a very fast convergence for
both DCM and CCM. For example, with a tolerance of 10−6, the convergence for the
CCM has been achieved within 7 iterations, taking 25 ms on a machine with a core i7
CPU and 16 GB RAM in MATLAB environment. To validate the switching instants,
the current waveforms for one period are obtained by PSCAD/EMTDC and the proposed
model. Figures 5.6 and 5.7 show the results for the DCM and CCM, respectively. In
both figures, excellent matching exists between the two sets of currents so that they cross
the zero axis at the same points, which indicates the capability of the proposed model in
extracting the switching instants.
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Figure 5.6: DCM current waveforms using the proposed model and PSCAD.

Second, the harmonic phasors obtained using the proposed method are compared with
those given by PSCAD/EMTDC time-domain simulations with a sample time of 1 µs
and simulation time of 1 s. Tables 5.2 and 5.3 illustrate such a comparison for the DCM
and CCM, respectively, for all harmonics up to the 13th order. The results show accurate
compliance of the proposed model with the time-domain simulations. According to Table
5.2, in terms of the magnitudes of the current harmonics, the average absolute error is
0.001 A, and the highest absolute error, which has happened for the third harmonic of
phase b, is 0.007 A. These errors are very small and correspond to 0.009% and 0.04%,
respectively, when referred to the base value of the fundamental current (i.e., 15.65 A). In
terms of the angles of the current harmonics, the average and highest absolute errors are
only 0.1◦ and 0.4◦, respectively. For the magnitudes of the DC voltage harmonics, Table 5.2
demonstrates the average and highest absolute errors of 0.001 V and 0.004 V, respectively,
which in the base of the system DC voltage (292.15 V) are equivalent to 0.0003% and
0.001%, respectively. The average and highest absolute errors for the angles of the DC
voltage harmonics are 0.1◦ and 0.2◦, respectively. Analysis of the data for the CCM in
Table 5.3 will draw similar conclusions.

Eventually, for the DCM and CCM, respectively, the model needs the total execution
times of around 180 ms and 150 ms, in MATLAB environment, to provide all harmonics of
ia, ib, ic, and vdc up to the 30th order. In contrast, the PSCAD/EMTDC model (simulated
using a sample time of 10 µs and simulation time of 1 s) requires around 18 s to complete
the same task. The reason for the significant difference in the total execution times is that
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Figure 5.7: CCM current waveforms using the proposed model and PSCAD.

PSCAD/EMTDC integrates the system differential equations until the system reaches the
steady-state point in which the harmonics should be calculated; however, the proposed
method avoids the system transients and directly targets the steady-state point, and ac-
cordingly, is much faster. The two sample times considered above for the PSCAD/EMTDC
model are based on the following rational. A sample time of 1 µs improves the accuracy
of the PSCAD/EMTDC model that is regarded as the benchmark and allows evaluating
the proposed method accuracy. On the other hand, a sample time of 10 µs has been
considered for speed evaluation, given that this sample time in addition to decreasing the
execution time can still provide acceptable results [84]. To further assess the execution
time of the proposed method, its C-code has been generated. The execution times for the
DCM and CCM are around 24 ms and 20 ms, respectively. This confirms that the speed
of the proposed method is at the same order of those in [83] and [84].

5.9.2 Rectifiers with Two-Stage LC Filters

Two cascaded LC filters [Figure 5.8] can be applied to provide a qualified filtering through
using filter inductive and capacitive elements with a lower rating, and accordingly, a two-
stage filter is more effective than a single-stage one [133,134]. As explained in Section 5.8,
addition of Rinf makes the harmonic analysis of rectifiers with two-stage LC filters possible.

By Updating the circuit state variables as Xcir =
[
ia ib ic iL,1 iL,2 vdc,1 vdc,2

]T
,

and including the following two differential equations in the model given in Section 5.8,
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Table 5.2: Harmonic Phasors of AC and DC side for DCM

h MODEL PSCAD MODEL PSCAD MODEL PSCAD MODEL PSCAD

0 0.019∠-90.0° 0.021∠-90.0° 0.014∠-90.0° 0.015∠-90.0° 0.033∠90.0° 0.037∠90.0° 292.149∠90.0° 292.150∠90.0°

1 15.649∠-5.6° 15.647∠-5.6° 14.612∠-145.1° 14.611∠-145.1° 10.517∠109.9° 10.515∠109.9° 0.695∠-138.3° 0.694∠-138.3°

-2 2.122∠164.7° 2.122∠164.8° 1.803∠-76.1° 1.802∠-76.0° 2.004∠36.5° 2.004∠36.5° 13.355∠-151.8° 13.355∠-151.8°

3 4.055∠-121.6° 4.055∠-121.6° 5.613∠55.7° 5.606∠55.8° 1.566∠-131.0° 1.566∠-130.9° 5.884∠-23.4° 5.883∠-23.5°

4 1.571∠-26.9° 1.569∠-26.9° 2.262∠-153.5° 2.261∠-153.4° 1.831∠70.0° 1.830∠70.1° 6.632∠93.8° 6.632∠93.7°

-5 14.514∠105.2° 14.511∠105.2° 12.470∠-116.6° 12.469∠-116.4° 9.768∠-17.0° 9.765∠-16.9° 0.884∠-85.5° 0.884∠-85.6°

6 0.810∠-60.6° 0.809∠-60.6° 0.964∠120.4° 0.964∠120.6° 0.156∠-53.2° 0.156∠-53.1° 17.645∠-81.2° 17.641∠-81.2°

7 11.989∠-89.0° 11.987∠-89.0° 12.075∠134.1° 12.072∠134.3° 8.876∠22.0° 8.874∠22.1° 0.720∠150.5° 0.719∠150.4°

-8 1.970∠112.7° 1.967∠112.8° 0.987∠-123.2° 0.987∠-123.0° 1.632∠-37.3° 1.631∠-37.3° 2.061∠133.5° 2.060∠133.4°

9 2.423∠172.8° 2.423∠172.9° 3.432∠-15.5° 3.428∠-15.2° 1.083∠146.4° 1.083∠146.5° 1.387∠-86.2° 1.386∠-86.4°

10 0.923∠-76.1° 0.922∠-76.1° 1.749∠145.9° 1.748∠146.1° 1.232∠-3.8° 1.231∠-3.7° 1.581∠22.5° 1.580∠22.3°

-11 9.430∠21.2° 9.429∠21.3° 7.719∠153.9° 7.719∠154.3° 7.014∠-105.3° 7.013∠-105.1° 0.409∠-152.2° 0.408∠-152.4°

12 0.699∠-122.6° 0.699∠-122.6° 0.871∠53.9° 0.871∠54.3° 0.177∠-138.3° 0.177∠-138.2° 5.533∠-170.6° 5.532∠-170.8°

13 6.739∠178.7° 6.738∠178.8° 7.028∠47.8° 7.027∠48.1° 5.753∠-69.3° 5.752∠-69.2° 0.302∠85.9° 0.302∠85.8°

 ,d̂c hV V ,ĉ hI A ,b̂ hI A ,â hI A

the harmonic analysis of rectifiers with two-stage LC filters can be accommodated.

diL,2
dt

= −Rdc,2

Ldc,2
iL,2 +

1

Ldc,2
vdc,1 −

1

Ldc,2
vdc,2 (5.57)

dvdc,1
dt

=
1

C1

iL,1 −
1

C1

iL,2 (5.58)

The inclusion of (5.57) and (5.58) changes Acir,cir
on,i and Acir,cir

off ,i sub-matrices. For in-

stance, Acir,cir
on,1 and Acir,cir

off ,1 are given by

Acir,cir
on,1 =

−R+Ron

L
Rinf

3L
0 Rinf

3L
0 0 0

0 −
(
R+Ron

L
+ 2Rinf

3L

)
0 −2Rinf

3L
0 0 0

0 Rinf

3L
−R+Ron

L
Rinf

3L
0 0 0

0 − Rinf

Ldc,1
0 −Rinf+Rdc,1

Ldc,1
0 − 1

Ldc
0

0 0 0 0 −Rdc,2

Ldc,2

1
Ldc,2

− 1
Ldc,2

0 0 0 1
C1

− 1
C1

0 0

0 0 0 0 1
C2

0 − 1
C2Rl

(5.59)
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Table 5.3: Harmonic Phasors of AC and DC side for CCM

h MODEL PSCAD MODEL PSCAD MODEL PSCAD MODEL PSCAD

0 0.516∠-90.0° 0.513∠-90.0° 0.165∠90.0° 0.172∠90.0° 0.337∠90.0° 0.341∠90.0° 262.466∠90.0° 262.466∠90.0°

1 12.660∠-27.8° 12.664∠-27.8° 9.247∠-137.4° 9.238∠-137.4° 12.934∠109.9° 12.933∠109.9° 2.097∠74.6° 2.099∠74.6°

-2 1.257∠-34.4° 1.253∠-34.5° 1.228∠59.8° 1.225∠59.7° 1.690∠-168.0° 1.688∠-168.1° 4.318∠74.5° 4.319∠74.5°

3 2.042∠19.9° 2.044∠20.0° 0.497∠-93.1° 0.498∠-93.6° 1.902∠-173.9° 1.901∠-174.0° 0.923∠79.5° 0.926∠79.6°

4 0.837∠-23.8° 0.836∠-24.0° 0.688∠-141.5° 0.687∠-141.5° 0.802∠106.6° 0.800∠106.4° 0.331∠104.8° 0.333∠104.7°

-5 2.755∠64.1° 2.755∠64.1° 2.993∠-160.5° 2.993∠-160.2° 2.179∠-42.2° 2.179∠-42.3° 0.089∠41.9° 0.089∠42.0°

6 0.274∠-64.8° 0.274∠-64.8° 0.101∠52.1° 0.101∠52.9° 0.245∠136.7° 0.244∠136.6° 0.835∠-148.9° 0.834∠-149.0°

7 0.758∠101.2° 0.758∠101.3° 0.306∠21.7° 0.307∠22.4° 0.870∠-99.0° 0.870∠-99.0° 0.033∠37.6° 0.033∠37.4°

-8 0.508∠38.4° 0.507∠38.5° 0.770∠167.5° 0.769∠167.9° 0.594∠-53.3° 0.594∠-53.3° 0.068∠159.2° 0.068∠159.3°

9 0.472∠51.3° 0.472∠51.3° 0.259∠-142.5° 0.259∠-142.0° 0.227∠-113.4° 0.227∠-113.5° 0.078∠155.0° 0.079∠154.9°

10 0.499∠31.1° 0.498∠31.2° 0.234∠-77.0° 0.233∠-76.4° 0.483∠-176.2° 0.482∠-176.3° 0.042∠138.8° 0.042∠138.7°

-11 0.407∠38.6° 0.407∠38.7° 0.154∠-146.3° 0.154∠-145.5° 0.254∠-138.7° 0.254∠-138.8° 0.018∠100.9° 0.018∠100.9°

12 0.277∠-17.9° 0.277∠-17.8° 0.149∠152.7° 0.149∠153.5° 0.132∠172.3° 0.131∠172.1° 0.150∠156.5° 0.151∠156.4°

13 0.617∠115.4° 0.617∠115.5° 0.422∠-12.5° 0.421∠-11.7° 0.494∠-107.3° 0.494∠-107.2° 0.020∠64.9° 0.019∠64.9°

 ,d̂c hV V ,â hI A  ,b̂ hI A  ,ĉ hI A
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L
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1
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− 1
Ldc,2

0 0 0 1
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− 1
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0 0

0 0 0 0 1
C2

0 − 1
C2Rl


(5.60)

To show the capability of the proposed model in the harmonic analysis of rectifiers with
two-stage LC filters, other studies are conducted using two sets of parameters [Appendix
C] that result in DCM and CCM, respectively. Table 5.4 illustrates the harmonic phasors
of the AC side current (ia) and DC side voltage (vdc,2) obtained from the proposed model
and PSCAD/EMTDC time-domain simulations for both DCM and CCM. Again, the pro-
posed algorithm provides very accurate results for both magnitudes and angles of different
harmonic orders.
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Figure 5.8: Rectifier with two-stage LC filter.

Table 5.4: Harmonic Phasors for Two-stage LC Filters

h MODEL PSCAD MODEL PSCAD MODEL PSCAD MODEL PSCAD

0 0.058∠-90.0° 0.057∠-90.0° 285.000∠90.0° 285.008∠90.0° 0.574∠-90.0° 0.575∠-90.0° 262.116∠90.0° 262.114∠90.0°

1 14.533∠-13.9° 14.531∠-13.9° 0.223∠97.5° 0.222∠97.5° 12.982∠-30.1° 12.988∠-30.1° 2.455∠88.1° 2.458∠88.1°

-2 0.866∠-35.1° 0.866∠-35.1° 3.559∠221.3° 3.559∠221.3° 1.019∠-37.2° 1.019∠-37.2° 6.114∠72.4° 6.115∠72.5°

3 1.318∠-141.5° 1.319∠-141.5° 1.341∠194.2° 1.342∠194.2° 2.419∠23.8° 2.421∠23.8° 1.527∠69.3° 1.527∠69.4°

4 0.882∠98.4° 0.882∠98.3° 1.722∠178.4° 1.722∠178.4° 0.835∠-15.4° 0.835∠-15.4° 0.913∠90.8° 0.916∠90.8°

-5 13.172∠94.1° 13.169∠94.0° 0.123∠-29.4° 0.123∠-29.4° 3.345∠61.6° 3.346∠61.6° 0.544∠2.3° 0.545∠2.5°

6 0.175∠-151.0° 0.175∠-151.1° 10.095∠38.9° 10.093∠38.9° 0.282∠-69.1° 0.282∠-69.1° 3.742∠65.7° 3.741∠65.8°

7 12.017∠-114.7° 12.015∠-114.8° 0.047∠206.7° 0.047∠206.7° 0.728∠131.8° 0.727∠131.8° 0.061∠-137.0° 0.062∠-136.9°

-8 0.535∠-156.2° 0.535∠-156.3° 0.765∠249.5° 0.765∠249.4° 0.478∠31.2° 0.478∠31.2° 0.074∠-7.0° 0.074∠-6.8°

9 0.725∠110.6° 0.726∠110.5° 0.385∠210.6° 0.385∠210.5° 0.507∠56.6° 0.508∠56.6° 0.053∠-14.8° 0.052∠-14.6°

10 0.615∠-25.5° 0.615∠-25.6° 0.545∠210.5° 0.546∠210.5° 0.438∠35.3° 0.438∠35.3° 0.023∠-33.3° 0.023∠-33.2°

-11 8.775∠-6.7° 8.774∠-6.8° 0.113∠9.9° 0.113∠9.8° 0.499∠31.6° 0.499∠31.7° 0.007∠-63.7° 0.007∠-63.4°

12 0.220∠114.9° 0.219∠114.7° 5.876∠74.0° 5.875∠74.0° 0.271∠-17.7° 0.272∠-17.7° 0.044∠-20.1° 0.044∠-19.9°

13 7.221∠140.9° 7.220∠140.7° 0.072∠240.7° 0.072∠240.6° 0.681∠117.8° 0.681∠117.8° 0.005∠-112.6° 0.005∠-112.4°

CCMDCM

 ,2,d̂c hV V ,â hI A  ,2,d̂c hV V ,â hI A

5.9.3 Harmonic Analysis Under Low X/R Ratio

The proposed model is independent of the X/R ratio of a rectifier’s circuit. It is worth
noting that facing rectifiers in circuits with low values of X/R ratio is possible. As an
example, one can consider a rectifier at the front end of a low-power VSD that is connected
to a distribution system without a filter [135]. Distribution systems are characterized
by their feeders’ low values of X/R ratio [136, 137]. Therefore, the described rectifier
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Table 5.5: Harmonic Phasors for CCM with Low X/R ratio

h MODEL PSCAD MODEL PSCAD MODEL PSCAD MODEL PSCAD

0 0.1140∠-90.00° 0.1142∠-90.00° 0.0395∠90.00° 0.0394∠90.00° 0.1535∠90.00° 0.1536∠90.00° 262.798∠90.00° 262.795∠90.00°

1 3.0041∠-24.92° 3.0048∠-24.92° 1.6641∠-138.53° 1.6648∠-138.53° 2.7908∠121.96° 2.1916∠121.96° 0.2449∠30.80° 0.2449∠30.80°

-2 0.4286∠-31.40° 0.4287∠-31.41° 0.3722∠89.81° 0.3722∠89.79° 0.3961∠-157.94° 0.3962∠-157.93° 0.8166∠105.52° 0.8166∠105.52°

3 0.6628∠65.58° 0.6627∠65.56° 0.3235∠-3.80° 0.3235∠-3.82° 0.8336∠-135.74° 0.8336∠-135.73° 0.1739∠118.38° 0.1739∠118.38°

4 0.1470∠48.70° 0.1471∠48.66° 0.1228∠-77.93° 0.1228∠-77.98° 0.1231∠175.49° 0.1231∠175.47° 0.0736∠151.05° 0.0736∠151.05°

-5 1.0617∠92.98° 1.0617∠92.95° 0.9997∠-138.62° 0.9997∠-138.66° 0.8990∠-26.41° 0.8990∠-26.41° 0.0210∠89.77° 0.0209∠89.77°

6 0.1220∠16.05° 0.1219∠16.03° 0.0524∠47.83° 0.0523∠47.79° 0.1688∠-154.58° 0.1688∠-154.57° 0.2793∠-111.20° 0.2793∠-111.20°

7 0.5944∠-143.23° 0.5943∠-143.26° 0.5567∠102.23° 0.5567∠102.20° 0.6231∠-17.63° 0.6231∠-17.62° 0.0165∠112.41° 0.0165∠112.41°

-8 0.1840∠82.39° 0.1841∠82.35° 0.2141∠-128.08° 0.2141∠-128.13° 0.1086∠-7.41° 0.1086∠-7.41° 0.0138∠-115.97° 0.0138∠-115.96°

9 0.0883∠166.41° 0.0882∠166.34° 0.0170∠-132.39° 0.0169∠-132.42° 0.0976∠-4.85° 0.0976∠-4.88° 0.0203∠-114.84° 0.0203∠-114.84°

10 0.0739∠138.43° 0.0739∠138.36° 0.0313∠32.69° 0.0313∠32.57° 0.0720∠-66.33° 0.0721∠-66.35° 0.0048∠-114.18° 0.0048∠-114.17°

-11 0.3060∠-20.41° 0.3060∠-20.43° 0.3588∠95.62° 0.3587∠95.57° 0.3550∠-135.22° 0.3551∠-135.19° 0.0061∠-132.55° 0.0061∠-132.55°

12 0.0777∠123.78° 0.0777∠123.73° 0.0462∠-150.94° 0.0461∠-151.02° 0.0936∠-26.83° 0.0936∠-26.85° 0.0556∠150.35° 0.0556∠150.35°

13 0.2497∠142.08° 0.2498∠142.03° 0.2607∠16.05° 0.2608∠15.98° 0.2318∠-103.45° 0.2318∠-103.44° 0.0055∠-146.23° 0.0055∠-146.23°

 ,b̂ hI A  ,ĉ hI A  ,d̂c hV V ,â hI A

may experience a low X/R ratio. To show the capability of the proposed model in such
situations, another study is conducted on a rectifier with a C filter that is connected to
a distribution feeder with an impedance of 5% and X/R ratio of 0.5. The complete set
of parameters are given in Appendix C, and the rectifier operates in the CCM. Table 5.5
illustrates the harmonic phasors of the AC-side currents and DC-side voltage obtained
from the proposed model and PSCAD/EMTDC time-domain simulations. As can be seen,
a very good compliance exists between the results acquired by the proposed model and
those given by PSCAD/EMTDC time-domain simulations.

5.10 Discussion

5.10.1 Rectifier’s Modes of Operation

In addition to the DCM and CCM demonstrated in Figures 5.2 and 5.3, three-phase diode-
bridge rectifiers might work in two other modes [138]. Denoting DCM and CCM as Modes
1 and 2, respectively, the other two modes can be regarded as Modes 3 and 4. Mode 3
includes two intervals: in the first interval, the conduction of two diodes is followed by
the conduction of three diodes; and in the second interval, the conduction of two diodes
is followed by the conduction of no diode. Mode 4 is based on conduction through a
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sequence of three-diode paths. Given that the operating range of Mode 3 is very small,
and the operation in Mode 4 is rare, only Modes 1 and 2 are considered here as in [77], [84].

5.10.2 Verifying the Mode of Operation

The verification of each operational mode and the selection of its corresponding boundary
conditions can be performed based on the diodes’ conduction characteristics of DCM and
CCM, which can be seen as follows. At the points of Table 5.1 in which the voltage
conditions are defined, i.e., at t = γi, for i ∈ {1, 2, ..., 6}, the voltage drop across one diode
becomes zero, and that diode starts conduction along with the other diode(s) that have
already been exposed to zero voltage. For the DCM, only one diode’s voltage has already
increased to zero; however, for the CCM, two diodes have already been conducting, and
hence, have zero voltage. Thus, the mode of operation can be verified through checking
the diodes’ voltages at the switching instants.

For example; for the DCM [Figure 5.2], at t = γ1, vD1 gets positive while vD6 has already
been positive; and for the CCM [Figure 5.3], at t = γ1, vD1 becomes positive, though vD5

and vD6 have already been positive; where vDi
is the voltage across Di. Therefore, vD5

being negative at t = γ1 gives the necessary condition for the operation in the DCM. To
check whether this condition is met, vD5 must be calculated. Starting with KVL in the
loop of phase c [Figure 5.1a], vD5 can be described in terms of the system state variables,
their derivatives, and the voltage between the neutrals of the supply and rectifier, vNn.
After some mathematical operations, the relation for vD5 at t = γ1 can be simplified to:

vD5 (γ1) =
3

2
vcn (γ1)− 1

2
vdc (γ1)− 3

2
L
dic
dt

(γ1)− 3

2
Ric (γ1) (5.61)

At each iteration of the switching instants’ calculations, the solution of the state-space
model described in Section 5.4 provides the state-space variables and their derivatives at
all switching instants, including t = γ1, and therefore, all the terms in (5.61) are known,
and vD5 (γ1) is obtained.

In addition to vD5 (γ1), the DCM operation needs negative values for vD6 (γ2), vD1 (γ3),
vD2 (γ4), vD3 (γ5), and vD4 (γ6). Hence, the necessary and sufficient condition for the oper-
ation in DCM can be defined by the constraint:

vDi−2
(γi) < 0, ∀i ∈ {1, 2, ..., 6} (5.62)

where vD1−2 = vD5 , vD2−2 = vD6 , and the equations for vDi−2
(γi) are given in Table 5.6.
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Table 5.6: Diodes’ Voltages for Mode Verification

Switching
Instant

vDi−2 (γi)

t = γ1 vD5 = 3
2vcn −

1
2vdc −

3
2L

dic
dt −

3
2Ric

t = γ2 vD6 = −3
2vbn −

1
2vdc + 3

2L
dib
dt + 3

2Rib

t = γ3 vD1 = 3
2van −

1
2vdc −

3
2L

dia
dt −

3
2Ria

t = γ4 vD2 = −3
2vcn −

1
2vdc + 3

2L
dic
dt + 3

2Ric

t = γ5 vD3 = 3
2vbn −

1
2vdc −

3
2L

dib
dt −

3
2Rib

t = γ6 vD4 = −3
2van −

1
2vdc + 3

2L
dia
dt + 3

2Ria

Given that the rectifier is operated either in DCM or CCM, not satisfying (5.62) implies
the CCM operation.

5.10.3 Accuracy and Numerical Robustness

As explained, the proposed model includes two large resistances; Roff , introduced in Sec-
tion III for a diode in the off mode; and Rinf , shown in Figure 5.1b and applied in Section
5.8 for the model extension to the case with LC filter. Rinf , as a parallel element, should
be selected so that its current be negligible compared to that of its parallel impedance,
which is achieved once the following condition is satisfied for all harmonics of interest:

Rinf �
∣∣∣∣Rdc + jhωLdc +

Rl

1 + jhωCRl

∣∣∣∣ (5.63)

In addition, Roff , as a series resistance, should be chosen to be significantly larger than its
series impedance for all harmonics of interest, i.e.,

Roff � |R +Rdc + jωh (L+ Ldc)| (5.64)

In this chapter, the values of Rinf and Roff have been taken equal to 105 and 108 Ω,
respectively. As illustrated by Tables 5.2, 5.3, 5.4 and 5.5, these values lead to a three
decimal place accuracy.

Furthermore, it is necessary to ensure the selected values for Rinf and Roff do not
cause numerical problems such as singularity or ill-conditioning for the proposed model.
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To that aim, the condition numbers, defined in [139], are employed to investigate the
matrices whose inverses are used in the proposed model. The condition number of a
well-conditioned matrix is 1; however, the condition number is a very large number for
ill-conditioned systems, and is infinity for a singular one [139]. If the condition number
is 10a, one may lose up to a digits of accuracy [140]. Moreover, if the condition number
exceeds 10b, where b equals decimal precision of the computational platform used, one can
not obtain the solution [141]. In terms of MATLAB computation, the decimal precision is
16 digits [142], and thus, the solution can not be obtained once the condition number is
greater than 1016.

The matrices that should be checked are D in (5.9), and the Jacobian matrix J given
by (5.41). For the rectifier with LC filter operating in the CCM, the condition numbers for
D and J matrices equal 1.1 and 519.9, respectively. Whereas, for the DCM, the condition
numbers for the D and J matrices are 1.3 and 12.1, respectively. This confirms that the
selected values for Rinf and Roff do not cause numerical problems.

5.11 Conclusion

This chapter has introduced a time-domain-based method for deriving all the characteristic
and non-characteristic harmonics of three-phase diode bridge rectifiers under unbalanced
and distorted supply. The proposed modelling has the following advantages: 1) it has a
single formulation for both DCM and CCM; 2) the system AC and DC sides get decoupled
through introducing Rinf , so that the model for a rectifier with a C filter can be readily
extended to accommodate any filter structure at the DC side; 3) the harmonics are derived
through multiplications of matrices, without any limiting constraint such as the network’s
X/R ratio. To guarantee a quadratic convergence, an analytical Jacobian matrix has been
developed, which has the advantage of a unique formulation irrespective of the rectifier’s
mode of operation and the filter structure.
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Chapter 6

Harmonic Analysis of Droop-based
Islanded Microgrids

6.1 Introduction

A microgrid harmonic analysis should be carried out to quantify the distortions in voltage
and current waveforms at various system buses. Islanded microgrids have specific features
that should be considered in their harmonic analysis. First, microgrids’ distributed gen-
erators (DGs) are typically droop-based, and accordingly, the steady state frequency is
different from the rated one. Second, there is no slack bus, which affects the distribution
of fundamental frequency currents, and thus, harmonic currents. Third, DGs usually have
voltage source converters (VSC) as an interface for energy transfer to microgrids. The
control structures and output filters of the VSCs affect the voltage and current distortions,
and hence, they should be considered in the harmonic analysis. This chapter1 proposes a
harmonic power flow algorithm that takes into account these features. The effectiveness of
the proposed method for harmonic analysis is confirmed through a comparative evaluation
with time-domain simulations.

6.2 Contributions

The main contributions of this chapter are as follows:

1A version of this chapter will be submitted to an IEEE journal
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• A sequential harmonic power flow algorithm is proposed for islanded microgrids.

• The proposed algorithm considers the specific features of isladed microgrids, i.e., the
lack of a slack bus and the droop-based operation of DGs.

• The proposed algorithm includes DGs’ controllers and filters in the harmonic analysis.

• The algorithm allows the incorporation of accurate models of nonlinear loads, i.e.,
iterative ones considering the mutual interactions of different harmonics.

6.3 Proposed Algorithm

Figure 6.1 shows the flowchart of the proposed harmonic power flow algorithm. As can be
seen, the algorithm is a sequential one that repeats fundamental power flow (F.P.F) and
harmonic power flow (H.P.F) algorithms, as two inner loops, in sequence until convergence
is achieved. As this is a sequential algorithm, the convergence criteria should be selected
from among the calculations that are common in the inner loops. Here, the convergence
criteria is the equality of nonlinear loads’ fundamental currents, ĨN.L

1 , given by the fun-
damental power flow and harmonic power flow algorithms. The fundamental power flow
takes into account the specific features of islanded microgrids, i.e., they are formed based
on voltage-controlled DGs; there is no slack bus; and the DGs are operated based on droop
characteristics. The fundamental power flow model is explained in Section 6.3.1. On the
other hand, the harmonic power flow, explained in 6.3.2, is based on Nodal analysis in
which the microgrid’s nonlinear loads constitute its current source vector, and the rest of
elements are modelled within the harmonic admittance matrix, which is calculated at the
system operating frequency determined by the fundamental power flow algorithm. The
DGs’ voltage source converters (VSCs) are modelled through their transfer functions, with
which are added to the harmonic bus admittance matrix of microgrids. The employed
model for DGs’ VSCs is given in Section 6.3.3. The model considered here for the har-
monic current source equivalent of a nonlinear load is updated at each iteration, and takes
into account the mutual interactions of different harmonics. This model is elaborated in
Section 6.3.4.

6.3.1 Fundamental Power Flow

As can be seen in Figure 6.1, the inputs to the fundamental power flow algorithm are the
vectors of fundamental active and reactive powers, i.e., P1 and Q1, respectively. These
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Figure 6.1: Flow chart of the proposed harmonic power flow for islanded microgrids.

data are available for linear loads; however, for nonlinear loads, the fundamental active
and reactive power are determined as the output of nonlinear load models, which will be
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explained later. The outputs of the fundamental power flow algorithm are the microgrid
operating frequency, ω, and vectors including the fundamental voltages and currents of all
buses, i.e., Ṽ1 and Ĩ1, respectively.

The model of the fundamental power flow algorithm comprises a set of mismatch equa-
tions derived from the balance of powers, i.e., at any bus, the summation of the powers
injected by the network, DGs and loads is zero, as

P I
b,1 + PDG

b,1 − PL
b,1 = 0,∀b ∈ SB (6.1)

QI
b,1 +QDG

b,1 −QL
b,1 = 0,∀b ∈ SB (6.2)

where P I
b,1, PDG

b,1 , and PL
b,1 are the fundamental active power contributions of the network,

DG, and load at bus b, respectively; and QI
b,1, QDG

b,1 , QL
b,1 are the fundamental reactive

power contributions of the network, DG, and load at bus b, respectively, and SB is a set
that includes all microgrid buses. These power terms can be described by

P I
b,1 =

NB∑
k=1

Vb,1Vk,1Ybk,1 cos (δb,1 − δk,1 − θbk,1),∀b ∈ SB (6.3)

QI
b,1 =

NB∑
k=1

Vb,1Vk,1Ybk,1 sin (δb,1 − δk,1 − θbk,1),∀b ∈ SB (6.4)

PDG
b,1 =

1

mP
b

(ωnom − ω) ,∀b ∈ SB (6.5)

QDG
b,1 =

1

mQ
b

(V nom − Vb,1) ,∀b ∈ SB (6.6)

PL
b,1 = PL0

b Vb,1
α (1 +Kpf (ω − ωnom)) ,∀b ∈ SLB (6.7)

QL
b,1 = QL0

b Vb,1
β (1 +Kqf (Vb,1 − V nom)) ,∀b ∈ SLB (6.8)

where ω is the system operating frequency; Vb,1 and δb,1 are the magnitude and phase angle
of bus b fundamental voltage, respectively; Ybk,1 and θbk,1 are the magnitude and phase angle
of the fundamental admittance between bus b and bus k, respectively; ωnom and V nom are
the nominal system frequency and voltage, respectively; mP

b and mQ
b are the slopes of

frequency-active power and voltage-reactive power droop characteristics, respectively; PL0
b

and QL0
b are the nominal values for the active and reactive powers of the load at bus b,

respectively; α and β are the load active and reactive power exponents for dependence
on voltage, respectively; Kpf and Kqf are the coefficients for active and reactive power

106



dependence on frequency, respectively; and SLB is a set including linear loads’ buses.

The solution of the fundamental power flow algorithm is obtained by minimizing the
l2-norm of power flow mismatch equations. For this purpose, a nonlinear least-squares
minimization is written as

min
XPF

∥∥F(XPF )
∥∥

2
(6.9)

where F represents power mismatch equations for all buses that are extracted from (6.1)
and (6.2); XPF is a vector comprising the magnitudes and angles of bus-voltages as well as
the network frequency. This optimization problem is solved using a Newton-Trust region
method [93]. The power flow solution is sent back to the harmonic power flow algorithm.

6.3.2 Harmonic Power Flow

Given the fundamental power flow outputs, the harmonic bus admittance matrix, including
system linear loads, distribution lines and DGs can be constructed at different harmonic
orders. Microgrids’ linear loads can be regarded as either constant power, constant cur-
rent or constant impedance. The addition of constant impedance loads to the harmonic
admittance matrix is straightforward. For the case of constant power and constant current
loads, one can do the following. At each iteration, the fundamental power flow provides the
fundamental active and reactive powers of the loads, and accordingly, their admittances
can be obtained using (6.10) and (6.11).

Ỹb,1 =
PL
b,1 − jQL

b,1

V 2
b,1

(6.10)

Ỹb,h =
(

Re(Ỹ −1
b,1 ) + jhω × Im(Ỹ −1

b,1 )
)−1

(6.11)

where Re and Im operators return the real and imaginary parts, respectively; Vb,1 is the
voltage magnitude of bus b obtained from the fundamental power flow; and h is the har-
monic order.

Merging the distribution lines into the harmonic admittance matrix is also similar
to that of the constant impedance load; however, depending on the cross section of the
lines, the inclusion of skin effect might be necessary. Eventually, by deriving the transfer
functions of DGs, their Thevenin impedances, and thus, their admittances are acquired
and added to the harmonic bus admittance matrix. Having the harmonic bus admittance
matrix, ỸBus

h , and the harmonic current source equivalent of nonlinear loads, Ĩh, one can
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Figure 6.2: DGs’ control structure.

use nodal analysis and obtain microgrid bus harmonic voltages as

Ṽh =
(
ỸBus

h

)−1

Ĩh (6.12)

6.3.3 Harmonic Modeling of DGs’ VSCs

According to the explanations given in Section 2.3.3, which are mainly based on the typical
switching frequencies of microgrids, this chapter uses the transfer function approach for the
harmonic modelling of DGs’ VSCs. Using this approach, the Thevenin impedances of DGs’
VSCs are derived and added to the harmonic bus admittance matrix at different harmonic
orders. Given that islanded microgrids are formed based on voltage-controlled DGs, the
derivation is performed here for voltage control DGs; however, a similar procedure can be
applied in the case of current-controlled DGs to obtain their Norton equivalents.

Figure 6.2 illustrates the control structure of a voltage-controlled DG. As can be seen,
the voltage is controlled in the outer-most loop, and the control structure is a cascade one
with an inner current loop. It is worth noting that voltage-controlled DGs can also be seen
without the inner current loop [12]. The voltage reference is given by frequency-active
power and voltage reactive power droop characteristics, which are not shown here. The
derivation of the model can be started by the LC interfacing filter that is governed by

Lf
diLf
dt

+Rf iLf = vvsc − vo (6.13)

Cf
dvo
dt

= iLf − io (6.14)
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where vo and vvsc are the voltages of the LC filter and VSC, respectively; iLf is the current
of the filter inductor; and io is the DG line current. By mapping (6.13) and (6.14) into the
Laplace domain and combining the model equations to eliminate iLf , one can obtain
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(
LfCfs

2 +RfCfs+ 1
)
Vo = Vvsc − (Lfs+Rf )Io (6.15)

On the other hand, Vvsc is equal to V ∗vsc, which can be acquired from the control loops’
relations, (6.16) and (6.17), by substituting I∗Lf in (6.16) from (6.17).

V ∗vsc =
(
I∗Lf − ILf

)
GI (6.16)

I∗Lf = (V ∗o − Vo)GV (6.17)

where V ∗o and I∗lf are the references for the voltage and current loops, respectively; and
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GV and GI are the controllers’ transfer functions for the voltage and current loops, respec-
tively. After some manipulations, the Thevenin model of the voltage-controlled DG can
be furnished as

Vo = GV ∗ − ZthIo (6.18)

where

Zth =
Rf + sLf +GI

LfCfs2 + Cf (Rf +GI) s+ 1 +GVGI

(6.19)

The controller of the inner current loop can be a proportional controller since the accu-
racy is not a major concern for this loop. The voltage controller is usually selected among
the following: a proportional-resonant (PR) controller at the fundamental frequency [12], a
bank of PR controllers at the fundamental and harmonic frequencies [16], or a proportional-
integral (PI) controller [86], to accurately follow the voltage command. Adaptive PR con-
trollers have also been proposed in the literature in order to deal with frequency variations
from the nominal value, as this happens in islanded microgrids [106].

Figure 6.3 shows a DG Thevenin impedance for three different controllers in the voltage
loop, i.e., a PR controller, bank of PR controllers, and PI controller without the inner cur-
rent loop. As can be seen, different controllers represent different impedances at harmonic
frequencies, which might not be negligible. Although the Thevenin impedance for the case
with a bank of PR controller is almost negligible, one can expect a different situation when
applying the other two controllers shown in Figure 6.3. As a concluding remark, the DGs’
equivalent impedances at harmonic frequencies depend on their control structures and fil-
ter parameters. These impedances can be obtained using the described transfer function
approach and are embedded into the propose harmonic power flow algorithm.

6.3.4 Harmonic Modelling of Nonlinear Loads

VSC-interfaced DGs, as the microgrids’ nonlinear generators, are not regarded as the main
source of harmonic distortion due to their high switching frequencies and output filters,
and accordingly, the main harmonic distortion is assigned to microgrids’ nonlinear loads.
Among nonlinear loads, three-phase power electronic devices, because of their ratings, have
a major role in the harmonic generation. The other nonlinear loads such as PCs, TVs,
compact fluorescent lamps, and battery chargers are single-phase loads, and their harmonic
modeling is usually performed through statistical and probabilistic methods [143, 144].
These methods are beyond the scope of this thesis, and accordingly, this thesis considers
three-phase power electronic devices. Two types of commonly used converters applied at
the front end of three-phase electronic devices are thyristor-based (controlled) and diode-
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based (uncontrolled) rectifiers. The former is usually used in DC and current-source AC
drives, while the latter is normally seen in PWM-based AC drives and DC/DC converters.

This thesis concentrates on diode bridge rectifiers as the microgrids’ dominant non-
linear loads for the following reasons. The advances in power electronics have made the
application of AC drives more common than that of the DC drives. Further, the main
applications for current-source AC drives are at the ratings of around several hundred
horsepower [69, 145], and thus, these drives can be hardly seen in microgrids. Moreover,
the current source equivalent of thyristor bridge rectifiers can be incorporated in a similar
way to the proposed harmonic power flow algorithm.

The harmonic analysis of three-phase diode bridge rectifiers is conducted in accordance
with the model already presented in Chapter 5. On the other hand, this chapter considers
balanced three-phase microgrids, and accordingly, the symmetry in current waveforms can
be exploited to simplify the model proposed in Chapter 5. In this section, the changes
that are required to the model of Chapter 5 are explained. Figure 6.4 shows the circuit
of a three-phase diode bridge rectifier considered as the nonlinear load in the proposed
harmonic power flow algorithm. As can be seen, the circuit includes an L type filter at the
AC side, a C filter at the DC side, and a resistor that represents the inverter of a variable
speed drive or a DC/DC converter. The supply voltage magnitude and phase angle are
known at each iteration of the harmonic power flow algorithm, and thus, they are inputs
to the model.

Three phase diode bridge rectifiers are mainly operated in discontinuous [Figure 5.2]
and continuous [Figure 5.3] conduction modes. For both modes, there are twelve switching
instants within a period, and therefore, the current waveforms are divided into twelve time
segments. The first step in the harmonic analysis is to acquire these switching instants.
The current waveforms of balanced three-phase systems include a sixth period symmetry
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[77], and thus, the switching instants can be obtained once one pair of (γi, ηi), where
i ∈ {1, 2, ..., 6} are calculated. The state-space model for rectifiers in balanced systems can
be written as

Ẋ =Aon,iX γi ≤ t ≤ γi + ηi (6.20)

Ẋ =Aoff ,iX γi + ηi ≤ t ≤ γi+1 (6.21)

where Aon,i and Aoff ,i are state transition matrices, and their details can be found in Section
5.5; i ∈ {1, 2, ..., 6}; γi+1 = γi+

T
6

and ηi+1 = ηi; X is the state-space vector; the state-space

vector includes circuit state variables and supply state variables, as X =
[

Xcir
T Xsup

T ]T.
The circuit state variables are the currents at the AC side, and the voltage at the DC side,

i.e., Xcir =
[
ia ib ic vdc

]T
. The supply state variables comprise the α and β compo-

nents of the supply voltage harmonics, i.e., Xsup =
[
vα,1 vβ,1 ... vα,h vβ,h ...

]T
. The

length of Xsup is 2nh, where nh denotes the number of supply harmonics. The ellipsis ”...”
in vectors and matrices stands for their extension for all harmonics.

The switching instants are acquired by applying the system boundary conditions [Table
5.1] defined on the system model. Here, only points 1 and 7 of Table 5.1, i.e., the voltage
condition at t = γ1 and current condition at t = γ1 + η1, respectively, are needed, given
that there are only two independent switching instants. The system model is developed
by obtaining the relation between the state variables at two switching instants, i.e., t = γ1

and t = γ1 + T
6
, through two approaches. The first approach relies on the continuity

property of the state variables. Using this property, and combining the solutions of the
state-space equations, (6.20) and (6.21), at the two time segments located in the interval
γ1 ≤ t ≤ γ1 + T

6
, one can write:

X

(
γ1+

T

6

)
= Φ1X (γ1) (6.22)

where Φ1 is a square matrix of size 4 + 2nh, and is given by

Φ1 = eAoff ,1(T
6
−η1)eAon,1(η1) (6.23)

The second approach uses the sixth period symmetry as

X

(
γ1+

T

6

)
= Φ2X (γ1) (6.24)

where
Φ2 = diag (I4,Φs) (6.25)
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Φs = diag (Θ6, ...,Θ6, ...) (6.26)

Θ6 =

[
cos
(
π
3

)
− sin

(
π
3

)
sin
(
π
3

)
cos
(
π
3

) ]
(6.27)

and I4 is the identity matrix of size 4. From (6.22) and (6.24), one gets

(Φ1 −Φ2) X (γ1) = 0 (6.28)

The non-trivial solution of the homogeneous equation (6.28) is obtained in the same way as
already performed in (5.9)–(5.13), with which Xcir(γ1) and Xsup (γ1) are acquired. Having
X (γ1), the system state variables at t = γ1 + η1 are obtained using (6.29):

X (γ1+η1) = eAon,i(η1)X (γ1) (6.29)

By obtaining X(γ1) and X(γ1+η1), the system model is obtained, and one needs to apply
the boundary conditions to furnish the mismatch equations giving the switching instants.
Two row vectors, Cf ,1 and Cg,1, as explained in Section 5.6.1, can be used to describe the
boundary conditions, and thus, the mismatch equations can be written as

f1 = Cf ,1X (γ1) (6.30)

g1 = Cg,1X (γ1 + η1) (6.31)

The solution of (6.30) and (6.31), using the Newton method, returns the switching instants
γ1 and γ1 + η1.

Once the switching instants are obtained, the steady-state harmonics of the circuit state
variables can be acquired by augmenting the system state-space model with a differential
equation, for each harmonic of interest. As explained in Section 5.7, the solution of the
augmented state space model gives the harmonic phasors. The solution of the augmented
state-space model has been derived in Section 5.7 based on the analogy with the system
state-space model. In the case of balanced systems, it should be underlined that the sixth
period symmetry already exploited for the calculation of switching instants cannot be used
for the calculation of harmonic phasors. However, the half-wave symmetry is applicable for
balanced systems, and accordingly, the calculations of harmonics can be performed based
on the solution of the augmented state-space vector over half a period. Considering the

augmented state-space vector as X̃ =
[

Xcir
T Xsup

T Xhar
T ]T, where Xhar consists of

the harmonics of circuit state variables, the augmented state-space model can be built.
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The solution of the augmented state space model can be written as

X̃

(
γ1 +

T

2

)
= Φ̃X̃ (γ1) (6.32)

where Φ̃ is obtained using (6.33):

Φ̃ =
3∏
i=1

eÃoff ,i(γi+1−γi−ηi)eÃon,i(ηi) (6.33)

where Ãon,i and Ãoff ,i are state transition matrices already described in Section 5.7.

X̃har

(
γ1 + T

2

)
returns all harmonics of interest for circuit state variables.

6.4 Simulation Results

An study is conducted in this section to validate the effectiveness of the proposed har-
monic power flow algorithm. The test microgrid is illustrated in Figure 6.5, which includes
three identical 20 kVA voltage-controlled DGs, with cascade power, voltage and current
controllers, similar to the one shown in Figure 6.2. The switching frequencies of the DGs’
VSCs are set to 10 kHz. An adaptive proportional-resonant controller has been considered
for the voltage loop, and a proportional controller is used for the inner current loop. In the
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harmonic power flow, for voltages and currents, harmonics up to the 29th order are taken
into consideration. A mix of linear and nonlinear loads are assumed, with nonlinear loads
constituting 43% of the microgrid’s demand. System parameters are given in Appendix D.

In this study, two nonlinear loads are assumed, one at Buses 4 and the other at Bus 6,
and a linear load is considered at Bus 2. The linear load is of constant impedance type,
and the nonlinear loads are three-phase diode bridge rectifiers [Figure 6.4] working in the
continuous conduction mode. Thus, the microgrid includes five nonlinear elements. Figure
6.6 shows the total harmonic distortion (THD) of bus voltages obtained from the proposed
harmonic power flow algorithm and time-domain simulations in MATLAB/Simulink. As
can be seen, there is a good compliance between the voltage THDs acquired using the
proposed harmonic power flow algorithm and those given by MATLAB/Simulink. The
maximum discrepancy in the voltage THDs is 0.19% and is observed at Bus 3, which is a
generating bus. The error can be assigned to the following: 1) ignoring the switching har-
monics and 2) the number of harmonics considered in the harmonic analysis of nonlinear
loads. Form the results shown in Figure 6.6, one might conclude the discrepancy in voltage
THDs caused by ignoring the switching harmonics is more severe at the buses close to DGs.
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The results for fundamental active and reactive powers are illustrated in Table 6.1. The
maximum percentage errors for active and reactive powers are 1.39% and 2.61%, respec-
tively, which are quite acceptable. In terms of the microgrid’ s frequency, the proposed
harmonic power flow gives 0.9937 p.u., which is very close to the 0.9938 p.u. obtained
from MATLAB/Simulink. In order to evaluate the capability of the proposed harmonic
power flow algorithm in the calculation of each individual harmonics, loads’ harmonic cur-
rents are also investigated. Table 6.2 illustrates loads’ harmonic currents acquired by the
proposed algorithm and MATLAB/Simulink. As can be seen, the algorithm shows a good
performance. For example, the percentage errors for the dominant harmonics of load 1,
i.e., the 5th and 7th harmonics, are 0.69% and 1.53%, respectively.

Table 6.1: Fundamental Active and Reactive Powers (60 kVA as the base).

H.P.F Simulink Error, % H.P.F Simulink Error, %

Bus 1 0.355 0.353 0.63 0.115 0.115 0.22

Bus 2 0.355 0.353 0.61 0.148 0.147 0.39

Bus 3 0.355 0.353 0.64 0.090 0.089 0.45

Bus 4 0.224 0.221 1.25 0.067 0.069 2.61

Bus 5 0.587 0.585 0.28 0.090 0.089 1.02

Bus 6 0.226 0.222 1.39 0.066 0.068 2.41

P1 [p.u.] Q1 [p.u.]
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Table 6.2: Loads’ Harmonic Currents.

Load Type

Harmonic
Order

H.P.F Simulink H.P.F Simulink H.P.F Simulink

1 56.86 56.72 145.86 145.50 57.09 56.99

5 13.11 13.02 5.30 5.18 13.61 13.54

7 3.85 3.91 1.69 1.64 3.71 3.79

11 1.85 1.79 0.94 0.96 1.97 1.91

13 1.51 1.45 0.76 0.81 1.55 1.50

17 0.71 0.67 0.36 0.33 0.69 0.65

19 0.53 0.54 0.28 0.25 0.55 0.55

23 0.45 0.43 0.22 0.19 0.46 0.44

25 0.38 0.36 0.19 0.19 0.37 0.36

29 0.22 0.20 0.11 0.13 0.22 0.21

ILoad 1(A,peak) ILoad 2(A,peak) ILoad 3(A,peak)

Nonlinear Linear Nonlinear

6.5 Conclusion

This chapter has proposed a sequential harmonic power flow algorithm for droop-based
islanded microgrids. The algorithm repeats fundamental power flow and harmonic power
flow algorithms in sequence until the convergence is achieved. The convergence criterion
has been defined based on the equality of the common calculations of the two algorithms,
i.e., the fundamental components of nonlinear loads’ currents. The proposed harmonic
power flow algorithm considers the specific features of islanded microgrids, i.e., the droop-
based operation of DGs, the lack of a slack bus, and the presence of voltage-controlled
DGs. The algorithm also allows the combination of nonlinear loads’ accurate models
and DGs’ complicated controllers. Comparative studies with time-domain simulations
in MATLAB/Simulink validated the effectiveness of the proposed harmonic power flow
algorithm.
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Chapter 7

Summary, Contributions and
Directions for Future Works

7.1 Summary

The main goal of this thesis was to improve power quality for microgrids penetrated with
nonlinear loads at two levels; at the device level, in the control of distributed generators
(DGs); and at the system level, in the planning of microgrids. Additionally, because
modelling is the core of power quality studies, this dissertation also considered modelling
at two levels; at the device level, in the modelling of nonlinear loads and generators that
are common to microgrids; and at the system level, in developing a harmonic power flow
algorithm for islanded microgrids. Accordingly, this thesis identified and studied four
research points on the planning, control and modelling of microgrids for power quality
assurance. A detailed summary of the main studies conducted in this thesis is given in
what follows.

There is always a trade-off between accuracy and voltage quality in sharing of nonlinear
loads among different DGs. To achieve a better trade-off, Chapter 3 proposed a family
of droop characteristics in terms of harmonic conductance versus harmonic current, i.e.,
one droop characteristic for each harmonic. As a consequence of assigning a variable
conductance for each harmonic current, the DGs’ controllability is improved, and therefore,
the error of nonlinear load sharing is reduced. This chapter also formulated the problem of
nonlinear load sharing, and generated the worst case scenario. To deal with the unknown
nature of microgrid nonlinear loads, this chapter introduced a method based on the upper
limits of load harmonic content.
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In addition, this chapter proposed a tuning methodology to optimally adjust the droop
characteristics while complying with international standards for the whole operational
range. Further, to accurately track the DGs’ harmonic conductances designated by the pro-
posed droop characteristics, a hybrid controller of voltage and current is propounded. The
proposed algorithm is capable of accurately distributing common nonlinear loads among
DGs, and also compensate the local nonlinear loads by their dedicated DGs. The ef-
fectiveness of the proposed control strategy has been assured through a comprehensive
performance evaluation. To validate the controller effectiveness in shaping DGs’ harmonic
conductances, the DGs’ Thevenin model was derived. Moreover, comparative evaluations
proved that the proposed droop-based approach can offer an accurate nonlinear load shar-
ing as well as enhanced voltage profile.

Chapter 4 proposed a comprehensive planning procedure for isolated microgrids pen-
etrated with nonlinear loads. The proposed microgrid planning approach simultaneously
determined the sizes, locations and types of DGs and shunt capacitor banks (CBs), while
taking into consideration the specific feature of isolated microgrids in the formulation of
the planning problem as well as in power flow and reliability constraints.

For the planning formulation, DGs’ ratings, and not their active and reactive powers,
were directly selected as the optimization variables, and hereupon the DGs’ droop slopes
merged into the formulation. Merging the droop characteristics into the formulation al-
lowed considering the following in the planning: 1) the impacts of droop-based operation
on the flow of active and reactive powers as well as the voltage profile; 2) the error in
reactive power sharing, which is a function of DGs’ location and their feeder impedances,
and 3) the impact of frequency drop caused by the droop-based operation and fundamental
power flow on the flow of harmonics. Considering isolated microgrids’ features in reliabil-
ity constraints is as follows. Isolated microgrids require voltage and frequency support
during the normal operation, and in particular, following a contingency to build successful
islands. Accordingly, the proposed planning approach took into account reliability. Un-
like previous approaches, the proposed method does not rely only on supply adequacy,
and propounds the fact that the voltage provision requirement can only be accomplished
through dispatchable DGs. This method resulted in an effective distribution of dispatch-
able DGs throughout the microgrid, and thus, allowed building successful islands following
a contingency.

The proposed planning algorithm also considered the possibility of resonance or quasi-
resonance that might be caused by wind turbines in the presence of nonlinear loads and
capacitors. To that aim, a methodology was presented to incorporate wind turbines into the
harmonic analysis. A probabilistic approach was used to model the intermittency in loads
and renewable DGs. The effectiveness of the proposed planning platform was validated
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using the PG&E 69-bus system, and the following were observed: 1) the significance of
applying suitable fundamental-power-flow and harmonic-power-flow algorithms for isolated
microgrids, and 2) the possibility of avoiding a severe voltage distortion by utilizing an
appropriate planning method and only small increase in the cost.

Chapter 5 introduced a time domain-based model for obtaining all the characteristic and
non-characteristic harmonics of three-phase diode bridge rectifiers. The model is initially
derived in the state-space domain. The most comprehensive situation were considered
for the supply, i.e., an unbalanced and distorted supply that includes even harmonics,
and accordingly, there is no symmetry in the waveforms of a rectifiers’ line currents to
be exploited. Thus, the state-space equations were derived for a complete period. There
are twelve switching instants within a period, and accordingly, twelve sets of state space
equations were obtained and combined together in order to build a rectifier model. The
model was then used to acquire the switching instants, using the Newton method. To
achieve a quadratic convergence, an analytical Jacobian matrix was developed and used in
the iterative process.

The Jacobian matrix has the advantage of being unique for the continuous and dis-
continuous conduction modes of three-phase diode bridge rectifiers. The harmonics were
acquired by augmenting the state-space model with a fictitious differential equation for
each harmonic of interest. The solution of the augmented state-space equations gives the
harmonics, which includes just multiplications of matrices and no integration. The ad-
vantages of this harmonic analysis method are as follows. First, the calculation of each
harmonic is independent of the calculation of any other harmonics considered in the for-
mulation. Second, the harmonics of both continuous and discontinuous conduction modes
are acquired through a single formulation. Third, the harmonic analysis does not rely on
any limiting constraints such as the network’s X/R ratio. Lastly, by introducing a virtual
large resistance on the rectifier’s DC side, the system AC and DC sides became decoupled,
and the model initially derived for C filters was extended to accommodate other DC-side
filters, including LC filters and two stage LC filters. In order to confirm the effectiveness
of the proposed model for harmonic analysis, a comparative evaluation with time-domain
simulations was used.

Eventually, Chapter 6 proposed a sequential harmonic power flow algorithm for islanded
microgrids. The algorithm took into consideration the droop-based operation of islanded
microgrids, the lack of a slack bus, and the presence of voltage-controlled DGs. Further,
the algorithm allowed the integration of accurate models for nonlinear loads, such as the
one proposed in Chapter 5. The DGs’ controllers were modelled through their transfer
functions, given the typical range of microgrids’ switching frequencies. Thanks to the
flexibility of the transfer function method, sophisticated control structures with several
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cascade controllers could be readily embedded into the harmonic power flow algorithm.
The effectiveness of the proposed method was validated through comparative studies with
time domain-based simulations in MATLAB/Simulink.

7.2 Contributions

The main contributions of the research presented in this thesis can be summarized as
follows:

1. This thesis proposed a decentralized control scheme to improve nonlinear load sharing
and power quality. A family of droop characteristics in terms of harmonic conduc-
tance versus harmonic current (Gh − Ih) is presented, i.e., a droop characteristic for
each harmonic, to shape the DGs’ harmonic impedances. There is always a trade-off
between sharing accuracy and voltage quality; however, the flexible structure of the
proposed method offers a better trade-off compared to other techniques in the liter-
ature. A mathematical formulation has been proposed for the problem of nonlinear
load sharing, which determines the maximum nonlinear load sharing error and the
minimum DG spare power. This thesis also presented a tuning methodology that
optimally adjusts the droop characteristics. The proposed method also estimates
the maximum harmonic current limits, and accordingly, ensures the system voltage
quality complies with international standards.

2. This thesis presented a planning algorithm for isolated microgrids penetrated with
nonlinear loads to simultaneously determine the locations, sizes and types of DGs and
CBs. The main contributions of the proposed planning algorithm are as follows. For
the first time, the specific features of isolated microgrids in fundamental and harmonic
power flow algorithms have been considered in the planning. Further, by modelling
the wind turbine in the harmonic power flow algorithm, the possibility of resonance
that might happen because of the presence of nonlinear loads, capacitors, and wind
turbines is taken into consideration. Moreover, given that isolated microgrids require
the provision of voltage and frequency support, a reliability based method has been
proposed to effectively distribute dispatchable DGs throughout the microgrids and
to build successful islands following a contingency.

3. This thesis presented a model for the harmonic analysis of three-phase diode bridge
rectifiers. The main contributions of this work are as follows. A state-space-based
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model is developed that allows obtaining all steady-state characteristic and non-
characteristic harmonics of three-phase diode bridge rectifiers, under distorted and
unbalanced supply. The model is independent of the network’s X/R ratio. An ana-
lytical Jacobian matrix is derived to accelerate convergence. In this derivation, the
system model has been arranged so as to avoid the appearance of any terms requiring
the integration of a matrix exponential. Through introducing a high resistance at
the DC side, the AC and DC sides of the rectifier are decoupled, allowing the model
extension for any DC-side filter.

4. This thesis proposed an accurate sequential harmonic power flow algorithm for is-
landed microgrids that has the following unique features. First, the algorithm takes
into account the fact that there is no slack bus and the droop-based operation of
DGs. Second, the algorithm considers DGs’ controllers and filters in the harmonic
analysis of islanded microgrids. Third, the algorithm allows incorporating the accu-
rate models of nonlinear loads, i.e., iterative ones considering the mutual interactions
of different harmonics, in the harmonic analysis.

7.3 Directions for Future Works

Based on the results presented in this thesis, the following subjects are suggested for future
works:

1. Developing a supervisory centralized controller with minimal communication require-
ments for accurate sharing of non-fundamental power and power quality improvement
based on harmonic power flow. Cascade controllers of voltage and current can be
used at each DG to implement the virtual harmonic resistances, whose values are
determined through an optimization model similar to the one proposed in Chapter
3.

2. Developing a planning platform for isolated microgrids to simultaneously site and
size distributed generators, energy storages, and shunt capacitors in isolated micro-
grids with nonlinear loads considering power quality and reliability constraints. This
requires to include the following in the planning algorithm proposed in Chapter 4:
1) a probabilistic wind-generation and load model derived on an hourly basis, 2) a
suitable droop characteristic for energy storages along with their power and energy
equality and inequality constraints, and 3) a model for harmonic analysis of energy
storages.
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3. Developing a model for harmonic analysis of twelve-pulse diode bridge rectifiers un-
der unbalanced and distorted supply and deriving its analytical Jacobian matrix to
ensure a quadratic convergence. A state-space model similar to the one proposed in
Chapter 5 can be developed to first derive the switching instants using the Newton
method and developed Jacobian matrix, and then, to obtain steady state harmonics
by augmenting the set of equations with a fictitious differential equation for each
harmonic of interest

4. Investigating the capability of the proposed sequential harmonic power flow algorithm
in Chapter 6 for line commutated converters and twelve-pulse diode bridge rectifiers
in unbalanced islanded microgrids. This investigation relies on already obtained
models for current source equivalents of line commutated converters and twelve-pulse
diode bridge rectifiers that are updated at each iteration of the harmonic power flow
algorithm.
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Appendix A

Chapter 3 Parameters

The parameters of the test microgrid used in Chapter 3 are listed in Table A.1.

Table A.1: Microgrid Parameters.

 

 

 

 54 

 

Appendix 1. Test System Parameters 

The parameters of the test microgrid are listed in Table APP-I. 
 

  

   

TABLE APP-I 
MICROGRID PARAMETERS 

Feeders: L1 = 25 μH, R1 = 0.35 Ω, L2 = 225 μH, R2 = 0.25 Ω, 

Common Load: I3 = 18.2 A, I5 = 13.6 A, I7 = 9.1 A, I9 = 6.4 A I11 = 5.6 A 

Local Load: Bridge rectifier with L = 0.2 H, R = 19.6 Ω 

DG Ratings: 5 kVA, Single-Phase, 220 V, 60 Hz 

DG Interfacing Filter: Lf = 1 mH, Rf = 0.1 Ω, Cf = 20 μF 

PR Controllers: ωcut,h =1.0, Krh = 2000, Kpv = 12, KD = 60 

ω−P and V−Q Droop Characteristics: Dp = 0.001, Dq = 0.005, 

Lv1 = 4.5 mH, Rv1 = 0.1 Ω 

Gh‒Ih  Droop Characteristics 

h 3 5 7 9 11 

, ,
min
DG h iG  1.4 1 0.8 0.6 0.5 

, ,1
max
DG hG  2.6 2.6 2.3 1.7 1.5 
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Appendix B

Chapter 4 Parameters

Nonlinear loads’ harmonic spectrum and DFIG data used in Chapter 4 are listed in Tables
B.1 and B.2, respectively.

Table B.1: Harmonic Spectrum for Nonlinear Loads

Harmonic Order 1 5 7 11 13 17 19

Magnitude (%) 100 4 4 2 2 1.5 1.5

Phase Angle -5.00◦ -55.68◦ -84.11◦ -143.56◦ -175.58◦ 111.39◦ 68.30◦

Harmonic Order 23 25 29 31 35 37

Magnitude (%) 0.6 0.6 0.6 0.6 0.3 0.3

Phase Angle -24.61◦ -67.64◦ -145.46◦ 176.83◦ 97.40◦ 54.36◦

Table B.2: DFIG Data (All in P.U.)
Lg 0.1980 Lf 0.1980

Cf 0.0197 Ls 0.0923

Lm 3.9528 L′lr 0.0996

rs 0.0049 r′r 0.0055

Kp 0.3361 Ki 8.4016

ωr 1.2 F 0
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Appendix C

Chapter 5 System Parameters

Test system parameters used in Chapter 5 are given in Tables C.1, C.2, and C.3.

Table C.1: Rectifiers with Single-Stage LC Filters

For DCM For CCM

L = 0.1mH, R = 9mΩ, Ldc = 0.1mH,
Rdc = 1mΩ, C = 0.5mF , Rinf = 105 Ω,
Roff = 108 Ω, Ron = 10−4 Ω, Rl = 25 Ω

L = 2mH, R = 9mΩ, Ldc = 2mH,
Rdc = 0.5 Ω, C = 1mF , Rinf = 105 Ω,
Roff = 108 Ω, Ron = 10−4 Ω, Rl = 25 Ω

ω = 2π60 rad/s,

V1 = 120
√

2V , V−1 = 0.03V1,V−2 = 0.01V1,
V4 = 0.015V1, V−5 = 0.06V1, V7 = 0.05V1,

V−11 = 0.035V1, V13 = 0.03V1

ω = 2π60 rad/s,

V1 = 120
√

2V , V−1 = 0.03V1, V−2 = 0.025V1,
V4 = 0.02V1, V−5 = 0.06V1, V7 = 0.05V1,

V−11 = 0.035V1, V13 = 0.03V1

φ1 = 0◦, φ−1 = −40◦, φ−2 = −30◦,
φ4 = −20◦, φ−5 = 10◦, φ7 = −30◦,

φ−11 = 80◦, φ13 = −170◦

φ1 = 0◦, φ−1 = −40◦, φ−2 = −30◦,
φ4 = −20◦, φ−5 = 10◦, φ7 = −30◦,

φ−11 = 80◦, φ13 = −170◦
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Table C.2: Rectifiers with Two-Stage LC Filters

For DCM For CCM

L = 0.1mH, R = 9mΩ, Ldc,1 = 0.1mH,
Ldc,2 = 0.1mH, Rdc,1 = 1mΩ, Rdc,2 = 1mΩ,
C1 = 0.5mF , C2 = 0.5mF , Rinf = 105 Ω,
Roff = 108 Ω, Ron = 10−4 Ω, Rl = 25 Ω

L = 2mH, R = 9mΩ, Ldc,1 = 1mH,
Ldc,2 = 1mH, Rdc,1 = 0.25 Ω, Rdc,2 = 0.25 Ω,
C1 = 0.5mF , C2 = 0.5mF , Rinf = 105 Ω,
Roff = 108 Ω, Ron = 10−4 Ω, Rl = 25 Ω

ω = 2π60 rad/s,

V1 = 120
√

2V , V−1 = 0.01V1, V−2 = 0.01V1,
V4 = 0.01V1, V−5 = 0.06V1, V7 = 0.05V1,

V−11 = 0.035V1, V13 = 0.03V1

ω = 2π60 rad/s,

V1 = 120
√

2V , V−1 = 0.03V1, V−2 = 0.025V1,
V4 = 0.02V1, V−5 = 0.06V1, V7 = 0.05V1,

V−11 = 0.035V1, V13 = 0.03V1

φ1 = 0◦, φ−1 = −40◦, φ−2 = −30◦,
φ4 = −20◦, φ−5 = 10◦, φ7 = −30◦,

φ−11 = 80◦, φ13 = −170◦

φ1 = 0◦, φ−1 = −40◦, φ−2 = −30◦,
φ4 = −20◦, φ−5 = 10◦, φ7 = −30◦,

φ−11 = 80◦, φ13 = −170◦

Table C.3: Rectifiers in Low X/R Ratio

L = 3.4mH, R = 2.572Ω, C = 2mF , Roff = 108 Ω,
Ron = 10−4 Ω, Rl = 140 Ω

ω = 2π60 rad/s,

V1 = 120
√

2V , V−1 = 0.03V1, V−2 = 0.025V1, V4 = 0.02V1,
V−5 = 0.06V1, V7 = 0.05V1, V−11 = 0.035V1, V13 = 0.03V1

φ1 = 0◦, φ−1 = −40◦, φ−2 = −30◦, φ4 = −20◦,
φ−5 = 10◦, φ7 = −30◦, φ−11 = 80◦, φ13 = −170◦
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Appendix D

Chapter 6 System Parameters

Test system parameters used in Chapter 6 are given in Tables D.1 and D.2.

Table D.1: Lines’ Parameters.

From bus To bus Rline (Ω) Xline (Ω)

4 5 0.050 0.042

5 6 0.067 0.009

1 4 0.034 0.252

5 2 0.050 0.126

6 3 0.056 0.316
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Table D.2: DGs’ and Loads’ Parameters.

2. Controller: 

a) Droop Gains: mP = 111×10-6  , mQ=1000×10-6.
b) Voltage Loop PR Controller: ωcut=4 rad/s, Ki=200, Kp=5.
c) Current Loop Controller: Kc=100.

1. Filter: Lf = 1 mH, Rf = 0.1 Ω, Cf = 20 μF.

DGs' Parameters

2. Nonlinear Load: R=0.001 Ω, L=0.5 mH, C=1000 μF.

1. Linear load:  38.25 kW and 5.93 kVAr.

Loads' Parameters:
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