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Abstract

In 1998, Reed conjectured that for every graph G, x(G) < [3(A(G) +1+w(G))],
and proved that there exists £ > 0 such that x(G) < [(1 — &)(A(G) + 1) + ew(G)]
for every graph G. Recently, much effort has been made to prove this result for
increasingly large values of ¢ in graphs with sufficiently large maximum degree. One
of the main lemmas used in deriving these bounds states that graphs which are list-
critical are sparse. This result generally follows by applying a sufficient condition
for list colouring complete multipartite graphs with parts of bounded size, and until
recently a theorem of Erdds, Rubin and Taylor for list colouring complete multipartite
graphs with parts of size at most two was used. The current bottleneck in bounding
X(G) for an improved value of ¢ is the case of small clique number. We derive new
density lemmas exploiting this case by showing that our graph is contained in a
complete multipartite graph with many parts of size three. In order to list colour
in this setting, we apply a theorem of Noel, West, Wu and Zhu, as well as our own
unbalanced variant of this result.
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Chapter 1

Introduction and Preliminaries

1.1 Introduction

The study of graph colouring is one of the oldest and most foundational disciplines
in graph theory. A colouring of a graph is simply a labeling of its vertices such that
adjacent vertices do not receive the same label. More formally, for a positive integer
k, a k-colouring of a graph G is a map ¢ : V(G) — {1,...,k} such that for all
w € E(G), ¢(u) # ¢(v). If G has a k-colouring, then it is said to be k-colourable.
The chromatic number of G, denoted x(G), is the smallest integer k for which G is
k-colourable.

The motivation for our interest in the chromatic number is very natural. Indeed,
to colour some graph G with no restriction on the number of colours is a triviality:
putting the vertices into bijection with {1, ..., |V (G)|}, we obtain a proper colouring.
It follows intuitively that, when attempting to colour some graph in actual practice,
one is typically interested in using as few colours as possible. For instance, graph
colouring frequently emerges in problems in computer science, and in this setting,
colouring typically becomes a problem of cost minimization.

Graph theorists’ interest in studying the chromatic number is further motivated
by the fact that to find colourings of graphs with a minimum number of colours is a
hard problem. In fact it is well known that, for a graph G, to determine if x(G) < k,
for fixed £ > 3, is NP-complete in general. Thus considerable attention has been
devoted to finding upper bounds on the chromatic number for various classes of
graphs. The chromatic number has two well-known trivial bounds, each given by a
fundamental graph parameter. For a graph G, we denote the clique number of G
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by w(G) and its maximum degree by A(G). Clearly x(G) > w(G); and it is easily
verified that y(G) < A(G) + 1 by colouring the vertices of G in a greedy manner.

Questions surrounding these two trivial bounds have also garnered lots of at-
tention and have given rise to some beautiful structural theory. For instance, the
lower bound w(G) is central to the study of perfect graphs. (A graph is perfect if, in
all of its induced subgraphs, the chromatic number is equal to the clique number).
With regard to the trivial upper bound, the following characterization of Brooks is
foundational in the theory of graph colouring.

Theorem 1.1.1 ([1]). Let G be a connected graph. Then x(G) < A(G) unless G is

a complete graph or an odd cycle.

In 1998, Reed [10] conjectured a very nice upper bound on the chromatic number
in terms of both of these parameters. Essentially, he suggests that the chromatic
number of any graph is bounded above by the average of the two.

Conjecture 1.1.2 ([16]). For any graph G,

X(G) < 5

A(G) +1 —i—w(G)—‘.

While Conjecture 1.1.2 remains open, recent partial results take the form of an
“epsilon version,” stemming from the following result of Reed, which he proved in
the same paper as evidence for the conjecture.

Theorem 1.1.3 ([10]). There exists € > 0 such that, for any graph G,

X(G) < T(1=e)(A(G) +1) +ew(@)].

Theorem 1.1.3 offers a starting point for progress towards proving Conjecture
1.1.2; to prove the conjecture in full is equivalent to proving Theorem 1.1.3 for
1

525.

In [12], King and Reed presented a much shorter proof of Theorem 1.1.3. While
Reed’s original proof was rather complicated, their new technique reduced the prob-
lem to a simpler argument by applying a theorem of King [11] to show that a min-
imum counterexample must have small clique number. We will outline this proof
technique in more detail in the next section, but it basically consists of three steps.
We apply King’s theorem, and then the result follows from two main lemmas, which
we refer to as the density lemma and the sparsity lemma.
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In this setting, the term density refers to the quantity of edges in the neighbour-
hoods of a graph. A graph is called dense if it has some neighbourhood with a lot
of edges (we will define this more formally in the next section); otherwise it is called
sparse. The density lemma essentially tells us that our graph is sparse by induction,
and the sparsity lemma tells us that we can colour sparse graphs. This is the basic
idea behind the proof technique of King and Reed.

Implicit in King and Reed’s proof of Theorem 1.1.3 is the following result, which
says that, for graphs with sufficiently large maximum degree, the bound holds for

_ 1
&= 320e8 *

Theorem 1.1.4 ([12]). For e = there exists A(e) such that if G is a graph

with A(G) > Ale), then
X(G) < T(1=e)(A(G) +1) +ew(@)].

1
320€5 7

The main point of King and Reed’s paper [12] was not to optimize the bound
on ¢ in Theorem 1.1.4, but rather to present a shorter proof of Theorem 1.1.3. In
the interest of improving the bound on e, Bonamy, Perrett and Postle presented
enhanced versions of the sparsity and density lemmas in [3]. Their main result was
an improvement of the bound in Theorem 1.1.4 to & < . In [5], Delcourt and Postle
improved this further to ¢ < 11—3 via a new density lemma.

The purpose of this thesis is to pursue further improvement to the density lemma,
specifically in the special case of graphs with very small clique number. In the section
which follows, we will elaborate on the overall proof technique and give a detailed
exposition of the sparsity and density lemmas and how they are applied. In the
next chapter we will focus on list-colouring, which is in fact the setting in which the
density lemma is proved. We will derive an “unbalanced” sufficient condition for
list-colouring graphs with colour classes of size at most three, generalizing a result
of Delcourt and Postle central to the proof of their density lemma. In Chapter 3, we
show that list-critical graphs with small clique number have a large number of disjoint
triangles in their complement. Combining this with our list colouring condition, we
derive two different density lemmas.

1.2 The Sparsity-Density Paradigm

When one is interested in proving a conjecture, it is natural to try to prove a partial or
weaker version of the statement. Since Conjecture 1.1.2 proposes that the chromatic



number is bounded above by an average of the maximum degree plus one and the
clique number, a natural weakening is to bound the chromatic number by a non-
trivial convex combination of these two parameters. So the natural question that
arises is the following.

Question 1.2.1. For which ¢ € |0, %] is it true that, for any graph G,

X(G) < [(1=2)(A(G) + 1) + ew(G)]?

Observe that this bound is a strengthening of the trivial bound x(G) < A(G) +1.
Thus by answering Question 1.2.1 in the affirmative for increasingly large values of ¢,
we are dragging the chromatic number away from its trivial upper bound and closer
to its trivial lower bound w(G).

In this section we provide an outline of the proof technique introduced in [12]
by King and Reed. The technique was refined by Bonamy, Perrett and Postle in
[3], whose main result answered Question 1.2.1 as follows for graphs with sufficiently
large maximum degree.

Theorem 1.2.2 ([3]). There exists A > 0 such that, for any graph G with A(G) > A,

(AG) + 1) + —w(@)|.

25
<
X(G) 55%

=26

This result was further improved upon by Delcourt and Postle in [5], who showed
that the bound in Question 1.2.1 holds for e = %, provided that the maximum degree
is sufficiently large (we will defer our discussion of this result until the end of this
section, since it requires techniques beyond the scope of this thesis). Furthermore,
their result was proved in the setting of list colouring, a generalization of (standard)
colouring which we now introduce.

A list assignment for a graph G is a function which maps each vertex v of GG
to a set L(v) of colours. Given a list assignment L for G, an L-colouring of G is a
function ¢ : V(G) — U,ey(q) L(v) such that for each v € V(G), ¢(v) € L(v), and
for every edge uv € E(G), ¢(u) # ¢(v). We say that G is L-colourable if there exists
an L-colouring for G.

For a positive integer k, we call L a k-list-assignment for G if |L(v)| > k for
every v € V(G). We call G k-list-colourable if G has an L-colouring for every k-list-
assignment L for G. Finally, the list-chromatic number, which we denote x,(G), is the



smallest integer k for which G is k-list-colourable. Note that, while x(G) < x/(G),
it is well known that the reverse inequality does not hold in general. The question
of when the chromatic number and this list chromatic number are equal is itself a
well studied topic, and will be discussed further in Chapter 2.

Before going further, we require the notion of criticality in colouring and list
colouring. For a positive integer k, a graph G is k-critical if G is not k-colourable
but every proper subgraph of GG is. In this way, criticality describes those graphs
which show up in inductive colouring arguments. For a list assignment L of G, we
say that G is L-critical if G is not L-colourable but every proper subgraph of G is.

We are now in a position to outline the main results we require, namely the
sparsity and density lemmas, both of which are proved in the setting of list colouring.
We begin by formalizing what we mean by sparsity. Note that, for a graph G and
X C V(G), G[X] denotes the subgraph induced by X, that is, the maximal subgraph
of G whose vertex set is X. For v € V(G), the neighbourhood of v in G is the set of
all vertices adjacent to v in G, and is denoted by N (v).

Definition 1 ([3]). Let o € [0,1]. We call a graph G o-sparse if for each v € V(Q)

pEN@) < -0 (),

The density lemma states that graphs which are critical with respect to some
list assignment must be sparse. The following statement is a general framework for
how the density lemma is formulated; it states that a critical graph is (e, x)-sparse
for some desired £ > 0, where = € (0,1) is the proportion of the size of the clique
number relative to the maximum degree. The actual purpose of the density lemma
is to specify such a function o (e, x), which is ideally as large as possible. We leave it
unspecified here for the sake of generality.

Statement 1.2.3 (Density Lemma). Let ¢,z € (0,1) and let G be a graph with
mazimum degree at most A and clique number at most x(A+ 1). Let L be a [(1 —
e(1—x))(A +1)]-list-assignment for G. If G is L-critical, then for every v € V(G),

BEN@DI < (- o))

Note that the term [(1 — &(1 — x))(A + 1)] is just our desired bound on the
chromatic number. In particular, if G has clique number w = z(A + 1) for some



z € (0,1), then
[(1—e(l—2))(A+1)]

[(A+1)—e(A+1)+ex(A+1)]
[(1=e)(A+1) +ew].

We denote the bound in this way because we generally consider the clique number
as a proportion of the maximum degree.

The density lemma naturally provides a first step in our proof: when trying to
colour our graph, we may assume that it is critical by induction. Bonamy, Perrett
and Postle attained the following.

Theorem 1.2.4 ([3]). For e,z € (0,1) with e < 5%, Statement 1.2.3 holds with

(1 -z —2¢)?

o(e,x) = 5

The next step in the proof is to show that we can colour sparse graphs. This is
the role of the sparsity lemma.

While we presented the density lemma in terms of a more general framework
(that is, we did not specify the function o(e, z) in Statement 1.2.3), we will state the
actual sparsity lemma of Bonamy, Perrett and Postle given in [3]. The reason for
this is that their sparsity lemma is state of the art and will be taken for granted in
this thesis, while our focus will be on seeking improvements to the density lemma.

Theorem 1.2.5 (Sparsity Lemma [3]). Let 0 € [0,0.9] and let ¢ = 0.30120 —
0.128302. There exists Ay (o) such that if G is a o-sparse graph with A(G) > A4(0),
then

xe(G) < (1 =¢)(A(G) +1).

The sparsity and density lemmas can be combined to prove a colouring result of
the following form. (This is a general framework of Lemma 5.2 in [3]).

Statement 1.2.6 (Main Colouring Lemma [3]). For each ¢,z € [0,1], there ezists
As(e,x) such that if G is a graph with maximum degree at most A > Ay(e, ) and
clique number at most w = (A + 1), then

X(G) < [(1=g)(A+1) +ewl],
provided that, for o(e,x) for which Statement 1.2.3 is satisfied,

e(1—z) < 0.30120(c, 2) — 0.12830 (¢, 2)?. (1.1)
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Proof. Set Ay(e,x) = Ai(o(e,x)). Suppose to the contrary, that there exists A >
Ay(e, x) for which there exists a graph G with maximum degree at most A and
clique number at most w = z(A + 1) such that G is not k-colourable, where k =
[(1—e)(A+1)+ew]. Choose this graph G with |V (G)|+|E(G)| as small as possible,
so that G is k-critical. Note that

k

(1—e)(A+1)+ex(A+1)]
(1—e(l—a)(A+1)].

By Statement 1.2.3, for each v € V(G),

[
[

EENWDI < (1~ o) (). (12)

Now let G’ be obtained from G by adding, if necessary, an independent set to the
neighbourhood of some vertex in G, so that A(G’) = A. Then the condition given
by (1.2) holds for G', that is, G’ is o(e, z)-sparse. Since

N

e(l —x) <0.30120(e,z) — 0.12830 (¢, )2,
it now follows by Theorem 1.2.5, that GG is k-colourable. [

The bound on (1 — z) given in (1.1), which entirely depends on the sparsity and
density lemmas, essentially determines the value of € we can achieve in answering
Question 1.2.1. Thus we see that achieving greater levels of sparsity in Statement
1.2.3, or increasing the bound on € in Theorem 1.2.5, leads to improvement. To prove
the main result (that is, a result such as Theorem 1.2.2), the other main ingredient
we require is the following theorem of King.

Theorem 1.2.7 ([11]). If G is a graph with w(G) > 2(A(G) + 1), then G has an

independent set I such that, for every maximum clique X of G, I N X # ().

We now give a brief description of how Statement 1.2.6 and Theorem 1.2.7 com-
bine to prove the main result. For the sake of concreteness, we will specifically
consider the proof of Theorem 1.2.2. By iteratively applying Theorem 1.2.7 to a
graph G and removing the independent sets, we obtain a graph G’ with clique num-
ber at most 2(A(G’) +1). Hence we can apply Statement 1.2.6 to G’ with z € [0, 2],
from which it follows that inequality (1.1), with the function o(e,x) given by The-
orem 1.2.4, is satisfied for ¢ = 2—16. Colouring each of the deleted independent sets a



distinct new colour, we are able to obtain our desired colouring. (For a full proof,
see [3]).

As mentioned above, Theorem 1.2.2 was improved upon by Delcourt and Postle
in [5]. Not only did they obtain a twofold improvement on the value of ¢, but their
main result holds in the setting of list colouring.

Theorem 1.2.8 ([5]). There exists A > 0 such that, for any graph G with A(G) > A,

x(G) < {%(A(G) F1)+ 1—@(@% .

The improved upper bound in Theorem 1.2.8 follows from Delcourt and Postle’s
enhanced density lemma.

Theorem 1.2.9 ([5]). For e,z € (0,1), Statement 1.2.3 holds with

1—=x
2

o1(e,x) = (1— —e)(l—x—Qs).

While the technique outlined in this section is done mostly in the setting of list
colouring, there is one key obstruction to proving the full result for the list chromatic
number, namely the application of Theorem 1.2.7. Indeed, when we remove from
G an independent set hitting every maximum clique, we may not be able to colour
every vertex in this set with the same colour, as the lists of the vertices may have
empty intersection. Delcourt and Postle were able to overcome this issue using
their improved version of the density lemma, and by modifying their technique for
colouring sparse graphs in the special case of very low sparsity [5].

1.3 Deriving the Density Lemma

The focus of this thesis is on improving the density lemma. In this section, we outline
how the density lemma is derived in general, and then describe the techniques we will
use to seek improvement. While our definition of sparsity in Section 1.2 is in terms
of neighbourhoods, we actually derive the density lemma by showing that, if G is
L-critical, then all of its induced subgraphs have a bounded number of edges. Indeed,
the density lemma from [5] is essentially a consequence' of a more general result from

I This result does not quite imply Theorem 1.2.9, whose proof has minute differences by virtue of
the setting in which it is applied. This yields a negligible £2-term (Postle, personal communication).



[9], which yields a lower bound on |E(H)| (where H denotes the complement graph)
for each induced subgraph H of an L-critical graph G. Before we state this result,
we require the following definition, which will be used throughout the thesis.

Definition 2 ([9]). Let G be a graph with list assignment L. For each v € V(G),
define

Saver,(v) = d(v) + 1 — |L(v)|.

Theorem 1.3.1 ([9]). Suppose that G is L-critical with respect to a list assignment
L, and let H be a non-empty induced subgraph of G. If M is a matching in H, then

[B(H)| = [M|(IV(H)| - [M]) = ) Saver(u

ueV (H)

The general technique used to prove this theorem (as well as the density lemma
in [3]) will be used throughout this thesis, and is not difficult to describe. If H is a
non-empty induced subgraph of G, then, by criticality, G — V(H) has an L-colouring
¢. Let L' be the list-assignment for H given by

L'(v) = L)\ {¢(u) : v € N(v) \ V(H)}.

Then H is not L'-colourable (for otherwise there exists an L-colouring of G). So
there must exist some vertex v € V(H) with |L/(v)| small, and therefore having
many of its neighbours outside of H. This yields a lower bound on dgz(v). We then
remove v from H and repeat the process.

Clearly, the effectiveness of this technique depends on the upper bound for |L'(v)].
But bounding |L/(v)| naturally requires some sufficient condition for list colourability.
Namely, if we know that x,(H) < k, then it follows that |L'(v)| < k. Prior to Delcourt
and Postle’s paper [], the density lemma was derived using the following classical
result of Erdés, Rubin and Taylor.

Theorem 1.3.2 ([6]). If G is a complete k-partite graph in which every part has size
at most two, then x(G) < k.

In applying this theorem to our induced subgraph H, we are interested in making
k as small as possible. To do this, we take a large matching in the complement of H.
In particular, if we take a matching M in H, then it follows that, for some v € V(H),
L' ()] < [V(H)| = [M].



Delcourt and Postle achieved a significant improvement to the density lemma
by using the above technique together with the following “unbalanced” version of
Theorem 1.3.2. Note that, in a complete multipartite graph, we may refer to a part
with ¢ vertices as an i-part.

Theorem 1.3.3 ([0]). Let G be a complete k-partite graph on n vertices in which
every part has size at most two. If G has ki 1-parts and ke 2-parts, and L is a
list-assignment for G such that

(a) |L(v)| >k if v is in a 1-part,
(b) |L(v)| > ky if v is in a 2-part, and

(¢) |L(w)| + |L(v)| > n if {u,v} is a 2-part,
then G is L-colourable.

Deriving the bound on |E(H)| (where H is again an induced subgraph of some
L-critical graph G) follows as before, but this time there are cases to consider. In
particular, one of (a), (b) or (c) is not satisfied for H and L’. So, given some matching
M in H, we use this theorem to derive lower bounds on dz(v) for some v € V(H)
or |67 ({u,v})| for some uv € M, where d7({u,v}) denotes the cut in H induced by
{u,v}. Then we repeat the procedure for either H — v or H — {u,v} respectively.
Note that this technique derives its power from the list colouring condition (namely
Theorems 1.3.2 and 1.3.3) and the size of the matching M in the complement of the
induced subgraph H.

Interestingly, the bound x,(G) < [(1—¢)(A+1)+cw] in [5] was found to become
worse as the clique number tends to zero, that is, as the clique number becomes
smaller, so does the value of ¢ for which inequality (1.1) is satisfied. So in order to
improve on Theorem 1.2.8, we are interested in the case where w = (A + 1), where
x is small. This case offers more structure to be exploited for the density lemma. In
particular, we will show in Chapter 3 that, in an induced subgraph H of an L-critical
graph G with small clique number, we can find not only a large matching in H, but
a large collection of disjoint triangles in H. As this forces the vertices of H into a
smaller number of colour classes, this holds potential to improve Theorem 1.3.1. The
other key ingredient we require is a list colouring condition for complete multipartite
graphs with parts of size at most three. For this, we will use the following theorem
of Noel, West, Wu and Zhu.

10



Theorem 1.3.4 ([11]). For any graph G,

(@) < max{xm {'”G)’ (6 - ﬂ }

3

An outline for the remainder of the thesis is as follows. In Chapter 2 we will take
a closer look at list colouring and derive an unbalanced version of Theorem 1.3.4.
Then in Chapter 3 we will show that in the case of small clique number, we can find
a large collection of disjoint triangles in the complement of our induced subgraph
H. We will use this fact to derive two different density lemmas for the case of small
clique number. The first follows from Theorem 1.3.4.

Theorem 1.3.5. Let G be an L-critical graph, where L is a k-list-assignment, with
maximum degree at most A and cligue number at most w. Let H be an induced

subgraph of G, and define

2

tr:\/(A+1—k)2+(A+1—k)w+w—

2
and
t
b = |V(H)\—2(A—|—1—k)—w—§.
Then
— 5IVIH)?2  [VIH)(A+1—k) 8A+1-k)? 2/V(H)|w
|E(H)| = - - -
18 9 9 9
V)t 5(A+1-kw  5(A+1-k)t 5w bwt
9 9 18 9 9
B 5t> A1V (H)| n 32w n 25(A+1—k) N 16t 14
36 18 9 9 9 3

—(A4+1-Fk)(l1+1),
provided that ly .= |V(H)| —2(A+1—k) — 4w —2t+6 > 0.
Next we will apply our unbalanced version of Theorem 1.3.4 to derive the follow-
ing.
Theorem 1.3.6. Let G be an L-critical graph, and let H be a non-empty induced

subgraph of G. If H is a spanning subgraph of a complete k-partite graph with k;
parts of size i for each i € {1,2,3} and k = ky + ko + ks, then

— 7 8
\E(H)| > k3<k1 + ks — 5) +ho(ky+ ko +3ks — 1) — Y Savey(u).
ueV (H)
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1.4 Reed’s Conjecture

As explained in the previous sections, prior density lemmas were derived using a
sufficient condition for list colouring complete multipartite graphs with parts of size
at most two, and we have seen that, the stronger this condition is, the more sparsity
we can extract. Our aim is to improve the density lemma for the case of small clique
number.

Since the list colouring conditions used in previous research are in terms of the
number of parts in the complete multipartite graph, it is intuitively desirable for the
number of parts in the graph to be small. Hence if we can prove that graphs with
small clique number, in addition to having large matchings in their complements,
have large collections of disjoint triangles in their complements, then we can derive
more sparsity, provided that we have a suitable list colouring condition. Theorem
1.3.4, as well as the unbalanced version we derive in Chapter 2, will play this role.

In this section, we examine the overall effectiveness of our density lemmas, namely
Theorems 1.3.5 and 1.3.6, in the setting of the sparsity-density paradigm. In par-
ticular, for the sake of comparison to previous work on Reed’s conjecture, we derive
bounds of the form given by Statement 1.2.3 from these results.

In Chapter 3, we prove that, if H is a non-empty induced subgraph of an L-critical
graph G with maximum degree at most A and clique number at most z(A+1), where
Lisa [(1—e(1—x))(A+1)]-list-assignment, then there exists a collection 7" of disjoint

triangles in H with

s WODL_ 220 -0 +1) _ a(A+1)
=3 3 3

(1.3)

2

- —\/(1 —z)2e? +x(l —x)e + %
(see Theorem 3.1.3). Note that the expression ¢ in Theorem 1.3.5 comes from the
square root term in (1.3). For convenience, we use the following shorthand definition
throughout this section: for e,z € [0, 1], let

(e, x) = \/(1 —z)2e?2+z(l —x)e + %2

The result we obtain from Theorem 1.3.5 is as follows.

12



Corollary 1.4.1. Let e,z € [0, 1] such that
1-3¢(1—2) =4z —2y(e,x) >0

is satisfied. There exists As(e, x) such that, if G is an L-critical graph with maximum
degree at most A > A(e,x) and clique number at most x(A + 1), where L is a
[(1—¢e(1—x))(A+1)]-list-assignment, then for every v € V(G),

BEN@DI < (1= onte. ) (5).

where

20e(1 — x) n 17e2(1 — 2)* 4z N llex(1—=z) 5z?
9 9 9 18 4

— 2v(g, x) (% + %76 - —26(19_ I)>

The proofs of Corollary 1.4.1 and the analogue corresponding to Theorem 1.3.6 are
both straightforward but computationally longwinded (mostly because of inequality
(1.3)), so we will instead simply outline each.

To prove Corollary 1.4.1, we apply Theorem 1.3.5 with H = G[N(v)] for some
vertex v € V(G), k= [(1—e(1—x))(A+1)] and w = 2(A+1). Note that, since G is
critical, d(v) > [(1 —e(1—x))(A+1)], for otherwise we could obtain an L-colouring
of G by deleting v. Therefore

lo>(1—e(l—2)(A+1)+2e(1—2)(A+1) —4x(A+1)
—2v(e,z)(A+1)+6
(A+1)(1—e(l —z)+2¢(1 —x) — 4z — 279(e, x))

>
>0,

by assumption. Then we apply the lower bound we obtain for |F(H)| and the fact
that |E(H)| = (d(;)) — |E(H)| to obtain an upper bound on |E(H)|. The desired
bound then follows by applying the bound d(v) < A and taking A sufficiently large
to ignore the linear terms in A.

Corresponding to Theorem 1.3.6, we have the following result.

Corollary 1.4.2. Let e,z € [0,1]. There exists Ay(e,x) such that, if G is an L-
critical graph with mazimum degree at most A > Ay(e,x) and cligue number at
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most x(A + 1), where L is a [(1 — (1 — ))(A + 1)]-list-assignment, then for every
veV(G),

BEN@DI < (1~ aate. ) (5 ).

where

(c.2) 14 N 4202 N 26ex  22ex?  8%x 56 10z N 4e? 2
E.Tr) = — — — _—— = — _—
I3\ 27 27 9 27 27 27 27 27

x
9

We obtain this result using a similar technique as before, this time applying
Theorem 1.3.6. We let k3 = |T'|, where T' is a maximum collection of disjoint triangles
in H, and let ky be the size of a maximum matching in H — V(T) (where V(T)
denotes the set of vertices contained in the triangles of 7). Using the fact that
k1 = d(v) — 2ky — 3k3, the bound from Theorem 1.3.6 yields

|E(H)| Z kg (d( ) - Qk'g - 2?]{:3 - 2) + kz(d( ) kQ — 1 Z SaveL

ueV(H
It follows by an easy maximality argument (see Section 3.1) that

VU AVT)| — w(H) | (dv) = 3ks) — (A +1)

ko >
2= 9 2

Applying this to the above bound and simplifying, we have

—_— kg A 1 d(v 2 A 1
[E(H)| > ks (E_ e ))+ Wl TR S Savey(w
uevin (1.4)

_ d(U) — 3]{?3 — $(A + 1) B 8]{33
2 3
Finally, we apply the lower bound on k3 from (1.3) and perform a similar analysis
as before to obtain Corollary 1.4.2. The following table compares Corollaries 1.4.1

and 1.4.2 with Delcourt and Postle’s density lemma, Theorem 1.2.9, by showing
various values of e for which inequality (1.1) is satisfied given various values of x.
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o1(e,x) oo(e, x) os(e, x)

x £ x € x €

0 0.0795 0 0.0825 0 0.0789
0.01 0.0801 0.01 0.0825 0.01 0.0794
0.02 0.0807 0.02 0.0825 0.02 0.0798
0.03 0.0813 0.03 0.0824 0.03 0.0802
0.04 0.0819 0.04 0.0822 0.04 0.0807
0.05 0.0824 0.05 0.0820 0.05 0.0812

Table 1.1: Values of = and ¢ satisfying (1.1).

We see that oy(e,z) beats o1(e,x) up to = 0.05. One can check that, at
x = 0.045, 0y(e, z) and o2(e, z) both achieve £ = 0.0821 (roughly 1/12.17), yielding
marginal progress towards Reed’s conjecture.

Finally, we note that, unfortunately, o3(¢,z) does not even beat o(e,z) in the
case of small clique number. One can check that, when the clique number is small,
it does indeed beat the sparsity level corresponding to Theorem 1.3.1, but only by
a small margin. (As noted in the footnote at the beginning of Section 1.3, Theorem
1.2.9 was derived in such a way that a negligible e*-term appears, but even this
overpowers o3(g, x)).

In order to understand the comparison between Theorem 1.3.1 and Corollary
1.4.2; consider the inequality (1.4). Applying Theorem 1.3.1 to H = G[N(v)], we
have that

— d(v)?  2*(A+1)?
@) > L8 OIS e )

4
ueV (H)

Hence the term k3(55k3 — 32(A+1)) in (1.4) essentially tells us the benefit we derive
from having antitriangles in our graph. Given (1.3), one can estimate that this is
indeed insignificant.
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Chapter 2

Unbalanced List Colouring

Recall that the goal of the density lemma is to prove that if GG is L-critical with respect
to some list assignment L, then all of its induced subgraphs have a bounded number
of edges. Naturally, a crucial step in proving a theorem of this form is to apply some
sufficient condition for list-colourability. Recall that we denote the list chromatic
number for a graph G by x,(G), and that for any graph G, x(G) < x¢(G). At first
glance, one might expect the reverse inequality to hold, however it was observed in
both [6] and [18] that this is not true in general. In fact, Erdés, Rubin and Taylor
showed that there exist bipartite graphs with arbitrarily large list chromatic number
[6]. Alon further proved that the list chromatic number of a graph is bounded below
in terms of its average degree (see [1] and [2]).

List colouring was introduced independently by Erdés, Rubin and Taylor [6] and
by Vizing [18], and has been a very active research area ever since. Much research has
been motivated by the problem of characterizing those graphs G for which x,(G) =
X(G). For instance, the famous list colouring conjecture, independently posed by
several researchers throughout the 1970s and 80s (see [3]), asserts that this equality
holds if G is a line graph. Theorem 1.3.2, which was proved by Erdés, Rubin and
Taylor in their original paper, gives one class of graphs for which the two chromatic
numbers are equal, namely complete multipartite graphs with parts of size at most
two. Over twenty years later, Ohba [15] conjectured the broad generalization that
if G is a graph with |V(G)| < 2x(G) + 1, then x,(G) = x(G). In this way, Ohba
suggested that the property of having equal chromatic and list-chromatic numbers
extended to all graphs in which the chromatic number was large relative to the
number of vertices.

Ohba achieved some partial progress in this direction, showing that |V (G)| <
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X(G) 4+ 1/2x(G) was sufficient [15]. Reed and Sudakov [17] later improved this to
[V(G)] < 3x(G) — 5. The full conjecture was finally proved in [13] by Noel, Reed
and Wu.

Theorem 2.0.1 ([13]). For any graph G, if |V (G)| < 2x(G)+1, then x¢(G) = x(G).

In [14], Theorem 2.0.1 was extended and used to prove Theorem 1.3.4, one of
the main tools we use in this thesis. The main result of this chapter is the following
unbalanced version of Theorem 1.3.4.

Theorem 2.0.2. Let G be a complete k-partite graph on n vertices such that every
part has size at most three. If G has k; i-parts for each i € {1,2,3}, and L is a list
assignment for G such that

then G is L-colourable.

Our proof of Theorem 2.0.2 uses the general technique introduced in [14]. The
central idea is the notion of merging vertices, which is defined as follows.

Definition 3 ([11]). Let G be a graph and let L be a list-assignment for G. To
merge non-adjacent vertices u and v in G is to replace them with a single verter w
whose neighbourhood is N(u) U N(v), and set L(w) = L(u) N L(v).

Observe that, if we find an L-colouring of G after a series of merges, then we
have found an L-colouring of G, because only non-adjacent vertices can be merged.
We will soon illustrate the usefulness of merging, but we must first introduce the
technique of using Hall’s Theorem for finding systems of distinct representatives in
the setting of list colouring.

Given a collection {X7, ..., X, } of finite non-empty sets (n a positive integer), we
call a collection {z1,...,x,} of elements a system of distinct representatives (SDR)
for {Xi,.... X, } if z; € X, for each i € {1,...,n} and z; # z; for each i # j. Hall’s
Theorem characterizes those collections of such sets for which there exists an SDR.
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Theorem 2.0.3 (Hall’s Theorem, [7]). Let { Xy, ..., X,,} be a collection of finite non-
empty sets. Then {X1,..., X} has a system of distinct representatives if and only if
for any S C{1,...n}, |U;cs Xil > |S].

Hall’s Theorem has become a standard tool for finding list colourings in graphs, as
any SDR for a collection of lists induces a proper list colouring. To illustrate how we
might apply Hall’s Theorem in actual practice, consider, as an example, the situation
of G being a complete k-partite graph with parts of size at most three. For a set S
of vertices in GG, we first consider the case where S contains, say, a pair of vertices
from the same 3-part. Let L(S) denote the union of lists of vertices in S. If we can
show that |L(S)| > |S| in this case, then we may assume that |S| < ky + 2ks + ks.
Continuing to consider various cases, we gradually reduce S until we have shown
that Hall’s inequality holds in general.

Note that Hall’s Theorem can also be viewed in terms of matchings in bipartite
graphs. In particular, given a bipartite graph B with bipartition (X, Y), there exists a
matching in B covering all the vertices of X if and only if for every S C X, |[Ng(S)| >
|S| (where Np(S) = U,es VB(v)). We may opt to use this graph theoretic version
of Hall’s Theorem in attempting to find an L-colouring of a graph G; we simply
consider a bipartite graph B with bipartition (V(G),C), where C' = U,cy(g) L(v)
and ve € F(B) if and only if ¢ € L(v).

Now, why is the notion of merging useful when applying Hall’s Theorem? The
short answer is, it gives us more control when trying to bound |L(S)|. Again, take as
an example the case where S contains two vertices {z,y} from an (unmerged) 3-part

in G. Then
IL(S)| = [L(2)| + [L(y)| — |L(x) N L(y)]-

Now if |L(z) N L(y)| is large, then we are at a disadvantage here; but if we choose
to merge such pairs having large intersection, then we obtain a better bound in the
above case. Moreover, when we consider the possibility of S containing a merged
3-part {z,w} (where w is merged and x is not), we have that |L(S)| > |L(x)|+|L(w)|
(we will prove this later), and we have that |L(w)| is large by construction, which is
again to our advantage.

Now let us proceed to prove Theorem 2.0.2. Our first step is to use induction to
derive some properties of a minimum counterexample.

A very useful and standard lemma in list colouring is the so-called “Small Pot
Lemma,” proved in [10] and [17], which states that if x,(G) > k, then there exists a k-
list-assignment L for G such that G is not L-colourable and [ J,cy (@) L(v)| < [V(G)].
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Since our result does not concern the list-chromatic number, but rather an unbal-
anced sufficient condition for list colouring, we prove the following generalization.

Lemma 2.0.4. If G is not L-colourable for some list-assignment L, then there

exists a list-assignment L' for G such that |L'(v)| = |L(v)| for each v € V(G),
|Useviey L' < [V(G)|, and G is not L'-colourable.

Proof. Let (G, L) be a counterexample on a minimum number of vertices. So G is
not L-colourable and no such list-assignment L’ exists. We may further choose our
minimum counterexample such that |{J,cy (g L(v)| is as small as possible.

Let C' = U,cv(g) L(v). Let B denote the bipartite graph with bipartition (V(G), C),
where, for each v € V(G) and ¢ € C, vc € E(B) if and only if ¢ € L(v). Now, since
(G, L) is a counterexample, |C| > |V(G)|. Thus, since G is not L-colourable, there
is no matching in B saturating C. Therefore, by Hall’s Theorem, there exists S C
such that |S| > |Ng(S)|. Choose such a set S which is minimal with respect to this
property. Take T C S such that |T| = |S| — 1. Then by minimality of S, Hall’s
condition holds for T'. So there exists a matching M in B saturating 7. Moreover,

INs(S)| = [Np(T)| = |T| = |S] =1 = [Np(5)].
Hence |T'| = |[Ng(T)|; so the matching M saturates both 7" and Ng(T).

Observe that, by definition, L(v) NT = () for each v € V(G) \ Ng(T'). Thus

(Ueeva-np(r) L(v)) N (Useny(ry L(v)) = 0. (2.1)
Therefore G — Ng(T') has no L-colouring; for such an L-colouring together with the
bijection defined by M would yield an L-colouring of G by (2.1), a contradiction.

Clearly |S| > 2, for otherwise Ng(S) = (). Hence T' # (), and therefore Ng(T') #
(). By minimality of our counterexample, there exists a list-assignment L’ for G —
Np(T) such that G — Ng(T) is not L’-colourable, |L'(v)| = |L(v)| for each v €

V(G = Na(T), and | Uevg-nyiry L'0)] < [V(G)] = [Na(D).
Claim: |U,ev(a-wa(ry L) 2 IV(G)| = IN(T).

Proof. Recall that, since T" and Ng(T') are in bijection, it follows by definition that
|Uvenyry L(v)| = [T'| = |[Np(T)|. Hence, by (2.1), we have

| Uvev(a-np(m) L) = [(Voeve) L(v)) \ (Uvens @) L(v))]
—|UUEV(G L(v)] = [ Uvens( )L(v)l
= [ Uvev(e) L(v)| = [Np(T)]

> [V(G)| = [Ns(T),
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proving the claim. ]

It now follows by the claim, that

| Uvevia=npry) L(v)| > [V(G)| = INp(T)| > | Usev(a-np(ry) L' (V)] (2.2)

Also, we may clearly assume that

(Uvev(@-np@nL' (v) N (Uveng @) L(v)) = 0.

Now define a list-assignment L” for G by

L”(’U) _ L(U) Zf vE NB(T)
L'(v) if veV(G)\ Np(T).

Then, because G — Ng(T) is not L'-colourable, G is not L”-colourable. Moreover
|L"(v)] = |L(v)| for each v € V(G). But by construction and equations (2.1) and
(2.2), we have that

| Uvev(e) L' (0)] = [ Usev(a-ns(ry) L'(0)] + | Uveng ) L(v)]
< | Uvev(a-nu(m) L(0)| + | Uvenp iy L(v)|
= | Uvev(e) L(v)|-
But then, by choice of our minimum counterexample, it now follows that (G, L") is
not a counterexample. So there exists a list-assignment L®) for G such that G is
not L®)-colourable, |L®) (v)| = |L"(v)| for each v € V(G), and | Useve L®(v)| <
|V(G)|. But then |L®) (v)| = |L(v)] for each v € V(G) by construction, contrary to
the assumption the (G, L) is a counterexample. O]

For the purpose of dealing with unions of lists when applying Hall’s Theorem, we
now use induction to prove that 3-parts have empty list intersection in a minimum
counterexample.

Proposition 2.0.5. Let (G, L) be a counterexample to Theorem 2.0.2 on a minimum
number of vertices. If A is a 3-part of G, then (\,c4 L(v) = 0.

Proof. Suppose to the contrary that there exists a 3-part A in G such that there
exists ¢ € [,eq L(v). Let G' = G — A, and let

L'(z) = L(z) \ {c}
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for each x € V(G'). Now let k] denote the number of i-parts in G’ for each i €
{1,2,3}. We show that conditions (a) to (e) from Theorem 2.0.2 hold for G’ and L'.
Suppose first that u belongs to a 1-part of G'. Then

Ky +ky+ky =k +ky+ks—1<|L(u)|—1<|L'(u).
Now suppose that u belongs to a 2-part of G'. Then
Ky + ki = ko + ks — 1 < |L(u)| — 1 < |L'(u)].

If u belongs to a 3-part of G’, then

2 2 4 2 2 4 4
§k/1 + gké + gké = glﬁ + gkz + §k3 3 < |L(u)| = 1 < [L(u)].

So (a), (b) and (c) hold for G’ and L'. Now let {u,v} be a 2-part of G’. Then
Ky + 2kg + 3ky = ki + 2ky + 3ks — 3 < |L(uw)| + [L(v)| — 2 < |L'(uw)| + |L'(v)].
Finally, if {u,v,w} is a 3-part of G, then

2k} + 3kb + 4Ky = 2k + 3ko + 4ks — 4
< |L(w)] + |L(v)] + [L(w)| — 3
< [L(uw)| + [ (v)] + [ (w)].
Hence the conditions of Theorem 2.0.2 are satisfied for G’ and L’. By minimality

of (G, L), there exists an L'-colouring of G’. Colouring the vertices of A with ¢, we
obtain an L-colouring of G. [

We are now in a position to prove Theorem 2.0.2. We shall consider a minimum
counterexample (G, L). Throughout, let P; denote the set of i-parts in G for each
i € {1,2,3}. Following the notation of [14], for A € P, define

((A) = max{|L(u) N L(v)| : {u,v} C A}.

Call a pair {u,v} C A achieving ¢(A) a mazimum pair in A. For S C V(G), let
L(S) = U,es L(v).

Before we prove Theorem 2.0.2, we require a notion of a “good” merge, that is,
a merge obtained from a pair of vertices with sufficiently large list intersection. For
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A € Py, call a pair {u,v} C A good if |L(u) N L(v)| > k1 + 3k2. Again following the
notation of [14], for each A € P; we define

La={c:ce L(u)N L(v) for some good pair {u,v} C A}.

As outlined earlier in this chapter, the technique we will use to prove Theorem
2.0.2 largely consists of merging vertices, and then finding an SDR using Hall’s
Theorem. One of the clever tricks used in [14], which we will also employ here, is to
apply Hall’s Theorem to a subset of parts in the graph, and then merge according
to the resulting SDR (see Claim 3 in the proof). This is the main purpose of good
pairs.

Before proving Theorem 2.0.2, we will show that every 3-part in our minimum
counterexample indeed has a good pair. First we require the following.

Proposition 2.0.6. Let A be a 3-part in a counterezample (G, L) to Theorem 2.0.2
on a minimum number of vertices. Then

> L(w) N L(v)| > k.

{u,w}CA

Proof. Note that, for our minimum counterexample (G, L), we may assume that
|Uuev(e) L(w)| < n —1. Thus, by (e) and Proposition 2.0.5,

Y LN L) =) |L(u)] — |L(A)

{uvv}gA ucA
2 2/{51+3]{?2+4]{73— (n—l)
= k1 + ko + k3,
and the result follows. O

Lemma 2.0.7. Let (G,L) be a counterezample to Theorem 2.0.2 on a minimum
number of vertices. If A is a 3-part of G, then A has a good pair.

Proof. Suppose that A does not have a good pair. Then

11
3 L) L()| < 3(§k1 + gk;g) <k,
{u,w}CA

contrary to Proposition 2.0.6. O
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We are now ready to prove the main theorem.

Proof of Theorem 2.0.2. Let (G, L) be a counterexample to Theorem 2.0.2 on a min-
imum number of vertices. By Lemma 2.0.4, we may assume that |,y () L(v)] <
n— 1.

Fix a set Z§ C Py with | Z§| = [$ks]. Let t3 be the largest integer such that there
exists Z3 C Py \ Zj with the properties that |Zs| = t3 — [3k3] and
1
U(A) >tz — [g(kg —ky — k2)w
for all A € Z3. Choose such a set Z3 with >, , ((A) as large as possible.

Claim 1: For every A € (P3\ Z§)\ Z3, U(A) < t3 — [5(ks — k1 — k2)].

Proof. Suppose to the contrary that there exists A’ € (P3\ Z3) \ Z3 such that ¢(A’)
ts— [ (ks—ki—k2)]. Suppose first that for every A € Zs, ((A) > t3—[5(ks—ki1—Fk2)].
Let Z§ = Zz3 U{A'}. Then Z§ C Py \ Z} is a set of size (t3+ 1) — [5(ks — k1 — ko)
such that

((A) > (ts+1) — E(kg — k- k2)w

for every A € Z!, contrary to our choice of ts.

Suppose now that there exists a set A € Zs with (A) = t5 — [5(ks — k1 — k2)].
Let Zé, = (Zg\{A}) U{A/} Then |Zg| = t3 - "%kg—l, and E(A) > tg — "%(kg —]{71 —]{?Qﬂ
for each A € Z}. However,

DA > ) A,

Aezy A€Zs

contrary to our choice of Zs. O

Now let t5 be the largest integer such that there exists Z, C P, with the properties
that |Zs| = t2 and

|L(u) N L(v)| >t + k3

for every {u,v} € Z,. Choose such a set Z» with 3, 1o, [L(u) N L(v)| as large as
possible. The following Claim follows by an argument nearly identical to the proof
of Claim 1.
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Claim 2: For every {u,v} € Py \ Za, |L(u) N L(v)| < to + ks.

Now for each A € P\ Zj, merge a maximum pair in A if and only if A € Zs.
Similarly, for every {u,v} € P, merge u and v if and only if {u,v} € Z,. Let T5 and
T, denote the respective resulting sets of merged vertices.

Now we define a merge in each part of Z;. For each A € Zj, let B(A) denote
the set of pairs in A which are not good. Then |B(A)| < 2 by Lemma 2.0.7. It now
follows by Proposition 2.0.6 that for each A € Z§,

[Lal= > [L@nL@)|— > |Lu) N L)
{u,w}CA {u,v}eB(A)
> k= 2k 4 Sy
- 3 1 3 2
1

1
> —k —k ks.
_31+32+ 3

Let X = {L(w):we T3} U{Ls: Ae Zi}.
Claim 3: X has an SDR.

Proof. We show that Hall’s Inequality holds for S C X. Note that |S| < t3. For
notational convenience, let L(S) denote the union of sets contained in S. If L, € S
for some A € Z, then |L(S)| > |La| > ks > |S|. So the inequality holds in this case
and we may now assume that |S| < t3 — [$ks3]. If L(w) € S for some w € T3, then

1 1
> >ty — | = (ks — Kk — >t — | —ka| >
IL(S)] = |L(w)] =t — [ lks = by — k)| = ts = [k | 2 |51,
and the claim follows. ]

Now for each A € Zj, merge a pair of vertices in A according to the SDR for X
given by the claim. That is, for each A € Zi, if ¢ is the colour representing L4 in the
SDR, then merge the unique pair {u,v} C A for which ¢ € L(u) N L(v). Together
with the merges resulting from Z3 and Zs, we have now defined precisely ty + 3
merges in G. We now use Hall’s Theorem to prove that the collection of lists of
vertices (after merges) has an SDR, and thereby obtain an L-colouring of G.
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Let S be a set of vertices in G after merges. Then |S| < n — ty — t3. Suppose
first that S contains an unmerged 3-part A. Then by construction and Claim 1,

IL(S)| > [L(A)| = > [L(w)| = D |L(u) N L(v)]
uceA {u,v}CA
1

> Ok, + 3ky + ks — 3(t3 - [g(kg k- kz)D
> 2ky + 3ko + 4ks — 3t3 + (k3 — k1 — k2)
= ki + 2k + 5ks — 33
> ky + 2y + 3ks — Ly
> 15].

So |S| < ki +2ky+2k3 —ty. Now suppose that S contains an unmerged 2-part {z, y}.
Then by construction and Claim 2,

[L(S)| = |L(z) + [L(y)| — [L(x) N L(y)]
> ky + 2ky + 3ks — (ta + k3)
= k1 + 2ko + 2k3 — 15
> 19|

Hence |S| < ki + ko + 2k3. Now suppose that S intersects an unmerged 3-part at
exactly two points, say {z,y}. Then, again by Claim 1 and construction,

[L(S) = [L(x)] + [L(y)| = |L(x) N L(y)]

2<§k1 + §k2 n %1@,) _ (tg - E(kg -~ k‘z)D
8

4 4
3k;1+ 3/€2—|— 3k3—t3+ 3(k3 k1 — ko)
= ki + ko + 3ks — t3

> |5].

So |S| < ki + ko + k3 + t3. Suppose now that S contains a merged 3-part resulting
from Zs, say {z,w}, where w is merged and x is not. Then by Proposition 2.0.5 and
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construction,

[L(S)| = [L(z)| + | L(w)]

> g/ﬁ + §k2 + %lk:sw + 13— E(ks — k1 — kz)w
= [k?-I— %(ks — k- k2>—‘ +t3— E(k:& — k- k:Q)—‘
>k+tg

> |S].

Thus |S| < k+ [$k3]. Now suppose that S contains a merged 3-part {z,w} resulting
from Z, again where w is merged and x is not. Then, since w was obtained through
a good merge,

|L(S)| = |L(z)| + |L(w)]
2 2 4 1 1
> —ky+ —ko+ —ks+ -k + =k
=3 1+3 2+3 3+3 1+3 2

=k+ él@.
So |L(S)| > |S] in this case. Thus |S| < k. If S contains a vertex from a 1-part, then
|L(S)| >k >1S|. So |S| < ko + k3. If S contains a vertex from an unmerged 2-part,
then |L(S)| > ko + k3 > |S|. Hence |S| <ty + k3. Now if S contains a vertex from
a merged 2-part, then, by construction, |L(S)| > t5 + k3 > |S|. Hence |S| < k3, and
clearly if S contains an unmerged vertex from a 3-part, then |L(S)| > |S|. Hence S
contains only merged vertices resulting from 3-parts. But the collection of lists for
these remaining vertices has an SDR by Claim 3 and construction. So |L(S)| > |S|
by Hall’s Theorem. Therefore, by Hall’s Theorem, the collection of lists of vertices
after merges has an SDR. So GG has an L-colouring. [
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Chapter 3

Sparsity and Antitriangles

In this chapter we set out to achieve our main goal: to derive density lemmas tailored
to the case of small clique number. Theorems 1.3.4 and 2.0.2 give us list colouring
conditions which take into account the existence of triangles in the complement graph
(which we may informally refer to as antitriangles), so our first task in this chapter
is to show that list-critical graphs with small clique number indeed have sizeable
collections of such triangles. We may refer to this result as the antitriangle lemma.
After we have done this, we will derive density lemmas in two different ways. First
we will prove Theorem 1.3.5, and then prove Theorem 1.3.6 in the following section.

While the proofs of both density lemmas follow the technique described in Chap-
ter 1, the key difference between them is in whether or not the triangle-matching
structure is preserved after each iteration. Recall that, to derive a bound on |E(H)],
we show that H is not colourable with respect to a particular list assignment and
we thereby obtain a lower bound on dz(v) for some v € V(H). We then repeat this
procedure for H — v.

Since we are list-colouring the induced subgraph H with respect to a partitioning
of V(H) into 1-, 2- and 3-parts, we may view H as a spanning subgraph of Ky () —
T — M, where T' is a collection of disjoint triangles, and M is a matching in Ky g —
V(T). But when we remove the vertex v from H this structure is modified, depending
on whether v is in a triangle or a matched edge or otherwise. This is to say, the
triangle-matching structure that H — v inherits from H depends on the choice of v.

It is not necessarily the case, however, that H — v must inherit this structure.
Indeed, we could take a new collection of triangles and a new matching after each
iteration. In fact, this is what we will do to prove Theorem 1.3.5. As antitriangles are
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advantageous to us, it is in our interest to have as many as possible in each iteration.
It is feasible to do this in proving Theorem 1.3.5, because the list colouring condition
we will use is Theorem 1.3.4, and consequently the lower bound on dg(v) is the
same regardless of what part of the structure v comes from. This is not the case,
however, in the proof of Theorem 1.3.6, in which we instead apply our unbalanced
list colouring condition, Theorem 2.0.2.

If we renew the triangle-matching structure after every iteration when using an
unbalanced list colouring condition, then it is possible that, in every iteration, the
vertex v for which we obtain a lower bound on dz(v) belongs to a “worst case” part
of the structure, that is, a part of the structure for which the list colouring condition
yields the worst possible lower bound on dg(v). So in this setting, it is most sensible
to allow H — v to inherit the structure of H. This was also done in [J] to prove
Theorem 1.3.1.

3.1 Finding Triangles in the Complement

In order to find a collection of antitriangles, we begin with the following existence
condition.

Lemma 3.1.1. Let H be a graph. If H has no triangles, then

2
Proof. Suppose that H has no triangles. Then for each u € V(H), Nz (u) is a clique
in H. Hence
— 1 1 w(H)|V(H)|
B =1 Y dpw) <2 3w = VL

weV (H) ueV(H)

proving the result. O]

Since our ultimate objective is to derive a density lemma, we want to find a
collection of disjoint antitriangles in an induced subgraph H of an L-critical graph
G. In this setting, we can use a known density lemma, namely Theorem 1.3.1, to
obtain a lower bound on |E(H)|. Combining this with Lemma 3.1.1, we can prove
the existence of an antitriangle in H. Iterating this procedure, we obtain a collection
of disjoint antitriangles.
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Since Theorem 1.3.1 is in terms of a matching in H, it is desirable to find a
sizeable such matching. The following standard result will be helpful.

Proposition 3.1.2. If G is a graph, then G has a matching of size at least [$(|V (G)|—

w(@))1.

Proof. Let M be a maximal matching in G. Then V(G)\V (M) forms an independent
set in GG, and therefore forms a clique in GG. Hence

V(&) —2IM| = [V(G)\ V(M) <w(G),
and the result follows. O

Now we are ready to prove the antitriangle lemma.

Lemma 3.1.3 (Antitriangle Lemma). Let G be an L-critical graph with mazimum
degree at most A and clique number at most w, where L is a k-list-assignment. Let H
be a non-empty induced subgraph of G, and let T' be a maximal collection of disjoint
triangles in H. Then

H 2(A +1 — 2 2
VH)_ 2( ul k)—%—g\/(A+1—k)2+(A+1—k)w+%.

Tl >

Proof. Since T is maximal, H — V(T) is triangle-free. Therefore, by Lemma 3.1.1,

we have

H— V() (IV(H)| =3[T]) _ «(H)(V(H)| =3[T])
2 - 2 '

BE V)| < (3.1)

Let M be a maximum matching in H — V(T'). By applying Theorem 1.3.1 to H —
V(T) and M, we get

MV 3T 10— Savey () < “DIVIDIZITD

2
weV (H-V(T))

Also, by definition, Savey(v) < A + 1 — k for each v € V(G). Hence

w(H)(|V(H)| = 3IT])

|MI([V(H)|=3|T| = |M]) = (A+1=k)(IV(H)|=3|T]) < 5

. (3.2)
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Since M is a maximum matching in H — V(T'), it follows by Proposition 3.1.2, that
(VH)| = 3|T| —w(H = V(T)) _ [V(H)| =3|T| — w(H)
2 - 2 '

|M] >

Hence

MV (E)| = 31T |M]) > <|v<H>| — 3|7 —w(H)) <\v<H>r — 3|7 +w<H>)'

2 2

Now applying this bound to (3.2), multiplying both sides by 4 and simplifying, we
have

V(H)]? = 6TV (H)| +9IT|* — w(H)* — 4(A +1 = k)(|V(H)| - 3|T))

< 2w(H)(|V(H)| = 3[T]).
Equivalently,
TP+ (—6|V(H)| +12(A+1—k) + 6w(H))|T|
+|V(H))? —w(H)? = 4(A+1—k)|V(H)| — 2w(H)|V(H)| <0.
Observe that the lefthand side of (3.3) is a quadratic function in |T'|. Hence we
may apply the quadratic formula to find its roots and thereby obtain a lower bound
on |T|. Let us denote the lefthand side of (3.3) by f(|T'|). Setting f(|7]) = 0 and
simplifying, we obtain
6|V(H) —12(A+1—k)—6w(H)
18
1

+ 1—8\/144(A +1— k)24 144w(H)(A +1 — k) + T2w(H)2.

(3.3)

T =

Hence, since the coefficient of |T'|* in (3.3) is positive, if f(|T]) < 0, then

V(H 20A04+1—k H 2 H)?

|T|Z’ ( )‘— (A+ )_w( )——\/(A+1—k)2+(A+1—k:)w(H)+w( ),
3 3 3 3 2
completing the proof. O]

3.2 Sparsity via Renewed Structure

In this section we use Theorem 1.3.4 to derive the density lemma Theorem 1.3.5. We
will consider an induced subgraph H of an L-critical graph G, and throughout will
view H in terms of its triangle-matching structure. For convenience, we define the
following functions gleaned from Lemma 3.1.3.
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Definition 4. Let G be an L-critical graph, where L is a k-list-assignment, with
maximum degree at most A and clique number at most w, and let H be an induced
subgraph of G. We define

e -

where

2

t = \/(A+1—k)2+(A+1—k)w+%.

Now we adapt Theorem 1.3.4 to the triangle-matching framework as follows.

Lemma 3.2.1. Let G be an L-critical graph with maximum degree at most A and
clique number at most w, where L is a k-list-assignment. Let H be an induced

subgraph of G. Then

V)| = fAVH)) +w [V(H)] _f(!V(H)I)JrngE}
2 2 6 6 3

xe(H) < max {

Proof. By Lemma 3.1.3, there exists a collection T of disjoint triangles in H such
that |T'| > f(|V(H)|). By Proposition 3.1.2, there exists a matching M in H — V(T)
such that

V()| = 3|T| —w(H - V(T)) | V(H)| - 3T| ~w

| M| > >
2 2

Observe that, since
X(H) < [T[+ M|+ (V(H)| = 3|T| = 2|M|) = [V(H)| = 2[T| — [M],

it follows by Theorem 1.3.4, that

xe(H) < max {|V(H)| — 97| — |M], {2|V(H)‘ —2|T| — [M] - 1—‘ }

3

Now we apply our bound on |M| and then our bound on |T'| to each of these quan-
tities. Observe that

V(H)| = 2T| — |M]| < |V(H)| - 2|T| - ('WH)‘ —23‘T’ —W> _ v = ET
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Also

2V (H)| ~ 27| = M| - 1] _2V()| 27| M| 2
3 - 3 3 3 3
LAVEDL 2T 1 van| -3 -w) | 2
- 3 3 3 2 3
vl |7 w2
2 6 6 3

The result now follows by applying the bound |T'| > f(|V(H)|) to each of these
bounds. O

Now that we have a condition for list-colouring which accounts for the triangle-
matching structure of the graph, we can obtain a lower bound on the degree of some
vertex in H. In order to do this, we require a succinct way of dealing with the
maximizer in Lemma 3.2.1. In particular, given parameters as in Lemma 3.2.1, the
outcome of the maximizer depends only on |V (H)|. Thus we define the following.

Definition 5. Let G be an L-critical graph with mazimum degree at most A and
clique number at most w, where L 1s a k-list-assignment. For an induced subgraph

H of G, define

+-+2

M(H) := max VH)| - fVH)) +w VH)]  fIVH)]) w2
' 2 T2 6 6 3

The following lemma will serve as the main driving engine in proving Theorem
1.3.5.

Lemma 3.2.2. Let G be an L-critical graph with maximum degree at most A and
cliqgue number at most w, where L is a k-list-assignment. If H is a non-empty induced
subgraph of G, then there exists a € V(H) such that

dg(a) > |V(H)| — M(H) — Saver(a).

Proof. Since H is non-empty and G is L-critical, there exists an L-colouring ¢ of
G — V(H). For each v € V(H), let

L'(v) = L(v) \ {¢(u) : w € N(v)\ V(H)}
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Now H is not L’-colourable, since otherwise there exists an L-colouring of G. Hence,
by Lemma 3.2.1, there exists a € V(H) such that |L'(a)| < M(H). Now

|L'(a)] > |L(a)| — (dg(a) — dy(a)) = dy(a) + 1 — Saver(a).
Therefore dy(a) < M(H) — 1+ Saver(a). Hence

dg(a) = ([V(H)| = 1) — du(a)
>|V(H)—1—M(H)+1— Saver(a)
= |V(H)| = M(H) — SaveL(a),

as desired. O]

Now that we have obtained a lower bound on dy(a) for some vertex a in H, where
H is any non-empty induced subgraph of an L-critical graph G, we can derive a lower
bound on |E(H)|. We simply apply the lower bound on dz(a) given by Lemma
3.2.2, and then re-apply Lemma 3.2.2 to the induced subgraph H — a. Repeating
this process, we obtain a lower bound on |E(H)|.

Observe that, by virtue of the f(|V(H)|)-terms implicit in Lemma 3.2.2, we are
lower-bounding dz(a) in terms of a maximal collection of antitriangles in the induced
subgraph H in each iteration of this procedure. In this sense, we renew the triangle-
matching structure in each iteration. The following easy technical lemma provides a
framework for this process.

Lemma 3.2.3. Let G be an L-critical graph with maximum degree at most A and
clique number at most w, where L is a k-list-assignment. If H is a non-empty induced
subgraph of G, then there exists a sequence of pairs (H;, a;), i € {0,...,|V(H)| — 1},
such that

(a) H; is a graph with a; € V(H;),
(b) Hy=H and H; = H;_y — a;— for eachi € {1,....|V(H)| — 1|}, and
(¢c) for each i€ A{0,...,|V(H)| — 1},

dir(a;) > ([V(H)| — i) — M(H;) — Saver(a;).

Proof. We proceed by induction on |V (H)|. If |V(H)| = {a} for some a € V(G),
then by Lemma 3.2.2, di(a) > |V(H)| — M(H) — Saver(a). Now the result holds
for the sequence consisting only of (Hy, ag), where H = Hy and a = aq.
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Now suppose that |V (H)| > 2, and that the result holds for all non-empty induced
subgraphs of G on fewer than |V (H)| vertices. Again, by Lemma 3.2.2; there exists
a € V(H) such that dg(a) > |V(H)| — M(H) — Saver(a). By induction, there exists
a sequence of pairs (H;,a;), i € {1,....,|V(H)| — 1}, where H; = H — a, a; € V(H;)
for each i € {1,....|V(H)|—1} and H; = H;_y —a;—; for each i € {2,....|V(H)|—1}.
Appending the pair (Hy,aq), where Hy = H and ag = a, then gives the desired
sequence. 0

Let us now prove the main result of this section.

Proof of Theorem 1.3.5. First, let us fix a sequence (H;,a;), ¢ € {0,...,|V(H)| — 1},
as given by Lemma 3.2.3. Now the number ¢, gives us a threshold for determining
the value of M(H;) for each i € {0, ...,|V(H)| — 1}. In particular,

V) fVIH)) w2 [VIH)] = FIVIED]) + @
2 6 6 3 2
if and only if ¢ < /¢,.

By Lemma 3.2.2, for each i < [{], we have

o) = (V) - (‘”f”' AVEIZD 424 2) - swerta
WDl i 1Vl —i 281k w 2) e
= 2 26 3 3 33 6 (3.4)
—§—4A+1—m
0|V(H)| 100 2A+1—Fk) 4w 2t 2
T T TR TR TR A

Similarly, for each ¢ > [fy]| + 1

dﬁi(ai) Z (|V(H)| . Z) . <|V(H>‘ _i (’V( )‘ _Z) + %) . SaveL(ai)

2 2

v

V(H) CV(M—i_%A+1—@ w zﬁ
2

(]
[\]

v

|

|

|

|

|

I

|
>
+
—

|
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Now |E(H)| = Z DIt g ~(a;). We apply the lower bounds given by (3.4) and
(3.5) to obtain our desured result. However, in order to ensure that we do not
include negative terms in this sum, we need a stronger upper bound on the indices
we include. In particular, observe that the lower bound given by (3.5) is non-negative
if and only if 7 < ¢;. Hence

o [V (H)|-1
[BH)| = ) dgla)
=0
[4o] |V (H)|-1

CL(0VH)| 100 2AA+1—k) 4w 2 2 (3.6)
8 18 18 18 18 3

[41] .
Py (2|VH)|_%_(A+1—/{:)_2_W_E>

1= MQJ+1

—(A+1-Fk)(|6]+1).

In the lower bound given by (3.6), let us denote the first sum by S; and the second
by Ss. We now simplify S7 and S5 respectively. Observe that

g - 10[V(H)[([fo] +1) 10 ( [Lo]([lo] +1) 2(A +1=k)([b] +1)
e 18 18 2 B 18
do(bo] +1)  2t([b] +1)  2(|lo] +1)
B 18 B 18 B 3
J LO[V(H)|(G +1)  10[V(H)| 10 (£t +1) 2A+1—k)(lh+1)
= 18 18 18 2 B 18
18 18 3
10V(H)| 56 2A+1—k) 4w 2t 2 10|V (H)|
:%“>(1—8—1—8—T—§—E—§) BEESTIE
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Substituting the value of ¢j, expanding and simplifying, we obtain

S, > S5\VH)?  [VH)|(A+1-k) 8(A+1-Fk)? 2V(H)w [V(H)

=18 9 9 9 9
200 +1—kw 16(A+1—k)t 3202 32wt 82
B 9 B 9 9 9 9
17|V (H)) L Mow T0(A+1—Fk) L7049
18 9 9 9 3

Now let us consider Sy. Observe that

_AvEDidal = 6D 2§~ (A+1-b(6)=16)

52 3 , 3
i=|lp|+1
C20(16] = [l]) (4] = (b))
3 3 ’
Now
[41] [£1]—=1fo] -1
Soi= Y Gl rn=(l6)- w(W L) “).
i=[Lo|+1 i=0
Hence
g, 2 AVUDIA] — L)) _ 2(L0] - [46)) (Lm + L6 + 1>
3 3 2
AT =R)(4] = [b))  20([4] = b)) (4] = b))
3 3 3
- 2QV(H)|(by — by —1) 264 —by+1) [ b1+ 4+ 1
= 3 a 3 2
(A+1—k})(€1—£0+1) 2w(€1—€0+1) t(£1—€0+1)
B 3 a 3 a 3
_(61_€0+1)<2|v§1{)| - (151+§0+1> - (A+;—k) _%w_%) - 4|V§(3H)|.
N0W€1—€0+1:3w+%—5, and
£1+£0+1:2|V(H)|—4(A+1—k)—5w—%+7.
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Substituting these values into our lower bound on S5 and expanding, we obtain

3(A+1—k)t 3t
52ZS(AﬁLl—lf)(,u—|—3u)2+3wt—|—%_|_I

B 4|V (H)| n 35
3 3
Substituting the lower bounds on S and Sy into (3.6) gives the desired result. [

— 12w — 6t — 5(A+1— k)

3.3 Sparsity via Inherited Structure

The main result of this section is Theorem 1.3.6, which we prove using Theorem 2.0.2,
our unbalanced list colouring condition from Chapter 2. Like in the previous section,
the first step is to find cuts in H whose sizes can be bounded below. Because we
are using an unbalanced list colouring condition, there are several cases to consider.
The following lemma yields the various possibilities.

Lemma 3.3.1. Let G be an L-critical graph, and let H be an non-empty induced
subgraph of G. If H is a spanning subgraph of a complete k-partite graph with k;
parts of size i for i € {1,2,3} and ky + ko + k3 = k, then either there exists a vertex
v e V(H) such that either

(a) v is in a 1-part and dg(v) > ko + 2ks — Saver(v);
(b) v is in a 2-part and dg(v) > ki + ko + 2k; — Saver(v);
(¢) v is in a 3-part and dg(v) > ki + 3ks + 2ks — Saver (v);
or there exists a 2-part {u,v} such that
(d) [og({u,v})| > ki + 2ky + 3k — 2 — Saver,(u) — Saver,(v),
or there exists a 3-part {u,v,w} such that
(e) |og({u,v,w})| > k1 + 3ks + 5ks — 6 — Saver,(u) — Saver(v) — Saver (w).

Proof. Since G is L-critical and H is non-empty, there exists an L-colouring ¢ of
G — V(H). For each v € V(H), define

L'(v) = L)\ {(u) : v € N(v) \ V(H)}.

Then H is not L'-colourable, for otherwise G has an L-colouring. Therefore, by
Theorem 2.0.2, either there exists a vertex v € V(H) such that
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e v isin a l-part and |L'(v)| < k;
e v is in a 2-part and |L'(v)| < ko + ks;
e v isin a 3-part and |L'(v)| < 2ki + 2ky + 3ks;
or there exists a 2-part {u,v} of H such that |L'(u)| + |L'(v)| < ki + 2ks + 3k, or

there exists a 3-part {u, v, w} such that |L'(u)|+ |L'(v)| + |L' (w)| < 2k + 3ko + 4ks.
Before considering each case, note that for each v € V(H),

1L (0)] = [L()| = (d(v) = du(v))

dy(v) + 1 — Saver(v). (3.7)

Suppose first that there exists a vertex v € V(H) such that v is in a 1-part and
|L'(v)| < k. Then, by (3.7),

dy(v) < k —1+4 Saver(v).
Hence

dg(v) = (IV(H)| = 1) = du(v)
> ([V(H)| — 1) — (k— 1+ Saver(v))
= ko + 2k3 — Saver,(v).

So (a) holds in this case. Now suppose that there exists v € V(H) such that v is in
a 2-part and |L'(v)| < ka2 + k3. Again, by (3.7),

dH(U) <ky+ks—1+ SaveL(v).
Thus

dﬁ(’l}) > (’V(H)| — 1) — (/{72 + ]{33 -1+ S&VGL(’U))
= kl + k‘z + 2]€3 — SaveL(v).

So (b) holds in this case. Now suppose that there exists v € V/(H) such that v is in
a 3-part and |L'(v)| < 2ki + 2ko + 3k3. So by (3.7),

2 2 4
dH(U) < gkl + gkg + gkg -1+ SaveL(v).
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Hence

d(v) = ([V(H)| - 1) - (gkl + §k2 + §k3 1+ Savey (v))
4

= %k‘l + 3k2 + gk’g — Saver (v).
So (c) holds in this case. Suppose now that there exists a 2-part {u,v} such that
|L'(u)] + |L'(v)| < ky + 2ky + 3ks3.
Then, by (3.7),
dy(u) + dg(v) < ki + 2kg + 3ks — 2 + Saver (u) + Saver (v).

It now follows that

07 ({u, v})| = 2(IV(H)| = 2) = (du(u) + du(v))
> 2|V (H)| — 4 — ki — 2ky — 3k + 2 — Saver(u) — Saver (v)
= k)l + 2]€2 + 3k‘3 —2-— SaveL(u) - SaveL(v).

So (d) holds in this case. Finally, suppose that there exists a 3-part {u,v,w} such
that

|L'(u)] + |L'(v)| + | L' (w)] < 2ky + 3ka + 4ks.
Then, by (3.7),
dy(u) + dg(v) + dg(w) < 2ky + 3ky + 4ks — 3 — Savey (u) — Saver,(v) — Saver (w).
Therefore

07 ({u, v, w})| = 3(|V(H)| = 3) = du(u) = du(v) — du(w)
> 3|V(H)| —9 — 2ky — 3ky — 4ks + 3 — Saver,(u) — Saver (v) — Saver (w)
= k1 + 3ky + bks — 6 — Saver(u) — Saver(v) — Saver(w).

So (e) holds in this case, and the result follows. O
Now let us prove the main theorem. Unlike in Section 3.2, here we do not take a

new collection of antitriangles after each iteration; rather the structure of the graph
can be modified by the choice of vertex.
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Proof of Theorem 1.3.6. We proceed by induction on |V (H)|. By hypothesis, one
of (a), (b), (c), (d) or (e) from Lemma 3.3.1 holds. Suppose first that there exists
v € V(H) such that v is in a 1-part and dg(v) > ko + 2k3 + 1 — Saver(v). Then, by
induction,

|E(H)| = dg(v) + |E(H —v)]
> (ko + 2ks + 1 — Saver(v)) + k;3<(k:1 —1)+ Zkg — §>

3 3
tha((kr — 1) + ko +3ks —1) = ) Saver(u)
ueV (H—-v)
> k3<k1+zk3—§) +k‘2(k1+k2+3/€3—1)— Z SaveL(u).
B 3 3 ueV (H)

Now suppose that there exists v € V(H) such that v is in a 2-part and dg(v) >
ki + ko + 2ks + 1 — Saver(v). By induction,

|E(H)| = dg(v) + |E(H —v)]
> (k1 + ko + 2ks + 1 — Saver(v)) + k3 ((kl +1) + Zk3 _ §>

373
+ (k= D)((k+ 1)+ (ke —1) +3ks — 1) — Y Saver(u)
u€V (H—v)
:k1+k2+2k3+1+k3(k1+zk3—§) + ks
373
+hy(ky +ky+3ks —1) — k1 —ky —3ks +1— > Saver(u).
u€V (H)

So the result holds in this case. Suppose now that there exists v € V(H) such that
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v is in a 3-part and d(v) > $ki + 3ko + Sks — Saver(v). By induction,

|E(H)| = dg(v) + |E(H —v)]

> (%kl + %kz + gkg - SaveL(v)> 4 (ks — 1) (k1 + g(kg . 2)
+ (ko )k + (ke + 1) +3(ks — 1) — 1) — Y Saver(u)
weV (H—v)
:ékl—i—%kgnLgk:g—i—kg(kl—i—;kg—g) —gkg—kl—gkgm
+ho(ky + Ky +3ks — 1) — 2ky + by + hy +3ks —3— ) Savey(u)
ueV(H)
> ky (ks + Ty — §) Fhalky 4 ky 43k —1) = 3 Saver(u).
3 3 ueV (H)

Now suppose that there exists a 2-part {u,v} of H such that
|07 ({u,v})| > ki + 2ko + 3ks — 1 — Saver,(u) — Saver (v).
Let H = H — {u,v}. Then, by induction,
B(H)| = 165 ({u,0})| + | E(H))
> (k1 + 2ky + 3ks — 1 — Savey (u) — Saver,(v)) + k3 <k1 + zk‘g — §>

3 3
+ (k= 1) (ks + (ks — 1)+ 3ks — 1) — > Saver,(u)
ueV (H)
7 8
:k1+2k2+3k3—1+k3<k1+§k3—§>
+ kg(kl + ]{32 + 3k3 — 1) — ]fg — ]ﬁ — ]ﬂg — 3k3 +2— Z SaveL(u).
ueV(H)

Thus the result holds in this case. Finally, suppose that there exists a 3-part {u, v, w}
of H such that

|07 ({w, v, w})| > k1 + 3ke + bks — 5 — Saver (u) — Saver(v) — Saver (w).
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Again, let H' = H — {u,v,w}. Then, by induction,

|E(H)| = |0z ({u, v, w})| + |E(H)]
> ky + 3k + bk — 5 — Saver (u) — Saver,(v) — Saver (w)

7 8
(ks = 1) (ka5 (ks = 1) = ) + ok + ko + 3(ks = 1) = 1)
- Z Saver (u)

ueV(H')
T8\ 7 7
fk1+3k2+5k3—5+k3<k1+§k3—5) —gkg—k1—§k3+5
+ kz(lﬁ + kg -+ 3]€3 — 1 — 3k}2 Z SaveL
ueV(H
Z k?3 k1+zk3—§ +k2(l€1+k‘2+3]€3—1>— SaveL(u),
37073

and the result now follows.
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