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Abstract

There is a broad range of information available on the Internet, some of which is con-
sidered to be more credible than others. People consider different credibility aspects while
evaluating the credibility of a web page, however, many web users find it difficult to de-
termine the credibility of all types of web pages. An autonomous system that can analyze
different credibility factors extracted from a web page to estimate the page’s credibility
could help users to make better decisions about the perceived credibility of the web infor-
mation.

This research investigated the applicability of several machine learning approaches to
the evaluation of web page credibility. First, six credibility categories were identified from
peer-reviewed literature. Then, their related credibility features were investigated and
automatically extracted from the web page content, metadata, or external resources.

Three sets of features (i.e., automatically extracted credibility features, bag of words
features, and combination of both) were used in classification experiments to compare their
impact on the autonomous credibility estimation model performance. The Content Cred-
ibility Corpus (C3) dataset was used to develop and test the performance of the model
developed in this research. XGBoost achieved the best weighted average F1 score for ex-
tracted features. In comparison, the Logistic Regression classifier had the best performance
when bag of words features was used, and all features together were used as a feature vector.

To begin to explore the legitimacy of this approach, a crowdsourcing task was conducted
to evaluate how the output of the proposed model aligns with the credibility ratings given
by human annotators. Thirty web pages were selected from the C3 dataset to find out
how current users’ ratings correlate to the ratings that were used as ground truth to train
the model. In addition, 30 new web pages were selected to explore how generalizable the
algorithm is for classifying new web pages.

Participants were asked to rate the credibility of each web page base on a 5-point Likert
scale. Sixty-nine crowd-sourced participants evaluated the credibility of the 60 web pages
for a total of 600 ratings (10 per page). Spearman’s ρ between average credibility scores
given by participants and original scores in the C3 dataset indicates a moderate positive
correlation: ρ = 0.44, p < 0.02. A contingency table was created to compare the predicted
scores by the model with the rated scores by participants. Overall, the model achieved
an accuracy of 80%, which indicates that the proposed model can generalize for new web
pages.

The model outlined in this thesis outperformed the previous work by using a promising
set of features that some of them were presented in this research for the first time.
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Chapter 1

Introduction

1.1 Thesis Motivation

Since its introduction, the Internet has become an increasingly important source of infor-
mation that many people rely on for decision making in their daily lives [5, 75]. People
refer to websites to obtain all sorts of information, such as news, financial information,
and medical information [102]. The amount of available information on the web is roughly
doubling every two years, however, most of the information is not rigorously fact-checked
before publishing [75, 94]. Consequently, due to the open and unmonitored nature of the
web, there exist numerous web pages on the Internet that contain fake, incorrect, or mis-
leading information [4, 75, 82, 102]. For instance, while lots of users, including patients
and caregivers, search for health information on the web, there has been no quality control
by medical specialists for more than half of the existing medical websites on the Internet
[86, 87, 100].

The term ‘information credibility’ means how believable a piece of information is per-
ceived by the person accessing it [30, 67, 88]. A web page that is perceived to be credible
is defined as a web page “whose information one can accept as the truth without needing
to look elsewhere” [82]. In other words, people believe a web page to be credible if it is
one that the viewer perceives as being trustworthy and having high quality and accurate
content [26]. These definitions are the most widely used definitions for the web credibility
in past research and are used in this thesis as well.

Many researchers consider credibility as a perceived quality that consists of both objec-
tive and subjective components and is different from the truth, which is usually considered
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to be more of an objective quality [93, 96]. The subjective part is associated with users’
perception, whereas the objective part is relevant to source or content attributes [24]. This
is why the credibility of information can be interpreted differently depending the type of
information and on who the person evaluating it is [30, 68]. Assessing several information
aspects at the same time forms each user’s perception of credibility [26].

An important impact of information credibility is the fact that it affects perceived
usefulness and perceived risk of a website; positive feelings about website credibility leads
to users’ inclination to trust the information and to return to that website again [64]. With
the increasing pervasiveness of the Internet and the amount of information on it, finding
credible information is of growing importance. Having an estimate of the objective aspects
of credibility could support people in making better, quicker decisions regarding web page
credibility. This could be helpful for many Internet users, particularly those whom may
not be familiar with the information they are looking at or are less experienced in Internet
searching (e.g., many older adult caregivers).

1.2 Research Questions

The research presented in this thesis was guided by the following research questions:

1. What features and methods could be used to measure different aspects related to
web page credibility?

2. What model can be developed to automatically ascertain web page credibility?

3. How does the estimated credibility level by the model align with the perceived
credibility of human web users?

1.3 Thesis Organization

The rest of the thesis is organized as follows:

Chapter 2 focuses on peer-reviewed works related to the credibility assessment of web
pages. It discusses several approaches to evaluate the credibility of different types of
online resources automatically. Chapter 3 describes various credibility factors from different
credibility categories that are used to build the model. It also explains the methods that
are used in this research to extract credibility features from web pages automatically. In
Chapter 4, the dataset that was used to train the model is described and the machine
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learning algorithms to create the model, evaluation metrics, and the classification and
regression results from conducting different machine learning experiments are discussed.
Chapter 5 presents the experiment conducted to explore the generalizability of the model
for new web pages outside of the training dataset, where crowdsourced ratings are compared
to the output of the model to evaluate its ability to estimate perceived credibility. Chapter
6 summarizes the key findings and conclusions from this research as well as possible future
work in the autonomous assessment of web page credibility.

3



Chapter 2

Background

2.1 Assessing Credibility

In order to create a model that estimates the level of the credibility of a web page, it is
essential to understand what factors impact the perceived credibility of web pages and
how users use those factors to evaluate the credibility of web pages. Credibility factors
can be described as any of the features of the resource that contribute to the credibility
of a web page, including information content characteristics, information source details,
or other external features. A combination of the related factors creates a framework to
assess a specific aspect of credibility. Different aspects, such as expertise, accuracy, and
quality, are called credibility categories [84]. Each discipline emphasizes certain aspects
of credibility more than others. For example, content accuracy and quality are consid-
ered more important in information science, while information related to psychology and
communication has more of an emphasis on the source reliability and reputation [30].

Trustworthiness and expertise are two major credibility components that are used in
credibility assessment by users. The trustworthiness component relates to the perceived
goodness of the source and can be described by terms such as unbiased, truthful, and well-
intentioned. On the other hand, the expertise component refers to the perceived knowledge
and skill of the source. Terms such as experienced, knowledgeable, and competent can
describe the expertise credibility dimension [93]. The Prominence-Interpretation theory
proposed by [28] assumes that two things occur when users evaluate the credibility of a
web page; first, users must notice a feature or element of the page (Prominence) and then
they can make a judgment about its credibility (Interpretation). Prominence is affected by
factors such as the topic of the web page, involvement, experience, individual differences,
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and the task of the user. Interpretation and user’s judgment about an element are impacted
by the user’s assumptions in mind, the user’s skill or knowledge, and context such as the
user’s environment or expectations [28].

People typically use heuristics and their prior expectations to evaluate credibility [73,
80]. Many users consider search result ranking position of web pages as an essential in-
dicator of web page credibility, which is not always correct [43, 77]. When users browse
an unfamiliar website, the initial impressions greatly influence their perception of its cred-
ibility, including now the site looks. The reason these judgements are made this way is
because when people lack prior knowledge of the web page, and there is no other informa-
tion available, they usually trust their initial feelings, which are often significantly affected
by information source appearance [35, 64].

In general, both information content and source characteristics significantly influence
users’ perception of the credibility of a web page [37]. The content author’s expertise
and credentials in addition to the domain type of the website are some of the source
characteristics that play an important role in users’ credibility judgment of the website
[66, 67]. Users’ time restrictions and significance of the information to them (e.g., if they
are looking for information about a critical health problem) can considerably impact their
credibility assessment as well [6, 37].

Several studies have investigated key factors during credibility assessment. Eighteen
areas that users regularly notice in credibility evaluation were outlined by [29]. This
research found visual design, information structure, and information focus of the site as
mostly mentioned factors by study participants in evaluating the credibility of web pages.
[26] developed seven scales to explore how different aspects impact website credibility.
Real-world feel (i.e., aspects that map to an organization’s real-world presence, such as
location and contact information), trustworthiness, ease of use, expertise, and tailoring
were found to have positive effects on users’ perception of credibility. For example, when
a when a website provides a quick response to customer service requests, its real-world
feel is improved. Conversely, amateurism and commercial implications (i.e., containing
advertising or asking for a payment) had a negative effect on credibility.

Three types of features are suggested by [62] that are important in assessing the credi-
bility of a web page: 1) semantic features such as accuracy or sentiment, which are more
influential if users are domain experts; 2) surface features like web page design, page color,
and page layout; and 3) users’ previous experience with the information source. Credibil-
ity features can also be categorized into two main classes: on-page features and off-page
features. On-page features are features that exist on the web page; however, users need
to take time to pay attention to them and it might not be easy for them to recognize or
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quantify these features. Domain type and spelling errors are some examples of this type
of features. On the other hand, some features are extracted from metadata or users are
required to look somewhere other than the target web page to obtain them. These features,
such as page ranking or Google index, are called off-page features and are harder for the
user to ascertain [82].

Web page credibility assessment can be performed by humans (users) or by computers.
Since no web user has the experience and skills to determine the credibility of all types
of web pages, it would be helpful to provide tools that can support assessment of web
information credibility. This is especially true in critical areas such as financial, health, and
medical information [4, 24, 69, 75]. Using or trusting unreliable information in these areas
may cause severe consequences for many types of users [87, 91]. One problem with relying
on humans as credibility evaluators is that the evaluation outcome is usually inconsistent
due to individual differences and discrepancies in users’ perceptions and interpretation of
information. In addition, these methods are generally very time-consuming and require
a lot of effort, training, and motivation by users. Some alternative approaches to human
credibility evaluation are credibility rating systems, digital signatures, and collaborative
filtering [67, 84].

While many web users accept online information without checking its credibility [100],
providing them with an estimated credibility score of online information was reported to
be helpful for them and increased their confidence about that information especially in case
of inexperienced users [4, 82]. Past studies reveal that even presenting simple information
such as contact information or details about the author or publisher of the page can lead to
a considerable enhancement in users’ credibility perception of a web page [32, 84]. Another
critical aspect is that providing information about the credibility of a website can also have
positive effects on the success of the website. The reason is that if users deem a web page
as non-credible, it is unlikely that they continue using its products or services anymore
[28]. Users’ positive credibility perception of a web page leads to more trust in that web
page, which helps to decrease uncertainty about the information [37, 59].

In brief, there is a broad range of online information available on the Internet with
different levels of credibility. Therefore, using an autonomous system that can collect,
measure, and analyze different credibility factors extracted from a web page to estimate
the page’s credibility could help users to make faster and better decisions about the trust-
worthiness of information they encounter on the web. These types of automated systems
could be most useful for inexperienced users who are more exposed to misleading online
information [7, 73].
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2.2 Previous Works on Assessing Credibility

Different approaches have been used by researchers to investigate web credibility from
various perspectives. Many studies investigated how people assess credibility to provide
web designers with credibility guidelines that need to be considered in order to improve
the credibility perception of users [26, 85]. Some researchers examined the credibility of
specific subsets of online information such as weblogs [50, 80] and social media platforms
like twitter [12, 40, 41, 70]. While several studies investigated the quality of content as a
significant indicator of credibility [5, 49, 72], some studies focused on detecting spam web
pages and separating them from credible ones [13, 42]. Also, a number of studies aimed
to inform search engine users about various credibility-related features of returned results
using visual cues [7, 82, 100, 102]. Different automated systems have been developed that
make use of a combination of content and social features to evaluate the credibility of web
pages [4, 75, 87, 91, 96]. The rest of this chapter focuses on approaches and features used
in prior research for computer-based assessment of website credibility.

2.2.1 Assessing Credibility of Social Media

While some autonomous credibility assessment methods are suitable for evaluating the
credibility of any general web page, some methods are specifically designed for certain
types of online information. Social media and user-generated content are becoming more
popular on the web. Thus, several studies have been conducted to evaluate the credibility of
such subsets of the web, including weblogs, web forums, question-answering portals, as well
as social networking and microblogging platforms like twitter [70, 40, 12, 41]. While these
platforms might have their own specific features for the credibility assessment that are not
available on regular web pages, some of the methods for extracting content features are still
applicable to other platforms, such as word or sentiment features. In credibility research
associated with weblogs, [50] developed a blog credibility classification model based on
various content, sentiment, and style features identified from cognitive procedures used
by human evaluators. In another weblog related research, [80] created a framework to
assess the credibility of weblogs based on bloggers’ expertise and trustworthiness, quality
of the information, and users’ personal preferences. They identified and ordered credibility
factors considering their perceived importance to users.

Unlike web pages, visual design is unrelated to tweets credibility perception. [70]
demonstrated that users’ perceived credibility of tweets is not solely dependent on tweet
content, instead it is mostly affected by the source characteristics such as the number of
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followers, mentions, and topical expertise of the tweet author. Their results indicated that
the author’s username and profile image could influence the credibility assessment of tweet
readers no matter the actual content of the tweet is trustworthy or not. Information credi-
bility of tweets regarding high impact news events through identifying various content and
source-based features was investigated by [40]. They found the number of followers and
username length as the most impactful source features. The number of unique characters,
pronouns, swear words, and emoticons in a tweet observed to be the most important con-
tent features. They re-ranked the tweets about an event based on their predicted credibility
score using Pseudo Relevance Feedback technique. Also, [12] proposed a method for auto-
matic credibility evaluation of a particular set of tweets about a trending topic. They used
features such as users’ tweeting and retweeting behavior, tweet text and external source
references to create their model. Another method to automatically evaluate the credibility
of Twitter events is suggested by [41]. First, they perform a credibility propagation on
a network composed of tweets, events, and users. For credibility propagation, they used
iterations similar to PageRank [76] algorithm. Then, by assuming that the credibility score
of similar events should be similar, they created another graph of events in each iteration
to optimize the credibility scores.

Content quality is deemed to be a prominent indicator of web credibility. [5] investigated
social media elements that help find high-quality content, particularly in online question-
answering portals like Yahoo! Answers. They used both syntactic and semantic complexity
features as well as formality scores to approximate the grammatical quality of the content.
In addition to the content features, they modeled users’ interactions and feedback in a
graph-based framework. Topic coverage and topic detailedness are two query-dependent
measures proposed by [72] to assess the quality of web pages. Topic coverage means
how many typical topics relevant to the query are covered by the web page, while topic
detailedness counts the number of special topics on the page. These two measures depend
on the expertise of users as well because expert users are likely to prefer more specific
web pages related to their queries. In contrast, novice users usually favor general topics
associated with their queries. Their proposed system initially identified the domain of
the search query, then typicality and specialty scores were computed by analyzing the
link structure of the related pages in Wikipedia. The problem with this approach is that
Wikipedia articles may not contain all the queried topics with appropriate quality and
scope [72]. Many online service providers keep track of the number of users clicks or
recommendations, [49] has used such non-textual features to create a framework to estimate
quality and consequently credibility of answers in a web-based question-answering platform.
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2.2.2 Credibility Rating Systems

Credibility rating systems and collaborative filtering systems rely on users’ and experts’
ratings to evaluate the credibility of online information. For instance, Web of Trust (my-
wot.com) is a website reputation and review service that uses worldwide crowdsourcing
to collect comments and ratings from millions of users regarding the trustworthiness of
websites [51]. If a group of people has a general agreement on the trustworthiness of some
information, it is more likely that the information is deemed correct and credible by other
individuals [37]. Social consensus can have a significant impact on the acceptance of par-
ticular information because it can decrease uncertainty and perceived risk of using that
information [11, 92]. There are different types of online social feedback systems, including
rating systems, recommender systems, and social navigation tools [37]. The effect of social
feedback, like audience ratings on credibility perception, has been examined by [37]. The
results showed that while the type of feedback such as positive or negative does affect users’
perceived credibility, the size of the audience does not seem to be that influential. They
also observed that users with prior knowledge about the topic of a web page are less likely
to consider audience feedback when assessing credibility.

[77] proposed a social recommender system to evaluate the credibility of web pages
based on collaborative filtering. Their system is composed of three major components
to approximate web page credibility: 1) a social component that makes use of credibility
ratings given by user’s friends, 2) a content component that employs content-based features
like semantic, syntactic, and sentiment ones, and 3) a ranking component that uses ranking
of the page in search results. By combining these three components using adaptive weights,
they re-rank the search results provided by a search engine for users.

It is worth noting that while aggregate user opinions are helpful in assessing credibility
of a web page, it is not as objective or consistent as a machine-based approach could
be. That said, an autonomous assessment must return results that reflect what humans
consider to represent credible content.

2.2.3 Augmenting Credibility of Search Engine Results

Many web users acquire the information they are looking for through search engines. Search
engines provide a list of relevant results to users’ queries without validating the credibility
of the source that most users either consider them as credible or they need to assess the
credibility of results themselves [99, 101]. However, current search engines display few
web page features such as titles, snippets, and URLs that are not enough for evaluation
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of credibility appropriately [102]. Some studies have been aimed at helping users have
better credibility assessment by automatically identifying false facts on the page or by
providing users with information that improves their perception of the quality of the page
and enhances information transparency [82]. While visualizing credibility features of web
pages can be helpful in credibility assessment, the amount and type of information should
be provided carefully to avoid information clutter for users.

Multiple web page features, including on-page, off-page, and aggregate features were
identified by [82] to augment web search results through visualization. The selected features
were usually difficult or even impossible for users to extract or assess on their own. This
augmentation helped users make more accurate credibility assessment when viewing search
results returned by search engines. They used the popularity of the website among experts
and general users, awards and certificates won by the website, the number of locations
people reach the site from, PageRank, and the domain type of the website as the most
promising credibility features. They also collected a dataset of 1000 web pages in selected
topics including health, finance, politics, celebrity news, and environmental science and
assigned each web page a credibility score based on a five-point Likert scale.

Similarly, [102] proposed a system that calculates and visualizes credibility scores from
different credibility aspects such as accuracy, authority, objectivity, coverage, and currency
for web search results. Then, the system uses users’ feedback to predict their credibility
assessment model and re-rank the search results based on the predicted model. Since
credibility is a subjective quality, using this method, the system optimized the model for
each user adaptively. One other approach to enhance credibility transparency of search
results is a system created by [100] that provides users with disputed topics related to
their search query as a credibility warning. They investigated how this type of support
affects users’ search behavior and decision-making regarding the credibility of a web page
by measuring clickthrough, dwell time, and page view.

WISDOM is another web credibility analysis system developed by [7] that evaluates
the credibility of online information from different perspectives. They analyzed the credi-
bility of information content, information sender, and information appearance. WISDOM
investigates the result pages of a search engine for a given query. It presents various auto-
matically extracted information such as a list of major statements and their contradictions
about a topic, and a chart of positive and negative opinions distribution. It also displays
predefined categories of information authors or publishers such as government, company,
academic society, or individuals. However, the provided information might be confusing or
overwhelming, making searches longer or more difficult.
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2.2.4 Link-based Credibility Ranking Systems

Using web pages link structure to determine a credibility ranking has been a topic of
several studies. Ranking algorithms such as PageRank [76] and HITS [54] have been
widely used in the information retrieval field to rank web pages based on their popularity
and link structure. PageRank determines how relevant and important a web page is to a
query considering the number of incoming and outgoing links on the web page that results
in a single overall authority score for the page [76]. While these algorithms indirectly
indicate the quality of web pages, some researchers worked on similar semi-automatic
methods to find credible web pages with a focus on distinguishing good web pages from
web spams. Spam pages are usually created to mislead search engines. One common
spamming method is to create numerous fake web pages that are pointing to a target web
page, and consequently, the number of incoming links of the target web page is increased
in ranking algorithms used by search engines [42]. TrustRank system is built based on the
presumption that high-quality pages point to other reputable web pages [42]. Therefore,
at first, experts identify a small set of high-quality web pages as a seed for the system.
Then, the TrustRank algorithm tries to find other web pages that are highly probable to
be credible based on the link structure of pre-trusted web pages. CredibleRank is another
algorithm proposed by [13] that distinguishes between page quality and link credibility.
They argue that it may cause problems if the algorithm is highly dependent on a predefined
list of good web pages. They conclude that web page credibility is associated with its
distance to a blacklist of spam web pages instead of a whitelist used in [42]. Using this
logic, they considered the quality of outgoing links of the web page itself and its neighbor
pages that are a few hops away to assess the credibility of a page. In this way, low-quality
out-links to spam web pages would decrease the credibility rank of a web page.

2.2.5 General Credibility Assessment Tools

Some researchers have proposed distinct methods to analyze the credibility of various types
of online information separately. For example, [91] suggested different methods to assess
the credibility of weblogs, images, digital maps and videos based on their content, social
support, and author. They introduced particular measures for each type of information
on the web. For instance, they analyzed relatedness, consistency, and typicality to assess
if an image is suitable for a Wikipedia article. In the case of weblogs, they considered the
expertise and sentiment features of bloggers to estimate the credibility of the content. They
also used two other factors to estimate the credibility of the web content similar to factors
used by [72]: topic coverage and topic depth. Here, topic depth indicates how in-depth
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the content is from a technical viewpoint. Besides, they analyzed the link structure of the
web page to approximate the social support aspect of credibility. They used the majority
or dominance metric to indicate how dominant the content is compared to other relevant
content. Hence, similarity calculation methods like cosine similarity were used to find how
many similar web pages exist for a target web page which indicates the dominance of that
web page [91].

WebCAST is another automated web credibility assessment tool developed by [4] that
evaluates the credibility of online information based on various factors like popularity,
sentiment, update date, and users’ previous ratings. They used Multi-Criteria Decision
Analysis (MCDA) to find a proper weight for each credibility factor. Finally, each web
page among a set of web pages is assigned a relative credibility score by WebCAST.

2.2.6 Machine Learning Approach

The research presented above is key to understand how we can define credibility. Studies
that have used machine learning approaches to assess credibility align more closely to the
approach taken with the research presented in this thesis. Some studies applied machine
learning models to web pages from a certain domain. For instance, [87] used an SVM clas-
sifier to directly evaluate the credibility of web pages in the medical domain based on the
guidelines provided by Health on Net Foundation known as HONcode principles. Organiza-
tions like HON and Quackwatch assess the reliability of websites by manually investigating
them to check whether they meet some predefined criteria or not [87]. HONcode principles
include guidelines regarding authority, complementarity, privacy, attribution, justifiability,
transparency, financial disclosure, and advertising policy. They provide certificates to web-
sites that comply with the eight mentioned principles. [75] is a study that used machine
learning techniques to evaluate web page credibility automatically based on two major
categories of features, namely content and social features. Content features are extracted
either from the textual content of the web page or from web page structure or metadata
if available. In contrast, social features demonstrate how popular the web page is and
provide information about the link structure of the web page. They applied both binary
classification model and regression model with a five-point Likert scale output to assess the
credibility of web pages. They obtained a 70% precision and recall score for the Microsoft
credibility dataset [82] in binary classification settings.

[96] focused on social and linguistic features extracted from the textual content of web
pages to build a machine learning model to predict web credibility and achieved weighted
precision between 66% to 70%. In their first experiment, they used General Inquirer, which
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is a content analysis tool with a dictionary-backed lemmatizer, to obtain vectors related
to psychosocial and psycholinguistic features for each web page in the dataset. General
Inquirer dictionary maps word senses to 83 psycholinguistic categories. For the second
experiment, they applied a bag of words approach to create the feature vector. Then they
applied a logistic regression classification algorithm to predict the credibility of the web
pages using obtained feature vectors.

[22] introduced the concept of the bag of tags, which represents the occurrences of
HTML tags on each web page. They used HTML2Seq feature as well as other features, such
as text category, sentiment from Vader Lexicon, General Inquirer vector, frequency of social
tags, domain type, PageRank information, number of outbound links, spam classification,
and open-source classification of the web page to achieve the best performance in 2-class
and 5-class settings for the C3 and Microsoft dataset.

2.3 Summary

Perceived credibility of online information is a complex, multifaceted concept. There has
been a fair amount of research into understanding what factors influence users’ perception
of website credibility, including work to provide users with an estimate of credibility that
they can consider when viewing online information. While there has been some headway
made into the autonomous assessment of the credibility of web pages, most of the previous
research were either limited to a specific topic or online information source or did not
consider features from different credibility aspects. Additionally, the machine learning
models that were developed were not validated by human annotators. Since credibility is
a perceived quality, creating a model without considering how the model performs on new
web pages and validating it with ratings given by actual web users might not reflect the
accuracy and generalizability of the model.
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Chapter 3

Extracting Credibility Features

3.1 Credibility Categories

3.1.1 Content Quality

The quality of the content has been shown to be a significant indicator of the credibility of
a web page [87]. This aspect of credibility usually refers to the writing quality, readability,
and clarity of the text content of the web page. The topic coverage and complexity of the
content are other factors that affect content quality [84]. Although quality is somewhat a
subjective concept, some measures can be used to evaluate it. The following features have
been used as factors that are relevant to content quality:

3.1.1.1 Content Length

Content length is shown to be useful in assessing online content quality [58, 49]. Number of
words, number of total characters, and number of unique words in the text were calculated
to measure this factor.

3.1.1.2 Grammatical quality of the content

The number of question marks and exclamation marks in the content were extracted. This
approach is known to provide a rough estimate of the grammatical quality of the content
and sometimes can indicate the tone of the writing. [12, 75, 70]
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3.1.1.3 Readability

Readability shows the comprehensibility level of the textual content of the page and indi-
cates how difficult it is to read and understand [75, 5]. There are several validated scoring
techniques available to analyze text readability. Most of these techniques rely on analyzing
the complexity of the vocabulary and the syntax used in the content and statistical fea-
tures of the text, such as the number of words, sentences, and syllables. While the results
of these methods might be covariant, it is common to use different methods at the same
time to cover a broader range of content types with different length and various topics
because there are subtle discrepancies in the results based on the context of the web page
[10, 95]. Online content with middle-range readability scores is more desirable as it can
be understood by most of the web users. Five readability assessment methods were used
in this research: 1) Flesch Reading Ease Score, 2) Flesch-Kincaid grade level, 3) Simple
Measure of Gobbledygook, 4) Dale-Chall readability formula, and 5) FORCAST formula.

1. Flesch Reading Ease Score (FRES) rates the difficulty of a text to be read and
understood based on a 100-point scale. Higher scores mean that the passage is easier to
understand. Passages with scores in the range of 60 to 70 are considered as plain English.
They are easily comprehensible by 13 to 15 years old students, while scores below 50 are
more difficult to read and need college or university level education. Equation 3.1 shows
the formula for this readability score [25].

score = 206.835− 1.015

(
total words

total sentences

)
− 84.6

(
total syllables

total words

)
(3.1)

2. Flesch-Kincaid grade level (F-K) is a readability test indicates the number of
years of education or the U.S. grade level required to comprehend the text by the user. It
correlates almost inversely with FRES. Equation 3.2 indicates how the F-K grade level is
calculated [53].

grade = 0.39

(
total words

total sentences

)
+ 11.8

(
total syllables

total words

)
− 15.59 (3.2)

3. Simple Measure of Gobbledygook (SMOG) estimates the years of education
required by the user to be able to understand a piece of writing. SMOG is a gold standard
to assess the readability of the health-related content [23] and is calculated by the formula
given in equation 3.3 [63].
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grade = 1.0430

√
number of polysyllables× 30

number of sentences
+ 3.1291 (3.3)

4. Dale-Chall readability formula estimates the comprehension difficulty of a text
based on the number of difficult words in the content. These difficult words refer to any
word other than the list of 3000 words that are easily understood by American students
in grade four [15]. The following formula calculates this score:

score = 0.1579

(
difficult words

words
× 100

)
+ 0.0496

(
words

sentences

)
(3.4)

5. FORCAST formula is a readability score that uses only a vocabulary element.
It is especially useful to analyze longer texts with incomplete or fragmented sentences.
FORCAST formula is calculated by Equation 3.5 [14]:

Grade level = 20− (N/10) (3.5)

Where N = number of single-syllable words in a 150-word sample.

3.1.2 Authority

Authority is one of the source characteristics that impacts credibility perception of a web
page. It refers to the apparent expertise and popularity of the author or publisher of the
content and its referential importance [84, 65]. Any information about the author, including
the presence of the author’s name, credentials, or contact information, can help evaluate
the authority of a web page [84]. The author’s identity disclosure can be considered as an
indicator of trust [80]. It has also been shown to improve the real-world feel of the web
page [26].

3.1.2.1 Recognition of Author

If the authors of the content are known, users may identify who put together the content
and can contact them for any questions or clarification. Therefore, users tend to perceive
it as more credible compared to the content written by an anonymous author [4, 18]. It
is especially true for medical websites as users rely on the content published by reputable
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authors more than others [81]. In addition, the information posted by verified credible
users in social media is perceived more credible by the readers [41, 12].

To assess the authority of the web page, the author or publisher of the web page
was extracted using the IBM Natural Language Understanding (NLU) author extraction
request [2]. Then, a Boolean feature named ’has-author’ was defined to check the presence
of a known entity as the author of the page as a credibility factor. It returns True if the
web page has a known author.

3.1.2.2 Referential Importance

Credible websites are likely to have high referential importance, which means that they have
a large number of internal links as other web pages link to them as references [87, 102]. In
this research, three backlink metrics were extracted for each web page using the SEOquake
service [83]. These metrics include SEMrush backlinks, SEMrush subdomain backlinks, and
SEMrush root domain backlinks. They provide the number of links that SEMrush found
leading to a web page, its specific subdomain, and the domain as a whole respectively.

3.1.3 Professionalism

The professionalism credibility category deals with perceived professionalism or quality of
website design, which is found to be highly influential on perception of credibility [64].
Multiple factors, including the domain type, URL address, presence of advertisements,
title, spelling errors, broken links, and visual design of the page, can be considered in
evaluating the professionalism of a web page [29, 84]. In this research, the following factors
have been used to estimate the professionalism aspect of the credibility: title length and
URL length in characters, topic category, and domain type.

3.1.3.1 Topic Category

Topic category indicates the particular category that the web page belongs to based on
the frequency of the terms and topics discussed in the content [77]. All the web pages in
a specific category have an attribute or a feature in common [96]. Some categories are
perceived as more credible than others by users as their presumption of the credibility
of different topics is not similar [96]. Also, the users’ expectations in terms of content
quality, information accuracy, and style of writing differ for each type of web page [96].
For example, it was found that healthy lifestyle categories have lower credibility scores
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compared to other categories, such as politics and entertainment. [51]. In general, users
consider different aspects of credibility when they evaluate web pages of different categories.
For instance, in the study conducted by [29], users mentioned website reputation as a factor
that they notice more than other factors when they assess the credibility of e-commerce
websites. At the same time, they consider information bias and accuracy more in case
of review/opinion websites. Furthermore, some types of websites are more likely to have
intentionally deceptive content [73].

For this research, the category of each web page was determined by using IBM NLU
service, which returns up to three categories assigned to the web page content based on a
five-level taxonomy hierarchy [2]. Only level 1 of the category with the highest confidence
score was used in this research. The NLU API classifies the web page content into follow-
ing level 1 categories: art and entertainment, technology and computing, sports, science,
business and industrial, automotive and vehicles, style and fashion, health and fitness,
travel, society, finance, food and drink, hobbies and interests, home and garden, shopping,
education, religion and spirituality, family and parenting, pets, careers, real estate, news,
and law, government and politics. Figure 3.1 shows the distribution of categories for the
web pages in the dataset that is used in this study; a description of the creation of this
dataset can be found in Section 4.1.
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Figure 3.1: Distribution of extracted topic categories in the dataset used in this research.

3.1.3.2 Domain Type

Web page domain type is a factor that may affect the perceived credibility of a web page. A
domain suffix is an indicator of the type of website and reflects its purpose to some extent.
Usually, people trust websites with academic purposes (e.g., a domain name that ends with
an .edu extension) more than websites with commercial purposes [4, 26]. Also, .org or .gov
domains that relate to governmental institutions or organizations may contribute to the
credibility perception of a web page [75]. The domain type of the web page was extracted
from the URL and used as a categorical feature for this research. Figure 3.2 shows the
distribution of extracted domain types for the dataset.
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Figure 3.2: Distribution of domain types in the dataset.

3.1.4 Sentiment

Lack of information bias in the web page content, which means that it is written in an
impartial and objective manner, can influence the credibility perception of the users [29,
102]. Analyzing the sentiment of the content can reveal whether the content is unbiased
(neutral) or it has a positive or negative sentiment [4, 65].

According to [29], unbiased content is perceived as more credible by users. Also, [12]
indicated that tweets that contain sentiment terms, particularly positive sentiment, are
more likely to have non-credible information. This suggests that there is a relation between
perceived credibility and sentiment of the content, therefore, using sentiment features could
be helpful in predicting the credibility of a web page.

The document-level sentiment label and sentiment score of the web page were extracted
using the IBM NLU API [2]. Sentiment label indicates the polarity of the sentiment,
which can be positive, negative, or neutral, and sentiment score shows the strength of the
sentiment, which is a value between -1 (negative) to 1 (positive). Also, the list of the web
page keywords was extracted. Then, the sentiment associated with the keyword with the
highest relevancy score was used as another feature to estimate the impartiality of the web
page content.
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Another sentiment-based feature is the emotional tone of the content, which may have
an impact on the overall credibility perception of the users. The tone of the content can
evoke an emotional response from users that might influence their interpretation of the
information presented on the web page, particularly in critical domains, such as medical
and health-related content [10]. The emotion scores of the content were extracted for five
emotions: anger, disgust, fear, joy, and sadness through IBM NLU API [2]. Each score
is a value from 0 to 1, with a higher value indicating that the respective emotion is more
intense in the text.

3.1.5 Popularity

The popularity aspect reveals how well-reputed a website is among web users [84]. Website
popularity and users’ past experience with a website are effective factors in how credible
the web page is perceived by the users [37, 96]. It is observed that popularity and cred-
ibility perception are positively correlated since users assume that web pages that are
recommended or viewed by more people are more reliable and authoritative [75, 102, 96].
In addition, the ranking of the web page in a search engine is a good indicator of its pop-
ularity [4, 82]. Previously, Google PageRank was used in many studies as an indicator of
the relative importance and popularity of a web page, but it is no longer available to the
public/developers [87, 22].

The following factors were obtained from SEOquake [83] to measure the popularity
category in this study:

1. Alexa rank, which indicates the general popularity of a website. It is the ranking of
the website based on its web traffic and page views data.

2. The number of Facebook likes received by the web page that presents its social
popularity.

3. The Search engine index was extracted for each web page from multiple search
engines, specifically Yahoo, Bing, and Baidu. Google was not used because many web
pages returned an error when it was attempted to extract the index for multiple websites;
therefore, Google could not be included in this research. This index indicates the number
of indexed pages examined by the respective search engine for a given domain. A web page
would not be included in search results of a search engine unless that search engine indexes
it. To reduce the bias of a specific search engine, indexes from multiple search engines (i.e.,
Yahoo, Bing, and Baidu) were extracted.
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3.1.6 Currency

Currency indicates how up to date the content of the web page is. It can affect the users’
credibility perception of the web page as more recent or more frequently updated content
seems more credible to them especially in the case of news or time-dependent information
[73, 84, 4]. Two factors were considered in this research to evaluate the currency credibility
category. First, the publication date of the page was extracted using IBM NLU API [2].
A Boolean feature was defined to check if the web page has a date stamp. If this was the
case, the number of years passed since the publication date of the page was defined as a
feature. Second, the years passed since the page was first archived by Wayback Machine
of Internet Archive was obtained and used as another feature.

3.2 Bag-of-words Features

In addition to the credibility features that were extracted for each web page in the dataset,
the term frequency-inverse document frequency vectorizer (TF-IDF vectorizer) from scikit-
learn toolkit [1] was used to transform the textual content of the web page to the numeric
format required for machine learning models. TF-IDF vectorizer is a popular bag-of-
words feature extraction approach that shows how important a word is in a collection of
documents. TF-IDF is a method that gives a high weight to any term that frequently
appears in a specific document, but not in many documents in the corpus. The TFIDF
score for word w in document d is calculated by Equation 3.6:

tfidf(w, d) = tf × log

(
N + 1

Nw + 1

)
+ 1 (3.6)

Where N is the total number of documents in the corpus, Nw is the number of docu-
ments with word w, and tf is the count of word w in document d. An important parameter
that should be noted when using the TF-IDF vectorizer is the n-gram range. N-gram in-
dicates the number of consecutive words that are considered during vectorizing the text.
N-gram range between 1 and 3 was used in this study to capture features for unigrams,
bigrams, and trigrams in the content.

3.3 Summary

Six credibility categories and the methods to automatically extract their relevant credibility
features were discussed in this chapter. To the best of the author’s knowledge, this is the
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first time several of the extracted features (i.e., FORCAST score, search engine index, URL
length, and emotional tone) have been used in a machine learning approach to estimate
the credibility perception of web pages.

The credibility categories and related credibility factors that were explored, as well as
extracted credibility features for each web page, are summarized in Table 3.1.

Table 3.1: Summary of credibility categories, credibility factors, and credibility features
extracted for each web page that were used in this thesis research

Categories Credibility Factors Credibility Features

Content Quality
Content Length Character count, Word count, Unique word count
Grammatical quality Question mark count, Exclamation mark count
Readability FRES, F-K grade, SMOG, Dale-Chall, FORCAST

Authority
Author recognition Has-author
Referential importance Page, subdomain, and root domain backlinks

Professionalism
Metadata Title length, URL length

Topic category
Health and fitness, Finance, Art and entertainment,
Society, Technology and computing

Domain type edu, gov, org, com, net, other

Sentiment
Document level se Sentiment label, sentiment score
Word level Keyword sentiment label, Keyword sentiment score
Emotional tone Anger, disgust, fear, joy, and sadness scores

Popularity
General popularity Alexa rank
Social popularity Facebook likes count
Search engine index Yahoo index, Bing index, Baidu index

Currency
Update time Publication date presence, Web page age
Update frequency Internet archive age

23



Chapter 4

Model Development

4.1 Dataset

The Content Credibility Corpus (C3) [51] was used as a dataset to develop, train, and
test the performance of the proposed model in this research. To the author’s knowledge,
C3 is the largest web credibility dataset that is publicly available for research [51].The C3
dataset was collected over three years and it contains 5543 web pages belonging to five
main categories: medicine, healthy lifestyle, politics and economy, personal finance, and
entertainment. For approximately 1500 web pages, participants, who were recruited using
the Amazon Mechanical Turk platform, were asked to rate the credibility of the websites
using a 5-point Likert scale, where a score of five means that the web page is highly credible
and a score one is very non-credible. For more details on the C3 dataset, the reader is
referred to [51].

Each web page in the C3 dataset was evaluated by multiple participants in the work
done by [51]. These evaluations were aggregated into a score that was provided by the
dataset; this was used as the credibility score of a web page in this research. Then, each
URL address was scraped to retrieve its related web page content. URLs that no longer
pointed to a valid web page (e.g., due to a not found error) were removed from the dataset.
Finally, a subset dataset of the C3 dataset with 955 URL addresses, along with their
respective credibility scores, was obtained. Figure 4.1 shows the distribution of credibility
scores in the new subset dataset. It reveals that the dataset is highly imbalanced in favor
of web pages with credibility scores of 4 and 5. While this is not ideal, as (to the author’s
knowledge) no other appropriate datasets are avialable, the subset of the C3 was used to
develop the model described in this thesis research.
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Figure 4.1: Distribution of credibility scores in the subset dataset of the C3 dataset that
was used for training the ML models in this research.

4.2 Machine Learning Models

As there are several machine learning (ML) approaches that might be used, this research
explored their applicability to the estimation of web page credibility. A brief explication
of the different ML models that were considered follows.

4.2.1 Linear Regression

Linear regression is the simplest linear method to predict a value as a weighted sum of the
input features. It indicates the relationship between a target value as a dependent variable
and features as independent variables. Linear regression tends to optimize by minimizing
the mean squared error between the predicted values by the model and the observed target
values in the training dataset to establish weight coefficients [31].
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4.2.2 Ridge Regression

Ridge regression is another linear model for regression. The formula for predicting the
target value is the same as the linear regression. The difference is that Ridge regression
uses the L2 regularization (i.e., it penalizes the sum of square weights) to make the co-
efficients as close to zero as possible to avoid overfitting. A parameter, alpha, is used to
adjust the amount of regularization. It controls the trade-off between the performance and
simplicity of the model. Increasing alpha leads to better generalization but might reduce
the performance of the model on the training set and vice-versa.

4.2.3 Logistic Regression

Logistic regression is a classification algorithm that is used when the target variable is a
categorical instead of continuous value. Logistic regression transforms the predicted values
to a probability using a sigmoid function. Then the output of the function can be mapped
to the different classes [46].

4.2.4 SVM

Support Vector Machine (SVM) is a supervised learning algorithm that is used for classifi-
cation and regression problems. In the SVM model, each data is represented as a point in
n-dimensional space where n indicates the number of features. Then, the algorithm sepa-
rates the data into different classes by finding a hyper-plane that discriminates classes. The
best hyper-plane is considered to be the one that maximizes the margin between classes,
which is the distance between the hyper-plane and the nearest data point from each class.
The most difficult data points to classify are those that are closest to the decision boundary
between classes, which are called the support vectors [19].

An important parameter to tune when using SVM models is the penalization factor
(C) that controls the trade-off between the complexity and the classification accuracy of
the model. Smaller values of C result in models with lower complexity (i.e., larger margins
between hyper-planes) but a greater chance that a data point could be misclassified. Also,
Since SVM is not a scale-invariant algorithm, it is necessary to scale the data before using
the SVM classifier.
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4.2.5 Random Forest

Random forests are ensemble learning methods that consist of multiple moderately different
decision trees that are built in order to control the problematic behavior of decision trees
that tend to overfit the training data [60]. Each individual decision tree in the random
forest might perform a good job in predicting the target, but it may overfit on the part
of the data. In random forests, the amount of overfitting is reduced by averaging or soft
voting the output of each tree to get the final prediction. The difference between trees in
the random forest collection is guaranteed by selecting a random subset of features and
bootstrap sampling of the data. The number of trees or estimators to build the random
forest can be decided as a parameter in the scikit-learn toolkit [1].

4.2.6 XGBoost

The Extreme Gradient Boosting (XGBoost) algorithm is an implementation of gradient
boosted decision trees [33] that has been optimized to have high efficiency of computation
time and model performance [17]. It is also a Sparse Aware algorithm that handles missing
data values automatically. It can be used for both classification and regression problems.

The XGBoost algorithm is based on decision tree ensemble models. The ensemble
model is composed of multiple classification and regression trees (CART) that combines
their prediction results. Boosting is an ensemble technique that uses an additive strategy
to learn the tree structure. New models are added to correct the prior model error until
no further improvement is possible. Gradient boosting uses the gradient descent algorithm
to minimize the differentiable loss function. Also, Gradient boosted trees usually use trees
with low depth as weak learners. Strong pre-pruning is used in gradient boosting trees
instead of the randomization approach used in the random forest model. Similar to the
random forest, the complexity of the model is increased by adding the number of estimators.
Gradient Boosted trees work well on a combination of continuous and categorical features.

4.3 Oversampling Methods

Since the subset of the C3 dataset that was used in this research is imbalanced, the per-
formance of the classifiers to predict the minority class (i.e., the low credibility class) is
lower compared to the majority class. Two oversampling techniques were used to address
the imbalanced dataset problem:
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1. Synthetic Minority Oversampling Technique (SMOTE): SMOTE augments
the data by synthesizing new samples from existing samples. It uses the k-nearest-neighbor
method to find the nearest samples to a random sample of the minority class. Then, it
creates a synthetic sample at a randomly selected point between two examples of the
minority class in the feature space. The synthetic samples are similar to the minority class
samples, but they are slightly modified [16].

2. Adaptive Synthetic Sampling (ADASYN): ADASYN is a modified version of
SMOTE that considers the distribution of minority class samples to generate the synthetic
samples. It adaptively creates more synthetic samples of the minority class samples that
are harder to learn. It means more samples are generated in the regions of feature space
where there are few samples of the minority class compared to the regions that the density
of minority class samples is higher [44].

4.4 Evaluation Metrics

The classification performance of the models was evaluated using accuracy, precision, recall,
and F1 score metrics. Since the subset of the C3 dataset used in this study is imbalanced,
the weighted average for each metric was obtained as well.

1. Accuracy is the number of correct predictions divided by the total number of
predictions. It is calculated by the formula in Equation 4.1, where FP is the number of
incorrect positive predictions or false positives. The number of incorrect negative predic-
tions or false negatives is denoted FN. TP and TN correspond to the number of correct
positive and negative predictions, respectively.

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

2. Precision is the measure of exactness of the model and indicates how many of the
samples predicted as positive are actually positive and is calculated by Equation 4.2.

Precision =
TP

TP + FP
(4.2)

3. Recall is the number of positive predictions divided by the number of positive
samples in the dataset. Equation 4.3 shows the formula to calculate recall.
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Recall =
TP

TP + FN
(4.3)

4. F1 score is a harmonic mean of precision and recall and is calculated by Equation
4.4.

F1 Score = 2× Precision×Recall
Precision+Recall

(4.4)

The following metrics were measured to evaluate the performance of regression models:
1. Coefficient of determination (R2), which provides an indication of the goodness
of fit of the regression model and is calculated by Equation 4.5. ŷi is the predicted value
for i-th sample, yi is the corresponding observed value for that sample, and n is the total
number of samples.

R2 = 1−
∑n

i=1(yi − ŷi)2∑n
i=1(yi − ȳ)2

(4.5)

where ȳ = 1
n

∑n
i=1 yi

2. Root Means Squared Error (RMSE) calculates the differences between the
predicted values by the regression model and observed values. It corresponds to square
root of the average of squared errors. Equation 4.6 shows the formula for RMSE.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (4.6)

3. Mean Absolute Error (MAE) that corresponds to the expected value of the
absolute error loss or l1-norm loss. MAE is calculated by Equation 4.7.

MAE =
1

n

n∑
i=1

|yi − ŷi| (4.7)

4.5 Feature Selection

First, features from different credibility categories were extracted for each web page in
the dataset according to the methods explained in Chapter 3. Then, one-hot encoding was
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used to replace the categorical features, such as category type, domain type, and sentiment
labels with new features with values 0 and 1 as per category. Overall, 75 features were
compiled after using the one-hot encoder. To reduce the dimensionality of the feature set, a
one-way ANOVA feature selection was applied to select the most significant features for the
classification task. The F-value feature selection function was used as a univariate linear
regression test to select the top features for the regression experiments using scikit-learn
toolkit [1]. Experiments were performed using 10, 20, 40, 60, 80, and 100 percentiles of the
features selected by one-way ANOVA or F-value to select the optimized subset of features
for each model.

Three sets of features were used in each classification experiment to compare how three
features sets impact the model performance:

1. Extracted credibility features

2. TF-IDF feature vector

3. Combination of extracted features and TF-IDF features

Since classifiers such as SVM are sensitive to the scaling of the data, the standard scaler
in the scikit-learn toolkit was used to bring all the features to almost a similar range of
magnitude. Standard scaler transforms the feature in a way that makes sure it has the
mean equal to 0 and the variance equal to 1 [1].

4.6 Machine Learning Experiments

Two main settings were used to autonomously estimate the credibility of web pages in this
study:

1. Classification was treated as a binary variable where web pages were deemed to
be credible or non-credible. Web pages with credibility scores of 4 and 5 were labeled
as credible (“High”) and web pages that were rated lower or equal to 3 were labeled as
non-credible (“Low”), as has been done in previous studies [75, 96, 22]. This approach
was chosen because it has been shown that it is difficult to define a third or more separate
class(es) for web pages with medium credibility as the criteria for such class is not clear
[87]; in other words, people are more agreed on what is ‘credible’ or ‘not credible’, but have
high variance with ‘moderately credible’.

2. Regression was used to estimate the level of credibility of a web page as a numeric
value based on a 5-point Likert scale.
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The scikit-learn toolkit [1] was used to build the machine learning models in this study.
Several machine learning models, including logistic regression, SVM, random forest, and
XGBoost classifier for the classification task, and linear regression, ridge regression, SVM
regressor, random forest regressor, and XGBoost regressor for the regression task were
tested. In each experiment, a grid search was used to find the optimal parameter combi-
nation for the model. In all experiments, the dataset was split into an 80% training set
and a 20% test set. Stratified three-fold cross-validation was performed to evaluate the
generalization performance of the model.

4.7 Results

4.7.1 Top Features

Table 4.1 shows the top 10 selected features using one-way ANOVA for the classification
task and F-value for the regression task. Features from all credibility categories except
sentiment category are among the top features selected for the classification task. Features
that belong to the professionalism category constitute the majority of the top features.

Table 4.1: Top 10 features selected by ANOVA/F-value feature selection for the Classifi-
cation and Regression tasks

Classification Task Regression Task

Rank Feature Category Feature Category

1 Has Author Authority Domain Type (gov) Professionalism
2 Alexa Rank Popularity Category (Careers) Professionalism
3 SMOG Score Content Quality Alex Rank Popularity
4 FORCAST Score Content Quality FORCAST Score Content Quality
5 Web Archive Age Currency SMOG Content Quality
6 Category (Tech.) Professionalism Web Archive Age Currency
7 Domain Type (gov) Professionalism Has Author Authority
8 Domain Type (net) Professionalism Domain Type (net) Professionalism
9 URL Length Professionalism Sentiment Label (Neg.) Sentiment
10 Bing Index Popularity Sentiment Score Sentiment

The top 30 coefficients with the largest absolute value of the logistic regression model
that was trained on TF-IDF features and their corresponding unigram and bigram terms
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were extracted and are shown in Figure 4.2. Positive coefficients indicate the terms that
are most prevalent for credible web pages according to the model. In contrast, negative
coefficients are associated with terms that belong to non-credible web pages.

Figure 4.2: Unigram and bigram terms with the 30 largest coefficients in a logistic regres-
sion model.

4.7.2 Classification Results

Figure 4.3 shows the weighted average F1 score for all classifiers trained on three different
feature sets: 1) extracted features; 2) TF-IDF features; and 3) all features. Overall, the
results obtained for the classifiers using different ML methods were slightly different. The
best performance based on the weighted average F1 score was obtained with XGBoost
for extracted features. In comparison, the Logistic regression classifier had the best per-
formance when TF-IDF features and all features together were used as a feature vector.

4.7.2.1 Logistic Regression

Table 4.2 shows the result of the experiment using logistic regression classifier. Percentile
and number of the features, as well as the best parameter combination that led to the
highest performance, were determined by grid search and are reported in the first column.
The results of the model trained on TF-IDF features and all features were similar and
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Figure 4.3: Weighted average F1 score for all classifiers trained on three feature sets.

outperformed extracted features, but the number of required features for the best perfor-
mance was much less with all features compared to TF-IDF features only. This indicates
that some of the inferred content characteristics by TF-IDF features have already been
captured by the extracted credibility features.
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Table 4.2: Logistic regression classification results.
Features Class Precision Recall F1 Score

Extracted
(100%, n = 75)
C = 1

Low 0.43 0.29 0.35
High 0.82 0.89 0.86
Weighted 0.74 0.76 0.75
Accuracy 0.76

TF-IDF
(80%, n = 10623)
C = 0.1

Low 0.61 0.34 0.44
High 0.84 0.94 0.89
Weighted 0.79 0.81 0.79
Accuracy 0.81

All Features
(20%, n = 2670)
C = 0.1

Low 0.54 0.37 0.43
High 0.84 0.91 0.88
Weighted 0.78 0.88 0.78
Accuracy 0.80

4.7.2.2 XGBoost

The results obtained for the XGBoost classifier are shown in Table 4.3; the best combination
of the number of estimators and the max depth of the tree is reported in the first column.
The weighted F1 score for the model trained on extracted features is the highest among all
classifiers with the lowest percentile of features. The F1 score achieved for low credibility
class is higher in the XGBoost classifier compared to other classifiers, while the model is
trained on extracted features.
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Table 4.3: XGBoost classification results.
Features Class Precision Recall F1 Score

Extracted
(10%, n = 8)
n estimators = 100
max depth = 4

Low 0.45 0.37 0.41
High 0.84 0.88 0.86
Weighted 0.75 0.77 0.76
Accuracy 0.77

TF-IDF
(40%, n = 5312)
n estimators = 100
max depth = 3

Low 0.73 0.20 0.31
High 0.82 0.98 0.89
Weighted 0.80 0.81 0.77
Accuracy 0.81

All Features
(60%, n = 8012)
n estimators = 100
max depth = 3

Low 0.55 0.27 0.36
High 0.82 0.94 0.88
Weighted 0.77 0.80 0.77
Accuracy 0.80

4.7.2.3 Random Forest

Table 4.4 summarizes the results for the random forest classifier. As expected, random
forest performed poorly when it was trained on sparse features (i.e., TF-IDF features).
Max depth and the number of required estimators to achieve the best performance are also
higher compared to XGBoost.

Table 4.4: Random forest classification results.
Features Class Precision Recall F1 Score

Extracted
(60%, n = 45)
n estimators = 200
max depth = 7

Low 0.47 0.22 0.30
High 0.81 0.93 0.87
Weighted 0.74 0.78 0.75
Accuracy 0.78

TF-IDF
(40%, n = 5312)
n estimators = 200
max depth = 7

Low 0.50 0.02 0.05
High 0.79 0.99 0.88
Weighted 0.73 0.79 0.70
Accuracy 0.79

All Features
(10%, n = 1336)
n estimators = 100
max depth = 7

Low 0.33 0.02 0.05
High 0.79 0.99 0.88
Weighted 0.69 0.78 0.70
Accuracy 0.78
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4.7.2.4 SVM

The results for the SVM classifier are reported in Table 4.5. SVM performed well, partic-
ularly for the low credibility class, when it was trained on TF-IDF features and combined
features.

Table 4.5: SVM classification results.
Features Class Precision Recall F1 Score

Extracted
(100%, n = 75)
C = 1

Low 0.43 0.29 0.35
High 0.82 0.89 0.86
Weighted 0.74 0.76 0.75
Accuracy 0.76

TF-IDF
(10%, n = 1328)
C = 0.001

Low 0.49 0.41 0.45
High 0.85 0.88 0.86
Weighted 0.77 0.0.78 0.77
Accuracy 0.78

All Features
(10%, n = 1336)
C = 0.0001

Low 0.41 0.71 0.52
High 0.90 0.72 0.80
Weighted 0.79 0.72 0.74
Accuracy 0.72

4.7.2.5 Oversampling Results

Table 4.6 demonstrates the results of experiments that were conducted to improve the
performance of the model for the low credibility class. Two classifiers that achieved better
performance in the classification task, i.e., logistic regression and XGBoost were chosen
as the classifiers. Also, TF-IDF features and all features were used as feature vectors.
SMOTE and ADASYN were the two oversampling techniques that were applied to achieve
optimal results.

The best performance was obtained with the logistic regression classifier (C = 0.1).
Using oversampling improves recall and the F1 score for the low credibility class. On the
other hand, the weighted average F1 score and accuracy of the model decreased due to the
decrease in recall for the high credibility class. This means that the user must consider
what type of misclassification is more critical, which requires knowledge of the application
of the model, when deciding whether oversampling should be applied or not.
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Table 4.6: Results for the oversampling experiment.
Method/Features Class Precision Recall F1 Score

Low 0.44 0.71 0.54
High 0.90 0.75 0.82
Weighted 0.80 0.74 0.76

SMOTE
TF-IDF
(20%, n = 2655)

Accuracy 0.74
Low 0.44 0.61 0.51
High 0.88 0.79 0.83
Weighted 0.79 0.75 0.76

ADASYN
All Features
(20%, n = 2670)

Accuracy 0.75

4.7.3 Regression Results

As using sparse textual features did not lead to any meaningful results for the regression
task, only extracted credibility features were used to train the regression models. Error and
goodness of fit metrics for different models are compared in Table 4.7. The best parameter
combination chosen by grid search and optimal percentile of features are demonstrated
in Table 4.7. The highest coefficient of determination and the lowest RMSE value were
obtained with the random forest regressor; the SVM model achieved the lowest MAE value.

Table 4.7: Results for the regression experiments.
Regression model R2 RMSE MAE Parameter Feature %
Linear Regression 0.1 0.77 0.6 - 10
Ridge Regression 0.1 0.77 0.59 Alpha = 100 10

SVM 0.09 0.77 0.57
C = 0.1

Kernel = rbf
10

XGBoost 0.11 0.76 0.6
max depth = 3

n estimators = 40
10

Random Forest 0.14 0.75 0.6
max depth = 4

n estimators = 50
20

4.8 Observations and Discussion

• The list of top features in Table 4.1 indicates that both content features and fea-
tures related to the source characteristics or metadata of the web page are useful in
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estimating its perceived credibility. Using word features has an advantage in that it
eliminates the need to rely on external APIs. On the other hand, word features do
not capture off-page features that are unrelated to the textual content of the page,
such as Alexa rank, which is one of the significant predictors of the credibility of a
web page as indicated in Table 4.1. Thus, although models trained on only word
features (TF-IDF features) can perform well, they miss page characteristics such as
these. Therefore, using the combination of extracted credibility features and word
features can lead to a more robust model that considers various aspects of credibility.
Also, extracted credibility features from established credibility categories are more
meaningful, easier to interpret, and can contribute to the transparency of the model.

• Two readability scores are among the top selected features: SMOG and FORCAST.
It is possibly because of the fact that ‘health and fitness’ is the prevalent topic
category among the topics in the dataset used in this research, and SMOG has shown
to be a good measure to evaluate health-related content [23]. FORCAST is useful
in assessing the readability of textual content with incomplete sentences. Since web
pages usually have different textual elements other than the main content, that might
have fragmented sentences, FORCAST can be a good predictor if their readability.
Flesch-Kincaid grade level was also among the top 20 features that were selected
by one-way ANOVA feature selection. While SMOG and FORCAST were the most
promising readability scores in the credibility classification task in this research, other
calculated readability scores might be useful in measuring readability depending on
the context of the web pages.

• Figure 4.2 shows how word features can imply some of the credibility categories.
The ‘contact me’ bigram, which has the highest coefficient, relates to the authority
category. Interestingly, the top selected feature in the classification task is ‘has
author’ that belongs to the authority category as well. Also, the list of top terms
indicates that specific topics or domains are more likely to be perceived as credible
by users. Words such as ‘celeb’, ‘media’, and ‘tv’ are associated with the web pages
about the topics that are perceived as more credible by users. On the other hand,
health-related keywords such as ‘alternative medicine’ turned out to be indicators of
web pages that are perceived non-credible. Terms with a commercial connotation
such as ‘its free’, ‘join now’, ‘home business’ are among keywords that have a higher
coefficient in predicting non-credible web pages. Therefore, the topic category of the
web page seems to be a valid feature in predicting the perceived credibility of web
pages. However, not all word features can be interpreted easily, and some might not
seem that meaningful (e.g., ‘ce’, ‘more’, ‘our’). Also, using different tokenization or
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stemming methods or changing the list of stop words might lead to a different set of
features and performance. Aspects such as these would need to be explored in more
depth prior to implementation with real users.

• The model proposed by [22] achieved the weighted average F1 score of 0.674 for binary
classification on the C3 dataset, while the obtained F1 score for the developed model
in this research was 0.76 for extracted features, and 0.78 for all features. However,
since some of the web pages were removed from the C3 dataset due to unavailability,
the accuracy of this comparison might be affected.

• While the proposed model performs well for credible class, the F1 score for non-
credible class is lower, which means it is more likely that the model will misclassify
non-credible web pages. Although the oversampling technique improved the F1 score
for the low credibility class, non-credible web pages are still more prone to misclas-
sification.

4.9 Summary

Several machine learning models were trained on three different feature sets, including
automatically extracted credibility features, word features, and combined features. Some
of the features explored in this research are being used for the first time, such as FORCAST
score, search engine index, and URL length; these were among the top selected features
by the feature selection methods. This indicates that these features are good predictors
of web page credibility. The best performance was obtained by XGBoost for extracted
features and logistic regression for combined features; both outperformed previous work
in peer-reviewed literature on the credibility classification task on the C3 corpus. Using
oversampling methods improved recall and the F1 score for the low credibility class, which
led to less misclassification of non-credible web pages as credible ones. It is important
when accurately identifying non-credible web pages is more critical.

The random forest regressor achieved higher R2 (0.14 vs. 0.133) and lower RMSE (0.75
vs. 0.92) and MAE (0.60 vs. 0.74) compared to the previous work done by [22]. These
results suggest that a random forest regressor with extracted features is the best regression
approach for autonomous estimation of website credibility for the combinations that were
explored in this thesis research.
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Chapter 5

Human Validation Experiment

As described in Chapter 4, the model that was selected for this research is a logistic
regression classifier trained on all features. To explore the legitimacy of this model, a
crowdsourcing task was created and conducted to evaluate to what extent the output of
the proposed model aligns with the credibility ratings given by human annotators. This
was used to gain an estimate of how accurate the model is in estimating users’ perceived
credibility.

5.1 Selecting Web Pages

Users’ web page credibility perception has a dynamic nature; it can vary over time because
of the changes in the information source or user’s beliefs. Also, different people can perceive
the credibility of a web page differently. Since the web pages in C3 corpus were collected
before 2017, it was of interest to find out how current users evaluate the credibility of
the web pages and how their ratings correlate to the ratings that were used as ground
truth to train the model. Therefore, 30 web pages were selected from the dataset that
the algorithm had been trained and tested on; these pages were sampled from different
categories, including healthy lifestyle, medicine, personal finance, and entertainment. The
distribution of the credibility scores for the selected web pages was kept the same as the
original dataset.

In addition to the 30 pages from the C3 dataset, 30 new web pages were selected to
explore how generalizable the algorithm is for classifying new web pages. These pages were
captured from the websites that were in the top 30 Google search results for the following
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queries: “Alzheimer’s cure”, “dementia psychic cure”, “extreme workout”, “extreme diet”,
“investing in stocks”, and “video game fatigue”.

The queries and web pages were chosen in a way that both credible and non-credible web
pages on the same topic could be provided to the annotators. Since the model performed
well in predicting credible web pages in the original dataset, a more balanced set of credible
and non-credible web pages were selected for the validation experiment. This allowed us to
explore how the model performs overall when there is more of a balance of credible to non-
credible web pages. Web pages were screened to ensure they did not contain inappropriate
content. In total, 60 webpages (30 from the C3 dataset, 30 new ones for this research)
were used in the crowdsourcing task.

5.2 Participants

This study was reviewed and received ethics clearance through the University of Waterloo
Office of Research Ethics (ORE#41767).

Participants were recruited through the appen crowdsourcing platform 1 (formerly
known as Figure Eight). Only adults aged over 18 years old were included as partic-
ipants because they are the age group that can register as a contributor in the appen
platform. They were required to be able to read and write in English because the content
of selected web pages and questions were in English.

Appen provides the task to its registered contributors. Contributors can select a project
from the task wall if they are interested in that and start doing the task after reading the
instructions. There are three levels of contributors in the appen platform based on the
quality of their previous works. Level 3 was chosen for this study, which includes the
most experienced, highest quality contributors. The minimum time that should take a
contributor to evaluate each web page and answer the questions was set to 60 seconds
to help ensure they did not randomly answer the questions without investigating a web
page. Answers that took less than the minimum time were automatically discarded from
the data.

1www.appen.com
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5.3 Method

First, participants completed the online consent form and answered the demographic ques-
tions regarding their age, gender, education level, and the country they were participating
from. Then, participants were asked to click on a link to a web page from the list and
answer the following questions regarding the credibility of that web page:

1. How credible do you think the web page is based on a five-point scale rating? (1:
Very non-credible, 5: Very credible)

2. Please briefly explain why you chose the credibility rating for this web page that
you did.

3. How knowledgeable do you consider yourself to be about the topic of the web page?
(1: Not knowledgeable at all, 5: Highly knowledgeable)

Participants were randomly provided five web pages to evaluate at each step of the
task. They needed to annotate all the web pages in each step to go to the next step. They
were allowed to evaluate up to 30 web pages in six steps. Ten judgments were collected for
each of the 60 web pages (30 from C3, 30 new for this research).

5.4 Results

5.4.1 Demographics

69 participants (56 male; 13 female), evaluated the credibility of the 60 web pages. Each
page was evaluated 10 times for a total of 600 evaluations. Participants had an average
age of 27.43 (SD = 8.86); the oldest and youngest participants were 55 and 18 years old,
respectively. Most of the participants (84%) were from the United States. Table 5.1 shows
the number of participants from each country.

Table 5.1: Participants’ location
Country U.S Venezuela Egypt Canada Peru
Number of Participants 58 6 3 1 1

The distribution of the education level of participants is shown in Figure 5.1. Most of
the participants reported a college degree as their highest completed level of education.
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Figure 5.1: Participants’ reported highest level of education.

5.4.2 Aggregated Results for All Web Pages

To estimate the inter-rater reliability of the ratings given by participants, Cronbach’s alpha
reliability coefficient was calculated for all 600 evaluations and was found to have alpha =
0.923. An alpha greater than 0.7 indicates a high agreement between human annotators.

The results for credibility score and knowledgeability score are reported in Table 5.2 for
all 600 evaluations. Skewness shows how symmetric the distribution of data is. The skew-
ness value for a normal distribution is 0, while a negative value indicates more weight in
the right tail of the distribution. The Shapiro-Wilk (S-W) test was used to check whether
the scores were normally distributed. S-W test compares data to a normal distribution
with the same mean and standard deviation. If the test is not significant, data is normally
distributed. The P-value of S-W test results indicated that the credibility and knowledge-
ability scores were not normally distributed.

Table 5.2: Credibility and knowledge score for all 600 evaluations
Score Count Mean Std Median Skewness Shapiro test
Credibility Score 600 3.480 1.185 4 -0.235 0.883, p <0.001
Knowledge Score 600 3.26 1.192 3 -0.038 0.895, p <0.001

Since scores were not normally distributed, the correlation between credibility scores
and knowledgeability scores was calculated using Spearman’s rank correlation coefficient
(Spearman’s ρ). Spearman’s ρ is a non-parametric measure of rank correlation, which
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evaluates the monotonicity of the relationship between two variables. The Spearman’s ρ
correlation is 0.52 (p < 0.0001), which shows an apparently statistically significant positive
correlation between users’ knowledgeability of the topic and their associated credibility
ratings. This means that users’ perceived knowledgeability about a topic can be an effective
factor in how they assess the credibility of a web page.

5.4.3 Aggregated Results for Web Pages from C3 dataset

The average and mode of credibility scores given by participants were calculated for each of
30 URLs from the C3 dataset. For ratings with multiple modes, the average of the modes
was computed. Average ratings were selected as the final aggregated rating for the URL.
Figure 5.2 shows the average of ratings given by participants to each URL along with the
original credibility score of the page in the C3 dataset.

Figure 5.2: Credibility ratings given by participants and credibility scores in C3 dataset
for the 30 URLs used in this thesis research.
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Spearman’s ρ between average credibility scores given by participants and original
scores in the C3 dataset was calculated to determine the correlation between these two
ratings: ρ = 0.44, p < 0.02 indicates a moderate positive correlation between participants’
ratings and original scores in the C3 dataset. On average, the original ratings for the C3
dataset were slightly lower than the ones from the new crowdsourcing task. The average
of the original ratings for the selected web pages was 3.766 compared to 3.773 for the new
ratings given by the crowdsourcing annotators in this research.

5.4.4 Aggregated Results for New Web Pages

The average credibility score for each URL in the list of new web pages was calculated.
The median of these averages was 3.2, and the mean was 3.186. Since the average credi-
bility score is a continuous value, to compare the rated results with binary output of the
classification model, the web pages with an average rated score above 3.2 were labeled as
credible (High) and other web pages were labeled as non-credible (Low). The obtained
results are reported in Table 5.3 and the contingency table as shown in Table 5.4 compares
the predicted scores by the model with the rated scores by crowdsource annotators.

Accuracy, precision, recall, and F1 score were calculated and are reported in Table 5.5.
The number of false positives (FP = 4) was twice the number of false negatives (FN = 2).
This means that more non-credible web pages were predicted as credible in comparison to
credible web pages that were labeled as non-credible.

5.5 Discussion

Overall, the model performed relatively well on the new web pages outside of the training
dataset (Accuracy = 0.80; F1 score = 0.77), which indicated the generalizability of the
proposed model. Thus, the autonomous rating of perceived credibility appears to be a
promising approach. In particular, the following key points are noted:

• High inter-reliability agreement between users ratings could result from the criteria
that was defined for recruitment of participants from the most experienced, highest
quality contributors in the appen platform to achieve more accurate ratings.

• Current users ratings and the original ratings in the C3 dataset are moderately
correlated, with a slightly different mean. While the subset of pages selected from
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Table 5.3: Rated scores and predicted scores for new web pages
URL ID Avg. Rated Score Binary Rated Score (human annotator) Predicted Score (autonomous algorithm)

1 2.7 Low Low
2 2.6 Low Low
3 2.7 Low Low
4 2.6 Low Low
5 2.9 Low Low
6 2.8 Low Low
7 4.2 High High
8 3.3 High Low
9 2.9 Low High
10 3.1 Low Low
11 3 Low Low
12 3.1 Low Low
13 3.2 Low Low
14 3.5 High Low
15 3.4 High High
16 2.9 Low High
17 3.8 High High
18 3.2 Low Low
19 3.7 High High
20 2.7 Low High
21 3.3 High High
22 3.2 Low Low
23 3.6 High High
24 2.9 Low High
25 3.2 Low Low
26 3.3 High High
27 3.5 High High
28 3.7 High High
29 3 Low Low
30 3.6 High High
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Table 5.4: Contingency table of predicted scores by the model vs. rated scores by partici-
pants.

Predicted
————
Rated

High Low All

High 10 2 12
Low 4 14 18
All 14 16 30

Table 5.5: Performance metrics of the model for new web pages.
Accuracy Precision Recall F1 Score

0.80 0.71 0.83 0.77

the C3 corpus was from all main categories, a higher number of pages would better
show if the previous ratings are still valid considering the changes in users credibility
perception and information of web pages over time.

• Average scores for four web pages that were rated as non-credible, but misclassified as
credible by the model (i.e., false positives) were: 2.9, 2.9, 2.7, 2.9. On the other hand,
the average scores for the 2 false negatives were 3.3, 3.5. Most of these average scores
are close to the threshold that was set for classifying credible and non-credible web
pages (i.e., 3.2). It means that improvements in the model would probably improve
the accuracy of the prediction.

• Ratings given by human annotators were subjective because of the nature of the
task. Therefore, misclassifications by the model, especially when it is close to the
classification cutoff value, may be due to differences because of subjective perceptions.

5.6 Summary

In this chapter, the crowdsourcing task that was conducted to evaluate the legitimacy and
generalizability of the model was described. Sixty web pages, including 30 web pages from
the C3 dataset and 30 new web pages, were evaluated by 69 annotators. In total, 600
evaluations were collected. To the author’s knowledge, no other study has validated the
output of a machine learning-based credibility classification model for entirely new web
pages outside of the training dataset. Results indicated a moderate positive correlation
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between original ratings in the C3 dataset and average ratings given by new annotators.
Namely, the proposed model achieved an accuracy of 80% and an F1 score of 0.77 for
new web pages, which indicated that the model generalizes relatively well. These results
suggest that the proposed model could be helpful in general applications of autonomous
estimation of perceived credibility.
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Chapter 6

Conclusions, Contributions and
Future Work

6.1 Conclusions

While estimating the perceived credibility of web pages is a challenging task due to the
combined subjective and objective nature of credibility, this research has put forward a
machine learning-based model to automatically classify web pages in terms of perceived
credibility.

As different people notice different aspects while evaluating the credibility of a web
page, it was deemed necessary to consider various perspectives while building a general-
purpose credibility assessment model. Numerous content features, as well as source features
that are not directly inferable from the content, were identified and extracted for each web
page to cover six different credibility categories, including content quality, authority, pro-
fessionalism, sentiment, popularity, and currency. Several machine learning experiments
were conducted to determine what combination of features and model parameters should
be used. The best performance was obtained by using XGBoost classifier for extracted
credibility features and logistic regression for text features and combined features. The
developed model achieved higher accuracy and F1 score compared to the previous work
in credibility assessment using the C3 dataset done by [22]. As the results of this re-
search indicate, features from different credibility categories are influential and required in
predicting the perceived credibility of a web page.

A crowdsourcing task was conducted to compare the output of the proposed model
with credibility ratings given by human annotators for a set of new web pages. Results
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achieved an 80% accuracy in estimating users average credibility ratings, which indicates
good potential for the model to generalize well. Classifying non-credible web pages correctly
was observed to be more difficult than credible ones, however, a larger sample size is
required to explore this in more depth.

It is important to note that while automated perceived credibility prediction models
are helpful to users, like other automated systems, they are not completely error-free
and accurate. Therefore, users need to avoid overtrusting the system (i.e., putting too
much trust in the system), and ways of ensuring that users are aware of the limitations
of the system are made clear. This can be more critical when non-credible web pages are
misclassified as credible, which might lead users to trust misleading information. Thus,
the output of the system should always be portrayed to the user in a way that they can
carefully and thoughtfully consider what the rating means.

6.2 Contributions

To the author’s knowledge, the research presented in this thesis adds the following to the
body of knowledge:

1. A comprehensive set of credibility features from different credibility categories were
used to build the model. Some of the features were presented in this research for the first
time and were observed to be promising in classifying the credible web pages.

2. The classification and regression models developed in this thesis achieved higher
performance and lower error scores compared to the previous work that has been done
using the C3 dataset.

3. A set of 30 new web pages from different topic categories were selected to validate
the predicted output by the model, including an almost equal number of credible and non-
credible web pages. In total, 600 evaluations by 69 participants were collected for new web
pages in addition to 30 web pages from the C3 dataset. This type of human validation
of the output of the model for new web pages has not been done before for machine
learning-based credibility classification systems, and is the first step toward investigating
generalizability of the proposed approach.
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6.3 Future Work

According to the P-I theory [28], the appearance and design of the web pages are among
the dominant factors that people notice while evaluating the credibility of a web page.
Although users aesthetics preferences are very subjective, identifying and extracting useful
features that can automatically quantify usability, functionality, appearance quality, and
design layout of the web page could be an exciting research line to follow.

Another possibility for future work is to find suitable ways to transfer credibility in-
formation or model predictions to users effectively and transparently. Also, since certain
aspects of credibility might be more important to certain user types based on the context
of the web page, building adaptively learned models that consider user preferences could
be a feasible solution. In addition, an adaptive model can consider other effective factors
such as user‘s knowledgeability or education level to provide more personalized credibility
estimation to the user.

Due to the relatively low number of data points in the dataset, using word embeddings
and state of the art deep learning models are not the ideal solution for this task. However,
given enough data, using pre-trained language models and unsupervised data augmentation
techniques would probably result in more accurate models.

Another limitation with the credibility assessment task is the fact that using crowd-
sourcing to create a high-quality dataset with a sufficiently large number of web pages is
costly and time-consuming. Web pages for crowdsourcing tasks should be selected thought-
fully and cover a broad range of topics. The dataset that includes a reasonably balanced
number of web pages from different credibility level is preferred but difficult to build.
Therefore, using active learning or semi-supervised learning approaches could be a possi-
ble way to pursue to build more accurate and robust models with less amount of labeled
data.

One important thing to consider is that content of web pages in the collected dataset,
their authority, and popularity may change over time. Furthermore, sometimes the whole
web page becomes inaccessible; this makes it hard to compare the performance of the
developed models to the past models accurately because models have not been trained
on exactly the same dataset. Moreover, perceived credibility does not necessarily match
actual legitimacy of information on a website. As such, any autonomous predictive model
should be revisited, redefined, and re-evaluated often to ensure that it remains accurate.
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