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Abstract 

The conversion of CO2 to valuable chemicals via electrochemical CO2 reduction reactions (CO2RR) 

offers a clean approach for recycling CO2 with sustainable and environmental benefits. Among a 

variety of derived chemicals, carbon monoxide (CO) and formic acid (HCOOH) are attracting 

attention on the basis that fewer electrons are needed and they have large potential markets (CO 

for synthetic gas and formic acid for hydrogen carrier). Nevertheless, CO2RR is difficult and needs 

harsh reaction conditions due to CO2 is thermodynamically stable. Up till now, the research of 

efficient materials is still at the early stage and far from the requirements of high activity, high 

selectivity, long stability, and low overpotential. Nonetheless, the prospect of an efficient 

electrolytic cell has drawn attention recently on account of scaling-up the CO2RR process and 

integration with smart energy-grids. 

This thesis composes of three works and starts with nanostructured catalysts investigations: 

Chapters 3 focuses on CO2-to-formate transformation, while Chapter 4 digs into CO2-to-CO 

transformation. Then Chapter 5 proposes a new kind of flow cells for potential implementation 

into the economic continuous CO2RR scaling-up process. 

In the first work, a highly selective and durable electrocatalyst for CO2-to-formate transformation 

is developed, consisting of tin (Sn) nanosheets decorated with bismuth (Bi) nanoparticles. Due to 

the formation of active sites through favorable orbital interactions at the Sn/Bi interfaces, the Bi-

Sn bimetallic catalyst converts CO2 to formate with a remarkably high Faradaic efficiency (96 %) 

and production rate (0.74 mmol h-1 cm-2) at -1.1 V versus reversible hydrogen electrode (RHE). 

Additionally, the catalyst maintains its initial efficiency over an unprecedented 100 hours of 

operation. This study provides a general methodology for bimetallic catalyst developments and 

surface engineering design for highly selective CO2 electroreduction. 
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In the second work, to further investigate the Sn-based materials with different decorations and for 

CO2-to-CO conversion，a series of ternary Sn-Ti-O electrocatalysts were synthesized. Among 

these, 3D ordered mesoporous (3DOM) Sn0.3Ti0.7O2 achieves a trade-off between active sites 

exposure and structural stability, demonstrating up to 71.5% half-cell EE over 200 hours and 94.5% 

Faradaic efficiency for CO at an overpotential as low as 430 mV. Density functional theory (DFT) 

and X-ray absorption fine structure (XAFS) analysis revealed an electron density reconfiguration 

in the Sn-Ti-O system. A downshift of the orbital band center of Sn and a charge depletion of Ti 

collectively facilitated the dissociative adsorption of desired intermediate COOH* for CO 

formation. It was also beneficial in maintaining a local alkaline environment to suppress H2 and 

formate formation and in stabilizing oxygen atoms to prolong durability. These findings provide a 

new strategy of material design for efficient CO2 conversion and beyond. 

In the last work, a “Zero-gap” aqueous flow-through cell (AFT cell) was engineered for efficient 

continuous CO2RR. Meanwhile, a one-dimensional (1D) diffusion/transport model and a 2D 

reaction/diffusion model were built respectively to quantify the boundary layer (BL) thicknesses 

and the species distribution around the electrode surface. AFT cell has the following advantages: 

(I) The neutral electrolyte flowed through the porous electrode, reducing the BL thickness to less 

than 2 µm with minimized mass transport resistance.  (II) The wetted porous electrode was pressed 

onto the membrane ensuring the shortest possible ionic conduction pathways between the 

electrode−electrolyte interface; (III) Flowing electrolyte with carbon sources in the form of 

dissolved CO2 and HCO3
−, eliminating the degradation related to electrolyte flooding and carbonate 

precipitation. (IV) While using synthesized 3DOM Sn0.3Ti0.7O2 electrode, AFT cell achieved 

production rate toward CO over 4.0 mL/min/cm2 and partial current density for CO (JCO) 
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exceeding 300 mA·cm−2 at the cell overpotential around 1.0 V; ten times higher than the H-cell 

with the same condition of FECO (> 90%).  
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Chapter 1. Introduction and Motivation 

1.1. Background 

Carbon dioxide (CO2) is constantly accumulating in the atmosphere, which is mainly released 

through human activities such as deforestation, land-use changes, and excessive utilization of coal 

and petroleum as the main energy sources.1-12 The increase of atmospheric CO2 concentration, 

from 280 ppm (parts per million by volume) in 1750 to 410 ppm now,13-14  raises lots of associated 

problems, such as global mean temperature rise, global average sea-level rise, and earth’s polar 

ice sheets mass loss. A serious impetus exists to capture and utilize this kind of greenhouse gas.15 

In the meantime, global population, and subsequently the global energy demand, is projected to 

continue increasing, calling for a worldwide debate about carbon-neutral technology and energy 

sustainability.16-21 Our reliance on fossil fuels needs to be reduced by turning to renewable 

energy.22 While solar and wind renewable energy sources already enjoys an important and 

impressively increasing role in the global energy mix, storage is still an issue due to intrinsic 

intermittency.23 The residual electricity from these intermittent sources can be used to transform 

CO2 to valuable fuels and chemicals, acting as one class of energy storage.  

Owing to its linear and centrosymmetric molecular structure, CO2 is thermodynamically stable and 

can only be converted into other carbon compounds under harsh reaction conditions, such as high 

pressure, high temperature, or high overpotentials.24 Hitherto, several routes have been developed 

to convert CO2 into other carbon compounds, these methods include thermocatalytic 

hydrogenation,25-26 photochemical conversion,27 biological conversion28, electrochemical 

voncersion6-7, etc. Among these, the conversion of CO2 into fuels and chemicals using renewable 

electricity is one promising method, which has many advantages including but not limited: Utilize 
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and convert CO2; Store surplus intermittent renewable energies; Produce chemicals for long term 

storages or further factory usages; Control reaction rates/selectivity through the applied voltages; 

Wide scalability of the process due to modular electrolytic cells.15 

The electrochemical CO2 transformation can take place over a wide range of temperatures, from 

room temperature to over 1000 ℃.29 For example, solid oxide electrolytic cells (SOEC) reduce 

CO2 to CO efficiently at high current densities,30-31 however, SOEC requires high operating 

temperatures of 750−900 °C and has limited product distribution.32 The room temperature 

electrochemical CO2 reduction reaction (CO2RR) is considered as a promising strategy for 

sequestering CO2.
33-34  This can be performed efficiently by coupling with renewable but 

intermittent sources of energies to form a sustainable recycling system and to create a global-scale 

sustainable carbon-neutral economy (Figure 1-1),32, 35 allowing innovative carbon capture & 

utilization (CCU) instead of carbon capture & storage (CCS).36-38 

 
 

Figure 1-1. Schematic of the sustainable carbon-neutral economy composed of CO2 capture, electrocatalytic CO2 

conversion, and fuel cells. 
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1.2. Challenges and Opportunities 

1.2.1.  Challenges 

CO2 has a linear and centrosymmetric molecular structure, consisting of a carbon atom covalently 

double bonded to two oxygen atoms with equivalent bonds (ca. 116.3 pm), which is 0.04 Å smaller 

than the C=O bond in ketone structures.39 It must be noted that CO2RR is a lot more complicated 

than water splitting, as many various products can be produced via proton-coupled and multi-

electron transfer steps, including but not limited to carbon monoxide (CO), formate (HCOO−) or 

formic acid (HCOOH), methane (CH4), methanol (CH3OH),  ethylene (C2H4), ethanol (C2H5OH),  

etc.40-42 

To develop the CO2RR process with economical attractivity and practical possibilities, it is 

important to produce (i) any product as selectively as possible (Faradatic efficiency > 90 %); (ii) 

products with economic value; (iii) products that are easy to separate.29 Although some 

hydrocarbons or alcohols, such as methane and methanol (Table 1-1),  have been of primary 

interest, they are plagued by the fact of low selectivity and extensive energy input.43-45  

Table 1-1. Theoretical equilibrium potentials of CO2RR. 

 

Half reactions of CO2RR Equilibrium potential (V) vs. RHE46 Major metallic catalysts 

CO2 + H2O + 2e- → CO + 2OH- -0.10 Au, Ag, Zn, Pd, Ga 

CO2 + H2O + 2e- → HCOO- + OH- -0.03 Pb, Hg, In, Sn, Bi, Pd 

CO2 + 5H2O + 6e- → CH3OH + 6OH- 0.03 Cu 

CO2 + 6H2O + 8e- → CH4 + 8OH- 0.17 Cu 

CO2 + 8H2O + 12e- → C2H4 + 12OH- 0.08 Cu 

The half reaction of HER   

2H2O + 2e- → 2H2 + 2OH- 0.0 Pt, Ti, Fe, Ni 

 



4 

In the first stage of the investigation, researchers studied the CO2RR on various types of single 

metallic foils with a focus on tuning the reaction conditions, such as the temperature, CO2 

concentration, and the types of electrolytes. Up till now, with the emergence of nanotechnology 

and the rapid development of advanced characterization techniques, a good deal of nanostructured 

materials to efficiently improve the performance of CO2RR have been synthesized and reported. 

The key research area in this field has shifted towards finding nanostructured materials and the 

understanding of structure–performance relationships. With tuning the structural combinations 

(ensemble and segregated mixing,47-48 core-shells,49-50 ordering patterns51), surface 

modifications,52-54 controlled surface coordination number (CN),55 defect sites,56 morphology,45, 57 

and size,58 the nanostructured materials show different selectivity and activity. Through 

appropriate engineering, the performances of many types of catalysts, such as metals,59 metal 

oxides,60 carbon materials,34 and molecular compounds61-63 have been greatly improved for 

CO2RR. Additionally, the adsorption configuration and bonding strength, which further transform 

reaction routes, result in distinct product distributions.64-65 Even up till now, the research of 

efficient materials is still at the earlier stage and far from the requirements of high activity, high 

selectivity, long stability, and low overpotential. Meanwhile, the efficient electrolytic cell also 

draws attention recently due to the requirements of scaling-up the CO2RR process and integration 

with smart renewable energy-grids. 

1.2.2.  Objective I 

 

One interesting target product from CO2RR is formate, which is a stable and non-toxic liquid and 

has large market potentials in various applications including hydrogen carrier systems14, 66-67 and 

formic acid fuel cells.68-69 Besides, it has a  high normalized market price (16.1 × 10-3 $·electron-1 

in Table 1-2).15 However, improvements in selectivity and activity with long operating times are 



5 

still the challenges. The design of catalysts is a critical step to solve these challenges and achieve 

feasible CO2-to-formate transformation.  

In brief, sp post-transition metals such as In1, 70, Pb1, Bi71-73, and Sn58, 74-75 produce mostly formate 

during CO2RR. Unfortunately, most of these suffered from low Faradaic efficiency (FE) and poor 

partial current density due to the competitive hydrogen evolution reaction (HER).65, 76  

Recently, combining more than one element in the form of binary or multi-component catalysts 

has shown to be an effective approach to tune the selectivity of CO2RR catalysts.44, 77-78 However, 

the research on the interaction between non-precious metals is limited, such as Bi and Sn. 

Accordingly, the first objective of the thesis is to promote the selectivity and activity of the catalyst 

toward formate along with long operating time through bimetallic interaction between non-

precious Bi and Sn metals. 

Table 1-2. Market price and annual global production of major CO2RR products.15 

 

Product 
Number of 

required electrons 

Market price 

($/kg) 

Normalized price 

($/electron) × 103 

Annual global 

production 

(Mtonne) 

Carbon monoxide (Syngas) 2 0.06 0.8 150.0 

Carbon monoxide 2 0.60 8.0 - 

Formic acid 2 0.70 16.1 0.6 

Methanol 6 0.60 3.1 110.0 

Methane 8 0.18 0.4 250.0 

Ethylene 12 1.30 3.0 140.0 

 

 

1.2.3.  Objective II 

One of the major challenges for renewably powered electrosynthesis to displace petrochemical 

processes is higher energy efficiency (EE).79 EE defines the overall energy utilization toward the 
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desired product. Nevertheless, EE of CO2RR is typically limited by a low selectivity of the desired 

product and a large overpotential (> 0.8 V).80  

On the other hand, Sn-based materials (SnOx) are able to convert CO2 to both CO and formic acid 

and the mechanism behind this is still unclear .2, 49, 75, 81 Noticeably, oxygen (O) atoms in SnOx 

play an important role in the adsorption of intermediates.82-83 However, the introduction of  O 

atoms also causes catalysts to become unstable due to the competition between metallic oxide 

reduction and CO2RR under highly cathodic conditions.84 Adding other atoms into materials to 

stabilize the oxidation state of the surface-active atoms is also reported as an important and useful 

route, e.g., copper (I) nitride (Cu3N) could be used as Cu+ support during CO2RR, which affects 

the electronic structure and oxidation state of the surface Cu, decreasing the energy barrier 

associated with CO dimerization during CO2RR.85 

Therefore, I proposed to decorate Sn with titanium (Ti) to overcome the following limitations of 

CO2RR, i.e. stabilizing O atoms, lowering the overpotential, increasing the energy efficiency, and 

extending the stability of Sn-based. 

1.2.4.  Objective III 

CO2RR is often studied in an “H-cell” that is composed of planar electrodes immersed in an 

aqueous electrolyte. H-cell has severely limited mass transport across the electrolyte and thick 

hydrodynamic boundary layer (BL).6, 86 The reaction takes place at the electrode/electrolyte 

interfaces. The local CO2 concentration close to the active surface is related to the formation of 

intermediates, which could have a significant effect on product formation,6, 45 e.g. the reaction 

suffers from slow kinetics owing to the low local concentration of CO2 surrounding typical 

reaction catalysts.87  
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Besides, this field also focuses on the development of practical CO2 electrolytic cells.88  Lots of 

reactors are proposed and tested, e.g. H-cell, Modified gas diffusion electrode (GDE) cell, Polymer 

electrolyte membrane (PEM) based cell, etc. However, the performance of these cells is still far 

away from the requirements of the economic CO2RR process. 

In this work, an aqueous flow-through (AFT) cell for continuous CO2RR was proposed and had 

plenty of advantages, and compared it with the gas diffusion electrode (GDE) cell to further have 

a comprehensive understanding and shed a light onto the engineering of electrodes and electrolytic 

cells for CO2RR.   

1.3. Structure of Thesis 

The three objectives of the proposed research are as follows: 

1) Promote the selectivity and activity of CO2-to-formate conversion, along with long 

operating time through the investigation of bimetallic catalysts, i.e. Bi and Sn; 

2) Increase the energy efficiency, lower the overpotential, and extend the stability of Sn-based 

materials for CO2-to-CO transformation by doping Ti; 

3) Optimize electrolytic cells through a combination of experiments and simulations to 

achieve highly efficient continuous CO2RR with higher current densities and lower cell 

overpotentials. 

This thesis is organized into six chapters. Chapter 1 introduces a general background, motivation, 

and the scope of the thesis. Chapter 2 presents a literature review of the current status of materials 

syntheses, characterization techniques, and electrolytic cells used for CO2RR. Three different tasks 

are presented to achieving objectives discussed above in subsequent chapters 3-5. Chapter 3 
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focuses on a Bi-Sn bimetallic catalyst, aiming to CO2-to-formate transformation with high activity, 

high selectivity, and long stability. Chapter 4 further investigates the Sn-based materials with Ti 

decoration in order to achieve a low overpotential, high energy efficiency, and robust stability for 

CO2-to-CO conversion. Chapter 5 describes a new aqueous flow-through cell for continuous 

CO2RR with a range of advantages and compares it with the GDE cell through a combination of 

experiments and simulations to have a comprehensive understanding of the engineering of 

electrodes and electrolytic cells for CO2RR. Chapter 6 summarizes the important results from this 

thesis and some discussions on the future directions and outlooks. 
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Chapter 2. Literature Review 

2.1. Fundamentals and Metrics 

2.1.1. Fundamentals of CO2RR 

The key parameters to evaluate the CO2RR performance of materials are the current density, 

Faradaic efficiency (FE), overpotential, Energy efficiency (EE), and stability. It’s important to 

notice that these parameters are not only dependent on the materials itself, but also rely on the type 

of electrolyte,89 system temperature, the hydrodynamics of the electrochemical cell, the purity of 

both the electrocatalyst and the electrolyte, and etc.90-91  

In general, most materials’ performance was reported and tested by the H-type cell in 0.5 M or 0.1 

M KHCO3 or NaHCO3 electrolyte at room temperature, while the oxygen evolution reaction (OER) 

takes place at the opposite anode side (Figure 2-1a). Linear sweep voltammetry (LSV) tests are 

performed to initially evaluate the CO2RR performance of the prepared electrodes under N2-

bubbling and CO2-bubbling electrolytes, respectively (Figure 2-1b). A series of constant potential 

electrolysis (CPE) measurements are followed to investigate the potential dependence of the 

materials’ performance. In order to obtain the selectivity of different products, the products in the 

gas phase are injected into gas chromatography (GC) to perform quantification during CPE 

measurements. Liquid products are dissolved in the electrolyte and quantified through a Nuclear 

magnetic resonance (NMR) spectrometer after the CO2RR.  

2.1.2. Onset Potential 

The onset potential refers to the applied voltage on the electrocatalyst vs. the reference electrode, 

under which the desired product is yielded at a detectable amount. The onset potential is always 
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lower than the standard reduction potentials due to the kinetic energy barrier. The difference 

between the onset potential and the standard reduction potential is defined as the onset 

overpotential. The onset potential could directly show the minimum overpotential for the CO2RR 

toward the products.92 Generally, the onset potential can be defined as the potential at which the 

current density was 0.2 mA·cm-2
 higher than the initially stabilized current density.93 

 
 

Figure 2-1. (a) Classic H-cell.86  (b) Typical laboratory CO2RR testing process and corresponding LSV, CPE and FE 

figures.86  

2.1.3. Faradaic Efficiency 

The Faradaic efficiency (FE) is defined as the percentage of the total charge supplied that is used 

to produce the desired product, which can also be seen as the yield based on the electrical charge 

passed during the electrolysis.36 FE is directly related to the product selectivity, calculated using 

the following equation: 

FE =  
𝑧 ∙ 𝑛 ∙ 𝐹

𝑄
, 
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where 𝑧 is the number of electrons exchanged (𝑧 = 2 for reduction of CO2 to CO or formate), 𝑛 is 

the number of moles for a specific product, 𝐹 is Faraday's constant, 𝑄 is the total charge passed 

(C). 

2.1.4. Current Density 

The current density (CD) is typically normalized over the surface area or the mass of the working 

electrodes. This parameter is a crucial indicator of the activity of the materials or the cells. The 

overall current density has an important relationship with the transformation rate. As a measure of 

the reaction rate, this parameter is crucial for practical applications, since it determines the 

electrolytic cell size and the cost needed for the process.  

The partial current density (PCD) toward a specific product can be acquired through multiplying 

the corresponding FE by the CD.24 

2.1.5. Overpotential 

CO2RR requires a significant overpotential to drive it at an economically viable rate. The 

electrocatalyst is often employed to reduce the overpotential for CO2RR. Generally, the difference 

between the applied cathode potential and the standard reduction potential is defined as the 

cathodic overpotential.24 While the cell overpotential also can be simply defined as the difference 

between operation voltages and onset cell potentials, which contains the result of activation 

polarization (𝜂
activation

) to overcome the activation energy barrier for reactions on the catalytic 

electrode surface and the mass transfer limitation of dissolved CO2 (𝜂diffusion).
94 Meanwhile, to 

simplify the calculations, the ohmic drop (iRS) across the electrolyte and ion exchange membrane 

is also considered as part of the overpotential although there are existing rigorous calculations.80, 

9495 
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2.1.6. Energetic Efficiency 

Energy efficiency (EE) is a crucial parameter, and increasing EE is one of the major challenges 

for renewable electricity-powered electrosynthesis to displace petrochemical processes.79, 96 

Considering FE and overpotential, the EE can be derived across the whole cell to indicate the 

conversion of applied energy toward chemically stored energy.94 

EE =  
𝐸0  ∙  FE

𝐸0 +  𝜂
 , 

where 𝐸0 is the thermodynamic reaction voltage; 𝜂 is the total cell overpotential. Generally, half-

cell EE or cathodic energy efficiency (EEca) for CO2RR in H-cell was calculated using the 

following equation.80, 97   

EEca = 
𝐸eq,cell  ∙  FE

𝐸eq,cell + 𝜂cathode

 , 

where 𝐸eq,cell is the thermodynamic equilibrium potential between anode and cathode reactions, 

which is 𝐸eq,cell = 1.23 +(−𝐸eq) (1.23 V is the thermodynamic equilibrium potential for anode 

oxygen evolution reaction); 𝐸eq is the thermodynamic equilibrium potential for cathode reaction 

(vs. RHE). 𝐸eq,CO = −0.109 V, 𝐸eq,formate = −0.03 V; 𝜂
cathode

 is the cathode overpotential, which 

is the applied cathode potential (vs. RHE) minus the thermodynamic equilibrium potential. 

2.1.7. Tafel Slope 

The Tafel slope is a plot slope of overpotential vs. the logarithm of the partial current density. The 

number is an indicator of the reaction path and the rate-determining step. In general, a smaller 

Tafel slope indicates better catalytic performance. In the case of CO2RR,  Tafel slope of 116 

mV·dec-1 implies that the rate-determining step for CO2 reduction is the generation of the 

intermediate by the initial one-electron transfer step, while the slope of 59 mV·dec-1 is indicative 
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of a one-electron pre-equilibrium step before a later rate-limiting chemical step, which is 

commonly invoked for metal electrodes.24 

2.1.8. Stability 

The stability of the catalysts is crucial with respect to industrializing the electrolytic cell.94 This 

metric can be measured at a specific constant potential under chrono-potentiometric tests, where 

the current is fixed at a proper level and the resulting potential over the half-cell or full cell is 

recorded.  

2.2. Current Status of Electrocatalysts 

2.2.1. CO2-to-formate conversion 

Sp post-transition metals such as In,1, 70 Pb,1 Bi,71-73 and Sn74-75 produce mostly formate during 

CO2RR. However, most of these catalysts suffered from low FE, poor PCD,65, 76 and high 

overpotentials with the high energy cost. The applied high voltages would also accelerate the HER, 

which is the competing reaction and reduces the selectivity of formate. The following sub-sections 

describe the up-to-date catalysts in the production of formate. 

Tin 

Tin (Sn), among the post-transition-metal block, is a promising electrocatalyst36, 75, 98-101 because 

it showed high selectivity towards the conversion of CO2 to formate. Additionally, Sn is one of 

Earth’s abundant elements, which is also non-toxic, which reinforces its potential applicability to 

energy-grid integration.98, 102-105 Metallic Sn quantum sheets confined in graphene75 with a higher 

electrochemical active area confers 9 times larger CO2 adsorption capacity relative to the bulk Sn 

foils. The lowered Sn–Sn coordination numbers, revealed by X-ray absorption fine structure 

spectroscopy (XAFS), enable tin quantum sheets confined in graphene to efficiently stabilize the 
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carbon dioxide radical anion. Hence, as Figure 2-2 reveals, the tin quantum sheets confined in 

graphene show enhanced electrocatalytic activity and stability. 

Another strategy is to design nanosheet structures with numerous coordinatively unsaturated 

sites.73 The mesoporous SnO2 nanosheets106 on carbon cloth exhibited a high partial geometry 

current density of 45 mA∙cm-2 when FE is around 87% toward formate. On the other hand, binary 

or multi-component metallic catalysts with unique nano-scale structures, such as alloy76, core-shell 

structure49-50, and linked monometallic nanoparticles44, 77-78, show great advantages toward CO2RR. 

For example, Pd-Sn nanoparticles76 was reported with nearly 100% selectivity toward formate. 

From the Density functional theory (DFT) calculations, the Pd-Sn alloy catalyst surface leads to a 

more energetically favorable formation of the key reaction intermediate HCOO* as well as the 

product formic acid.  

 

Figure 2-2. CO2RR performances of Sn quantum sheets confined in graphene.75 (a) LSV curves in the CO2-saturated 

0.1 M NaHCO3 aqueous solution, (b) FE for formate at each applied potentials.  

Bismuth 

Due to the advantages of low cost and low toxicity, Bi has received attention as a promising 

candidate for CO2RR as well. In reported studies, the Bi catalysts could convert  CO2 to CO with 

high FE of 74−96% in an aprotic electrolyte (e.g. acetonitrile) containing ionic liquids.107-110 
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However, in an aqueous electrolyte, Bi-based electrodes could selectively reduce CO2 to formate, 

which is also the focus and a more practical catalytic environment in terms of cost-effectiveness 

than an aprotic electrolyte with an ionic liquid (Table 2-1).72 

Table 2-1. CO2RR properties of electrocatalysts for formate production.  

Electrocatalysts Electrolyte 
Potential 

(VRHE) 
FE for formate Ref. 

Sn Sn/SnOx thin film 0.5 M NaHCO3 -0.70 40% 32 

 SnOx/graphene 0.1 M NaHCO3 -1.16 94% 58 

 Electroplated Sn/Cu foam 0.1 M KHCO3 -1.19 84% 111 

 
Electroplated Sn/gas 

diffusion electrode 
0.5 M NaHCO3 -1.10 71% 112 

 
Electrodeposited Sn 

powder 
0.5 M KHCO3 -1.5 74% 113 

 
Electrodeposited Sn 

dendrite 
0.1 M KHCO3 -1.3 83% 114 

 Nanoporous Sn foam 0.1 M NaHCO3 -1.4 90% 115 

 Etched Sn foil 0.1 M KHCO3 -1.7 85% 116 

 Sn nanoparticles 0.45 M KHCO3 -1.5 70% 117 

 Sn-Pb alloy 0.5 M KHCO3 -1.4 80% 118 

 Graphene/Sn/Graphene 0.1 M NaHCO3 -1.8 89% 75 

 Ag
3
Sn nanoparticles 0.5 M NaHCO3 -0.9 87% 50 

Bi 
Bi nanodendrite / Carbon 

paper 
0.5 M NaHCO3 -1.56 96% 72 

 Bi nanoparticle/Cu foil 0.1 M KHCO3 -1.46 95% 119 

 Bi flake 0.1 M KHCO3 -0.6 99% 71 

In Anodized In 0.5 M KHCO3 -1.5 79% 120 

Co 
Partially oxidized Co 

nanoparticles 
0.1 M Na2SO4 -0.2 45% 7 

Pb Oxide-derived Pb 0.5 M NaHCO3 -0.8 98% 121 

 Roughened Pb 0.1 M KHCO3 -1.0 89% 122 
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As reported, Bi nanoflakes were successfully grown on Cu foil through a pulse electrodeposition 

method.71 Due to a larger number of edge and corner sites than conventional Bi films deposited by 

the direct current method, Bi nanoflakes resulted in strong local electric fields as confirmed by 

numerical simulation.71 The local K+ concentration around the catalyst was increased by the local 

electric field, which further activated the reaction. Meanwhile, the electric field produced a driving 

force that facilitates charges to move from the electrode to the surface of the catalyst (Figure 2-3). 

Bismuth nanoflakes achieved a maximum FE for formate close to 100%. The higher FE depends 

on the edge and corner sites on these nanostructured electrodes. These sharp sites produce strong 

electric field-induced reagent concentration (FIRC) close to the active CO2RR surface.6, 71, 126 

The Bi dendrite electrode reduced the overpotential of CO2-to-formate conversion by 180 mV:72 

an overpotential of 890 mV to reach its maximum FE of ∼79% for formate was required by the 

pristine Bi foil, while only 710 mV was needed for the Bi dendrite to achieve its maximum FE of 

∼89% for formation. Using DFT calculations, three possible CO2RR pathways were investigated, 

where the path involving the formation of HCOO* intermediate was the most favorable from the 

calculations of reaction free energies. This further indicated that the high-index planes can 

efficiently stabilize the HCOO* intermediate to enhance CO2-to-formate activity, which can be 

used to explain the origin of the enhancement performance of Bi dendrite compared to Bi foil. 

Pd Pd-Pt nanoparticle 0.1 M KH2PO4 -0.4 88% 123 

 
Electrodeposited Pd 

nanoparticles 
0.1 M KHCO3 -0.4 55% 124 

 Pd nanoneedle 0.5 M KHCO3 -0.2 91% 6 

 Pd nanoparticle/ Carbon  0.5 M NaHCO3 -0.25 94% 125 
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Figure 2-3. Simulated electric field distribution in (a) three-dimensional and (b) two-dimensional Bi nanostructures; 

strong electric field is formed as the shape is thinner and sharper. Electric field intensity plotted as a function of (c) 

thickness and (d) corner angle of Bi nanostructure.126 

Other Catalysts 

Ultra-thin Co-based Nanosheets  

Ultra-thin Co-based nanosheets, which are only 4-atoms-thick, through a ligand-confined growth 

strategy were synthesized by Xie and co-workers (Figure 2-4a, b).7, 127 Through controlling 

synthesis times of 3 h and 48 h, partially oxidized and pure Co two-dimensional nanosheets could 

be prepared, respectively. As shown from CO2RR performance results (Figure 2-4c), the 

synthesized partially oxidized Co nanosheets exhibited the best activity compared to pure Co 

nanosheets and bulk Co under comparable conditions, and the overpotential was only 0.24 V. The 

partially oxidized 4-atom-thick Co nanosheets showed the highest FE for formate production of 

90.1% at -0.85 V vs. the saturated calomel electrode (SCE) (Figure 2-4d). With abundant active 

sites and high electrical conductivity, the 4-atom-thick nanosheets were promising for substantially 
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promoting of CO2RR. This indicated that the correct morphology and oxidation state can transform 

material from one considered nearly non-catalytic for the CO2RR into an active catalyst.  

 

Figure 2-4. (a), (b) High-resolution TEM image. (c), (d) Linear sweep voltammograms curves in a CO2-saturated 

(solid line) and N2-saturated (dashed line) and the FE for formate on partially oxidized Co 4-atom-thick layers (red), 

Co 4-atom-thick layers (blue), partially oxidized bulk Co (violet), and bulk Co (black).7  

Carbon-Based Electrodes 

Carbon nanomaterial also attracts lots of research and is one kind of the most promising potential 

materials for CO2RR and other new-energy related areas. It’s considered as a replacement for 

expensive metals or metal oxides for electrocatalytic reactions.24 For example, the N, S-co-doped 

mesoporous carbon nanosheets from graphene oxide polydopamine hybrids were synthesized and 

reported by Qiao et al., which showed great performances in both the oxygen reduction reaction 

(ORR) and the oxygen evolution reaction (OER).128 In recent investigations, carbon nanomaterials 

were also found to effectively transform CO2 to formate during CO2RR,129-130 e.g., Meyer et al. 

have selected nitrogen-doped carbon nanotubes as the catalyst for CO2RR.129 Noticeably, they 

were selective to CO2-to-formate conversion and robust in aqueous electrolyte.  

2.2.2. CO2-to-CO conversion 

Au has attracted a lot of attention because of the ability to convert CO2 to CO selectively and 

efficiently, although the scarcity and high cost may hinder its further practical use.6, 92, 131-132  
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Meanwhile, Ag is also promising as a CO2RR catalyst because of its relatively low overpotential 

and high selectivity.133-135  

For the formation of CO, the reaction begins with the reductive adsorption of CO2 on the catalyst 

surface leading to the formation of a *COOH intermediate, which is further explained in Section 

2.4. The adsorbed *COOH intermediate is further reduced with the addition of extra proton and 

electron, forming CO and H2O. Compared with the first two steps, which are electrochemical 

reactions and involving the transfer of an electron and a proton, the final step is the not-

electrochemical and related to the release of CO from the electrode. Based on this reaction pathway, 

the promising materials should have a strong binding with *COOH intermediate and weak 

adsorption of CO in order to provide the facile conversion of *COOH into CO. Up till now, it has 

been found that materials with well-controlled size, surface structure, composition, and oxide-

derived (OD) surfaces exhibited greatly enhanced performance for CO2RR.24 

The size of the particles (NPs)  is crucial for the efficiency of CO2RRR. Accordingly, nanoparticles 

with different sizes exhibit different performances in CO2RR.24 Noticeably, atoms at the corner or 

edge positions have a low coordination number and have higher surface energy. Based on this 

behavior we know, some materials we should avoid, and some materials may have synergic 

interaction, thus it will guide us in the synthesis of catalysts. 

2.2.3. Strategies to Composite Nanostructured Materials 

Binary or ternary catalysts have attracted extensive attention due to their tuneable 

chemical/physical properties. In changing from monometallic to binary or ternary metallic 

catalysts, an extra degree of freedom is introduced. Among a series of synergistic effects, the 

ensemble effect is crucial and has been identified and employed recently to alter the bonding 

strength of different intermediate for CO2RR. C. Wang et al. reported a new strategy of design the 
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ensemble size of active sites on Pd@Au bimetallic catalysts (Figure 2-5a) to enhance the 

efficiency of CO2RR.48 The study objectively combined the advantages of the two metals, and 

hypothesized that dispersion of strongly binding metal sites, such as Pd (Third case in Figure 2-

5b), on the surface of a weak binding metal, e.g., Au (First case in Figure 2-5b) in order to 

simultaneously lower the energy barrier for CO2 activation and mitigating *CO poisoning (Second 

case in Figure 2-5b). The element mapping based on HAADF-STEM (aberration-corrected high-

angle annular dark-field scanning transmission electron microscopy) and EELS (electron energy 

loss spectroscopy) were used to follow the structural evolution at increasing Pd doses (Figure 2-

5c). With the increasing of Pd atoms, continuous ensembles of Pd occur and form a semi-

continuous layer. Ultimately, the Au NP became completely encapsulated in a Pd shell in the case 

of Pd20@Au80. Both the FE and partial current density (JCO) toward CO exhibited a nonlinear 

behavior as the atomic ratio of Pd increases (Figure 2-5d). Among a series of Pd@Au NPs, when 

the ratio was 5:95, it showed the highest activity for the selective reduction of CO formation, with 

FECO and JCO reaching ∼80% and 1.6 mA/cm2 at −0.5 V. 

As shown in Figure 2-5e, the key role of ensemble effect played by the Ag/Cu interface in Ag/Cu 

nanoparticles (NP) was uncovered in promoting the performance of CO2RR.47  Nanodimers (ND) 

including the two constituent metals, which as segregated domains and shared a tunable interface, 

were obtained by developing a seeded growth synthesis. In this system, preformed Ag 

nanoparticles were used as nucleation seeds for the Cu domain. The type of metal precursor and 

the strength of the reducing agent act as a crucial role in achieving the desired chemical and 

structural control. Different ensemble structures, which lead to tandem catalysis and electronic 

effects, synergistically contributed to an enhancement in the FE for C2H4 by 3.4-fold and in the 

partial current density for CO2RR by 2-fold compared with the pure Cu counterpart. The 
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performance highly related to the ensemble structure was also unveiled through a range of 

bimetallic Cu−Pd catalysts with ordered/ disordered/ phase-separated atomic arrangements136 and 

ordered/ disordered multi-metallic Au-Cu nanoparticles51 (Figure 2-5f and g).  

 

Figure 2-5. (a) Illustration of the synthetic scheme for the Pd@Au nanoparticles with control over the dose of Pd.48 

(b) Illustration of the concept using atomically dispersed Pd sites on the Au surface to enhance CO2RR.48 The yellow 

and blue spheres represent Au and Pd atoms, respectively. For the molecular structures, red, gray, and purple colors 

represent oxygen, carbon, and hydrogen, respectively. The red (vs. green) arrows represent the rate-limiting factors in 

the reaction kinetics. (c) EELS-based element maps for Pd2@Au98, Pd5@Au95, Pd10@Au90, and Pd20@Au80, where Au 

and Pd atoms are represented by red and green pixels, respectively.48 (d) Dependences of FECO and JCO at −0.5 V vs. 

RHE on the Pd content within the Pd@Au nanoparticles.48 (e) FE for C2H4 obtained on different Ag/Cu nanocrystals, 

including Ag NPs, Cu NPs, Ag+Cu Mixture, Ag1−Cu0.4 NDs, Ag1− Cu1.1 NDs, and Ag1−Cu3.2 NDs at −1.1 V vs. 
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RHE.47 (f) Illustration of prepared Cu-Pd nanoalloys with different atomic mixing patterns: ordered, disordered, and 

phase-separated.136 (g) Atomic ordering transformation of Au-Cu bimetallic nanoparticles.51 (h) EELS mapping of the 

selected region showing the elemental distribution of Sn (blue), Ag (green), and O (red).50 (g) EELS elemental 

mapping of Cu (green) and Sn (red) of a 7/0.8 nm Cu/SnO2 NP.49 

Core−shell nanostructure as one of the important and earlier investigated engineering strategies to 

improve performance of CO2RR might also be accounted for ensemble effects, such as Ag−Sn 

bimetallic electrocatalysts50 and Cu-Sn bimetallic electrocatalysts49 (Figure 2-5h and j). F. Jiao et 

al. showed the bimetallic core with an ultrathin partially oxidized shell, which achieved high 

electronic conductivity and efficient performance for CO2RR. Otherwise, the reduction 

performance is Sn-thickness dependent when a thin layer of SnO2 is coated over Cu NPs: the 

thicker (1.8 nm) shell shows Sn-like activity to produce formate whereas the thinner (0.8 nm) shell 

is selective to CO formation with FECO reaching 93% at −0.7 V. DFT calculations revealed that 

the 0.8 nm SnO2 shell likely alloys with a trace of Cu, causing the SnO2 lattice to be uniaxially 

compressed and favoring the production of CO over formate.  

2.3. Electrode Structure and Reactor Design 

Competing reactions (HER and undesired side reactions) and low reactant concentration around 

the surface of the catalyst are major obstacles preventing CO2RR from widespread adoption.87, 137 

Especially at even higher currents, the CO2 concentration at the electrode becomes quickly 

depleted due to the rapid consumption of CO2 in the electrochemical reactions and unfavorable 

local pH conditions, further limiting the maximum current density of CO2RR. These limits cannot 

be overcome only through CO2 electro-kinetics on the electrode surface. Understanding the mass 

transport dynamics is essential due to the direct influence on observed catalyst performance.87 

Several electrochemical flow reactors or cells have been reported in the literature, such as aqueous 
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electrolytic cells with the membrane,138 solid oxide electrolysis cells,139-140 and microfluidic 

electrolytic cells.1, 141-142 Aqueous electrolytic cells with membrane are the focus of the thesis. 

2.3.1. H-cell 

Most reported CO2RR were conducted using an H-type,94, 99 also know as three-electrode cell, 

using the as-prepared electrode as the working electrode, Saturated Calomel Reference Electrode 

(SCE) as a reference electrode, and platinum wire as the counter electrode, respectively.50, 75 The 

three electrodes were immersed an aqueous solution of 0.1 M or 0.5 M KHCO3/ NaHCO3 as the 

electrolytes. To avoid formic acid or other product oxidation by Pt counter electrode, a Nafion 

proton exchange membrane was adopted to separate the cathode and anode sides. The schematic 

of the H-cell is shown in Figure 2-6. 

 

Figure 2-6. H-cell configuration for CO2RR.94  

2.3.2. Electrochemical Flow Cell 

General Flow Cell 

Jaramillo et al. reported an electrochemical flow cell for CO2RR (Figure 2-7a).3, 143 The cell 

maintained the working electrode parallel to the counter electrode to achieve a uniform voltage. 

An anion exchange membrane was used to separate the CO2RR and OER to prevent the oxidation 
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of reduced CO2 products. Although the membrane prohibits the passage of the anionic products 

acetate and formate, however, which still can be detected on the counter electrode side of the cell 

in low concentration after electrolysis. The cell was engineered to have a relatively large electrode 

area (1.5 cm × 3 cm) and a small electrolyte volume (8 mL) in each of the two compartments to 

increase the concentration of liquid products in the electrolyte. Electrolyte saturated with CO2 flow 

through the chamber can obtain large current efficiencies for CO2RR, presumably because of the 

existence of mass transport limitations in a quiescent cell.  

PEM Based Flow Cell 

Polymer electrolyte membrane (PEM) cells are widely used for hydrogen production by 

electrolysis. It is an advanced technology that uses the protons before recombination for CO2 

protonation. In this regard, CO2 conversion using PEM cells at room temperature and ambient 

pressure had been extensively studied (Figure 2-7b). 144-146  

 

Figure 2-7. Schematic of (a) General electrochemical flow cell,3 and (b) the PEM electrochemical cell and the 

membrane electrode assembly (MEA) fabrication.144 
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2.3.3. Gas Diffusion Electrode Cell 

Alkaline GDE Cell 

Kenis et al.147 reported an electrochemical gas diffusion electrode (GDE) cell showing in (Figure 

2-8a). An ionic exchange membrane was inserted between the cathode-side and anode-side 

chambers to prevent the re-oxidization of liquid products in case of diffusing to the anode. Stainless 

steel plates acted as current collectors and hold the flow cell together by a squeeze-action toggle 

plier clamp. The cathode current collector has a precisely machined 0.5 ×2.0 cm2 window with 

0.5-cm depth behind the GDE to allow for the transport of CO2. The anode is open to the air, 

allowing oxygen to escape. 

The application of GDE covered with active and rough Cu nanoparticles in the electrolytic cells 

results in a total FE (~46%) for ethylene and ethanol with CD of ~200 mA·cm-2 at a lower 

overpotential (< 0.7 V). The high production rates of ethylene and ethanol could be accounted for 

mainly for the use of alkaline electrolyte to improve kinetics and the inhibition of HER. 

Filter-press GDE Cell 

As seen in Figure 2-8b, a filter-press type electrochemical cell (Micro Flow Cell, Electrocell 

A/S)36, 148 has three inlets (catholyte, anolyte, and CO2) and two outlets (catholyte and anolyte). 

Catholyte is 0.5 M NaHCO3, which pre-electrolyzed at -2 V under nitrogen bubbling to remove 

metal impurities. Anolyte (0.5 M NaOH) and catholyte were kept in two separate tanks and 

recirculated continuously into the cell by a dual peristaltic pump to accumulate liquid products. 

An ionic transport membrane (Nafionon® 117) divided the cell into two separate anodic and 

cathodic compartments. 
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PEM Based GDE Cell 

A PEM based GDE cell was modified from conventional PEMFC configuration through inserting 

an additional buffer layer to circulate liquid phase electrolyte between the ion exchange membrane 

and Sn GDE,29 as shown in Figure 2-8c. If without this buffer layer, H2 was the predominant 

product with a faradaic efficiency of nearly ∼100%. With incorporating of this buffer layer to 

circulate the catholyte, substantially promoted the formation of formate and CO, while suppressing 

HER.  

A gas diffusion layer (GDL) and a half catalyst-coated membrane (CCM) were hot-pressed 

together to serve as the anode. The half CCM was made by spraying Pt/C catalysts ink onto one 

side of a Nafion 212 membrane. The Sn-based cathode was made by spraying Sn catalyst ink onto 

the GDL. The thickness of the buffer layer was approximately 2.4 mm. The total volume of the 

electrolyte solution was 10 mL. The liquid products were accumulated in the electrolyte solution 

during electrolysis. This design demonstrates the feasibility to use current PEMFC hardware for 

CO2RR. 
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Figure 2-8. Schematic of (a) the electrochemical flow cell,147 (b) the filter-press type electrochemical cell,148 and (c) 

the full electrochemical cell featuring a buffer layer of circulating liquid-phase electrolyte.29  

2.4. Reaction Mechanism and Pathways 

The CO2RR involves the interactions between the adsorbed CO2 molecules, intermediates, 

electrons, and protons. The reaction pathways varied and may be affected by experimental 

parameters, such as CO2 pressure, the cathodic potential, electrolyte salts, etc.22, 149-150 With 

different proposed reaction mechanisms, or the combinations of different pathways, the CO2RR 

leads to different product distributions. Among different catalysts, metallic catalysts show 

noticeable catalytic activities and selectivity75 because of the different binding strengths of 

divergent intermediates and distinctive products. Generally, metal catalysts can be classified into 

three groups as displayed in Figure 2-9a. Group 1 metals produce formate or formic acid as the 

main product, in which including Sn, Hg, Pb, In, etc. Group 2, e.g. Au, Ag, Zn, Pd, etc, have 

relatively strong *COOH binding energies to facilitate further reduction. Nevertheless, the 
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obtained *CO intermediate need to be weakly bound to these metal surfaces to desorb readily from 

the surface and emerges as a predominant CO formation. Furthermore, Cu is the most special one 

and is the only metal in group 3, which is able to bind and convert *CO intermediate to higher 

value-added products (such as hydrocarbons and alcohols) through *COH or *CHO intermediates. 

Additionally, HER as a competitive process in aqueous solutions during CO2RR.  Metals like Pt, 

Ti, Fe, and Ni have a good performance for HER, so the suppression of HER is important if the 

materials containing these compositions.  

As shown in Figure 2-9b, oxide-derived Au supports a mechanism that involves a reversible e− 

transfer to CO2 to form adsorbed CO2
•− followed by a rate-determining H+ transfer with HCO3

− 

serving as the H+ donor. However, the first oxygen hydrogenation step is still under debate. A. 

Seifitokaldani et al. found that the hydronium (H3O
+)  intermediate plays a key role in the first 

oxygen hydrogenation step and lowers the activation energy barrier for CO formation by DFT 

calculations.151 When this hydronium influence is removed, the activation energy barrier for 

oxygen hydrogenation increases significantly, and the barrier for carbon hydrogenation is reduced. 

Furthermore, J. Gong et al. pointed out moderating coverage of hydroxyl (-OH) on SnOx deriving 

a stable Sn branches catalyst for CO2RR with a 93.1% Faradaic efficiency (FE) of carbonaceous 

products.84 Surface hydroxyls acted a crucial role in the activity and stability. To end this debate, 

in situ spectroscopies are the most powerful tools. Applications of different in situ spectroscopies, 

such as Infrared, Raman, X-ray absorption, X-ray photoelectron, and mass spectroscopies,152 

enable measurements of the system under real conditions and give us a comprehensive 

understanding of reaction mechanisms.84, 152-153  
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Figure 2-9. Reaction mechanism of (a) CO2RR on metal electrodes;92  (b) CO2RR to CO on Polycrystalline Au and 

Oxide-Derived Au;154 (c) competitive reactions of CO and HCOO¯ production.155  

Figure 2-9c revealed that CO2 may bind to the electrode surface in an initial electrochemical step 

via the carbon or the oxygens (resulting in single adsorption intermediate, *COOH, or a bidentate 

HCOO* intermediate, respectively). The second electrochemical step results in the production of 

CO or HCOO¯. HCOO* is suggested to be the key intermediate for the CO2RR to HCOO¯ 
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transformation, and optimal HCOO* binding energy supports its high selectivity for HCOO¯. 

These results suggest that oxygen-bound intermediates are critical to understanding the mechanism 

of CO2 reduction to HCOO¯ on metal surfaces.155 Thus, tuning and controlling the binding 

energies of the key reaction intermediates is critical for final product selectivity and energy 

efficiency of CO2RR,92 which is also the focus of investigations and design principles of present 

nanostructured materials.  

The general literature background of fundamentals and metrics of CO2RR, current methods of 

catalysts’ synthesis and characterizations, developments of catalytic cells, and reaction mechanism 

of CO2RR are reviewed to provide a context for this thesis research. Inspired by the reported 

findings, the following projects were performed and presented.     
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Chapter 3. CO2-to-formate Transformation by Bi-Sn 

Bimetallic Catalyst 

This chapter consists of the following paper that was co-authored by myself, my supervisors, two Ph.D. 

students (Bohua Ren and Zachary P. Cano), and six collaborators (Dong Un Lee, Fathy M. Hassan, 

Gaopeng Jiang, Eric Croiset, Zhengyu Bai, and Lin Yang). Reproduced with permission from “Orbital 

Interaction in Bi-Sn Bimetallic Electrocatalyst for Highly Efficient CO2 Reduction” Adv. Energy Mater. 

2018, 8, 1802427.” Copyright 2018 2018 WILEY-VCH Verlag GmbH & Co. KGaA, DOI: 

org/10.1002/aenm.201802427. Featured on Cover. 

Statement of Contributions: I devised the concept, designed all experiment, and prepared the manuscript 

draft; D. Lee and I performed synthesis and characterizations of materials, and conducted electrochemical 

measurements; B. Ren carried out DFT calculations and analyses; F. Hassan, G. Jiang, and I performed the 

analyses and interpretations of experimental results; J. Gostick and I developed the FEM model; E. Croiset 

reviewed the results and revised the manuscript; Z. Bai, L. Yang, Z. Cano provided a critical review of the 

manuscript; Z. Chen directed the research. All authors participated in the discussion and commented on the 

results. 

3.1. Introduction 

The conversion of carbon dioxide (CO2) into value-added chemicals by electrochemical CO2 

reduction reactions (CO2RR) is considered as a promising strategy for recycling CO2 with 

sustainable and environmental benefits.2, 5, 7, 11-12, 33-34 This can be performed efficiently in the 

future by coupling CO2 conversion technologies with renewable but intermittent sources of energy 

such as wind and solar power.32, 35 However, CO2RR, in general, is difficult due to CO2 being 

thermodynamically stable,156-157 resulting in very sluggish reaction and huge activation 

overpotentials during electroreduction. Additionally, the conversion of CO2 competes against 

other reactions such as the hydrogen evolution reaction (HER) which usually significantly 

decreases the formation of reduced carbon products. One interesting product which results from 

CO2 conversion is formate, which is a stable nontoxic liquid that has large market potential in 
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various applications including hydrogen carrier systems14, 66-67 and formic acid fuel cells.68-69 

However, highly active, selective, and stable electrocatalysts are still required to facilitate CO2RR 

and overcome large energy barriers and shift reaction pathways toward formate formation.  

Based on previously reported studies, most metal-based catalysts such as Au,6, 154 Ag,133-135 and 

Ni158-159 were shown to demonstrate a low selectivity toward the formation of formate, favoring 

the conversion of CO2 to CO, while Cu was demonstrated to produce a variety of hydrocarbons 

and alcohols at low Faradaic efficiencies.1, 3, 9, 160-161 Interestingly, Pd,125-126, 162 Sn,102, 104, 106, 148, 163 

Bi,72-73, 164-165 In,70 and Pb,1 on the other hand, have demonstrated relatively high selectivity for 

formate production. Pd shows high selectivity with relatively low overpotentials, but it is too 

expensive for large-scale CO2 reduction systems. Meanwhile, In and Pb are known to be toxic and 

not environmentally friendly, which leaves Sn and Bi as good candidates for formate producing 

catalysts. These metals, being comparatively inexpensive and environmentally benign, are also 

interesting as electrode materials for large-scale CO2 reduction systems to be integrated into smart 

energy-grids.74, 98 In terms of the catalyst composition, combining more than one element in the 

form of binary or multi-component catalysts have shown to be an effective approach to tune the 

selectivity of CO2RR catalysts.44, 49-50, 76-78 However, a  wide range of Faradaic efficiencies for 

formate production (FEformate) from 40 to 99 % has been reported on various binary Sn-based 

electrodes. Improved FEformate has been observed on binary Sn-based catalysts where Pd,76 Ag,50 

Cu,49, and S74 were introduced as the secondary element, while the introduction of metals such as 

Cd and Zn166 have shown decreased FEformate. These results indicate that the formation of formate 

is sensitive to the electronic structure of the Sn surface which can be modified by introducing other 

atoms. As such, understanding the synergetic interaction167 between binary components is of 

significant importance in designing catalysts that can perform the conversion of CO2 to formate at 
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high Faradaic efficiencies. In addition, another way to enhance the activity and selectivity of 

catalysts for CO2RR is through morphology engineering168-170 and tuning of oxidation states at the 

surface of catalysts.32, 163-164, 171 In general, high surface area catalysts increase the active sites 

exposure and allow for specific crystal edge and step sites to interact with reactants.6, 71 The results 

from the literature suggest that by appropriately combining concepts from the compositional and 

morphological studies, a formate producing CO2RR catalyst with high activity and selectivity can 

be produced. 

Herein, I have designed and synthesized a bimetallic Bi-Sn catalyst for the efficient production of 

formate. The combined effects of Sn and Bi components along with unique morphology control 

results in high formate partial current density as well as long durability, showing almost 

exclusively formate production over 100 hours of operation. On this basis of physicochemical, 

electrochemical, and DFT analyses, these excellent traits of the catalyst are ascribed to four factors: 

(i) the interface between Sn and Bi is highly favorable for charge transport due to the higher 

electronegativity of Bi, allowing electron density to easily flow from Sn to Bi.  The sub-atomic 

orbital interaction, therefore, strengthens the interaction at the active site with the HCOO* 

intermediate, boosting the selectivity for formate over CO and H2; (ii) the Bi-Sn nanosheet 

structure is observed to be very robust from electron microscopic analysis, maintaining the highly 

favorable bimetallic interaction necessary for selective formate production; (iii) the nanosheet 

structure with enhanced edge sites exposure promotes mass transport of CO2 and formate ions 

during the reactions; (iv) the fabrication of CO2RR electrode is possible without the use of binding 

material, significantly reducing the electronic resistance. In summary, these advantages lead to the 

development of a catalyst system that can efficiently convert CO2 to formate at high current 

densities for extended periods, which will be demonstrated in the following sections. 
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3.2. Results and Discussion 

3.2.1.  Fabrication of Bimetallic Bi-Sn Electrodes 

A schematic diagram illustrating the structure of the Bi-Sn bimetallic catalyst deposited on a 

flexible carbon fabric substrate is shown in Figure 3-1a, which is used as a CO2RR electrode 

without further modification. As described in the 4.0 Experimental Methods, SnO2 nanosheets 

were deposited on a flexible carbon substrate by a facile and scalable hydrothermal reaction 

technique, followed by the electrodeposition of Bi nanoparticles uniformly onto the surface of 

SnO2 nanosheets. High surface area carbon fabric was used as the growth substrate during the 

hydrothermal reaction, which allowed SnO2 nanosheets to grow vertically without any addition of 

polymer binders, such as polytetrafluoroethylene (PTFE) or Nafion, which usually lower the 

overall electronic conductivity of the electrode. Additionally, this method can be deployed for gas 

diffusion electrode fabrication for future gas-phase CO2 electrolyzer applications. Prior to testing 

for CO2RR activity, the as-synthesized catalyst was exposed to an in-situ electrochemical 

reduction conditioning step by applying a constant potential of -1.14 V vs. RHE for 20 min to 

reduce SnO2 to Sn nanosheets, similarly to previously reported methods in the literature.50, 58 

Therefore, a portion of the current observed during the in-situ electrochemical reduction is ascribed 

to the reduction of SnO2 to Sn (Figure S3-1). To prevent re-oxidation of the freshly prepared 

surface, the electrode was tested immediately in the same electrolyte without exposing it to the 

open environment, which allowed CO2RR to occur over the Bi-Sn surface.50, 75, 101 
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Figure 3-1. (a) A schematic illustration of the Bi-Sn catalyst structure grown on porous carbon fabric substrate, and 

the active interface formed by Bi nanoparticle deposition on Sn nanosheets. SEM images of Bi-Sn/CF catalyst (b) 

before, and (c) after the in-situ pre-conditioning reduction step, respectively. (d) STEM image of the surface of a Bi-

SnO2 nanosheet.  HRTEM images of (e) Bi-decorated, and (f) Bi-free SnO2 nanosheet, respectively. (g) XRD patterns 

of the catalysts:  Bi-SnO2/CF, Bi-Sn/CF, and CF. Sn: JCPDS 04-0673; SnO2: JCPDS 41-1445; Bi: JCPDS 44-1246; 

C: JCPDS 41-1487.  

As revealed by scanning electron microscopy (SEM), 2D vertically-standing Bi-SnO2 nanosheets 

successfully are observed to grow directly on the porous carbon substrate as shown in Figure 3-

1b and Figure S3-2a. This structure is very advantageous for increasing the surface area since 

unsupported 2D nanostructures tend to agglomerate and lose active surface area. No obvious 
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morphology change is observed after the in-situ electroreduction of Bi-SnO2 nanosheets as shown 

in Figure 3-1c. The surface of the nanosheets may have re-oxidized during the SEM 

characterization, but this image is still indicative of no significant morphological change resulting 

from the in-situ electroreduction. The SEM images of various electrodes fabricated using varying 

Bi deposition times (SnO2/CF, Bi(0.1)-SnO2/CF, Bi(0.5)-SnO2/CF, Bi-Sn/CF and Bi(3)-SnO2/CF) 

show similar vertically standing nanosheet morphology (Figure S3-2b, 2c-f, respectively).  

As shown by the scanning TEM (STEM) and high-resolution TEM (HRTEM)  images in Figure 

3-1d and e, small Bi particles attached to the surface of SnO2 nanosheets are observed be 3 nm in 

average diameter and with a d-spacing of 0.329 nm that corresponds to the (102) plane of Bi.71 In 

comparison,  SnO2 nanosheets show lattice fringes with a d-spacing of 0.335 nm which 

corresponds to the (110) plane of SnO2 in both Bi-decorated and Bi-free samples (Figure 3-1e and 

f, respectively).106 The elemental constituents of the electrodes are revealed by energy-dispersive 

X-ray spectroscopy (EDX) as shown in Figure S3-3, which clearly indicates the presence of both 

Bi and Sn. It is important to carefully control the Bi deposition time as the excessive current passed 

during this step leads to aggregation and formation of relatively large Bi clusters as shown by SEM 

and TEM images (Figure S3-2g, 2h, and S3-4). 

To further characterize Bi-Sn electrodes, XRD was conducted to study the crystal structure of the 

Bi-SnO2/CF electrode, which clearly showed peaks that matched Bi (JCPDS# 44-1246) and SnO2 

(JCPDS# 41-1445) (Figure 3-1g).  Even though no morphological change was observed before 

and after the in-situ reduction of the electrodes based on the SEM analysis above, the XRD patterns 

of Bi-SnO2/CF and Bi-Sn/CF in Figure 3-1g clearly show the disappearance of the SnO2 peaks 

and emergence of Sn peaks at 30.6 o and 32.0 o which correspond to the (200) and (101) planes 
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(JCPDS# 04-0673). The same trend was observed with other Bi(x)-SnO2/CF and oxide-derived 

Bi-Sn/CF electrodes as shown by their XRD patterns (Figure S3-5).  

Further composition and valence state study of the Bi(x)-SnO2/CF electrodes have been conducted 

by X-ray photoelectron spectroscopy (XPS). The obtained XPS spectra are calibrated via 

alignment of the C(sp2) peak position in the C 1s spectrum to its reference value of 284 eV. The 

survey XPS spectrum (Figure S3-6a) clearly confirms that the samples consist of the elements of 

Bi, Sn, O, and C. Moreover, the high-resolution core spectrum of Sn 3d5/2 and Sn 3d3/2 (Figure S3-

6b) show that the two main peaks (486.77/495.18 eV in Bi-SnO2/CF, and 486.70/495.11 eV in Bi-

Sn/CF, respectively) correspond to Sn4+ in SnO2.
76 The transition from SnO2 to Sn after the in-situ 

electroreduction is observed by the negative shift in the binding energy of 0.07 eV from Bi-

SnO2/CF to Bi-Sn/CF as shown in Figure S3-6b. Despite the electrode having undergone re-

oxidation due to the air exposure during sample transport to XPS, the electrode still maintained 

this shift indicative of the robustness of the in-situ reduction process.  

 

Figure 3-2. (a) Sn 3d and (b) Bi 4f core-level XPS spectrum of Bi(3)-SnO2/CF, Bi-SnO2/CF, Bi(0.1)-SnO2/CF, and 

SnO2/CF. 
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As shown in Figure S3-6c, the peak profile of Bi 4f (159.27/164.58 eV and 158.57/163.85 eV for 

Bi-SnO2/CF and Bi-Sn/CF, respectively) indicates that Bi3+ species dominate as the main 

component of bismuth oxide.172 The small peaks at 156.22/161.70 eV are ascribed to Bi04f on the 

surface. The XRD patterns only show the metallic Bi phase in both Bi-SnO2/CF and reduced Bi-

Sn/CF samples as it is a bulk probing technique, while the surface sensitivity of XPS allows 

characterization of the oxidation states of Bi nanoparticles. The binding energies of Sn3d5/2 and 

Sn3d3/2 peaks shift to larger energies with increasing amounts of Bi as shown in Figure 3-2a. 

Specifically, Bi(0.1)-SnO2/CF has the lowest Sn3d5/2 and Sn3d3/2 binding energies. On the other 

hand, as the amount of Bi increases, Bi4f7/2/ Bi4f5/2 peaks shift to lower binding energies. In 

addition, the Bi(3)-SnO2/CF has the lowest Bi 4f7/2/ Bi 4f5/2  binding energy (Figure 3-2b). These 

results are clear indications of the transfer of electrons from Sn to Bi atoms, which modifies the 

overall electronic structure of the active sites at the Bi-Sn interfaces. The interaction of Sn and Bi 

orbitals and how it affects the formation of formate during CO2RR will be discussed with both 

experimental and computational results. 

3.2.2.  Electrochemical CO2 Reduction Performance 

As mentioned above, the oxide-derived Bi(x)-Sn/CF electrodes are tested immediately following 

the in-situ pre-condition reduction step to prevent surface re-oxidation. The CO2RR activity of the 

prepared electrodes (Bi-Sn/CF, Sn/CF, and CF) are measured by linear sweep voltammetry (LSV) 

(Figure 3-3a). Under N2 bubbling of 0.5 M KHCO3
 electrolyte, the increase in the current past -

0.7 V is ascribed to the hydrogen evolution reaction (HER), which is the main competing reaction 

during the CO2RR. With the CO2-purged electrolyte, however, a dramatic current increase is 

observed which indicates that the CO2RR occurs readily on the Bi-Sn catalyst.49 A series of 

constant potential electrolysis (CPE) measurements are performed to investigate the potential 
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dependence of the electrode on FEformate as shown in Figure 3-3b. With increasing overpotential, 

FEformate was found to continuously increase for all electrodes tested, reaching a maximum at -1.14 

V vs. RHE, then decreasing slightly after this point. This trend might be due to mass transport 

limitations of CO2. Oxide-derived Bi-Sn/CF bimetallic catalyst demonstrated the highest FEformate 

of 94 ± 2 % at -1.14 V vs. RHE, while FEformate was 78 ± 2% on the Sn/CF electrode at -1.14 V vs. 

RHE. Although a wide range of FEformate from 40 to 99 % has been reported on various Sn-based 

electrodes (Table S3-1), the Bi-Sn/CF electrode presented in this study, which has the advantages 

of non-precious metal composition and a practically viable fabrication method, demonstrates both 

very high FE and current density. These excellent performance metrics are attributed to the unique 

Sn nanosheet structures which consist of many edges and corner sites that lead to a strong local 

electric field as depicted in Figure S3-7. According to the field-induced reagent concentration 

(FIRC) theory,6 high-curvature structures concentrate electric fields which can affect local ion 

concentrations and in turn lead to a high local concentration of CO2 close to the active CO2 

reduction reaction surface.6, 71, 173 The Bi/CF electrode exhibits a FEformate of 78 ± 2% (Figure S3-

8a), which is slightly lower than the reported values obtained with Bi dendrites,72 nanoflakes,71 

and nanosheets.73, 164 This is likely due to the agglomeration of Bi particles into clusters during the 

electrodeposition in the absence of SnO2 nanosheets (Figure S3-5h), resulting in the loss of high-

index planes,72 corner and edge sites71 or under-coordinated Bi sites164 which are responsible for 

high CO2RR activity in Bi dendritic and nanoflake structures.  

The decreasing FEformate at high overpotentials is indicative of the formation of hydrogen and CO 

outcompeting the reduction of CO2 to formate, as shown by the product distribution in Figure 3-

3c. This competition between the production of formate, hydrogen, and CO is commonly observed 

and reported in the literature.75 However, it is important to note that the optimized Bi-Sn catalyst 
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composition and morphology in this study highly favors the production of formate, as Faradaic 

efficiency toward CO is kept below 10 % and the rest being hydrogen at all potentials tested. No 

other products aside from CO, H2, and formate are observed, which simplifies product separation 

in practical applications because the formate-containing liquid electrolyte can be easily separated 

from CO and H2. This allows the electrolyte to be readily refined and used as the hydrogen carrier14, 

16, 66-67 or as the fuel for formic acid fuel cells.68-69 

 

Figure 3-3. (a) CO2RR activities of the prepared electrodes (Bi-Sn/CF, Sn/CF, and CF) in an N2- (dotted line) or CO2-

purged (solid line) 0.5 M KHCO3 electrolyte at a scan rate of 20 mV s-1.  (b) FE of formate generated on electrodes 

(Bi-Sn/CF, Sn/CF, and CF) at a series of potentials from -0.64 to -1.34 V. (c) FE of formate, CO and H2 on oxide-

derived Bi-Sn/CF electrodes at a series of potentials from -0.64 to -1.34 V. (d) FE of formate with varying ratios of 

Bi and Sn at -1.14V vs. RHE. The error bars represent the standard deviations of three independent measurements of 

the same sample. 
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The effect of Bi deposition on the selectivity of CO2RR also was explored by varying the 

electrodeposition time of Bi on SnO2 nanosheets, resulting in the different compositions of Bi-Sn 

bimetallic catalysts. The electrochemical testing reveals the 1:1 ratio of Bi: Sn to demonstrate the 

highest FEformate as shown in Figure 3-3d, with either increasing or decreasing amounts of Bi 

leading to the reduction of FEformate. Structurally, these electrodes are observed to be different as 

shown in Figure S3-2 and S3-4, with the best performing Bi-Sn electrode displaying a uniform 

distribution of 3-nm Bi nanoparticles on Sn nanosheets surfaces, greatly increasing the exposure 

of the active Bi-Sn interfaces. In comparison, electrodes with a Bi: Sn ratio lower than 1 were 

observed to be absent of Bi nanoparticles (Figure S3-4b), while electrodes with a Bi: Sn ratio 

larger than 1 lead to the formation of relatively larger Bi clusters due to the agglomeration of Bi 

nanoparticles (Figure S3-4d).  

Interestingly, all electrodes fabricated and tested still show considerably favorable CO2RR activity 

toward formate production resulting in a FEformate of over 75 %  (Table S3-1). Regardless, these 

results obtained from different Bi-Sn compositions indicate that the amounts of each element have 

a strong influence on the structure of the catalyst which in turn dictates the product selectivity 

during CO2RR. Although various Sn-based bimetallic catalysts have been studied as shown in 

Table S3-1, such as Pd/Sn,76 Ag/Sn,50 Zn/Sn,166, and Cu/Sn,49 the selectivity is varied indefinitely 

between CO and formate. For instance, the production tendency of CO and formate depends on 

the thickness of SnO2 shell in a Cu/SnO2 core/shell catalyst.49 Based on this optimized Bi-Sn 

bimetallic composition and morphology, the electrode fabrication can be readily scaled up to 

produce highly efficient CO2 reduction active gas diffusion electrodes for high conversion rate 

devices such as CO2 electrolyzers. 
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One other point to highlight in this study is the use of flexible and porous carbon fabric as a high 

surface area growth substrate, which directs the uniform growth of Sn nanosheets and increases 

the exposure of the active site. The porous nature of the electrode significantly promotes the 

diffusion of the dissolved CO2 into the active sites and the products out of the electrode by the 

freely flowing electrolyte.75, 106, 174 Therefore, the interactions between the catalyst and the 

surrounding fluid are enhanced. As Figure S3-8b shows, the production rate of formate can be as 

high as 0.74 mmol h-1 cm-2 for the oxide-derived Bi-Sn/CF electrode at the optimum potential, 

which is remarkable in comparison to 0.2 mmol h-1 cm-2 as reported in a previous study of a tin-

based CO2RR catalyst.98 The easily scalable composite oxide-derived Bi-Sn/CF electrodes can be 

sandwiched with a hydrophobic gas diffusion layer to compose a gas diffusion electrode, which is 

a good candidate for industrial CO2-consuming flow electrolyzers.18  

3.2.3.  Stability of Oxide-derived Bi-Sn/CF Electrode  

The durability of the oxide-derived Bi-Sn/CF electrode is demonstrated by conducting CO2RR at 

the optimum potential for an extended period of up to 100 h. The resulting current density and FE 

toward formate are observed to slightly fluctuate due to increasing concentrations of formate in 

the electrolyte, which is a common phenomenon observed in batch type reactors.98 In order to 

eliminate the effect of variation of formate concentration in the electrolyte, the electrolyte was 

replaced with a fresh electrolyte every 20 hours. The durability testing proceeds by applying a 

constant potential of -1.14 V vs. RHE, where the highest FEformate is observed, without changing 

any other cell component. The FEformate is calculated every 20 hours of operation, and the 

concentration of formate is found to be as high as 180 mM. The oxide-derived Bi-Sn/CF electrode 

exhibits excellent stability over 100 hours of operation without any obvious degradation in FE or 

partial current density of formate as shown in Figure 3-4 and Figure S3-9, which is likely 
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attributed to the strong anchoring effect between the active Bi-Sn structure and the carbon fabric 

substrate which are observed to be unchanged even after long-term durability testing (Figure 3-4, 

inset).  

3.2.4.  Computational Analysis  

Periodic Density Functional Theory (DFT) calculations were conducted to support the 

experimental results obtained above for high CO2 reduction activity toward formate production on 

the Bi-Sn bimetallic catalyst. The computational analysis considers two main pathways for CO 

and HCOO− production from the adsorption of bicarbonate (CO3H*) species (Figure S3-10), 

which is reported as the primary carbon source for formate production during CO2 electroreduction 

in the literature.76, 154, 175 Figure S3-10c shows the binding of CO3H* to the electrode surface 

during the initial electrochemical step to the carbon atom (R1a) and the oxygen atom (R1b) 

resulting in the formation of the COOH* and HCOO* intermediates, respectively.50, 65, 155 The 

second electrochemical step (R2) results in the production of CO (R2a) or HCOOH (R2b).65
 

CO3H* + H+ + e- → COOH*+OH*       (R1a) 

COOH* + H+ + e- → CO*+H2O*        (R2a) 

CO3H* + H+ + e- → HCOO*+OH*         (R1b) 

HCOO* + H+ + e-  → HCOOH* +*        (R2b) 

As depicted by the energy profiles (Figure 3-5a and b), the energy differences (ΔE1) between the 

adsorption of two competing intermediates (COOH*, HCOO*) on the Sn (101) and Bi-Sn (101) 

surfaces are 0.55 and 0.81 eV, respectively. The energy differences of corresponding adsorbed 

products (ΔE2) are 0.43 and 0.85 eV, respectively. The higher values of ΔE1 and ΔE2 on the Bi-Sn 

(101) surface indicate that the pathway involving the HCOO* intermediate leads to a more 
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favorable formation of formate due to the changes in the electronic structure caused by interfacing 

with Bi nanoparticles, consistent with the experimental results. 

 

Figure 3-4.  Stability of the oxide-derived Bi-Sn/CF electrode demonstrated by partial current density (PCD) and FE 

toward formate during long-time operation (100 h) at -1.14 V vs. RHE. Inset: SEM images of Bi-SnO2/CF before 

(left) and after (right) the stability test. 

 

Figure 3-5.  Calculated reaction energy profiles for CO2RR to form CO (top) and HCOOH (bottom) on the (a) Sn 

(101) surface and (b) Bi-Sn (101) surface. All energies are regarding the energies of CO3H adsorbed on Sn (101) or 

Bi-Sn (101) surface. 

To better understand the reason for the higher values of ΔE1 and ΔE2 on the Bi-Sn (101) surface, 

the projected density of states (PDOS) of the O atom in adsorbed HCOO* and surface Sn atoms 
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in Sn (101) and Bi-Sn (101) are analyzed by decomposing the electron density and the wave 

function into the atomic orbital contributions. As shown in Figure 3-6a, there are harmonic p-p 

and p-s overlaps between the O-2p and Sn-5s, Sn-5p states at energy levels from 0 to -10 eV in Sn 

(101). In contrast, for Bi-Sn (101), there are three new harmonic overlaps (α, β, and γ), showing 

the strong interaction between the O and Sn atoms for Bi-doped Sn (101) surface.176 Especially for 

the α and γ areas, large overlaps between O-2p and Sn-4d are observed, indicating strong O-Sn 

bonding. The density of states at the Fermi energy level (Ef) roughly determines the availability of 

electrons for a given reaction.177 Comparing the PDOS of the p orbital (Figure 3-6b) and d orbital 

(Figure 3-6c) of an Sn atom on Sn (101) and Bi-Sn (101) surfaces before HCOO* adsorption, both 

p and d orbitals of Sn electron states are up-shifted away from the Fermi level after interfacing 

with Bi deposits. Although Sn is not a transition metal, the d orbital of Sn electron states is still 

important and needs to be considered for studying the changes in electronic structures.178 Therefore, 

the electron density from the more electronegative O atom is readily transferred to the p and d 

orbitals of the Sn atom, thus boosting the stable adsorption of the HCOO* intermediate on the Bi-

Sn (101) surface and improving the selectivity of CO2RR toward formate.162, 179-180  

This finding is consistent with and can be used to explain other reported bimetallic component 

catalysts (Table S3-1) which have shown improved formate selectivity when secondary atoms 

such as Pd76, Ag50, Cu49, and S74 were incorporated into Sn, which all have a stronger 

electronegativity181 than Sn. On the other hand, the formate selectivity was found to decrease with 

the incorporation of Cd and Zn166, each of which has a weaker electronegativity than Sn (Figure 

S3-11). A strategic combination of binary components will thus lead to the optimum binding 

energy on the volcano plot, with the electron density shifting between bimetallic components due 

to their contrasting electronegativity values being the significant contributor.  



46 

 

Figure 3-6.  (a) Projected density of states (PDOS) of s, p, and d orbital of Sn atom and p orbital of O atom on Sn 

(101) and Bi-Sn (101) surfaces with adsorbed HCOO*. PDOS of (b) p orbital and (c) d orbital of Sn atom on Sn (101) 

and Bi-Sn (101) surfaces before HCOO* adsorption. 

3.3. Conclusions 

In summary, a bimetallic Bi-Sn catalyst was synthesized and investigated for a highly efficient 

conversion of CO2 into formate. Due to the orbital interaction of Bi-Sn and Sn-O, the composition 

and morphology optimized electrode (Bi-Sn/CF) led to 96 % Faradaic efficiency for formate at -

1.14 V vs. RHE with a high production rate of 0.74 mmol h-1 cm-2. Additionally, the electrode 

demonstrated excellent durability of 100 hours of continuous operation with no degradation in 

current density and Faradaic efficiency. Furthermore, DFT simulation showed that Bi 

nanoparticles that formed an interface with the underlying Sn nanosheet resulted in both the p and 
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d orbitals of Sn electron states to be up-shifted away from the Fermi level. This in turn led to the 

shifting of the electron density from more electronegative O atoms to the p and d orbitals of Sn 

atoms, thereby better stabilizing HCOO* intermediates on Bi-Sn(101) than on an undecorated pure 

Sn(101) surfaces. The present work sheds light on the rational design of catalysts for future CO2RR 

studies by presenting a facile synthesis technique for nanostructured bimetallic catalysts and 

providing sub-atomic insights into electronic structure changes at the bimetallic interfaces. 

3.4. Experimental Methods 

3.4.1. Experimental Section 

3.4.1.1. Direct growth of SnO2 nanosheets on carbon fabrics (SnO2/CF).  

SnO2 nanosheets were grown on a conductive high surface area carbon fabric (CF, Fuel Cell Earth). 

The synthesis of the SnO2/CF electrode was conducted according to previous work in our lab.174 

Specifically, 0.5646 g of tin(II) chloride dihydrate (SnCl2∙2H2O, Alfa), 0.4508 g of urea 

(NH2CONH2, Sigma-Aldrich) and 0.1122 g of ammonium fluoride (NH4F, Sigma-Aldrich) were 

completely dissolved in DDI water (60 mL) under stirring, then hydrochloric acid (HCl, 37%, 

Sigma-Aldrich) was added drop-wise until the solution turned transparent. One piece of CF (5.0 × 

5.0 cm) with the solution was transferred into a 100 ml Teflon-lined autoclave and kept at 180 °C 

for 10 h. After the hydrothermal process, the obtained CF was rinsed with DDI water and ethanol 

repeatedly and dried under vacuum at 80 °C overnight.  

3.4.1.2. Bismuth decoration on SnO2/CF (Bi-SnO2/CF). 

The as-grown SnO2/CF was used as the substrate to electrodeposit Bi, forming Bi-SnO2/CF. First, 

an aqueous bismuth solution was prepared by dissolving 0.9700 g of bismuth (III) nitrate 

pentahydrate (Bi(NO3)3·5H2O, Sigma-Aldrich) in 60 mL of DDI water, then hydrochloric acid 
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(HCl, 37%, Sigma-Aldrich) was added drop-wise to make the solution transparent.71, 182  One piece 

of SnO2/CF (1.0 cm × 1.0 cm) was immersed in the deposition solution as the working electrode, 

while a saturated calomel electrode (SCE) and a platinum foil were used as reference electrode 

and counter electrode, respectively. The electrodeposition was conducted by applying -0.1 V vs. 

SCE until the desired amount (Table S3-2) of electron charge was passed to obtain the composite 

electrodes with different ratios of Sn and Bi. Pure CF also served as a substrate for the direct 

deposition of Bi as a comparison, which was denoted as Bi/CF. After electrodeposition, Bi(x)-

SnO2/CF and Bi/CF electrodes were cleaned with DDI water and dried in an oven at 80 °C 

overnight.  

3.4.1.3. In-situ electrochemical reduction of Bi-SnO2/CF (oxide-derived Bi-Sn/CF) electrode. 

In-situ electrochemical reduction of the bimetallic electrode was conducted in CO2-saturated 0.5 

M KHCO3 electrolyte at -1.8 V vs. SCE to electrochemically reduce the as-grown SnO2 during the 

hydrothermal reaction to Sn. This pre-conditioning step is consistent with the methods mentioned 

in the literature for tin-based catalysts.50, 58  

3.4.1.4. Materials Characterization. 

The complex oxide-derived Bi-Sn composite electrodes synthesized in this study were 

characterized by the following techniques. XRD (X-ray diffraction, Rigaku Miniflex 600), and 

XPS (X-ray Photoelectron Spectrometer, Thermo Scientific K-alpha XPS spectrometer) was used 

to confirm the crystal structure and elemental composition, respectively. SEM (Scanning electron 

microscopy, LEO FESEM 1530) and TEM (transmission electron microscopy, JEOL 2010F) was 

employed to observe the morphology of the electrodes.  
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3.4.1.5. Electrochemical measurements. 

Electrochemical CO2 reduction was conducted in a gas-tight H-type cell with Nafion 117 

membrane to separate the two compartments and prevent re-oxidation of CO2RR products at the 

anode (Figure S3-12). One platinum wire and an SCE were used as the counter and reference 

electrodes, respectively. The calibration of the reference electrode was checked against a reversible 

hydrogen electrode (RHE) and the measured potentials (vs. SCE) were converted to RHE using 

the formula E(RHE) = E(SCE) + 0.235 V + 0.0591 M × pH. The electrolyte was 0.5 M potassium 

bicarbonate (KHCO3, ≥ 99.95%, Sigma-Aldrich) saturated with CO2 (pH = 7.2). Before 

electrolysis, the electrolyte was purged with CO2 gas (99.998%, Praxair Gas) for at least 30 min. 

Each compartment contained 30 mL of electrolyte with a 20-ml headspace. The electrolyte in the 

cathodic compartment was stirred at a rate of 600 rpm to enhance mass transport of CO2 and 

products around the surface of the working electrode. The working electrodes for electrolysis 

experiments consisted of 0.5 × 1.0 cm2 oxide-derived Bi(x)-Sn/CF held by a clamp made of 

platinum. The CO2 reduction was performed for 1 h at various potentials in the electrolyte. The 

electrochemical measurements were carried out using a potentiostat (BioLogic VSP300). The 

current densities reported in this work were normalized to the geometric surface area. The CO2 

electroreduction test was repeated three times, and the results presented are the averaged values. 

All the experiments were conducted under ambient pressure and at room temperature (23 °C).   

CO2RR products analysis: The concentration of reaction products in the liquid electrolyte was 

detected using a 500 MHz 1H liquid NMR spectrometer (Bruker Advance) with the water 

suppression method. The standard solution consisted of 4.61 mM N, N-dimethylformamide (≥ 

99.9%, Sigma-Aldrich) in D2O (99.9%, Sigma-Aldrich). N, N-dimethylformamide was used as an 

internal reference for the chemical shifts. Typically, NMR samples were prepared by mixing 630 



50 

uL of the product-containing electrolyte and 70 μL standard solution. Formate calibration curves 

(Figure S3-13) were generated using a stock solution of sodium formate (Sigma-Aldrich). 

Assuming that two electrons are needed to produce one formate molecule, the Faradaic efficiency 

(FE) can be calculated as follows: FE = 2 F × nformate/Q = 2F × nformate/(I×t), where F is the Faraday 

constant.6 

Gas products were quantified by gas chromatography (GC, Inficon Micro 3000 GC). The GC has 

two channels, one equipped with a packed Molecular Sieve column and the other with a packed 

Plot U column. Each channel was connected to a thermal conductivity detector (TCD). Argon 

(Praxair Gas, 99.999%) and Helium (Praxair Gas, 99.999%) were used as the carrier gases, 

respectively. The gases from the outlet of the cathodic compartment were collected by a 50 CC 

gas-tight syringe (Perfektum), then injected into the GC. Every gas sample was measured three 

times. The FEs of both CO and H2 production resulting from the electrolysis were calculated by 

methods reported in the literature.29, 76 

3.4.2. DFT Calculation Methods  

In order to investigate the origin of the high performance of Bi-Sn bimetallic catalysts, calculations 

were carried out using periodic Density Functional Theory (DFT) implemented in the Vienna Ab 

initio Simulation Package (VASP 5.2).183-184 The projector-augmented wave (PAW) method was 

applied to solve the ion-electron interactions in a periodic system.185 The generalized gradient 

approximation (GGA)186 with Perdew−Burke−Ernzerhof (PBE)187 functionals was used to treat 

the exchange-correlation interactions in the Kohn−Sham equations.183 Spin-polarized calculations 

were carried out with an energy cutoff for the plane waves of 400 eV.  

The convergence criteria for optimization of the atomic structure were set at 5×10-6 eV and a 

Hellmann-Feynman188 force of 0.01eV/Å. The Gaussian smearing method (σ=0.1 eV) was used. 
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A Monkforst-Pack k-point mesh of 2 × 2 × 1 k-points was employed.189-191 By increasing the cutoff 

energy to 450 eV and the number of k-points to 4 × 4 ×1, we observed a negligibly small change 

in adsorption energies (< 0.01eV) of surface species, which indicates that adsorption energy values 

are well converged with respect to these parameters. As previously reported,75 CO2 reduction 

occurs at a metallic Sn site and the (101) facet of Sn can be detected by HRTEM; therefore, an Sn 

(101) surface with 4 atomic layers and 2 × 2 unit cells was used as the model system. The interface 

of the Bi-Sn bimetallic electrode is important for highly selective CO2RR. In order to simulate the 

role of Bi on this bimetallic catalyst, a Bi-Sn (101) surface was built by decorating one Bi atom 

onto the surface of pure Sn (101) surface (Figure S3-10). Although there were no explicit alloy 

peaks observed in the XRD pattern, Bi atoms at the surface of Sn can still be inserted into the 

underlying lattice to form a bimetallic Bi-Sn interface.49 A vacuum layer of 15 Å was added to 

separate neighboring slabs to avoid possible interaction.  An 8 × 8 × 1 k-points mesh was used for 

the density of states (DOS) calculation. 

3.5. Supporting Figures and Tables  

 

Figure S3-1. Electroreduction of SnO2 to Sn through in-situ reduction of the electrode. Inset digital images are of the 

CF surfaces during electroreduction. A drastic decrease in the current is observed in the first 2 minutes during which 
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tin oxide is reduced to tin with significant gas evolution at the electrode, which is most likely hydrogen evolution.175, 

192 When the SnO2 was reduced to Sn, the hydrogen evolution was suppressed evidenced by fewer bubbles. 

 

Figure S3-2. SEM images of the 3D electrodes: (a) Bi-SnO2/CF (b) SnO2/CF; (c) Bi(0.1)-SnO2/CF; (d) Bi(0.5)-

SnO2/CF; (e) Bi-SnO2/CF; (f) Bi(3)-SnO2/CF; (g) Bi(10)-SnO2/CF. (h) Bi/CF. The mass ratios of Bi and Sn are 

calculated as shown in Table S3-2.  
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Figure S3-3. STEM images and EDX of the 3D electrodes: (a) SnO2/CF, (b) Bi-SnO2. (Copper peaks are from TEM 

copper grid.) 

 
 

Figure S3-4. HRTEM images of (a) SnO2 nanosheet; (b) Bi(0.1) -SnO2 nanosheet; (c) STEM image of Bi -SnO2 

nanosheet; (d) HRTEM image of Bi(3) -SnO2 nanosheet. The mass ratios of Bi and Sn are calculated as depicted in 

Table S3-2.  
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Figure S3-5. XRD patterns of the catalysts. a. SnO2 on carbon fibers (SnO2/CF); b. After activation, SnO2 was reduced 

to Sn (Sn/CF); c. Bi was deposited on SnO2/CF (Bi(0.5)- SnO2/CF); d. Bi(0.5)-Sn/CF; e. bare carbon fiber (CF); f. Bi-

SnO2/CF; g. Bi-Sn/CF; h. Bi(3)-SnO2/CF; i. Bi(3)-Sn/CF; j. Bi(10)-SnO2/CF; k. Bi(10)Sn/CF. SnO2: JCPDS 41-1445; 

Sn: JCPDS 04-0673; Bi: JCPDS 44-1246. 

 

Figure S3-6. (a) Full XPS survey of Bi(x)-SnO2/CF. (b). Sn 3d and (c) Bi4f core level XPS of Bi-SnO2/CF (before 

the in-situ reduction of the electrode) and Bi-Sn/CF (after in-situ reduction of the electrode).  
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Figure S3-7. Simulated electric field distribution in two-dimensional nanosheets. 

The electric field generated near the nanosheets was simulated using the COMSOL Multiphysics finite-element-based 

solver. The Electric Currents module was used to solve the electric field, as the opposite gradient of the electric potential 

V: 𝐸 =  −𝛻 𝑉. The electrolyte conductivity was taken to be 10 S·m−1. 6, 71, 173 2D models were used to represent 

nanosheets structures. Extremely fine triangular meshes were used for all simulations.  

 

 

 
 

Figure S3-8. (a) FE of formate generated on oxide-derived Bi(x)-Sn/CF electrodes at a series of potentials from -0.64 

to -1.34 V. (b) Production rate of formate generated on oxide-derived Bi(x)-Sn/CF electrodes at a series of potentials.  

The CO2 reduction was performed for 1 h at various constant potentials from -0.54 to -1.34 V in a CO2-bubbled 0.5 

M KHCO3 electrolyte.  
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Figure S3-9. (a) CO2RR activities of the Bi-Sn/CF electrodes before and after the stability test in a 0.5 M KHCO3 

electrolyte at a scan rate of 20 mV∙ s-1.  (b) XRD patterns of Bi-SnO2/CF before and after the stability test. 

 

 

 
 

 
 

Figure S3-10. (a) Sn (101) surface with 4 layers and 2 × 2 unit cells used as the model system; (b) Bi-Sn (101) surface 

built by decorating one Bi atom on the surface of pure Sn (101) surface. (c) Simulation considering two pathways for 

CO and HCOO− production from CO3H*.  
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Figure S3-11. Electronegativity of selected elements.181 

 

Figure S3-12. Schematic illustration of the electrochemical cell used for CO2RR. 

 

 

Figure S3-13. (a) A linear relationship between the formate concentration and relative peak area vs. DMF. The linear 

correlation coefficient is 0.99996. (b) NMR spectrum of 0.5 M KHCO3 electrolyte after 1 h of CO2RR. 
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Table S3-1. CO2RR properties of electrocatalysts for formate production.  

Electrocatalysts Electrolyte 
Potentia

l (VRHE) 
FEformate 

Current 

Density 

(per geometric 

surface area) 

Durability Ref. 

Sn-

based 

Bi-Sn / CF 
0.5 M 

KHCO3 
-1.14 96% 45 mA cm-2 100 h 

This 

work 

Sn / CF 
0.5 M 

KHCO3 
-1.14 80% 23 mA cm-2 - 

This 

work 

Pd-Sn nanoparticles 
0.5 M 

KHCO3 
-0.43 99% 30 mA cm-2 5 h 76 

Ag
3
Sn Core−Shell 

Structure 

0.5 M 

NaHCO3 
-0.9 87% 20 mA cm-2 25 h 50 

Ag-Sn/rGO catalyst 
0.5 M 

NaHCO3 
-0.94 88% 21 mA cm-2 6 h 166 

Cu-Sn/rGO catalyst 
0.5 M 

NaHCO3 
-0.99 87% 24 mA cm-2 6 h 166 

Cu/SnO2 

Core−Shell 

Structure 

0.5 M 

KHCO3 
-0.9 90% 22 mA cm-2 - 49 

Sulfur-Modulated 

Tin Sites 

0.1 M 

KHCO3 
-0.75 93% 55 mA cm-2 40 h 74 

CdSnO3 
0.5 M 

NaHCO3 
-0.9 50% 6 mA cm-2 - 166 

ZnSnO3 
0.5 M 

NaHCO3 
-0.9 55% 3 mA cm-2 - 166 

Graphene confined 

Sn quantum sheets 

0.1 M 

NaHCO3 
-1.1 93% 25 mA cm-2 50 h 75 

SnOx/graphene 
0.1 M 

NaHCO3 
-1.16 94% 10 mA cm-2 - 58 

Sn/SnOx thin film 
0.5 M 

NaHCO3 
-0.7 40% 4 mA cm-2 12 h 32 

Electroplated 

Sn/gas diffusion 

electrode 

0.5 M 

NaHCO3 
-1.10 71% 20 mA cm-2 6 h 112 

Electrodeposited Sn 

dendrite 

0.1 M 

KHCO3 
-1.36 83% 25 mA cm-2 18 h 114 

Sn modifed N-

doped carbon 

nanofber 

0.5 M 

KHCO3 
-0.8 62% 9 mA cm-2 24 h 102 
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Table S3-2. Actual compositions of the synthesized Bi(x)-Sn/CF and the amount of electron charge passed. 

Calculated composition 
Bi/Sn surface ratio 

(XPS measured composition) 

Total Charge 

Passed/ C 

Bi(0.1)-SnO2/CF 0.1 5 

Bi(0.5)-SnO2/CF 0.13 10 

Bi-SnO2/CF 0.17 20 

Bi(3)-SnO2/CF 0.28 50 

Bi(10)-SnO2/CF 0.45 100 

 

Note: The electrodeposition was conducted by applying -0.1 V until a desired amount of electron charge was passed 

to obtain the composite electrodes with different ratios of Bi and Sn.  

Tin monoxide 

(SnO) nanoparticles 

0.5 M 

KHCO3 
-0.86 75% 10 mA cm-2 - 81 

Bi-

based 

Bi / CF 
0.5 M 

KHCO3 
-1.14 78% 53 mA cm-2 - 

This 

work 

Bi flake 
0.1 M 

KHCO3 
-0.6 99% 4 mA cm-2 10 h 71 

Bi dendrite 
0.5 M 

KHCO3 
-0.74 89% 10 mA cm-2 12 h 72 

Sulphide-derived 

Bi 

0.5 M 

NaHCO3 
-0.75 84% 5 mA cm-2 24 h 165 

Bi nanosheets 
0.5 M 

NaHCO3 
-0.7 90% 13 mA cm-2 5 h 73 

Ultrathin Bi 

nanosheets 

0.5 M 

NaHCO3 
-0.9 ~100% 15 mA cm-2 10 h 164 
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Chapter 4. CO2-to-CO Transformation by Sn-Ti-O 

Ternary Catalyst 

This chapter consists of the following paper that was co-authored by myself, my supervisors, four Ph.D. 

students (Bohua Ren, Haozhen Dou, Zhen Zhang, and Yaping Deng), and six collaborators (Moon G. Park, 

Jie Yang, Zhengyu Bai, Lin Yang, Gianluigi A. Botton, and Yongfeng Hu). Reproduced with permission 

from “Ternary Sn-Ti-O Electrocatalyst Boosts the Stability and Energy Efficiency of CO2 Reduction”, 

Angew. Chem. Int. Edit. 2020, 59, 12860.” Copyright 2020 Wiley-VCH Verlag GmbH & Co. KGaA. DOI: 

org/10.1002/anie.202004149. Featured on Cover. 

Statement of Contributions: I devised the idea, synthesized the materials, and carried out the 

electrochemical measurements; B. Ren conducted DFT simulation and analyses; M. Park and H. Dou 

contributed to the materials’ synthesis and characterization; J. Yang and G. Botton carried out TEM 

experiments; Z. Bai and Z. Zhang contributed to electrochemical experiments and data analyses; Y. Deng 

and Y. Hu performed XAFS experiments; J. Gostick and I developed the FEM model; Z. Chen supervised 

the research work; G. Wen, B. Ren, Z. Bai, and Z. Chen wrote the manuscript. All authors participated in 

the discussion and commented on the results. 

4.1. Introduction 

The conversion of CO2 to valuable chemicals via electrochemical CO2 reduction reactions (CO2RR) 

offers a clean and sustainable approach toward closing the carbon loop.7, 9, 193  The CO2RR process 

also allows for harvesting intermittent renewable energy sources such as wind and solar.79 Among 

a variety of derived chemicals, carbon monoxide (CO) and formic acid are of great interest due to 

their relatively lower activation potentials and their large potential market (CO for synthetic gas 

and formic acid for hydrogen carrier).50, 194-195 To seek efficient electrocatalytic materials, many 

strategies have been explored extensively, including, but not limited to, engineering 

morphology,164, 196-197 exploration of the binary-metal hybrid effect,48-49, 166, 198-199 tuning oxidation 

states,81, 200 and synthesizing single-atom catalysts.158, 201-202  However, there are still technical 
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challenges that hinder the commercial scaling-up of CO2RR processes, such as limited EE 

(generally lower than 60%), shorter operating lifetime (generally lower than 100 hours), and 

difficult separation of end products. 

Tin (Sn) and partially oxidized SnOx based materials are one  of the most promising non-precious 

materials for practical CO2RR systems,2, 75 being able to convert CO2 to both CO and formic acid 

(Table S4-1).49, 81 Noticeably, oxygen (O) atoms in SnOx play an important role in the adsorption 

of intermediates.82-83 Nevertheless, the energy efficiency (EE) of CO2RR is typically limited by a 

low selectivity of the desired product, a large overpotential (> 0.8 V), and a narrow potential 

window.80 Additionally, the introduction of  O atoms also causes catalysts to become unstable due 

to the competition between metal oxide reduction and CO2RR under highly cathodic conditions.84  

Herein, I proposed to decorate Sn with titanium (Ti) and construct a 3D ordered mesoporous 

(3DOM) structure to overcome existing limitations of CO2RR.  First, the addition of Ti atoms is 

revealed to preferably adsorb the oxygen atom in the COOH* intermediate, tuning the selectivity 

toward CO instead of formate. Second, Ti atoms are further unearthed to stabilize the lattice 

oxygen atoms in SnOx and maintain the 3DOM structure, prolonging the catalyst lifetime. Third, 

the robust 3DOM structure results in a local environment with higher alkalinity, not only 

suppressing the hydrogen evolution reaction (HER) but also further hindering formate formation. 

Finally, the decorative Ti atoms and the high local alkaline environment are experimentally proven 

to reduce CO2 activation potential and expand the potential window. Therefore, the work offers a 

new 3DOM ternary Sn-Ti-O electrocatalyst that can efficiently convert CO2 to CO at high cathodic 

energetic efficiency (EEca) for extended periods, advancing Sn-based catalytic materials for 

scaling-up and practical applications of CO2RR. 
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4.2. Results and Discussion 

Density functional theory (DFT) analyses were performed to examine the atomic interactions in 

the Sn-Ti-O metal−oxide interface. SnOx is reported to have good activity for CO2RR.50, 86, 203 

While TiO2 plays an important role to maintain the structure. The samples with lower ratios of Ti 

(<0.7) cannot construct a stable 3DOM structure and a pure TiO2 sample is inactive for CO2RR 

(Electrochemical Performance section). Consequently, two Models were considered in DFT 

simulation to consider the effect of Ti on the active SnOx site. Model I was generated (i.e. SnO2 

with 6 oxygen vacancies, SnO2-δ)
204 owing to the fact that the surface tin oxide layer can be 

partially reduced under reaction conditions.50 Model II was built as Model I with three Ti atoms 

substituting Sn on the surface (i.e. Sn(Ti)O2-δ) in order to investigate the influence of Ti on active 

SnO2-δ site. Model II in DFT analyses was used as a representation of the local atomic structure of 

active sites.48, 204 Two main pathways for CO and formic acid (HCOOH) production were 

considered on two models (Figure S4-1a-c in the 4.5. Supporting Information).84, 86, 201  

Table 4-1. Calculated average Bader charge (e) of surface Ti atoms and neighboring Sn and O atoms in Model I and 

II, respectively. 

Atom[a] 
Surface Models 

Variation 

(∆II – I) Model I: SnO2-δ Model II: Sn(Ti)O2-δ 

O (av) -1.063 -1.061 +0.002 

Sn (av) +1.390 +0.843 -0.547 

Ti (av) - +1.745 - 

[a] O (av) and Sn (av) entries indicate the average (av) charges of three oxygen atoms and three Tin atoms, 

respectively, located at the nearest neighboring sites of Ti. 

 

From Bader charge analysis (Table 4-1), we found that the surface Sn atoms near Ti atoms possess 

a formal charge variation of -0.547 e, while O atoms near Ti atoms retain its valence state (+0.002 
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e variation). This infers that Ti tends to delocalize charge by releasing it to the Sn atom (Figure 4-

1d). The projected density of states (PDOS) of the surface Sn and Ti atoms was further analyzed 

in Figure 4-1c-e. The substitution of Ti atoms causes the s, p, and d band centers of surface Sn 

atoms to downshift by over 2.3 eV (Table S4-2).205 The electron density transfer from Ti to Sn 

has two important impacts: 

(I) In favor of CO production (shortened reaction pathway). The marked downshift of the band 

centers indicates that the antibonding states are filled with more electrons. The back-donation 

antibonding states, therefore, decrease (Figure 4-1e).95, 206-207 Specifically, the back-donation from 

the valence band of Sn to the unoccupied orbital of COOH* is reduced,95 weakening the Sn-C 

bond. On the other hand, Ti atoms are depleted of electron density and further possess enhanced 

O affinity, seeking to bond with the oxygen atom of COOH*.208 The corresponding effects - the 

breaking of C-O bond and weakening of Sn-C bond during the adsorption process - both benefit 

the dissociative adsorption of COOH* intermediate, as illustrated in Figure 4-1d. These results 

additionally reveal the change in the catalytic mechanism associated with Ti substitution.  As 

depicted in Figure 4-1a, the intermediate COOH*, which is derived from CO3H* and deemed as 

the main intermediate of CO formation, bonds on the SnO2-δ surface (Model I) through a carbon 

atom (Figure 4-1a). Upon further transfer of H+ from the electrolyte, COOH* dissociates into 

CO* and OH* with a reaction energy of -2.96 eV (Table 4-2). However, for the Sn-Ti-O system, 

COOH* dissociative adsorption takes place on the Sn(Ti)O2-δ surface (Model II), leading to direct 

CO* formation (Figure 4-1b). This transforms CO* formation from a two-step reaction (CO3H* 

→COOH* → CO*) to a one-step reaction (CO3H* → CO*), which facilitates CO* production. 

(Figure S4-1d and e). 
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Table 4-2. Calculated reaction energies (∆E) of Model I and II. 

Reactions 
Surface Models 

Model I: SnO2-δ Model II: Sn(Ti)O2-δ 

COOH* + OH* + H+ + e− + *   → CO* + H2O* + OH* -2.96 eV -3.33 eV[a] 

HCOO* + OH* + H+ + e−   → HCOOH* + OH* -3.59 eV -2.49 eV 

[a] the reaction energy for CO* formation step is calculated by using E(CO*+2OH*)-E(CO3H*+H+) due to 

dissociative adsorption of COOH* for Model II (Figure S4-1). 

 

(II) Suppression of HCOOH production (higher reaction energy): For Model I (pure SnO2-δ), 

HCOO* is adsorbed on the surface by forming Sn-O bond. However, for Model II (Sn(Ti)O2-δ), 

HCOO* tends to adsorb by forming Ti-O bond instead (Figure 4-1f). The Ti atoms introduced in 

the pure SnO2-δ system interacts with neighboring Sn atoms. As shown in Figure 4-1f, Sn atoms 

deplete Ti atoms of electron density. Consequently, Ti atoms further possess enhanced O affinity, 

which indicates that Ti-O bond is stronger than Sn-O bond. This is also supported by the stronger 

adsorption of HCOO* on Model II. As indicated by the definition of adsorption energy (Eads) in 

the Supporting Information, a more negative value of Eads means stronger adsorption. As shown 

in Table S4-3, Eads of HCOO* on Model II is -3.11 eV, while Eads is -2.20 eV on Model I. The 

much higher adsorption strength (more negative) makes HCOO* intermediate overly stabilized, 

making it more difficult to break the Ti-O bond and produce HCOOH*, as shown in Figure S4-

1b. In addition, the higher adsorption energy of HCOOH* on Model II, as shown in Table S4-3, 

leads to unfavorable desorption. The above reasons justify the higher reaction energy for HCOOH* 

production in Model II than Model I, causing suppression of HCOOH* in Model II. Accordingly 

(Table S4-4), the variation in reaction energies indicate that CO formation is more spontaneous 

and the formation of HCOOH is suppressed for Model II.  
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As disclosed by DFT calculations, with appropriate construction of ternary Sn-Ti-O catalysts, Ti 

atoms tend to delocalize charge by releasing it to the Sn atoms. This may explain why selectivity 

is shifted towards CO rather than formate. 

 

Figure 4-1. DFT simulations. (a) COOH and OH species on the surface of Model I before and after adsorption (Ads.). 

(b) COOH* dissociative adsorption on Model II. (c) PDOS of s, p, and d orbitals of Sn and Ti atoms on Model I and 

Model II. Dashed lines indicate the orbital band centers and Fermi energy level. (d) Schematic of COOH* dissociative 

adsorption on the Sn-Ti surface. (e) Approximate schematic of antibonding and bonding states between the reaction 

surface and the adsorbate before (gray) and after (blue) Ti substitution. (f) Schematic of HCOO* adsorption on the 

Sn-Ti surface. 

In light of Sn-Ti interactions and previously reported superiority of mesoporous structure,209-210 

we sought to produce 3DOM ternary Sn-Ti-O compounds, which were prepared according to our 

previous work.211-212 A series of ternary Sn-Ti-O catalysts with varying surface ratios of Sn-Ti 
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were synthesized and characterized: Sn0.1Ti0.9O2, Sn0.2Ti0.8O2, Sn0.3Ti0.7O2, Sn0.4Ti0.6O2, 

Sn0.6Ti0.4O2, Sn0.8Ti0.2O2 (Table S4-5).  Among these, the Sn0.3Ti0.7O2 catalyst had the best 

selectivity for CO formation as discussed in the later Electrochemical Performance section.  

The produced ternary Sn-Ti-O materials were characterized using scanning electron microscopy 

(SEM) and observed an evident honeycomb porous structure, as shown in Figure 4-2a and Figure 

S4-2. The structure exhibited consistent pores with a diameter of approximately 100 nm, (Figure 

4-2b) providing strong structural support and high surface area with many available sites for 

catalytic activity. Interestingly, only for certain Sn-Ti-O ratios (Sn0.2Ti0.8O2 and Sn0.3Ti0.7O2, 

Figure S4-3 and S4-4), there were 5 nm nanoparticles attached to the 3DOM framework (Scheme 

4-1 and Figure 4-2b inset).  

Figure 4-2c depicts a compositional line scan on the edge of the porous structure of 3DOM 

Sn0.3Ti0.7O2 material, showing the composition of Sn, Ti, and O elements. As further shown in 

Figure 4-2d and S4-3, the chemical compositional maps with Electron Energy Loss Spectroscopy 

(EELS) were obtained over the region shown within the green box. The results showed a 3DOM 

framework with adherent nanoparticles composed of SnOx with dispersed amorphous/ 

crystallographic (anatase) TiO2 in Sn0.3Ti0.7O2 material (Scheme 4-1). High-resolution TEM 

(HRTEM) was performed on the 3DOM structure, which showed a d-spacing corresponding to the 

(110) and (101) planes of SnO2 and the (211) and (105) planes of anatase TiO2 and amorphous 

layer (Figure 4-2e).  The same conclusions were derived from the compositional line scan, 

chemical compositional maps, and HRTEM of Sn0.2Ti0.8O2 material which are provided in Figure 

S4-4.  

 



67 

 

Figure 4-2. Material characterizations. (a) SEM images, (b) TEM images, and (c) Line scan from EELS spectra on 

the edge of 3DOM-Sn0.3Ti0.7O2 material. (d) Elemental mapping from EELS spectra of O (red), Ti (green) and Sn 

(blue) atoms. (e) HRTEM image of Sn0.3Ti0.7O2 material. (1) 0.261nm, SnO2(101); (2) 0.330nm, SnO2 (110); (3) 

0.167nm, anatase TiO2 (211); (4) 0.170 nm, anatase TiO2 (105); (5-7) amorphous layer; Red dash line highlights the 

interface between SnOx and TiO2.  (f) XRD patterns of 3DOM-TiO2, Sn0.1Ti0.9O2, Sn0.2Ti0.8O2, Sn0.3Ti0.7O2 and 3DOM-

SnO2 electrodes. SnO2: JCPDS 41-1445; TiO2 in anatase phase: JCPDS 21-1272; TiO2 in rutile phase: JCPDS 78-

1510. 

Hierarchically ordered and interconnected mesoporous structure of synthesized Sn-Ti-O materials 

were found to feature a type IV N2 adsorption-desorption isotherm,211-212 as shown in Figure S4-

5. Particularly, Sn0.3Ti0.7O2 material showed Brunauer-Emmet-Teller (BET) specific surface area 

of 39.9 m2 g−1 and a less broad pore size distribution. This special structure appears to achieve an 
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ideal balance between exposure of active sites (more Sn-Ti-O interface) and appropriate electron 

density shift to enable Sn-Ti-O ternary synergistic effect and display optimum CO2RR 

performance as depicted by electrochemical tests, to be discussed later. The formation of such 

special structures, with nanoparticles attached to the surface of 3DOM framework, can be ascribed 

to the selective surface migration, phase separation and oxidation of the metals during 

calcination.213 

Due to the nature of sample fabrication (co-precipitation and calcination at 600 ᵒC), it is possible 

to thermodynamically observe the formation of Sn-Ti intermetallic as well as mixed-oxide phases 

as indicated in the phase diagrams (Figure S4-6 a, b). The X-ray diffraction (XRD) technique has 

deep penetration and provides a glimpse of the material compositions. As depicted from XRD 

patterns (Figure 4-2f, S4-7a), the special Sn0.3Ti0.7O2 composition displayed a major SnO2 phase. 

However, as shown in Figure 4-2c-e (Line scan from EELS spectra; Elemental mapping; HRTEM 

images), there were still coexisting amorphous and anatase TiO2 phases presumably near the 

surface of the 3DOM framework. Due to TiO2 being mainly amorphous and the limited amount of 

anatase TiO2, the peaks of SnO2 dominated and TiO2 peaks could not be observed in the XRD 

patterns.  

For the higher Sn-Ti ratios (Sn0.8-0.4Ti0.2-0.6O2), XRD patterns still clearly revealed only peaks of 

SnO2, and the Ti atoms likely existed as poorly crystalline oxides. Although the pure SnO2 sample 

formed an extensive 3DOM structure, with low additions of TiO2, the SnO2 phase tended to 

congregate and formed nanoparticles with the influence of Ti additions, thereby interrupting the 

framework, as shown in Figure S4-8. From TEM images (Figure S4-9), the 3DOM formation 

became more stable for Sn0.4Ti0.6O2, suggesting higher additions of TiO2 eventually stabilize the 

structure. 
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Scheme 4- 1. Schematic of the 3DOM ternary Sn0.3Ti0.7O2 electrocatalyst and local putative reactive Sn-Ti-O interface. 

(Am. indicates amorphous and Ana. indicates anatase.) 

On the other hand, for a lower Sn-Ti ratio (Sn0.2Ti0.8O2, Sn0.1Ti0.9O2), there was evidence of peak 

broadening and peak shoulder/separation at around 27°, 35°, and 51° in the XRD patterns (Figure 

S4-7a) presumed to correspond to the spinodal decomposition region (Figure S4-6a), displaying 

a more defined coexistence of SnO2 and anatase TiO2 phases. In this case, the formation of TiO2 

rich regions caused the shifting and transition of SnO2 peaks towards TiO2 anatase. At 100 mol% 

TiO2 composition, the phase diagram predicts a rutile phase.214 Interestingly, our 3DOM structure 

appeared as anatase, which has higher catalytic activity than the rutile phase.215 Considering the 

differences between nano-material and bulk material solidification, the deviation from the phase 

diagram is understandable. The 3DOM nanostructure presents itself with larger solubility range 

and formation of anatase rather than rutile due to: (1) the extra energy applied during the sonication 

procedure, (2) possibility of liquid and solid phase coexistence in small dimensions,216 and (3) 

more Ti accommodation due to atomic segregation towards the surface which avoids nucleation 

of another phase.214 The special Sn-Ti ratio (Sn0.3Ti0.7O2) is most likely the crucial turning point 

for spinodal decomposition for the nano-binary materials (Figure S4-6c). Sn0.3Ti0.7O2 not only 

avoided complete spinodal decomposition, presenting mainly the SnO2 phase with minor 

amorphous/ anatase TiO2 phase but also maintained a stable 3DOM structure. 
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As we previously disclosed,86 the Sn-based catalysts need to undergo accelerated degradation and 

activation under -1.13 V vs. RHE before performing CO2RR.50 The emergence of Sn peaks was 

found for the electrodes with Sn-Ti ratios higher than 3:7 after the in-situ activation step (Figure 

S4-7). After the activation step, notably, the SnO2 peaks were still conserved for Sn0.3Ti0.7O2 

electrodes, while there were no remaining strong SnO2 peaks for the 3DOM SnO2 electrode after 

activation. Further, for lower Sn-Ti ratios (Sn0.1Ti0.9O2 and Sn0.2Ti0.8O2), the oxide-to-metal phase 

exchange (i.e. reduction of SnO2 to Sn) was not noticeable from XRD analysis. This resistance to 

phase change is understood to be due to the oxygen atoms being much more stable in Sn-Ti-O 

ternary structure during CO2RR.  

To explore the complex interactions and the electronic structure between Sn, Ti, and O atoms, the 

calculated charge density reconfiguration is disclosed in Figure 4-3a and shows that the charge 

density is accumulated around O and Sn atoms, while depleted around Ti atoms.200, 217-218 To 

further verify the electron density configuration of Ti in the catalysts, X-ray absorption near-edge 

spectroscopy (XANES) at the Ti K-edge was performed to illustrate the coordination environments 

of Ti in different cases. Three characteristic features are denoted A1, A2’ and A3 in the pre-edge 

structure of the Ti K-edge spectra of compounds with high structural symmetry, such as six-

coordinated anatase (Figure 4-3b).219-220 For all Sn-Ti-O materials, A1and A3 signals were weak; 

only a pronounced A2 peak was perceived instead, indicating the existence of less symmetric Ti 

atoms predominately on the surface of the oxides.221-222 The low-coordination nature of Ti is also 

supported by the amorphous structure of TiO2 as depicted by XRD patterns (i.e. no clear discrete 

diffraction peaks associated with anatase TiO2, Figure S4-7), HRTEM (Figure 4-2e), and 

extended X-ray absorption fine structure (EXAFS) spectra of Ti K-edge (where lower EXAFS 

amplitude is observed for Sn-Ti-O samples as shown in Figure S4-10a, b). For the Ti atom in 
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Sn0.1Ti0.9O2, it showed the highest intensity for A2 peak with negligible A1 peak, suggesting its Ti 

coordination was more similar to four-coordinate TiO2.
222  On the other hand, the Ti atoms in 

Sn0.3Ti0.7O2 had the lowest pre-edge peak area with more defined A1, A2, and A3 peaks (inset of 

Figure 4-3b).  This indicates that Ti in Sn0.3Ti0.7O2 specifically had a more distorted 

symmetry,222 due to the strongest interaction between Ti 3d and Sn/O (2p), and electron density 

reconfiguration.  

Sn-L3 edge XANES spectra (Figure S4-10c) further confirmed Sn atoms in Sn0.3Ti0.7O2 exhibited 

an oxidation state between the Sn2+ and Sn4+ state.74 In summary, the interaction between Sn and 

Ti atoms exists as an amorphous structure with partial electron density reconfiguration among Sn, 

Ti, and O according to the XRD (Figure S4-7), XPS (Figure S4-11) and Ti K-edge and Sn-L3 

edge XANES spectra (Figure 4-3 and Figure S4-10c). Additionally, our simulated XANES 

spectra223-226 using DFT Model II (Figure S4-10d) is consistent with the experimental 

measurements, which indicates the DFT surface model is valid to depict the interaction of local 

Sn-Ti-O interface.  

XPS analysis was performed to further prove the oxide states in ternary Sn-Ti-O catalysts (Figure 

4-3c-e and Figure S4-11a-c). Both Ti and Sn in the matrix were present in their oxide states (Sn4+ 

and Ti4+, respectively). Figures 4-3c shows the obvious shifts of O 1s with different ratios of Sn-

Ti. These shifts resulted from interactions between O, Sn, and Ti atoms.  With increasing Sn-Ti 

ratio, the O 1s and Ti 2p binding energies shifted higher, while all Sn 3d peaks of Sn-Ti-O materials 

shifted to lower binding energy compared with the 3DOM-SnO2, with the shift of Sn0.3Ti0.7O2 

being the largest.  This indicates the strongest interaction between Ti and Sn/O was experienced 

within Sn0.3Ti0.7O2, as the maximum electron density was accumulated around Sn atoms, and the 

most depletion of electron density occurred for Ti 2p.181, 227-230 These shifts are attributed to a 
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partial electron density reconfiguration among Sn, Ti, and O (Figure S4-11g), which also 

corresponds with the Ti K-edge XANES and DFT analyses.  

 

Figure 4-3. Electron density transfer among Sn, Ti, and O atoms. (a) Scheme of calculated charge densities. The 

yellow and cyan blue isosurfaces correspond to the increase in the number of electrons and the depletion zone, 

respectively. (b) XANES spectra of Ti K-edge; the red area highlights the near-edge absorption energy. (c) O 1s, (d) 

Ti 2p and (e) Sn 3d core-level XPS spectra of 3DOM-TiO2, Sn0.1Ti0.9O2, Sn0.2Ti0.8O2, Sn0.3Ti0.7O2 and 3DOM-SnO2 

materials. 

From the comparison of XPS spectra before and after the activation step (Figure S4-11d-f), the 

activation step resulted in a high number of oxygen defect sites (531.0 eV) with a low oxygen 

coordination231-232 and the presence of Sn2+/4+ (485.9 and 494.4 eV) and Sn0 (484.0 and 492.5 eV) 

on the Sn0.3Ti0.7O2 catalyst surface. To further consider the effect caused by metallic Sn atoms, we 
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added a new DFT Sn5-Sn(Ti)O2 model (Model III), as shown in Figure S4-12, which contains an 

Sn5 cluster – the most stable configuration containing 5 Sn atoms233 – mounted on the Sn(Ti)O2 

surface. Sn5-Sn(Ti)O2 model indicated the preferential formation of formate over CO. This 

outcome contradicts experimental results, and it is concluded that this model configuration is 

unlikely the active site for CO2-to-CO reduction. Only by appropriate construction of ternary Sn-

Ti-O catalysts (Sn0.3Ti0.7O2), one appears to achieve a balance between exposure of active sites 

and an appropriate electron density shift. It was demonstrated that Ti atoms tended to delocalize 

maximum charge by releasing it to the Sn atoms in the compositions of Sn0.3Ti0.7O2, which altered 

the selectivity between CO and formate. Though the main cause of charge delocalization is 

electronegativity difference between Sn, Ti, and O, other factors can also play a role, such as a 

synthesis method, composition, and contact interface. 

The CO2RR activities of ternary Sn-Ti-O electrodes were investigated in an H-type 

electrochemical cell separated by a Nafion membrane with CO2-saturated 0.5 M KHCO3 as the 

electrolyte (methods in Supporting Information).86 In this work, the potentials reported are all 

converted into RHE. Linear sweep voltammetry (LSV) was performed firstly in the CO2-purged 

and N2-purged electrolyte (Figure S4-13a, b), which showed the catalysts induce higher currents 

in the CO2- saturated solution. Then the constant potential electrolysis (CPE) tests for 2 hours and 

repeated three times; the results presented are the averaged values under a sequence of potentials 

(Figure S4-13c).  H2, CO, and formate were the only products detected by gas chromatography 

(GC) and 1H- Nuclear Magnetic Resonance (NMR) spectrometer, respectively, and overall 

Faradaic efficiency (FE) of approximately 100% was achieved (Table S4-6, Figure S4-14). As 

depicted in Figure 4-4a, Sn0.3Ti0.7O2 electrode showed a noticeable FE(CO), reaching 92% ± 2.5% 

at a low potential of around -0.54 V vs. RHE (430 mV overpotential). The cathodic energy 
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conversion efficiency is projected to reach 71.5 % (methods in Supporting Information), which 

surpasses most Sn-based catalysts (Table S4-1) and satisfies the basic requirement for 

electrosynthesis to compete with fossil fuel-derived feedstocks.79 Meanwhile, the remarkable CO 

selectivity (above 90%) was maintained over a wide potential window, from -0.54 V to -0.94 V, 

as highlighted in light blue in Figure 4-4a. It is deemed that a wide potential window is essential 

for scaling the CO2RR process into practical and grid-scale applications,95 and will enhance the 

robustness and stability during inherent potential fluctuations inherent in electrolysis.  

Comparing the entire series of produced 3DOM catalysts toward CO formation (Figure 4-4b), 

3DOM TiO2 had nearly zero FE(CO), while FE(CO) on the 3DOM-SnO2 reached a maximum of 

about 50% at -0.34 V and decreased with more negative potential. From the studied 3DOM ternary 

Sn-Ti-O catalysts, Sn0.3Ti0.7O2 obtained an optimum selectivity for CO, which is a more desirable 

product than formate in terms of separation and broader use.81  

As depicted in Figure 4-4c, the optimal current density was achieved by Sn0.3Ti0.7O2 and also 

demonstrated superiority over reported results (Table S4-1). Especially compared with the SnO2 

nanosheets86 we previously reported, 3DOM-SnO2 exhibited a slightly lower formate selectivity 

(65% FE(HCOO−) for 3DOM-SnO2 vs. 77% for SnO2 nanosheets) and competitively higher CO 

selectivity (32% FE(CO) for 3DOM-SnO2  vs. 18% for SnO2 nanosheets) at its optimum potential 

of -1.03 V. The observed differences in selectivity is attributed to the high local alkalinity provided 

by the mesopores, as shown in the Figure 4-4e. From the finite element method (FEM) modeling, 

the local pH value was determined to theoretically reach up to 9.2 in the pores of 3DOM.  
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Figure 4-4. CO2RR performances. (a) FE toward CO, formate, and H2 on Sn0.3Ti0.7O2 electrode at a series of potentials 

from −0.34 to −1.21 V. (b) FE and (c) Partial current density (PCD) of CO on 3DOM-TiO2, Sn0.1Ti0.9O2, Sn0.2Ti0.8O2, 

Sn0.3Ti0.7O2, Sn0.4Ti0.6O2, and 3DOM-SnO2 electrodes under different potentials. (d) FE toward CO, formate, and H2 

on the 3DOM-SnO2 electrode. (e) Calculated pH values in the mesopores via FEM simulations. (f) Stability test for 

3DOM-SnO2 and Sn0.3Ti0.7O2 measuring current density (line plot) and FE (scatter plot). Test α (orange curve) of 

Sn0.3Ti0.7O2 is continuous electrolysis at -0.94 V, while Test β (green curve) is altering the potentials during electrolysis. 

The error bars represent the standard deviations of three independent measurements of the same sample. 

Our FEM calculation results further validate the ability of our mesoporous structure to increase 

CO selectivity, by not only suppressing the HER,234-235  but also hindering formate formation. The 
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bicarbonate electrolyte has low buffer capacity with limited migration rates of ionic species.236 It 

results in two consequences: 1) limited hydroxide ions migration rates and increased local 

alkalinity restrict the availability of protons in the mesopores, which inhibits the HER activity;[1c, 

31b, 32] 2) limited formate ions migration rates and increased formate ions concentration in the 

mesopores (Figure S4-15) further hinder formate formation. Additionally, a highly alkaline region 

is also beneficial for the catalytic activation of CO2 in the electrolyte.80, 93 The authors 

acknowledge that intentionally creating a high alkaline environment with the use of KOH 

electrolyte in the H-Type cell experiment would directly demonstrate these favorable effects. 

However, KOH participates in a side reaction that consumes CO2 and decreases the available 

CO2 concentration around the electrodes needed for the reduction reaction.89  For example, 

researchers have previously proposed to use alkaline flow cells with a gas diffusion electrode 

(GDE) operated in a flow-by mode.88, 237-238  It can provide higher current densities (CD) and 

energy efficiencies. However, it was also shown to suffer from carbonate salt precipitation in the 

stagnant pores of the GDE. Moreover, CO2 is parasitically converted to bicarbonate in the KOH 

electrolyte. Noticeably, the high local alkalinity in our engineered mesopores remained confined 

and appeared to be unaffected by the strong stirring turbulence in the experimental setup. It was 

therefore able to maintain CO2 availability, which is an impressive feature for CO2RR. 

Although the 3DOM SnO2 showed improved CO selectivity relative to the nanosheets, 3DOM 

SnO2 was not stable and only had stability for around 20 hours. Afterward, the FE(CO) was 

suddenly reduced and the porous structure collapsed (Figure S4-16). Remarkably, the produced 

optimum Sn0.3Ti0.7O2 electrode had good stability of over 200 hours of continuous electrolysis 

(orange Curve α in Figure 4-4f) without any obvious degradation confirmed by LSV curves and 

XRD, XANES and EXAFS analyses (Figure S4-16 e, f, and S4-17). SEM image (Figure S4-16) 
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displayed the collapse of the porous morphology, which is likely attributed to further reduction of 

SnOx and the removal of oxygen atoms from the crystal lattice, as proven by XPS spectra (Figure 

S4-18). To maintain a constant ionic concentration in the electrolyte during prolonged testing, the 

electrolyte was replaced with a fresh solution every 20 hours and the recorded time step was set to 

30 mins. To demonstrate structural robustness, we altered the potential during the stability test. As 

the Sn0.3Ti0.7O2-β curve depicts, the selectivity was well maintained under a wide potential window 

(-0.54 V to -0.94 V). From stability tests, it was evident that the existence of Ti was essential to 

not only donate electron density and stabilize the lattice oxygen in the ternary Sn-Ti-O materials 

but also to strengthen the 3DOM structure. The demonstrated electrochemical performance and 

resistance to variations in potentials can broaden the utilization of catalysts and is essential for a 

practical CO2RR system.  

4.3. Conclusions 

In summary, 3DOM ternary Sn-Ti-O catalysts were successfully produced, representing a simple 

but highly effective artificial material for CO2RR. DFT calculations combined with different 

physical and chemical characterizations revealed the nature of the electron density reconfiguration 

among Sn, Ti, and O atoms. A balance between exposure of active sites and the degree of electron 

density shift was imperative for achieving a highly efficient 3DOM catalyst. In particular, it was 

inferred that the crucial electron density transfer from Ti to Sn enabled the dissociative adsorption 

of COOH*, directly producing CO with cathodic energy efficiency over 71.5%. The existence of 

Ti not only effectively creates an electron bank that contributes to the activation of catalytic 

reactions, but it also plays an important role in strengthening the 3DOM structure in order to 

maintain a high EEca for over 200 hours within a wide potential window. Insights gained through 

these quantitative analyses of electron density configuration can be further exploited as promising 
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design principles for high-performance catalysts, making the electrochemical process more 

sustainable for practical applications. 

4.4. Experimental Methods 

4.4.1. Computational Methods 

4.4.1.1. DFT Computation. 

Periodic density functional theory (DFT) calculations including structure relaxations, single-point 

energies, and electronic structures were performed using Vienna Ab Initio Simulation Package 

(VASP 5.4.4).183 The electron exchange-correlation potential was described by the Perdew-Burke-

Ernzerhof (PBE) functional of generalized gradient approximation (GGA).187 In order to make 

comparable DFT models (i.e. similar lattice parameters and space group) showing the interaction 

in Sn-Ti-O interface: 1. pure TiO2-δ and Sn-doped TiO2-δ; 2. pure SnO2-δ and Ti-doped SnO2-δ. 

Since pure TiO2-δ catalysts are inactive, we adopted the latter configurations in the DFT 

calculations. The (110) facet of SnO2 identified by XRD patterns and HRTEM characterization75, 

86 was built with 2 × 2 supercell and 6 atomic layers (Sn24O48). Model I (i.e. SnO2) was generated 

with 6 oxygen vacancies (SnO2-δ)
204 owing to the fact that the surface tin oxide layer can be 

partially reduced to Sn2+ oxide at reaction conditions.50, 86 Model II was built as Model I with three 

Ti atoms substituting Sn on the surface (i.e. Sn(Ti)O2-δ) in order to investigate the role of Ti. 

A vacuum layer of 20 Å was added to separate neighboring slabs to avoid possible interaction. 

Monkhorst-Pack k-points of 2×2×1 mesh was utilized for a sampling of the Brillouin zone for 

structural relaxation. An 8 × 8 × 8 k-points mesh was used for the density of states calculation. 

The electronic self-consistency loop was converged within 1×10-4 eV using a residual 

minimization method direct inversion in the iterative subspace (RMM-DIIS) algorithm. Spin-
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polarization calculations with an energy cut off for the plane waves of 400 eV and a Hellmann-

Feynman239 force of 0.02 eV/Å was adopted as the convergence criterion for optimization of the 

full structure. By increasing the cut-off energy to 450 eV and the k-points to 4×4×1, we observed 

a negligible change in adsorption energies (<0.01 eV), which indicates that energetic values have 

asymptotically converged to the parameters used in this study. DFT+U method was implemented 

to correct the on-site Coulomb interactions for the localized Ti3d electrons. The value of U was 

chosen to be 4.0 eV because it can generate a similar electronic structure that was experimentally 

observed.240 U = 0 eV was used for Sn4d electrons as it has no contribution near the Fermi level.241 

The reaction energy ΔE is defined as follows:190-191 

ΔE=E(FS) − E(IS)       (4-1) 

where E(IS) and E(FS) represent the zero-point energy (ZPE)-correction energies of the initial state 

(IS) and final states (FS), respectively. Negative values of ΔE represent exothermic reactions.  

The adsorption energy Eads of surface species is defined as follows:190-191:  

Eads= Eabsorbates/slab-Eslab-Eadsorbates                  (4-2) 

where Eabsorbates/slab, Eadsorbates, and Eslab represent the total energy (eV) of surface slabs with 

adsorbates, the energy of free adsorbates, and the energy of bare surface slabs, respectively. 

The computational analysis considers two main pathways for CO and HCOO− production from the 

adsorption of bicarbonate (CO3H*) species.86 The H2CO3 forms via hydrogen bonds, followed by 

a rapid balance (R1) between CO2 and H2CO3.
84, 175  

CO2 + H2O ⇄ CO3H
− + H+        (R1) 

CO3H* + * + H+ + e− → COOH*+OH*       (R2a) 
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CO3H* + * + H+ + e− → HCOO*+OH*              (R2b) 

COOH* + * + H+ + e− → CO*+H2O*     (R3a) 

HCOO* + H+ + e− → HCOOH*      (R3b) 

4.4.1.2. FEM simulations.  

Finite element method (FEM) simulations were performed using the COMSOL Multiphysics 

software package. Secondary Current Distribution and Transport of Diluted Species modules were 

used to establish comprehensive chemistry–mass transport model of the 3DOM structure.235, 242 

4.4.2. Experimental Section 

4.4.2.1. Synthetic Procedures 

The 3DOM SnxTi1-xO2 was synthesized by using a sacrificial polymer template method. Firstly, 

polystyrene (PS) beads were prepared by an emulsifier-free emulsion polymerization in which 

polyvinylpyrrolidone (PVP), styrene, and potassium persulfate (K2S2O8) were employed as 

dispersion agent, monomer, and initiator, respectively. The details for the polymerization were 

reported in our previous study.211-212 Once the polymerization was finished, the PS colloidal 

solution was centrifuged at a low rotation speed for 12 h and dried at 60 °C to acquire a close-

packed PS beads template. Meanwhile, in terms of a preparation of metal precursor solution, tin 

chloride (SnCl2), titanium (IV) butoxide, hydrochloric acid (HCl), and ethanol were utilized. In 

detail, SnCl2 and titanium (IV) butoxide were firstly dissolved in ethanol followed by the addition 

of a certain amount of HCl, where the molar ratio of the solution was kept at 2 M (mole of 

metals/volume of solvent). Different molar ratios between the metal precursors were tried. The 

amount of HCl was increased as the volume of titanium precursor was raised since HCl is required 

to dissolve titanium hydroxide formed in ethanol solution in order to obtain a clear metal precursor 

solution. The prepared metal precursor solutions with various ratios were infiltrated into the voids 
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of the close-packed PS beads template by soaking the template into the precursor solution for 4h. 

Then, the metal precursor-soaked PS beads templates were collected by a vacuum filtration that 

removes excess precursor solution, followed by a drying process in ambient conditions overnight. 

After the metal precursor soaked PS beads template was completely dried, it was heated to 600 °C 

in an airstream with a ramping rate of 1 °C min-1 and soaked for 3 h to burn and eliminate the 

polystyrene beads leaving meso-/macro-pores while the metal precursors were solidified building 

a robust metal oxide skeletal framework. Five samples demonstrated a clear and uniform 3DOM 

structure, where the resultant samples were named using surface atoms ratios: 3DOM-SnO2, 

Sn0.3Ti0.7O2, Sn0.2Ti0.8O2, Sn0.1Ti0.9O2, and 3DOM-TiO2. With a higher Sn-Ti ratio, such as 

Sn0.4Ti0.6O2, Sn0.6Ti0.4O2, and Sn0.8Ti0.2O2, it was hard to form a stable 3DOM structure (Figure 

S4-8), although there were randomly distributed porous frameworks. The formation of a range of 

unique structures can be described by the selective surface migration, phase separation and 

oxidation of the metals during calcination.213 

4.4.2.2. Characterization 

The 3DOM SnxTi1-xO2 were characterized by the following techniques: XRD (X-ray diffraction, 

Rigaku Miniflex 600) and XPS (X-ray Photoelectron Spectrometer, Thermo Scientific K-alpha 

XPS spectrometer) was used to confirm the crystal structure and elemental composition, 

respectively. XRD patterns were obtained with SnxTi1-xO2 electrodes (catalysts on the carbon 

papers). SEM (Scanning electron microscopy, LEO FESEM 1530) and TEM (transmission 

electron microscopy, JEOL 2010F) was employed to observe the morphology of the electrodes. 

HRTEM analysis was performed using an aberration-correction FEI Titan 80-300 (FEI Company, 

The Nether-lands) transmission electron microscope equipped with a Gatan Quantum energy filter 

(Gatan Inc., USA) and a high-brightness electron source. Imaging was carried out using a high-
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angle annular dark-field (HAADF) detector, with compositional mapping obtained using electron 

energy loss spectroscopy (EELS). X-ray absorption near-edge spectroscopy (XANES) of Ti K-

edge and Sn L3-edge and extended X-ray absorption fine structure (EXAFS) of Ti K-

edge measurements were performed at Canadian Light Source Inc, Canada, using the Soft X-ray 

Microcharacterization Beamline (SXRMB). Reference compounds, such as titanium powder, 

titanium oxides, tin oxides (II), and tin oxides (IV) in the anatase phase were measured in total 

electron and transmission modes for comparison and energy calibration. All XANES and EXAFS 

data were processed using the Athena program (http://bruceravel.github.io/ 

demeter/documents/Athena/index.html). The FDMNES (Finite Difference Method Near Edge 

Structure)223-226 was used to simulate the Ti XANES spectra using Model II (Sn(Ti)O2-δ) in DFT 

models in order to compare with the XANES measurements, and further to verify the DFT models.  

4.4.2.3. Electrochemical Measurement 

CO2RR was conducted according to the previous work.86 In a typically prepared procedure of the 

working electrode, 3 ml of the homogeneous ink, which was prepared by dispersing 5 mg sample 

and 80 μl Nafion solution (5 wt%) in 1 ml water-ethanol solution with a volume ratio of 1:1, was 

loaded onto Sigracet 29 BC carbon paper of 1.0 × 0.5 cm. CO2RR experiments were carried out in 

a CO2-saturated 0.5 M KHCO3 solution (30 ml). The KHCO3 electrolyte was purged with CO2 for 

30 min prior to the measurement. The CO2RR was performed for 2 hrs at various potentials in the 

electrolyte. The electrochemical measurements were carried out using a Gamry potentiostat. The 

current densities reported in this work were normalized to the geometric surface area. Three 

independent measurements were performed, and the results presented are the averaged values 

(Table S4-4). All the experiments were conducted under ambient pressure and at room 

temperature (23℃).   
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4.4.2.4. Products Analysis  

The concentration of reaction products in the liquid electrolyte was detected using a 500 MHz 1H 

liquid NMR spectrometer (Bruker Advance) with the water suppression method.86 Gas products 

were quantified by on-line gas chromatography (GC, SRI 8610C). The GC is equipped with a 

packed Molecular Sieve column and a Helium ionization detector (HID). Helium (Praxair Gas, 

99.999%) was used as the carrier gas.  

4.5. Supporting Tables and Figures 

Table S4-1. CO2RR performance of Sn-based electrocatalysts. 

Cell type/ 
Product 

Catalyst Electrolyte 
Cathode 
Potential 

(VRHE) 

Faradaic 
efficiency 

(%) 

Cathodic 
energy 

efficiency 
(%) 

Current 
Density 
(mA cm-

2) 

Stability 
(h) 

Ref. 

H- cell/ 
Formate 

Bi-Sn / CF 
0.5 M 
KHCO3 

-1.14 96 51 45 100 86 

Graphene confined 
Sn quantum sheets 

0.1 M 
NaHCO3 

-1.1 93 50 25 50 75 

Ag
3
Sn Core−Shell 

Structure 

0.5 M 
NaHCO3 

-0.9 87 51 20 25 50 

Sn-OH-5.9 
branches 

0.1M KCl -0.94 82 48 15 60 84 

Single-atom Snδ+ 
on N-doped 
graphene 

0.25 M 
KHCO3 

-0.9 75 44 18 200 200 

Pd-Sn 
nanoparticles194 

0.5 M 
KHCO3 

-0.43 99 75 30 5 194 

Cu/SnO2 
Core−Shell 
Structure 

0.5 M 
KHCO3 

-0.9 85 50 22 - 49 

Sulfur-Modulated 
Tin Sites 

0.1 M 
KHCO3 

-0.75 93 59 55 40 74 

SnOx/graphene 
0.1 M 
NaHCO3 

-1.16 94 50 10 - 58 

Electroplated 
Sn/gas diffusion 
electrode 

0.5 M 
NaHCO3 

-1.10 71 38 20 6 148 

Electrodeposited 
Sn dendrite 

0.1 M 
KHCO3 

-1.36 83 40 25 18 98 

Sn modified N-
doped carbon 
nanofiber 

0.5 M 
KHCO3 

-0.8 62 38 9 24 102 

Tin monoxide 
(SnO) 
nanoparticles 

0.5 M 
KHCO3 

-0.86 75 45 10 - 81 

Flow cell/ 
Formate 

Sn-based gas 
diffusion electrode 

0.5 M KCl 
4.0 

(Cell 
voltage) 

84 
32 

(Full cell 
EE) 

163 - 243 
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Table S4-2. Calculated Band center of the Sn atom on Model I and II. 

Band center of 
Sn atom 

Surface Models 
Variation 

(I-II) Model I: 
SnO2-δ 

Model II: 
Sn(Ti)O2-δ 

s -0.17 -3.05 -2.88 

p +6.27 +3.51 -2.76 

d -14.2 -16.46 -2.29 

R (Sn) = 139 ± 4 pm; R (Ti) = 160 ± 8 pm; 

 

 

Table S4-3. The adsorption energies of HCOO* and HCOOH* on Model I and Model II. 

Intermediate Species 

Adsorption energy/eV  

Model I: 

SnO2-δ 

Model II: 

Sn(Ti)O2-δ 

HCOO* -2.20 -3.11 

HCOOH* -0.15 -1.65 

 

 

Table S4-4. Summary of electron density transfer effects on Model II. 

Product species 
 

Effect of e― density transfer Result 

HCOOH 
 Stronger Ti-O bond formation 

→ Overly stabilized intermediates 

High reaction energy  

→ HCOOH product not favored 

CO 
 Weakening Sn-C bond  

→Fewer reaction steps 

Low reaction energy  

→ CO product favored 

  

Sn 3D electrode 
0.5 M 
KHCO3 + 2 
M KCl 

3.1 
(Cell 

voltage) 
83 

33 
(Full cell 

EE) 
133 - 244 

H- cell/ 
Carbon 
monoxide 

Sn-Ti-O 
0.5 M 
KHCO3 

-0.54 94.5 71.5 3.91 200 
This 
Work 

Sn-Ti-O 
0.5 M 
KHCO3 

-0.94 94.5 58.3 33 200 
This 
Work 

Cu/SnO2 
Core−Shell 
Structure 

0.5 M 
KHCO3 

-0.7 93 64 4.6 - 49 

Sn/SnO2 
0.5 M 
NaHCO3 

-0.7 58 40 3 5 32 

CdSnO3 
0.5 M 
NaHCO3 

-0.9 20% 12 6 - 166 

ZnSnO3 
0.5 M 
NaHCO3 

-0.9 18% 11 4 - 166 
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Table S4-5. The compositions of the synthesized ternary Sn-Ti-O materials obtained from XPS. 

Sample 

Sn: Ti ratios 

XPS measured Targeted 

3DOM SnO2 1:0 1:0 

Sn0.8Ti0.2O2 0.82:0.18 0.85:0.15 

Sn0.6Ti0.4O2 0.64:0.36 0.60:0.30 

Sn0.4Ti0.6O2 0.42:0.58 0.55:0.45 

Sn0.3Ti0.7O2 0.28:0.72 0.40:0.60 

Sn0.2Ti0.8O2 0.21:0.79 0.25:0.75 

Sn0.1Ti0.9O2 0.12:0.88 0.10:0.90 

3DOM TiO2 0:1 0:1 

 

Note: It is important to note that catalytic reactions occur on the surface of the materials, and therefore penetration 

capabilities of various characterization techniques must be considered. XPS technique can detect surface properties to 

a depth of approximately 5 nm, so the composition information from the XPS spectrum was used as the basis for 

naming the samples. It is important to note that the difference between targeted ratios and XPS measured ratios might 

due to the depth limitation of XPS techniques and the shell of discrete and dispersed TiO2. 

Additionally, DFT calculations are based on models with dimensions less than 1 nm and the composition information 

in the depth of 1 nm and 5 nm might not be the same. Therefore, the ratio derived from XPS results cannot be directly 

used to compare with DFT models.  

DFT simulations were intended to firstly give local electronic reconfiguration information regarding Sn-Ti-O systems. 

We wanted to understand the effect of Ti addition on the atomic surface and observe changes in the Sn-Ti-O 

interaction.  We synthesized a series of ternary Sn-Ti-O catalysts with varying surface ratios of Sn-Ti to confirm and 

expand the predictions from DFT. From the characterization of catalysts, it was found that a structural evolution 

accompanied the electronic reconfiguration modeled by DFT. From our results, there was a certain composition that 

had optimum electrochemical reduction performance due to a combination of structural and electronic properties. 

From this perspective, we believe that the calculations are still valid as a guide for materials synthesis.    
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Table S4-6. CO2RR performance of ternary Sn-Ti-O electrodes in CO2 saturated 0.5 M KHCO3 aqueous solution.  

3DOM SnO2 

Potential 
(V vs. SCE) 

Potential 
(V vs. RHE) 

with iR 
Correction 

FE(CO) 
(% ± 2.5%) 

FE(HCOOH) 
(% ± 2.0%) 

FE(H2) 
(% ± 2.5%) 

Current Density 
(mA cm-2) 

-1.0 -0.34 54 1 45 0.2 

-1.1 -0.44 46 8 47 0.9 

-1.2 -0.54 43 18 40 2.5 

-1.3 -0.64 46 26 27 6.9 

-1.4 -0.74 43 36 20 10.8 

-1.5 -0.84 43 48 9 16.8 

-1.6 -0.94 34 58 8 22.4 

-1.7 -1.03 32 65 4 28.9 

-1.8 -1.13 29 60 10 38.8 

-1.9 -1.21 25 55 19 51.3 

-2.0 -1.32 24 45 30 63.8 

Sn0.4Ti0.6O2 

Potential 
(V vs. SCE) 

Potential 
(V vs. RHE) 

with iR 
Correction 

FE(CO) 
(% ± 2.5%) 

FE(HCOOH) 
(% ± 2.0%) 

FE(H2) 
(% ± 2.5%) 

Current Density 
(mA cm-2) 

-1.0 -0.34 41 6 49 0.2 

-1.1 -0.44 44 13 42 1.9 

-1.2 -0.54 47 20 30 4.7 

-1.3 -0.64 47 27 21 7.3 

-1.4 -0.74 48 35 17 12.9 

-1.5 -0.84 47 41 8 18.9 

-1.6 -0.94 43 46 9 28.0 

-1.7 -1.03 43 43 10 36.8 

-1.8 -1.13 40 39 21 46.4 

-1.9 -1.21 28 33 38 70.9 

Sn0.3Ti0.7O2 
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Potential 
(V vs. SCE) 

Potential 
(V vs. RHE) 

with iR 
Correction 

FE(CO) 
(% ± 2.5%) 

FE(HCOOH) 
(% ± 2.0%) 

FE(H2) 
(% ± 2.5%) 

Current Density 
(mA cm-2) 

-1.0 -0.34 44 1 53 0.2 

-1.1 -0.44 66 2 31 0.7 

-1.2 -0.54 92 2 6 3.9 

-1.3 -0.64 91 3 4 10.0 

-1.4 -0.74 92 4 3 16.9 

-1.5 -0.84 93 4 3 24.6 

-1.6 -0.94 92 4 4 33.3 

-1.7 -1.03 84 10 6 45.5 

-1.8 -1.13 69 12 16 55.0 

-1.9 -1.21 50 7 40 66.7 

Sn0.2Ti0.8O2 

Potential 
(V vs. SCE) 

Potential 
(V vs. RHE) 

with iR 
Correction 

FE(CO) 
(% ± 2.5%) 

FE(HCOOH) 
(% ± 2.0%) 

FE(H2) 
(% ± 2.5%) 

Current Density 
(mA cm-2) 

-1.0 -0.34 39 3 58 0.1 

-1.1 -0.44 47 2 51 1.9 

-1.2 -0.54 54 5 41 2.6 

-1.3 -0.64 64 8 29 6.8 

-1.4 -0.74 66 8 26 12.5 

-1.5 -0.84 66 13 21 21.1 

-1.6 -0.94 67 16 16 29.8 

-1.7 -1.03 62 24 13 39.3 

-1.8 -1.13 53 19 27 53.9 

-1.9 -1.21 42 10 48 71.2 

Sn0.1Ti0.9O2 

Potential 
(V vs. SCE) 

Potential 
(V vs. RHE) 

with iR 
Correction 

FE(CO) 
(% ± 2.5%) 

FE(HCOOH) 
(% ± 2.0%) 

FE(H2) 
(% ± 2.5%) 

Current Density 
(mA cm-2) 

-1.0 -0.34 16 0 84 0.1 

-1.1 -0.44 25 1 74 0.2 
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NOTE: The CO2RR test was repeated three times and the results presented are the averaged values. 
 
  

-1.2 -0.54 28 2 70 3.2 

-1.3 -0.64 30 3 67 8.1 

-1.4 -0.74 36 4 60 13.2 

-1.5 -0.84 36 5 59 21.0 

-1.6 -0.94 36 8 56 30.5 

-1.7 -1.03 40 10 50 43.8 

-1.8 -1.13 36 6 58 53.6 

-1.9 -1.21 34 5 61 69.8 

3DOM TiO2 

Potential 
(V vs. SCE) 

Potential 
(V vs. RHE) 

with iR 
Correction 

FE(CO) 
(% ± 1.5%) 

FE(HCOOH) 
(% ± 1%) 

FE(H2) 
(% ± 2.5%) 

Current Density 
(mA cm-2) 

-1.0 -0.34 1 0 60 0.1 

-1.1 -0.44 1 0 96 1.4 

-1.2 -0.54 2 0 97 2.0 

-1.3 -0.64 3 0 98 5.0 

-1.4 -0.74 1 0 96 9.2 

-1.5 -0.84 0 0 95 15.5 

-1.6 -0.94 2 2 90 21.8 

-1.7 -1.03 4 3 93 28.1 

-1.8 -1.13 1 1 95 33.5 

-1.9 -1.21 0 0 95 41.8 
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Figure S4-1. (a) Model I: SnO2 with 6 oxygen vacancies (SnO2-δ) owing to the fact that the surface tin oxide layer can 

be partially reduced at reaction conditions (-0.8 V vs. RHE).50, 86  (b) Model II: 1/8 Ti substitution of Sn on a surface 

based on Model I (Sn(Ti)O2-δ). (c) Simulation considering two pathways for CO and HCOOH production from CO3H*. 

86, 175, 245 Calculated relative free energy profiles for CO2RR to form (d) CO* and (e) HCOOH* on the Model I and II. 

All energies are with reference to the energies of CO3H adsorbed on Sn (101) or Bi-Sn (101) surface.  
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Figure S4-2. SEM images of (a) 3DOM TiO2; (b) Sn0.1Ti0.9O2; (c) Sn0.2Ti0.8O2; (d, e) Sn0.3Ti0.7O2; (f) 3DOM SnO2. 
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Figure S4-3. (a, b) Elemental mapping from EELS spectra of O, Ti, and Sn atoms of Sn0.3Ti0.7O2 material within 

different areas. 
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Figure S4-4. (a) Line scan from EELS spectra on the edge, (b, c) elemental mapping from EELS spectra of O, Ti and 

Sn atoms within different areas, and (d) HRTEM of Sn0.2Ti0.8O2 material.  



93 

 

Figure S4-5. (a) N2 adsorption-desorption isotherms, and (b) pore size distribution of the synthesized materials. (c) 

and (d) is the corresponding red region highlighted in (a) and (b), respectively. 

 

Figure S4-6. (a) The phase diagram of SnO2-TiO2 system246 and Sn-Ti system247. Under the miscibility gap, the 

sample undergoes spinodal decomposition and consists of both SnO2 and TiO2 phases. (c) The properties of 

synthesized materials. The special Sn0.3Ti0.7O2 material not only avoided complete spinodal decomposition, presenting 

mainly the SnO2 phase with minor amorphous/ anatase TiO2 phase but also maintained a stable 3DOM structure. 
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Figure S4-7. XRD patterns of the ternary Sn-Ti-O catalysts (a) before and (b) after the in-situ activation step. SnO2: 

JCPDS 41-1445; TiO2 in anatase phase: JCPDS 21-1272; TiO2 in rutile phase: JCPDS 78-1510. Sn: JCPDS 04-0673. 

Boxed regions highlight major peak differences between different compositions. 

 

 

Figure S4-8. SEM images of (a) 3DOM SnO2; (b) Sn0.4Ti0.6O2; (c) Sn0.6Ti0.4O2; (d) Sn0.8Ti0.2O2.  
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Figure S4-9. TEM images of (a) 3DOM SnO2; (b) Sn0.4Ti0.6O2; (c) Sn0.6Ti0.4O2; (d) Sn0.8Ti0.2O2. 

 

Figure S4-10. (a) Ti K-edge extended X-ray absorption fine structure (EXAFS) spectra for samples anatase TiO2 and 

various ternary Sn-Ti-O materials.  (b) the corresponding Fourier Transforms (FTs). (c) Sn L3-edge XANES spectra 

of Sn0.3Ti0.7O2 and two reference materials (SnO and SnO2). Inset shows higher magnification of the pre-edge. (d) 

Comparison of Ti K-edge XANES spectra between FDMNES simulation from DFT Model II (Sn(Ti)O2-δ) and 

experimental measurements. 
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Figure S4-11. (a) O 1s, (b) Ti 2p, and (c) Sn 3d core-level XPS spectra of Sn0.3Ti0.7O2, Sn0.4Ti0.6O2, Sn0.6Ti0.4O2, and 

Sn0.8Ti0.2O2 materials. (d) Sn 3d, (e) Ti 2p, and (f) O 1s core-level XPS spectra of Sn0.3Ti0.7O2 catalyst before and after 

the activation step. (g) Schematic of Bader charge transfer among Sn, Ti, and O atoms. 

 

Figure S4-12. (a) The most stable Sn5 cluster. (b) Model III: Sn5-Sn(Ti)O2 model with Sn5 cluster mounted on the 

Sn(Ti)O2 surface. (c) Calculated reaction energy profiles for CO2RR to form CO (top) and HCOOH (bottom) on Model 

III. All energies are with reference to the energies of CO3H adsorbed on the surface. 
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Figure S4-13. CO2RR activities (linear sweep voltammetry, LSV curves) in a CO2-purged (solid line) and N2- purged 

(dotted line) 0.5 M KHCO3 electrolyte at a scan rate of 20 mV s−1 of the prepared electrodes: (a) 3DOM-TiO2, 3DOM-

SnO2, and Sn0.4Ti0.6O2; and (b) Sn0.3Ti0.7O2, Sn0.2Ti0.8O2, and Sn0.1Ti0.9O2. (c) Constant potential electrolysis (CPE) 

tests performed for 2 hours at a series of potentials from −0.34 to −1.24 V. 

Note: The average current density (CD) at -0.34 V is 0.2 mA /cm2, while the average CD at -0.44 V is 0.7 mA /cm2. 

The curves of -0.34 V and -0.44 V appear to overlap with each other. 
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Figure S4-14. FE toward CO, formate, and H2 on (a) Sn0.4Ti0.6O2, (b) Sn0.2Ti0.8O2, (c) Sn0.1Ti0.9O2, (d) TiO2 electrodes 

at a series of potentials from −0.34 to −1.21 V. 

 

Figure S4-15. Calculated concentration profiles in the mesopores via FEM simulations.  
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Figure S4-16. SEM images of 3DOM SnO2 (a) before and (b) after stability test. SEM images of Sn0.3Ti0.7O2 (c) before 

and (d) after stability test (Test α). (e) LSV curves before and after stability test. (f) XRD patterns of Sn0.3Ti0.7O2 and 

3DOM SnO2 electrodes after the CO2RR stability test. 3DOM SnO2 displayed stability for only 20h, whereas 

Sn0.3Ti0.7O2 was stable for 200h. 
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Figure S4-17. (a) XANES spectra of Ti, especially the Sn0.3Ti0.7O2 electrodes before and after stability test (Test α).   

(b) The highlights of the selected red region in (a). (c) Ti K-edge EXAFS spectra and (d) the corresponding Fourier 

Transforms (FTs) for samples anatase TiO2 and especially the Sn0.3Ti0.7O2 electrodes before and after stability test 

(Test α).  

 

Figure S4-18. (a) Sn 3d, (b) Ti 2p, and (c) O 1s core-level XPS spectra of Sn0.3Ti0.7O2 before and after the activation 

steps and stability tests (Test α), respectively.  
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Chapter 5. Continuous CO2 Conversion by Aqueous 

Flow-through Cell 

This chapter is a part of a manuscript that is co-authored by myself, my supervisors, and other collaborators. 

Statement of Contributions: I devised the idea, assembled the cells, performed electrochemical 

experiments, and conducted FEM simulations. J. Gostick and Z. Chen supervised the work. 

5.1. Introduction 

Electrochemical carbon dioxide reduction reaction (CO2RR) presents an opportunity to sequester 

CO2 while synthesizing valuable chemicals and storing intermittent renewable energy.9, 53, 62, 88, 237 

Among a range of carbon-based products, the formation of CO is arguably one of the easier 

reactions since fewer electrons and protons are needed than for other carbon products.62 Yet, after 

almost two decades of research, achieving practical reaction rates to make the process economical, 

e.g. partial current density for CO (JCO) > 200 mA·cm−2 at low cell overpotentials (ηcell < 1 V), 

remains challenging. Recent developments in heterogeneous catalysis for CO2RR are bringing this 

possibility closer to reality, so it is becoming imperative to develop improved designs for large-

scale electrochemical cells.   

Most of the aforementioned developments in heterogeneous catalyst have been done using batch-

type (e.g., “H-cell”) electrolysis experiments.6-7, 86, 91 This benchtop setup has a thick 

hydrodynamic boundary layer (BL), the limited size of electrodes, long transport distance for ionic 

species, and severely limited mass transport across the electrolyte when the current density over 

100 mA·cm−2.6, 86 The latter issue is a fundamental challenge in all CO2RR technologies due to a 

relatively low solubility of CO2 in aqueous solutions (∼33 mM at 298 K and 1 atm pressure) 

causing mass transport limitations when using dissolved CO2 as the reactant.248  
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There are several ways to design an electrochemical cell that avoids these limitations. In the recent 

review,88 they identified two more categories beyond planar electrodes in aqueous electrolyte, 

which include a gas diffusion electrode (GDE) with vapor-feed and aqueous electrolyte, and a 

GDE with vapor-feed and polymer electrolyte. The GDE cell with vapor-feed and partially flooded 

aqueous electrolyte were extensively used in many research papers.9, 62, 88, 147  The reaction occurs 

at the gas-liquid-solid interfaces, also known as the triple-phase boundary (TPB), where gaseous 

reactants, electrons, and ions meet. Although this GDE arrangement provides higher current 

density (CD), they further suffer from carbonate salt precipitation in the stagnant pores of the GDE, 

moreover in 1.0 M or 3.0 M KOH electrolyte CO2 is parasitically converted to bicarbonate.9, 80  

To remedy the latter problem, neutral electrolytes such as Na2SO4 or KHCO3, 
7, 89, 245 can replace 

highly alkaline electrolytes. Nonetheless, the systems with neutral electrolyte still demonstrate 

lower than desired energy efficiency (EE) due to high ohmic resistance and overpotentials in the 

GDE cells. Another major drawback of the TPB approach is the long-term instability of the 

partially flooded electrode with electrolyte, eventually leaching through the GDE and into the gas 

flow channels.  To remedy this Higgins et al.88 proposed the third category, an adaptation of the 

modern PEM fuel cell, with an ionomer-infused catalyst layer in place of the TPB. Although this 

has proven to be much more durable in the PEM fuel field, the limitations of diffusive mass transfer 

are still present.  So, despite strong advances in materials investigations at the laboratory scale, 

suitable cells for CO2RR are still called for.  

Here, a “Zero-gap” aqueous flow-through cell was engineered for efficient continuous CO2RR 

process. In this design, the electrode is fully wetting and an electrolyte solution bearing dissolved 

CO2 is pumped through the pore-space, referred to as an aqueous flow-through (AFT) cell. In order 

to better understand the trade-offs inherent in the AFT cell design introduced above, a one-
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dimensional (1D) diffusion/transport model with considering bubble break-off and growth, as well 

as 2D reaction/diffusion models with different BL thicknesses were built to quantify the boundary 

layer (BL) thicknesses and the species distribution around the electrode surface, respectively.  

AFT cell has the following advantages: (I) Flow through enhances mass transport, resulting in the 

boundary layer (BL) thickness reduced to less than 2 µm. While the BL thicknesses are around 10 

µm and 30 to 120 µm for the GDE cell and the H-cell, respectively;87, 91 91  (II) Zero-gap means 

the wetted porous electrode is pressed and in physical contact with the membrane separator, 

reducing the ion transport length; (III) Flow electrolyte with carbon sources in the form of 

dissolved CO2 and HCO3
− eliminates the degradation related to electrolyte flooding and carbonate 

precipitation and removes the troublesome TPB component. (IV) The AFT cell developed in this 

work contributed to cost-competitive CO2-to-CO transformation with Ag nanoparticles on carbon 

fibers (Ag NP/CF) electrodes, which exhibited JCO around 300 mA·cm−2 at cell overpotential, ηcell, 

around 1.4 V. While using synthesized 3DOM Sn0.3Ti0.7O2 electrode, AFT cell achieved 

production rate toward CO over 4.0 mL/min/cm2 and partial current density for CO (JCO) 

exceeding 300 mA·cm−2 at the cell overpotential around 1.2 V. JCO is ten times higher than the H-

cell with the same FECO (> 90%). 

5.2. Results and Discussion 

H-cell is composed of planar electrodes immersed in an aqueous electrolyte saturated with CO2 

and reactions take place at the electrode/electrolyte interfaces (Figure 5-1a). The oxygen evolution 

reaction (OER) occurs at the opposite anode side, with the ionic species transferring between that 

anolyte and catholyte compartments separated by an ion-exchange membrane between two 

potentially different electrolytes. As shown in Figure 5-1b, the CO2 saturated electrolyte flow by 

the electrodes in both the PEM based cells. The electron passes over the electrodes through the 
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clamps at the end of the channel ribs. While the flow-by GDE cell typically composed by six parts 

in the cathode sides (Figure 5-1c): (1) Flow channel; (2) Current collector; (3) Gas diffusion layer 

(GDL); (4) Catalyst layer (catalysts were usually adhered or deposited onto GDL); (5) Electrolyte; 

(6) Ion exchange membrane. The as a gas stream flows past a porous electrode, and CO2 diffuses 

to the TBP, where it dissolves and reacts at the nearby catalyst sites.  In this setup, all the mass 

transport occurs mostly by diffusion, and there is an additional concentration loss due to the 

partition of CO2 into the liquid electrolyte.  

 

Figure 5-1. Schematic of (a) H-cell, (b) PEM based flow-by cell, (c) GDE based flow-by cell, and (d) proposed 

aqueous flow-through cell (AFT cell). The meaning of number in c and d: (1) Flow channel; (2) Current collector; (3) 

Gas diffusion layer; (4) Catalyst layer; (5) Electrolyte; (6) Ion exchange membrane. 

Regrading the AFT cell (Figure 5-1d), the catalysts were attached to the carbon fibers (CF) and 

distributed throughout the whole CF substrate instead of spray-coating the catalyst ink onto a 
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specific surface GDL. Additionally, the porous structure and mechanical strength of CF could 

contribute to the long-time stability under high current densities.249-250  The aqueous electrolyte 

flow through the CF subtract, the dissolved CO2 and HCO3
−, which acted as the carbon source, 

accompanied by proton crossed through the thin BL and reached the electrode/electrolyte 

interfaces. The CF also has high electronic conductivity to provide sufficient electrons. Thus, the 

AFT cell decoupled CO2, ion, and electron transport and circumvents the need for triple-phase 

boundaries by delivering dissolved CO2 directly the solid catalysts. 

The experimental results clearly showed the superiority of AFT cell. As the LSV curves shown 

(Figure 5-2a), the AFT cell had a higher current density (e.g. -340 mA·cm-2 at 2.8 V from Table 

S5-1) and a lower the onset cell potential (1.6 V) compared with GDE cell (e.g. -110 mA·cm-2 at 

2.8 V, while onset cell potential is 2.0 V from Table S5-2). From Figure 5-2b, the FECO is also a 

little higher for AFT cells, although with the same materials as the cathode. This might be 

attributed to the rapid mass transport and abundant CO2 supply. FE for formate in both AFT cell 

and GDE cells were less than 5% (Table S5-1, S5-2), so they were not shown in Figure 5-2b. 

While the most plausible reaction pathway is usually identified from the quantum-chemical 

calculation of the lowest free-energy pathway, this approach sometimes can be misleading when 

coverages of adsorbed species determined for alternative mechanism differ significantly,234 since 

elementary reaction rates depend on the product of the rate coefficient and the coverage of species 

involved in the reactions.141, 251-253 Moreover, cathode polarization and local species distributions 

can influence the kinetics of CO2RR. Given the architectures of the flow by and flow through 

setups, the BL thicknesses were the major difference as shown in Figure 5-3a. To further prove 

the maximum rate of CO2 consumption over the cathode increases inversely with the BL thickness, 

as assumed for a diffusion-limited process,87, 91 multiscale simulations (Figure 5-3b) were 
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performed. A 1D diffusion/transport model with considering bubble break-off and growth was 

solved to quantify the BL thickness, and through COMSOL where a 2D reaction/diffusion model 

was built to unmask the species distribution in the BL. 

 
 

Figure 5-2. (a) LSV curves and partial current density of CO (JCO) for GDE cell and AFT cell, respectively. (b) FE of 

CO and H2 under different cell voltages.  

From the 1D diffusion/transport model (Figure 5-3c), we can find the BL thickness for H-cell is 

highly correlated with current density. This is caused by the thick BL and limited mass transport. 

With a higher current density, more CO and H2 bubbles were released,87 which is further lowers 

the BL thickness and promoted the transports to some degree. Nevertheless, the current density of 

such systems is limited significantly by poor mass transport to the cathode due to the low 

diffusivity and solubility of CO2 in water and the thickness of the mass-transfer BL near the 

electrode that is typically 60 to 160 µm.91  

As can be observed in Figure 5-3d, the Ag NP/CF shows an outstanding Jco compared with state-

of-the-art catalysts tested in different types of flow cells, especially at larger cell potentials. The 

production rate of CO at Ecell = 3.2V is quite high (e.g. 5.3 mL/min/cm2 in Table S5-1). The 

performance of Ag NP in [4] was tested under high alkaline (1.0 M KOH) flow cells.254 In this 
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kind of cell, strongly acidic or alkaline electrolytes, with high ionic conductivities (such as 1 M 

H2SO4 or 1 M KOH) and unity transference numbers for protons or hydroxide ions, are used to 

minimize the resistive losses and concentration overpotentials in the system.255 Although they 

provide higher current densities (CD) and energy efficiencies (EE), they suffer from carbonate salt 

precipitation in the stagnant pores of the GDE, moreover, in KOH electrolyte, CO2 is parasitically 

converted to bicarbonate.9, 80  Meanwhile, contacting with strongly acidic or alkaline electrolytes 

presents significant challenges to the stability of some prospective catalysts and expensive 

nanomaterials, which limit the potential system scalability.255 

 

Figure 5-3. (a) Comparison of hydrodynamic boundary layer (BL) thickness between flow-by and flow-through 

setups, respectively. (b) Schematic of 2D reaction/diffusion model. (d) Calculated BL thickness of H-cell, GDE cell, 

and AFT cell through the 1D diffusion/transport model. (d) JCO as a function of Ecell for state-of-the-art catalysts in 

CO2-to-CO flow cell. [1] MWNT/PyPBI/Au, P. Kenis et al. ACS Energy Lett., 2018.80 [2] Molecular catalyst, CoPc; 

C. Berlinguette et al. Science, 2019.62 [3] Ag NP, 1.0M KOH, P. Kenis et al. Phys. Chem. Chem. Phys., 2016.254 [4] 

Ni single atoms, H. Wang et al., Energy Environ. Sci, 2018.61  
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As reported GDE cells gave higher current densities and some research ascribed this high CD to 

the crucial role of gas-phase CO2 instead of dissolved CO2. Nonetheless, at 298 K and 1 atm 

pressure, the gas-phase concentration of CO2 is 42 mM, which is only 30% higher than that of 

dissolved CO2 (33 mM).256 The critical role of GDE might not be caused by gas-phase CO2, which 

cannot account for the order of magnitude increase in current density observed experimentally. 

Additionally, recent experimental and theoretical work has demonstrated the importance of water 

and hydrated cations on the elementary processes involved in CO2RR.89, 257 Thus, A. Weber et 

al.256 pointed out that although CO2 is supplied to the GDE from the gas phase, the reactant at the 

catalyst site is still dissolved CO2. Besides the importance of dissolved CO2, the HCO3
− ion in the 

electrolyte also contributes and involves CO2RR due to rapid dissolution and equilibration 

reactions, which is also reported as the primary carbon source for formate production during CO2 

electroreduction in the literature.64, 76, 154, 175 Therefore, it’s calling for a re-thinking of carbon 

sources in CO2RR, which is highly susceptible to concentration polarization, wherein Faradaic 

processes induce concentration gradients near the electrode surface.91  

The local environment near the catalyst layer, which is a function of the operating conditions, 

affects cell performance. This conjecture is corroborated by our 2D reaction/diffusion models, in 

which both CO2 and HCO3
− contributed to the CO2RR. Figure 5-4a and b show the concentration 

of dissolved CO2 and HCO3
− in the electrolyte as functions of BL thickness and consumed as the 

carbon source. Noticeably, AFT cell has the highest CO2 concentration at the surface of the 

electrodes due to enhanced mass transfer from the convective flow through the electrode. On the 

other hand, HCO3
− concentration is the lowest. This further leads to increased pH values because 

of coupled buffer reactions (SI). Additionally, a relatively high alkaline region (pH around 9) is 

also beneficial for the catalytic activation of CO2 in the electrolyte.80, 93 Based on the crucial role 



109 

of HCO3
− and rapid dissolution and equilibration reactions, in the future pure gas-phase CO2 stream 

for the subsequent electrolysis reaction might not be required. The carbonate electrolyte can be 

easily used to concentrated atmospheric CO2 at a lower concentration.10  

 

Figure 5-4. Calculated (a) dissolved CO2 and HCO3
−  concentration linear distribution in AFT cell, GDE cell, and H-

cell at the same overpotential. Calculated dissolved CO2 concentration domain distribution in (c) AFT cell, (d) GDE 

cell, and (e) H-cell. (d, e) have the same legend in (c). Simulated results are derived from the 2D reaction/diffusion 

model.  

We also prepared cathodes based on the high-performance 3DOM Sn-Ti-O ternary materials 

reported in Chapter 4 and tested in the AFT cell. The performance comparison of Sn-Ti-O 

electrodes between AFT cell and H-cell is shown in Figure 5-5. AFT cell achieved production rate 

toward CO around 7.0 mL/min/cm2, which is ten times higher than the H-cell under the conditions 

of almost the same FE. The FECO kept over 90% at Ecell from -2.4V to -2.8V, while the JCO 

increased from -150 mA/cm2 to -300 mA/cm2. Notwithstanding, FECO dropped from >90 to ~80% 

when JCO was increased from -300 mA/cm2 to -475 mA/cm2. This drop-in selectivity might be due 
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to a suppression of proton concentration at higher current densities62 or resulted from mass 

transport limitations of CO2.
86 

Due to the tight assembly of AFT cell, it’s difficult to add a reference electrode so Figure 5-5a & 

c are shown as a function of cell voltages, while it is potentials vs. RHE for the H-cell. P. Kenis et 

al.80 showed strict theoretical onset potentials for flow cells and made a comparison table of cell 

voltages and potentials vs. RHE, in which it showed the difference between these two was about 

1.45 V at lower potentials, while 1.80V at higher potentials. Thus, the Ecell at -2.8V was around -

1.0 V vs. RHE in the AFT cell. 

 

Figure 5-5. Production rate and partial current density of CO generated on Sn-Ti-O electrode in (a) AFT cell and (b) 

H-cell at a series of potentials. FE toward CO, formate, and H2 on Sn-Ti-O electrode in (c) AFT cell and (d) H-cell at 

a series of potentials. 

The main drawback of this flow-through approach is the higher pumping costs of forcing liquid 

electrolyte through the electrode, but this would likely be a small fraction of the operating cost of 
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a CO2RR system which would be dominated by the electrolysis power. This problem can be largely 

circumvented by using an interdigitated flow field by creating relatively short flow paths. 

Ultimately, there is an optimization to be performed to balance the enhanced performance with the 

increased pumping costs.   

5.3. Conclusions 

In summary, despite the remaining process engineering challenges, AFT cell showed remarkably 

improved activities for continuous CO2RR, offering the opportunity to lower the high cell 

potentials required to drive CO2RR at meaningful rates of production. A 10-fold BL thickness 

decrease from flow-by to flow-through is an important contributor to the 10-fold increase in 

catalyst activity. Computational transport models also described the dependence of species 

concentration distributions on BL, which are in good agreement with and elucidate the hypothesis 

of BL effect on the cells’ performance. With both CO2 and HCO3
− acted as the carbon sources, 

AFT cell technology provides an alternative approach to adsorb atmospheric CO2 into carbonate 

electrolyte for CO2RR without using pure gas-phase CO2 stream in practical applications. This 

concept sheds light on the engineering of electrodes and electrolytic cells for electrochemistry 

processes and energy storage systems. 

5.4. Experimental Methods 

5.4.1. Flow Cell Experiments 

Ag NP/CF has fabricated through drop-casting the nanoparticles ink onto the commercial carbon 

fabric (CF, Fuel Cell Earth) at a loading of 4 mg·cm-2. The NP ink was prepared by dispersing 20 

mg of Ag NPs (< 100 nm particle size, Sigma-Aldrich) and 80 μl Nafion solution (5 wt%) in 1 ml 

water-ethanol solution with a volume ratio of 1:1 and sonicated for 1 hour prior to drop-casting. 
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The Sn-Ti-O electrode was prepared through the same procedure by the reported materials in 

Chapter 4. 

The AFT cell (Figure 5-6) consists of emerged as-synthesized Ag NP/CF cathode, a commercial 

Pt/C-CF anode, and Nafion 117 membrane to separate the two compartments and prevent re-

oxidation of CO/ formate at the anode. The geometric active surface area of both anode and 

cathode are 1 cm2 (inset of Figure 5-6a). The catalyst electrodes, Nafion 117 membrane, and Pt/C-

CF anode was positioned and compressed together using PTFE spacers such that a liquid 

electrolyte could be introduced into the cathode and anode chambers, respectively. The catholyte 

(200ml) was 0.5 M KHCO3 with continuous CO2 bubbling, and it is circulated using a peristaltic 

pump. The anolyte (200ml) was also CO2 saturated 0.5 M KHCO3 and it is circulated to using a 

peristaltic pump. Gas products are collected from the top of the catholyte chamber for further 

analyses as discussed in Chapter 4. Liquid products are quantified through the NMR spectrum 

after the reactions. 

The CO2RR was performed for 20 minutes at various potentials in the electrolyte. The 

electrochemical measurements were carried out using a potentiostat (BioLogic VSP300). The 

current densities reported in this work were normalized to the geometric surface area. The CO2RR 

test was repeated two times, and the results presented are the averaged values. All the experiments 

were conducted under ambient pressure and at room temperature (23 °C). The onset cell potential 

was defined as the potential at which the geometry current density was around 4 mA·cm-2 higher 

than the initially stabilized current density. 
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Figure 5-6. (a) Process flow diagram of the AFT cell setup. The separated electrolyte chambers decouple the cell sizes 

and electrolyte capacities. (b) AFT cell testing station. 

As a comparison, a GDE cell (Figure 5-7) modified from a Proton exchange membrane (PEM) 

fuel cell was used for CO2RR tested, which has two additional buffer layers for the electrolyte 

flowing by the catalyst Layer. Figure 5-7d from reported results29 give us a schematic of buffer 

layers. Both Ag NP/CF cathode and Pt/C-CF anode are circular with a diameter of 2 cm. Pure CO2 

gas flow by the gas diffusion layer at the flow rate of 20 sccm. The rest of the procedures are the 

same at the AFT cell. 
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Figure 5-7. (a) GDE cell testing station. (b) GDE cell setup. (c) Electrodes used in the GDE cell. (d) A schematic of 

the full GDE cell featuring a buffer layer of circulating liquid-phase electrolyte.  

 

5.4.2. 1D Diffusion/Transport Model  

Although the electrode kinetics of the catalyst are important, the catalyst’s interaction with the 

electrolyte is also crucial for CO2RR. The thickness of the diffusion layer can be calculated as a 

function of the gas-evolving current density, bubble departure diameter, pressure, and fluid flow 

velocity. The hydrodynamic BL thickness is modeled as a 1-D diffusion system to reduce the 

complex multi-phases transportations with the formation and evolutions of the bubble. In the BL 



115 

concentration gradient is characterized by adjacent to the electrode and BL thickness directly 

correlates to the reaction’s limiting current densities and polarization losses. 

The variation in the partial currents for H2 and CO are direct results of the variation in the mass 

transfer boundary layer thickness at the cathode surface and are not due to changes in the bulk CO2 

concentration.91  Here, we showed the calculations of BL thickness for three mostly used setups: 

H-cell, GDE cell (flow-through system), and AFT cell (flow-by system). 

The thickness of the diffusion layer, 𝛿i,  is assumed equal to the diffusivity of the species of interest, 

𝐷i (here is the dissolved CO2), divided by the mass transfer coefficient, 𝑘m, present in the system: 

 
𝛿i =

𝐷i

𝑘m

 (Eqn. 5-1) 

Convective bulk flow and bubble-induced momentum from gas-evolution are contributed to the 

mass transfer coefficient, 𝑘m. So 𝑘m is the summary of mass transfer coefficient for convective 

flow, 𝑘conv , and mass transfer coefficient for bubble-induced momentum from gas-evolution, 

𝑘bubble : 

 𝑘m = 𝑘conv + 𝑘bubble (Eqn. 5-2) 

Mass transfer coefficient for convective flow can be found using the correlation where the average 

mass transfer coefficient calculated from the Sherwood number (Sh) is 

 

𝑘conv =
𝑆ℎ𝐷i
𝐿
=
0.664𝐷i
𝐿

𝑅𝑒𝐿
0.5𝑆𝑐0.333 (Eqn. 5-3) 

 
𝑅𝑒𝐿 =

𝜌𝑁𝐷2

𝜇
=
𝜌𝑉𝐷

𝜇
 , (Eqn. 5-4) 

where the characteristic length, L, is the length of the electrode in direction of flow. The Reynolds 

number can be approximated from the stirring or flow conditions of the electrolyte. D in Eqn. 5-4 
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is the hydrodynamic diameter of the electrodes. In the H-cell setup, the planar electrodes were 

immersed in the electrolyte with the electrolyte stirred by a stirred bar. N in Eqn. 5-4 is the stirring 

speed, which is 600 rpm here. Regarding the GDE cell and AFT cell, the Reynolds number can be 

calculated by the flow rate, V. 

As suggested by T. Burdyny and et al.,87 to describe the effects of bubble break-off where fluid 

immediately replaces the departing bubble, 𝑆ℎ1,258 the Rousar correlation, and to describe the 

combined effects of bubble growth and wake flow, 𝑆ℎ2 , Vogt’s correlation for low electrode 

bubble coverage (Θ < 0.5). 

 
𝑘bubble =

𝑆ℎbubble 𝐷i
𝑑b

 (Eqn. 5-5) 

 𝑆ℎbubble = (𝑆ℎ1
2 + 𝑆ℎ2

2)0.5 (Eqn. 5-6) 

 

𝑆ℎ1 = √
12

π
𝑅𝑒G

0.5𝑆𝑐0.5Θ0.5 (Eqn. 5-7) 

 

𝑆ℎ2 =
2

√5
𝑅𝑒G

0.5𝑆𝑐0.34 (1 −
√8

3

𝑅a

𝑅
Θ0.5) (1 + Θ) (Eqn. 5-8) 

where Θ  represents the fraction of the electrode area covered by bubbles during a bubble’s 

residence time and thus not available for reactions. The ratio 𝑅a/𝑅 in Eqn. 5-8 represents the ratio 

of the inactive electrode area below a nucleated bubble as it grows. The Reynolds and Schmidt 

numbers for gas-evolution are described as: 

 
𝑅𝑒G =

𝑉gas

𝐴

𝑑b

𝑣
 (Eqn. 5-9) 

 
𝑆𝑐 =

𝑣

𝐷
 (Eqn. 5-10) 
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For gas-evolution the bubble departure diameter, 𝑑b, acts as the characteristic length scale, while 

𝑣 is the kinematic viscosity of the electrolyte. The bubble departure diameter is an experimentally 

determined quantity that depends upon the morphology and wettability of a catalyst’s surface. 

The volume flux from gas-evolution (𝑉gas/ 𝐴) represents the effective gas velocity and is defined 

as: 

 𝑉gas

𝐴
=
𝑗evolved 

𝑛e𝐹

𝑅𝑇

𝑃
 (Eqn. 5-11) 

5.4.3. 2D Reaction/Diffusion Model 

Figure 5-1e shows a schematic of the electrochemical cell for CO2RR, especially in the BL. The 

cell has a well-mixed catholyte region with the species: dissolved CO2, bicarbonate anions (HCO3
−), 

carbonate anions (CO3
2− ), formate anions (HCOO− ), hydroxide anions (OH− ), protons (H+ ), 

potassium cations (K+), and CO and H2.  Electroneutrality is assumed for all ionic species. The 2D 

model assumes the concentration of these species only varied in the BL. 

Three electrochemical charge-transfer reactions occur on the surface of CF: 

 CO2(aq) + H2O + 2e
− → CO + 2OH− (Rxn. 5- 1) 

 CO2(aq) + H2O + 2e
− ⇌ HCOO− + OH− (Rxn. 5- 2) 

 2H2O + 2e
− ⇌ H2 + 2OH

− (Rxn. 5- 3) 

The CO, HCOO− and H2 localized current densities are calculated using Tafel kinetics: 

 
𝑖loc,CO = 𝑖0, CO (

𝐶CO2
𝐶CO2,ref

)𝑒𝑥𝑝(
−2𝐹 𝛽CO 𝜂CO

𝑅𝑇
) (Eqn. 5-12) 

 
𝑖loc,HCOO− = 𝑖0,HCOO− (

𝐶CO2
𝐶CO2,ref

)𝑒𝑥𝑝(
−2𝐹 𝛽HCOO− 𝜂HCOO−

𝑅𝑇
) (Eqn. 5-13) 
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𝑖loc,H2 = 𝑖0, H2 (

𝐶H+

𝐶H+,ref
)𝑒𝑥𝑝(

−2𝐹 𝛽H+  𝜂H+

𝑅𝑇
) (Eqn. 5-14) 

The exchange-current densities, 𝑖0,𝑘, and transfer coefficients,  𝛽𝑘, are obtained through the Tafel 

slops from experimental testing (Table 5-1, Figure 5-6). 𝑘  represents above different 

electrochemical reactions. Reference concentrations for both CO2 and H+ are taken as the same as 

the initial values. The surface overpotential is given by: 

 
𝜂𝑘 = (𝜙s − 𝜙l) − (𝑈𝑘

o −
2.303𝑅𝑇

𝐹
pH) (Eqn. 5-15) 

where 𝑈𝑘
o is the standard reduction potentials. 259  𝜙s and 𝜙l are the electronic potential and ionic 

potential, respectively. 

Table 5-1. Experimental data for the CO2RR and HER reaction kinetics. 

Reaction 
Tafel Slope 

(mV·dec-1) 
Intercept 

𝑖0,𝑘 

(mA·cm-2) 
 𝛽𝑘(-) 

𝑈𝑘
o 

(V) 
𝑠𝑗,𝑘 

CO formation 0.147 0.452 8.42 ×  10−4 -0.201 -0.109 +1 

HCOOH 

formation 
0.150 0.604 9.40 × 10−5 -0.197 -0.03 +1 

H2 evolution 0.897 0.633 1.97× 10−1 -0.033 0 +1 

Note: The performance data was collected with Ag NP/CF as the electrode in the H-cell. The Tafel slopes and 

intercepts are derived from Figure 5-8. 

 

The charge-transfer reactions contribute to the source terms for gas-phase species H2 and CO, as 

well as liquid-phase species HCOO−, H+, and OH− through: 

 

𝑅CT,𝑗 = −𝑀𝑗∑
𝑠𝑗,𝑘𝑎v𝑖𝑘

𝑛𝑘𝐹
𝑘

 (Eqn. 5-16) 

where 𝐹 is Faraday’s constant; 𝑛𝑘 is the number of electrons transferred, which is 2 for all of three 

charge-transfer reactions; 𝑠𝑗,𝑘 is the stoichiometric coefficient for species 𝑗 in reaction 𝑘. 
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Figure 5-8. (a) Tafel analysis for CO, formate, and H2 formation.  

As CO2 dissolved in the KHCO3 solution, it readily reacts with water to form carbonic acid. While 

H2CO3 is weak, diprotic acid and can undergo two steps of ionization to form (bi)carbonates. All 

the buffer chemical equilibrium reactions are shown as following: 

 
CO2(aq) + H2O

𝑘1,𝑘−1
⇔   H+ + HCO3

−,  with 𝐾1 = 10−6.37 (Rxn. 5- 4) 

 
HCO3

−
𝑘2,𝑘−2
⇔   H+ + CO3

2−,  with 𝐾2 = 10−10.32 M (Rxn. 5- 5) 

 
CO2(aq) + OH

−
𝑘3,𝑘−3
⇔   HCO3

−,  with 𝐾3 = 𝐾1 𝐾𝑤⁄  (Rxn. 5- 6) 

 
HCO3

− + OH−
𝑘4,𝑘−4
⇔   H2O + CO3

2−,  with 𝐾4 = 𝐾2 𝐾𝑤⁄  (Rxn. 5- 7) 

 
H2O

𝑘𝑤,𝑘−𝑤
⇔    H+ + OH−,  with 𝐾𝑤= 10−14 M2 (Rxn. 5- 8) 

The mass balance for each species within the Bl can be written as: 

 𝛁 ⋅ 𝑛𝑗 = 𝑅𝐶𝑇,𝑗 + 𝑅𝐵,𝑗 (Eqn. 5-17) 

where 𝑛𝑗  is the mass flux of species 𝑗; 𝑅𝐶𝑇,𝑖and 𝑅𝐵,𝑖 are the volumetric charge-transfer reactions 

and homogeneous bulk reactions source term, respectively. 

The flux of aqueous species can be broken into diffusion and migration terms (Nernst–Planck): 
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 𝑛𝑗 = −𝐷𝑗𝜌𝑙∇𝜔𝑗 + 𝑧𝑗𝑢𝑗𝐹𝜌l𝜔𝑗∇𝜙l (Eqn. 5-18) 

where 𝑧𝑗 is the charge and 𝑢𝑗  is the mobility of aqueous species 𝑗, respectively, 𝜌𝑙 is the liquid 

density, and 𝜙l is the liquid-phase potential. The liquid-phase effective diffusivity and mobility 

are shown in Table 5-2 from Reference234, 256. 

Table 5-2. Model constant parameters.234 

 

Species Diffusion Coefficient, 𝐷𝑗 , (10-9·m2·s-1) Mobility, 𝑢𝑗, (10-7·m2·V-1·s-1) 

CO2 (aq) 1.91 - 

HCO3
− 1.185 0.462 

CO3
2− 0.923 0.359 

HCOO− 1.493 260 Nernst–Einstein relationship (𝑢𝑗=𝐷𝑗
eff/RT) 

H+ 9.311 3.626 

OH− 5.273 2.054 

K+ 1.957 0.762 

CO 2.23 261 - 

H2 6.30 262 - 

 

Charge conservation and Ohm’s law govern the electronic potential 𝜙s and current 𝑖𝑠: 

 
∇ ⋅ 𝑖s = −∇ ⋅ 𝑖l = −𝑟v∑𝑖𝑘

𝑘

 (Eqn. 5-19) 

 𝑖s = −𝜎s,m
eff∇𝜙s (Eqn. 5-20) 

where 𝑖s is the current density in the solid phase, 𝑖l is the current density in the liquid phase, 𝑖𝑘 is 

the local partial current density for reaction 𝑘, 𝜎s,m
eff  is the effective electrical conductivity of the 

solid material in medium m, corrected by the Bruggeman correlation. 𝑟v  is the roughness 

coefficient, which is a fitting parameter for tuning the current density as the same as the 

experimental data in H-cell. The value of it is 35 for all the three models with different Bl 

thicknesses. 
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Source terms resulting from homogenous bulk reactions for the aqueous species j are calculated 

using apparent rate constants measured by R. Zeebe et al (Eqn. 5-21).263 Forward reaction-rate 

constants for equation 𝑛 , 𝑘𝑛 , are listed in Table 5-3 and reverse reaction rate constants are 

calculated from Eqn. 5-22, in which  𝐾𝑛 is the equilibrium constants from reported data.256 

 
𝑅B,𝑗 = 𝑀𝑗∑

𝑛

𝑠𝑗(𝑘𝑛∏𝑐𝑗
𝑠𝑗<0

− 𝑘−𝑛∏𝑐𝑗
𝑠𝑗>0

) (Eqn. 5-21) 

 
𝑘−𝑛 =

𝑘𝑛
𝐾𝑛

 (Eqn. 5-22) 

The electrolyte potential is set to zero as a reference. The electronic potential is set as -1.2 V vs. 

RHE at the catalyst surface. At the end of BL, the concentration of species is set as the same as the 

bulk electrolyte. 

The above equations are solved using COMSOL Multiphysics 5.3. Other model parameters are 

listed in Table 5-3. 

Table 5-3. Model constant parameters. 

 

Parameter Value Unit 

T, temperature 293.15 K 

P, pressure 1 atm 

The diameter of carbon fiber 1.2 µm 

Width of the electrode 2 µm 

Width of electrolyte BL thickness, from E.2. µm 

Height 14.5 µm 

CO2(aq) reference conc. (concentration) 33 mM 

CO3
2− reference conc. 0.001 mM 

HCOO−  reference conc. 0.001 mM 

HCO3
− reference conc. 500 mM 

K+ reference conc. 500 mM 
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CO reference conc. 0.01 mM 

H2 reference conc. 0.01 mM 

pH 7.2  

𝑟v, roughness coefficient 35 Fitting parameter 

𝑘1 3.71 × 10−2 s-1 

𝑘2 59.44 s-1 

𝑘3 2.23 × 103 L·mol-1·s-1 

𝑘4 6.0 × 109 L·mol-1·s-1 

 

5.5. Supporting Tables 

Table S5-1. CO2RR performance of AFT cell with Ag NP/CF cathode. 

 

Cell 

voltages 
FE(CO) FE(H2) FE(HCOOH) 

Current 

density, J 

Partial current 

density, JCO 

Production 

rate of CO  

(V) (% ± 3.5%) (% ± 3.5%) (% ± 3.5%) (mA cm-2) (mA cm-2) (mL/min/cm2)  

-1.6 30 67 2.9 -3.8 -2.5 0.02 

-1.8 36 60 2.2 -8.8 -3.2 0.04 

-2 44 52 3.3 -36.3 -16.1 0.22 

-2.2 79 20 1.2 -89.9 -70.9 0.99 

-2.4 78 19 2.3 -157.2 -123.1 1.72 

-2.6 77 21 2.6 -237.9 -182.2 2.54 

-2.8 78 18 3.1 -339.8 -265.3 3.70 

-3 70 26 4.0 -479.8 -335.0 4.67 

-3.2 61 36 3.7 -621.5 -378.3 5.27 

 

 

 

Table S5-2. CO2RR performance of GDE cell with Ag NP/CF cathode. 

 

Cell 

voltages 
FE(CO) FE(H2) FE(HCOOH) 

Current 

density, J 

Partial current 

density, JCO 

Production 

rate of CO  

(V) (% ± 3.5%) (% ± 3.5%) (% ± 3.5%) (mA cm-2) (mA cm-2) (mL/min/cm2)  
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-2 39 55 2.5 -3.4 -1.3 0.02 

-2.2 69 26 1.8 -13.2 -9.1 0.13 

-2.4 73 23 3.8 -19.2 -14.0 0.19 

-2.6 75 21 2.6 -49.3 -36.8 0.51 

-2.8 71 26 1.4 -109.6 -78.4 1.09 

-3 66 29 3.7 -190.7 -125.9 1.75 

-3.2 59 38 0.4 -292.0 -171.4 2.39 

 

 

 

Table S5-3. CO2RR performance of H-cell with 3DOM Sn0.3Ti0.7O2 ternary cathode. 

 

Potential FE(CO) FE(HCOOH) FE(H2) 
Current 

density, J 

Partial current 

density, JCO 

Production 

rate of CO  

(V vs. RHE)  (% ± 2.5%) (% ± 2.0%) (% ± 2.5%) (mA cm-2) (mA cm-2) (mL/min/cm2)  

-0.34 42 1.5 54 0.4 0.2 0.002 

-0.54 91 1.6 6 3.5 3.2 0.04 

-0.74 92 4.0 3 16.2 14.8 0.21 

-0.94 91 3.8 3 34.0 30.9 0.43 

-1.13 69 12.6 17 54.1 37.2 0.52 

 

 

 

Table S5-4. CO2RR performance of AFT cell with 3DOM Sn0.3Ti0.7O2 ternary cathode. 

 

Cell 

voltages 
FE(CO) FE(HCOOH) FE(H2) 

Current 

density, J 

Partial current 

density, JCO 

Production 

rate of CO  

(V) (% ± 2.5%) (% ± 2.0%) (% ± 2.5%) (mA cm-2) (mA cm-2) (mL/min/cm2)  

-1.6 44 2 47 -4.9 -2.2 0.03 

-2 63 4 32 -34.6 -21.6 0.30 

-2.4 88 3 5 -148.8 -130.8 1.82 

-2.8 90 4 4 -324.3 -293.0 4.08 

-3.2 84 9 5 -597.1 -502.5 7.00 
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Chapter 6. Conclusion and Perspectives 

6.1. Conclusions 

Electrochemical conversion of CO2 provides an unprecedented opportunity to develop new clean 

technologies and further tackle the issue of global warming. In this thesis, approaches to 

nanostructured catalysts (Chapters 3, 4) along with electrodes and cell design (Chapter 5) were 

successfully implemented to perform efficient CO2RR. 

In Chapter 3, a bimetallic Bi-Sn catalyst was synthesized and investigated for a highly efficient 

conversion of CO2 into formate. Due to the orbital interaction of Bi-Sn and Sn-O, the composition 

and morphology optimized electrode (Bi-Sn/CF) led to 96 % Faradaic efficiency for formate at -

1.14 V vs. RHE with a high production rate of 0.74 mmol h-1 cm-2. Additionally, the electrode 

demonstrated excellent durability of 100 hours of continuous operation with no degradation in 

current density and Faradaic efficiency. The present work gives suggestions to the rational design 

of catalysts for future CO2RR studies by presenting a facile synthesis technique for nanostructured 

bimetallic catalysts. 

In Chapter 4, 3DOM ternary Sn-Ti-O catalysts were successfully produced, representing a simple 

but highly effective artificial material for CO2RR. DFT calculations combined with different 

physical and chemical characterizations revealed the nature of the electron density reconfiguration 

among Sn, Ti, and O atoms. A balance between exposure of active sites and the degree of electron 

density shift was imperative for achieving a highly efficient 3DOM catalyst. In particular, it was 

inferred that the crucial electron density transfer from Ti to Sn enabled the dissociative adsorption 

of COOH*, directly producing CO with cathodic energy efficiency over 71.5%. The existence of 

Ti not only effectively creates an electron bank that contributes to the activation of catalytic 
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reactions, but it also plays an important role in strengthening the 3DOM structure in order to 

maintain a high EEca for over 200 hours within a wide potential window. Insights gained through 

these quantitative analyses of electron density configuration can be further exploited as promising 

design principles for high-performance catalysts, making the electrochemical process more 

sustainable for practical applications. 

In Chapter 5, a prototype aqueous flow-through (AFT) cell was developed that showed 

remarkably improved activities for continuous CO2RR, offering the opportunity to lower the high 

cell potentials required to drive CO2RR chemistry at meaningful rates of production. A 10-fold BL 

thickness decrease from flow-by to flow-through is an important contributor to the 10-fold increase 

in catalyst activity. Computational transport models also described the dependence of species 

concentration distributions on BL, which are in good agreement with the hypothesis of BL effect 

on the cells’ performance. With both CO2 and HCO3
−  acting as the carbon sources, AFT cell 

technology provides an alternative approach to adsorb gaseous CO2 from flue gases into carbonate 

electrolyte for CO2RR without using pure gas-phase CO2 stream in practical applications. This 

concept sheds light on the engineering of electrodes and electrolytic cells for electrochemistry 

processes and energy storage systems. 

6.2. Recommended Future Work 

Based on the results of the studies conducted in this thesis research, the following 

recommendations are proposed for future work.  

Further development of the catalytic and functional materials. Until very recently, with the 

emergence of nanotechnology, the development of various types of catalysts to efficiently improve 

the performance of CO2RR materials become of great importance. Binary and ternary composites 
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have shown to be an effective method, nevertheless, there are still plenty of unknown combinations 

and effects of combination styles, e.g. ensemble and segregated mixing, ordering patterns.  

Utilization of advanced characterization technologies. More advanced in-operando spectroscopy 

and characterization technologies, such as XAFS, attenuated total reflection surface-enhanced 

infrared absorption spectroscopy (ATR-SEIRAS), high angle annular dark-field STEM (HAADF-

STEM), can be employed to facilitate the development revelation of the materials evolutions 

during CO2RR with a collision of the electrons, ions, reaction species.  

Comprehensive multiscale simulation. The present 2D simulation model only considered the 

diffusion and reactions in the BL. However, the gas bubbles formation, evolution, and break also 

play a role in the coverage ratio on the surface of the catalyst. The further realistic model is required 

to consider bubbles evolutions and transports. Additionally, the carbon fibers are too simple in the 

present 2D model and might lose some essential transport features related to the structures.  

Investigations on a more realistic CO2RR system. To make the CO2RR processes having a wide 

application and achieving the industrial target, the electrolytic cell is required to utilize CO2 in low 

concentrations, even directive use CO2 in the atmosphere and from the waste gas in other industrial 

processes, such as cement or power plants. Once the CO2RR systems meet the requirements to 

couple with the established industrial processes and smart energy-grids, this system can lead us to 

the end of the tunnel and to approach the goal of carbon capture and utilization. 
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