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#### Abstract

It is widely believed that combining the uncertainty principle with gravity will lead to an effective minimum length scale. A particular challenge is to specify this scale in a coordinate-independent manner so that covariance is not broken. Here we will consider bandlimitation and sampling theory as a means to model Planck-scale modifications to spacetime within quantum field theory. Two different cases will be considered.

The first is the case of Euclidean-bandlimitation, which imposes a notion of minimal length while preserving Euclidean symmetries. This leads to a sampling theory where one can represent fields as equivalently living on either continuous space or on lattices. We will discuss how this leads to a regulation of the information density in quantum fields. We then proceed to quantify notions of localization and density of degrees of freedom within these fields.

We then turn to the case of Lorentzian-bandlimitation. Quantum fields bandlimited in this way have reconstruction properties which are qualitatively different than the Euclidean case. Nevertheless, here we will examine what impacts this has on the structure of quantum field theory with such a bandlimit imposed. In particular, we will investigate which quantities are and are not regulated by the Lorentzian bandlimit in both free and interacting field theories.
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## Chapter 1

## Introduction

The idea that there may be a limit to our classical notions regarding the continuity of spacetime goes back to [25]. Therein, it was suggested that there should be a fundamental limit to the precision of gravitational field measurements. Ensuing thought experiments have indicated that in the presence of gravity, there should generally be a limitation to measurements of distance, in the form of a lower bound on the uncertainty, given by the Planck length [41, 54, 89]:

$$
\begin{equation*}
\Delta X \geq \ell_{P}:=\sqrt{\frac{\hbar G}{c^{3}}} \sim 10^{-35} \mathrm{~m} \tag{1.1}
\end{equation*}
$$

Indeed, this concept is a feature of many approaches to quantum gravity [41,54, 128].
Intuitively, the presence of a minimum length suggests that spacetime may be fundamentally discrete, rather than continuous. The simplest picture of a discrete space is analogous to a crystal lattice, but such a scenario would imply a breakdown of continuous spacetime symmetries. For example, any length scale introduced into a model would be subject to contraction under a Lorentz transformation. Therefore, a naive introduction of such a length scale would be observer-dependent. There are more sophisticated approaches where notions of minimum length scales can be introduced without picking out preferred frames $[20,22]$, or alternatives where one considers deforming spacetime symmetries near the Planck scale $[7,8,44,82,113]$. At the present time, there has been no experimental evidence for violations of Lorentz invariance [1, 3, 77, 88].

Apart from experimental signatures, it is interesting to consider the role of such a minimal length on fundamental questions in quantum field theory (QFT). For example, in interacting field theories it is common to introduce regulators that are occasionally loosely
motivated by a Planck-scale cutoff, but one would like a better sense of exactly how this might occur [31, 32].

There is also currently much interest in entanglement in quantum field theory and its role in black hole thermodynamics and the holographic principle [4-6, 12, 21, 48, 62 , $97,114,115,117,121]$. There are also ideas about how the structure of spacetime may emerge from quantum entanglement in some sense [18,26,52,60,61,125]. However, in these studies one must introduce a cutoff to regulate the entanglement of quantum fields. It would be desirable to obtain a more precise picture of how one could implement such a regulator in a manner that does not conflict with the structure of the underlying spacetime. This is especially important for these considerations since the spacetime structure plays a fundamental role.

Therefore, our motivation for this work is how one can have a notion of minimal length and/or spacetime discreteness without the breaking of continuous symmetries. Furthermore, to what extent would such discreteness act as a regulator for entanglement, interactions, and other quantities of interest in quantum field theory. The particular approach we will be examining in this work is that of bandlimitation and sampling theory.

Our hope is that this will complement other models of Planck-scale modifications of spacetime. Here, the approach is to begin in the well-established territory of ordinary quantum field theory, and modify it in a conservative manner so that it exhibits some of the features one may expect from Planck-scale effects. One could then attempt to match it with low-energy limits of some quantum gravity approaches, or perhaps it may give some insight by connecting it to other low-energy approaches.

The idea of applying bandlimitation to quantum field theory began with considerations of deforming the uncertainty principle of quantum mechanics to qualitatively match expected modifications due to gravity $[65,73]$. In particular, one would expect that a large uncertainty in momentum would produce a large uncertainty in the spacetime geometry through the gravitational field equations. This uncertainty in the spacetime geometry would then feed back to produce large uncertainties in distance measurements. Schematically, this would look like Figure 1.1, where we have drawn the boundaries of the allowable region of position and momentum uncertainty (the dashed line being the undeformed Heisenberg uncertainty principle). One can achieve this qualitative behaviour through a modification to the uncertainty principle of the kind:

$$
\begin{equation*}
\Delta x \Delta p \geq \frac{1}{2}\left(1+\ell_{P}^{2} \Delta P^{2}\right) \tag{1.2}
\end{equation*}
$$

called a Generalized Uncertainty Principle $[65,73]$. (Note that hereafter we will be setting $\hbar=c=1$.) It is simple to show that the above inequality implies a finite lower bound to the position uncertainty, $\Delta x \geq \ell_{P}$.


Figure 1.1: Qualitative modification of the allowable region of position and momentum uncertainty due to gravitational effects at the Planck scale. The dashed line corresponds to the boundary of the region according to the ordinary Heisenberg uncertainty principle. The solid black line denotes the boundary according to the Generalized Uncertainty Principle. The red line demonstrates that there is a minimum to the uncertainty in position for the modified region.

It was later noted that this is formally equivalent to simply implementing an ultraviolet cutoff in the usual momentum space [68]. However, such a cutoff does not simply imply a lattice theory. Rather, this connects to a well-studied branch of information theory called sampling theory. Sampling theory is a set of tools used throughout communications engineering for representing continuous bandlimited signals exactly by a set of values that the function takes at a discrete set of points. The central result in sampling theory is the Shannon sampling formula, which holds for any signal, $\phi(t)$, whose Fourier transform has support in the interval $[-W, W]$ :

$$
\begin{equation*}
\phi(t)=\sum_{n} \operatorname{sinc}\left[W\left(t-t_{n}\right)\right] \phi\left(t_{n}\right), \tag{1.3}
\end{equation*}
$$

where $\left\{t_{n}=n \pi / W\right\}_{n \in \mathbb{Z}}$ is a discrete set of sample points, and $\operatorname{sinc}(x):=\sin (x) / x[93,110$, 111]. Because these functions can be equivalently represented on both the continuum and a lattice, sampling theory blurs the distinction between continuous and discrete space.

One can show that this space of bandlimited functions continues to exhibit translation invariance. Indeed, we have not removed the underlying space simply because these functions can be represented on a lattice. It is simply that by restricting the space of functions one is considering, it is possible to specify one of these functions by a discrete set of infor-
mation. Therefore, sampling theory provides a model for how one can have discreteness without symmetry breaking.

Sampling theory can also be generalized to higher dimensions. There are also natural extensions to Riemannian manifolds [71,74]. Further, one can also generalize bandlimitation to pseudo-Riemannian manifolds [27, 69, 72].

In this thesis, we are going to examine various aspects of bandlimitation and sampling theory applied to quantum field theory in both the Euclidean- and Lorentzian-signature cases. The outline is as follows.

We will begin in Chapter 2 by reviewing sampling theory. This will include the traditional sampling theory of Shannon, as well as some discussion of the generalization to Riemannian and pseudo-Riemannian manifolds. We will then review how bandlimitation and sampling theory can be introduced to quantum field theory in Chapter 3. Some of this review will consist of previous work done by the author [100, 102], as well as some further insights achieved in some more recent work [96].

Chapters 4-6 will be focused on developing a notion of subsystem localization for Euclidean-bandlimited quantum fields. The aim of this is to quantify exactly how one can think of sampling theory as imposing a limit to the density of degrees of freedom despite the fact that the theory exhibits full translation invariance.

Although the Euclidean case may not be fundamentally intriguing for the purposes of modelling Planck-scale physics, sampling theory is ubiquitous in classical communications engineering, and so one would anticipate that it will also be a crucial tool for quantum communication through quantum fields. For example, this could arise in cavities which only support electromagnetic modes up to a certain wavenumber, or simply in cases where the instruments one is using can only probe frequencies up to some scale. It is then worth exploring Euclidean-bandlimited quantum field theory for these purposes as well. Also, some of our investigation here, although motivated by questions in quantum field theory, is fundamentally only about classically bandlimited fields. Therefore, perhaps some of this study would be insightful for the classical case as well.

For the Lorentzian case, in Chapter 7 we will first examine in detail how one can reconnect the idea of Lorentzian bandlimitation back to a type of Generalized Uncertainty Principle. We will then proceed in Chapters 8 and 9 examine how it affects the structure of quantum field theory. Specifically, Chapter 8 will examine free fields and Chapter 9 will examine interacting theories.

Of course, ultimately one would also like to look for manifestations of Lorentzian bandlimitation in experiments. Some work that has been done towards this is determining how

Lorentzian bandlimitation in cosmological spacetime may be imprinted in the fluctuations of the cosmic microwave background (CMB) [27,72]. Here our aim is to further develop theory for Lorentzian-bandlimited quantum fields in order to eventually pursue other ideas for how they could be probed.

Chapters 7 and 8 are based on a publication [101] by the author. New contributions of this thesis consist of the contents of Chapters 5-9, except for some interspersed background material which is clearly indicated.

## Chapter 2

## Background on sampling theory

The aim of sampling theory is to find discrete representations of continuous signals. For the purposes of quantum field theory, we are interested in finding discrete space or spacetime representations which also preserve the underlying symmetries of the manifold. In this chapter, we will review the basics of sampling theory, beginning with the traditional cases for the circle and the line, and then extensions to arbitrary Riemannian and pseudoRiemannian manifolds.

### 2.1 Prelude: sampling on a circle

Consider a circle $S^{1}$ of length $L$, with coordinates $x \in[0, L)$. On the circle, we have a plane wave basis for the space of square-integrable functions: $\frac{1}{\sqrt{L}} e^{i k_{m} x}$ with $k_{m} \equiv \frac{2 \pi m}{L}, m \in \mathbb{Z}$. Now let us consider the subspace of functions that only have nonzero Fourier coefficients in the range $m \in[-M, M]$ (i.e., an ultraviolet cutoff $\left|k_{m}\right| \leq k_{M}$ ). These so-called bandlimited functions are of the form

$$
\begin{equation*}
\phi(x)=\frac{1}{\sqrt{L}} \sum_{m=-M}^{M} \phi_{m} e^{i k_{m} x} \tag{2.1}
\end{equation*}
$$

This is a finite dimensional function space. Since there are $2 M+1$ degrees of freedom, is a function in this subspace fixed by its values at $2 M+1$ positions? Suppose we fix $2 M+1$ "sample points" $\left\{x_{n}\right\}_{n=1}^{2 M+1}$. Now let us evaluate an arbitrary function in the bandlimited subspace at these sample points,

$$
\begin{equation*}
\phi\left(x_{n}\right)=\frac{1}{\sqrt{L}} \sum_{m=-M}^{M} \phi_{m} e^{i k_{m} x_{n}} . \tag{2.2}
\end{equation*}
$$

This is stating that the $2 M+1$ Fourier coefficients are mapped to the $2 M+1$ sample points by the square matrix $\frac{1}{\sqrt{L}} e^{i k_{m} x_{n}}$.

Generically, this matrix will be invertible [67], which allows us to express the Fourier coefficients in terms of the sample values. We can then insert this expression for the Fourier coefficients back into the original Fourier series (2.1) to write $\phi(x)$ (i.e., the value of the bandlimited function at an arbitrary $x$ ) in terms of the values at the $2 M+1$ sample points $x_{n}$. For example, suppose we choose the sample points equidistantly at $x_{n}=\frac{n-1}{2 M+1} L$. It is simple to show that the inverse of (2.2) in this case is

$$
\begin{equation*}
\phi_{m}=\frac{\sqrt{L}}{2 M+1} \sum_{n=1}^{2 M+1} \phi\left(x_{n}\right) e^{-i k_{m} x_{n}} . \tag{2.3}
\end{equation*}
$$

Then inserting these into (2.1),

$$
\begin{aligned}
\phi(x) & =\frac{1}{\sqrt{L}} \sum_{m=-M}^{M}\left(\frac{\sqrt{L}}{2 M+1} \sum_{n=1}^{2 M+1} \phi\left(x_{n}\right) e^{-i k_{m} x_{n}}\right) e^{i k_{m} x} \\
& =\sum_{n=1}^{2 M+1} K\left(x, x_{n}\right) \phi\left(x_{n}\right),
\end{aligned}
$$

where $K$ is the Dirichlet kernel

$$
\begin{aligned}
K\left(x, x_{n}\right) & :=\frac{1}{2 M+1} \sum_{m=-M}^{M} e^{i k_{m}\left(x-x_{n}\right)} \\
& =\frac{\sin \left[(2 M+1)\left(x-x_{n}\right) \frac{\pi}{L}\right]}{(2 M+1) \sin \left[\left(x-x_{n}\right) \frac{\pi}{L}\right]}
\end{aligned}
$$

Hence, we see that the value of a bandlimited function at the sample points $x_{n}=\frac{n-1}{2 M+1} L$ fixes the value of the function everywhere on the circle.

This form of $K$ is dependent on the fact that we chose the sampling lattice $x_{n}=\frac{n-1}{2 M+1} L$. But one can see that as long as we choose the samples points so that (2.2) is invertible, one will arrive at an analogous sampling kernel $K$. One does not have to choose $x_{n}$ equidistantly spaced either, can actually choose a generic set of points, as long as there are enough. Note that the invertibility of (2.2) and form of $K$ depends only on the choice of sample points $x_{n}$, and not on the particular function we want to reconstruct.

Note also that one needs the same number of samples as the number of Fourier modes. If we examine a subspace of functions with a larger bandlimit, we will require more sample points.

We have imposed an ultraviolet cutoff, which is a restriction to a bandlimited subspace of $L^{2}\left(S^{1}\right)$. Although these functions can be represented by their values on a sampling lattice, we have not eliminated the underlying continuous manifold nor the associated continuous translation covariance. Thus, we have discreteness without symmetry breaking, which is only possible since none of the lattices are preferred.

Shannon sampling theory is essentially a demonstration that this also occurs for bandlimited functions on $\mathbb{R}$.

### 2.2 Shannon's sampling theorem

Define bandlimited functions on $\mathbb{R}$, with bandlimit $\Lambda$, as a subspace of $L^{2}(\mathbb{R})$ where the support of the Fourier transform of these functions lies within the interval $[-\Lambda, \Lambda]$ :

$$
\begin{equation*}
\phi(x)=\int_{-\Lambda}^{\Lambda} \frac{d k}{2 \pi} \tilde{\phi}(k) e^{i k x} \tag{2.4}
\end{equation*}
$$

We are looking for a reconstruction from samples of the form

$$
\begin{equation*}
\phi(x)=\sum_{n} K\left(x, x_{n}\right) \phi\left(x_{n}\right), \tag{2.5}
\end{equation*}
$$

for some discrete set of sample points $\left\{x_{n}\right\}_{n} \subset \mathbb{R}$ and some reconstruction kernel $K$.
There is a potential point of confusion as to what we mean by $\phi\left(x_{n}\right)$, which also occurs in the $S^{1}$ case. Recall that the elements of $L^{2}(\mathbb{R})$ are equivalence classes of (square integrable) functions, which only differ on sets of measure zero. However, a discrete set of points $\left\{x_{n}\right\}$ will have zero measure. If we were to change the values of $\phi$ on this set, it would still be considered the same function in $L^{2}(\mathbb{R})$, yet the reconstruction would yield a function in a completely different equivalence class. So let us be a bit more precise about what we mean by such a reconstruction formula.

A simple way to do this is to first recognize that bandlimited functions are entire (analytic everywhere), which for $\phi \in L^{2}(\mathbb{R})$ means that $\phi$ is equal to an entire function almost everywhere (i.e., differ only on a set of measure zero) [104]. Therefore, each equivalence class of bandlimited functions in $L^{2}(\mathbb{R})$ contains a representative that is entire, so by a sample $\phi\left(x_{n}\right)$, we mean the value of the entire function in the equivalence class containing $\phi$ at the point $x_{n}$. Also note that convergence of the above series will be in the sense of the $L^{2}(\mathbb{R})$ norm.

In the $S^{1}$ case, the insight that led us to the sampling formula was that, since the bandlimited function space was finite dimensional, we should be able to specify a function from specifying finitely many sample values. In the case of $\mathbb{R}$, it is less clear that this can be done, since the bandlimited function space is still an infinite dimensional subspace. There are many ways to proceed to show that a sampling theorem still holds. We will demonstrate via a functional analytic approach developed in [68], through a study of the spectrum of a position (i.e., multiplication) operator on $L^{2}(\mathbb{R})$. The key idea is that we know that we are guaranteed from the spectral theorem for self-adjoint operators that an element in the relevant Hilbert space can be expanded in a complete basis of eigenvectors of that operator. If we can show that a position operator has a discrete basis, then a function can be expanded in terms of sample points on a discrete lattice. But how we can use this to reconstruct the function anywhere in the continuous background space requires some subtle issues in the functional analysis of the position operator.

For $\phi \in L^{2}(\mathbb{R})$, define a position operator, $X$, by $(X \phi)(x)=x \phi(x)$. Of course, if we take $L^{2}(\mathbb{R})$ as the Hilbert space in which $X$ acts, then $X$ has a continuous spectrum consisting of all of $\mathbb{R}$. The (approximate) eigenvectors form a basis for this space, in the sense that for any $\phi$, we have $\left.\mid \phi)=\int_{\mathbb{R}} d x \mid x\right)(x \mid \phi)$. It will be useful to start using braket notation, for example $\mid \phi)$ will be an element of $L^{2}(\mathbb{R})$ represented by a function $\phi(x) \equiv(x \mid \phi) .{ }^{1}$

If we restrict our attention to the Hilbert space of bandlimited functions, this situation changes. Bandlimited functions in Fourier space lie in the Hilbert space $L^{2}[-\Lambda, \Lambda]$. Let us denote this Hilbert space abstractly by $B(\Lambda)$. In Fourier space operator $X$ is represented as a derivative operator $i d / d k$. What is the spectrum of $X$ ? Notice that this situation is mathematically analogous to the quantum mechanical problem of a particle in an infinite potential well. In that case, the momentum and energy operators exhibit discrete spectra. Here, the roles of position and momenta are flipped, and so we should expect the position operator $X$ to have a discrete spectrum, despite the fact that bandlimited functions were defined to have a continuous spatial representation (2.4). Below we will return to this latter point.

First, note that $X$ will have a spectrum if it is self-adjoint. Is it symmetric? Only after

[^0]imposing boundary conditions:
\[

$$
\begin{aligned}
(\phi \mid X \psi)-(X \phi \mid \psi) & =\int_{-\Lambda}^{\Lambda} \frac{d k}{2 \pi}\left(\tilde{\phi}^{*}(k) i \frac{d \tilde{\psi}(k)}{d k}-(-i) \frac{d \tilde{\phi}^{*}(k)}{d k} \tilde{\psi}(k)\right) \\
& =\frac{i}{2 \pi}\left(\tilde{\phi}^{*}(\Lambda) \tilde{\psi}(\Lambda)-\tilde{\phi}^{*}(-\Lambda) \tilde{\psi}(-\Lambda)\right)
\end{aligned}
$$
\]

We need this expression to vanish in order for $X$ to be symmetric. In the analogous quantum mechanical problem, the physics dictates Dirichlet boundary conditions. Here, imposing $\tilde{\phi}( \pm \Lambda)=0$ and $\tilde{\psi}( \pm \Lambda)=0$ would suffice to make $X$ symmetric. However it will not be self-adjoint, which is required for the spectral decomposition we are seeking.

To see this, we must analyze more carefully the domain of $X$, denoted $D(X)$. First, note that we cannot simply take $D(X)$ to be the entire Hilbert space $B(\Lambda)$. That is because $X$ is unbounded, in which case this follows from the Hellinger-Toeplitz theorem. This theorem states that any symmetric linear operator defined on all of a complex Hilbert space is necessarily bounded [78]. We require $X$ to be an operator from $D(X) \subset B(\Lambda)$ to $B(\Lambda)$, i.e., $X$ is restricted to act on functions such that the output is square integrable and bandlimited. Let us also impose Dirichlet boundary conditions in Fourier space so that $X$ is symmetric, and then let us see what occurs. Let

$$
\begin{equation*}
D(X)=\left\{\tilde{\phi} \in L^{2}[-\Lambda, \Lambda] \mid(X \tilde{\phi})=i \tilde{\phi}^{\prime} \in L^{2}[-\Lambda, \Lambda], \tilde{\phi}( \pm \Lambda)=0\right\} \tag{2.6}
\end{equation*}
$$

Now recall the definition of the adjoint of $X[2,78]$,

Definition 1 (Adjoint) Consider a (densely defined) linear operator $X$ acting on a Hilbert space $\mathcal{H}$. For a given $\mid \phi) \in \mathcal{H}$, suppose there exists an element $\mid \chi) \in \mathcal{H}$ such that

$$
\begin{equation*}
(\phi \mid X \psi)=(\chi \mid \psi) \tag{2.7}
\end{equation*}
$$

for all $\mid \psi) \in \mathcal{H}$. The adjoint of $X$, denoted $X^{\dagger}$, is defined by the map $\left.\left.X^{\dagger} \mid \phi\right):=\mid \chi\right)$.
Note: if $X$ not densely defined, then $X^{\dagger}$ is not well-defined. An operator is self-adjoint if it is symmetric, i.e., $(\phi \mid X \psi)=(X \phi \mid \psi)$ for all $\phi, \psi \in D(X)$, and if $D(X)=D\left(X^{\dagger}\right)$. In the case where we choose functions in $D(X)$ to obey Dirichlet boundary conditions in Fourier space, we see that $X^{\dagger}$ is not only defined for elements in $D(X)$, but also includes functions with no particular boundary conditions, i.e.,

$$
\begin{equation*}
D\left(X^{\dagger}\right)=\left\{\tilde{\phi} \in L^{2}[-\Lambda, \Lambda] \mid(X \tilde{\phi})=i \tilde{\phi}^{\prime} \in L^{2}[-\Lambda, \Lambda]\right\} \tag{2.8}
\end{equation*}
$$

The point is that once we choose $D(X)$, the domain $D\left(X^{\dagger}\right)$ is fixed by the definition of $X^{\dagger}$. Even if $X$ is symmetric, these may not always coincide.

Therefore, we must choose a different set of boundary conditions so that $D\left(X^{\dagger}\right)=$ $D(X)$. One can verify that this can be achieved by choosing $D(X)$ to contain functions that are periodic up to a phase. Let us fix some $\alpha \in[0,1)$, then let

$$
\begin{equation*}
D\left(X_{\alpha}\right)=\left\{\tilde{\phi} \in L^{2}[-\Lambda, \Lambda] \mid(X \tilde{\phi})=i \tilde{\phi}^{\prime} \in L^{2}[-\Lambda, \Lambda], \tilde{\phi}(\Lambda)=e^{-2 \pi i \alpha} \tilde{\phi}(-\Lambda)\right\} \tag{2.9}
\end{equation*}
$$

There is a story here about self-adjoint extensions of symmetric operators [2], but we will not need to elaborate upon this here.

We then have a one-parameter family of self-adjoint position operators, $X_{\alpha}$, each represented formally in Fourier space as $i \frac{d}{d k}$, but have different domains, $D\left(X_{\alpha}\right)$. Formally the eigenfunctions of each $X_{\alpha}$ are of the form $e^{-i k x}$ in Fourier space, and with the respective boundary conditions we have that $X_{\alpha}$ has a discrete spectrum:

$$
\begin{equation*}
x_{n}^{(\alpha)}=\frac{\pi}{\Lambda}(n+\alpha), \quad n \in \mathbb{Z} \tag{2.10}
\end{equation*}
$$

and corresponding eigenvectors

$$
\begin{equation*}
\left.\left(k \mid x_{n}^{(\alpha)}\right)=e^{-i k x_{n}^{(\alpha)}}, \quad \text { with } \left.\quad \frac{\pi}{\Lambda} \sum_{n \in \mathbb{Z}} \right\rvert\, x_{n}^{(\alpha)}\right)\left(x_{n}^{(\alpha)} \mid=1_{D\left(X_{\alpha}\right)} .\right. \tag{2.11}
\end{equation*}
$$

So we see that if we fix some $\alpha$, and hence a particular position operator, then we have a discrete position-space representation for the functions in $D\left(X_{\alpha}\right)$. However, we began by considering bandlimited functions to be a subspace of the set of square integrable functions on the full space $\mathbb{R}$ (i.e., (2.4)). Where did this continuous representation go?

Let us return to the set of functions obeying Dirichlet boundary conditions in Fourier space. The key insight is to notice that these are contained in $D\left(X_{\alpha}\right)$ for each choice of $\alpha$. Therefore, we could choose any of these bases to represent one of these functions. Notice also that the union of the spectra of these operators covers the full line $\mathbb{R}$ exactly once, i.e., for each $x \in \mathbb{R}$ we can find an $n \in \mathbb{Z}$ and $\alpha \in[0,1)$ such that $x_{n}^{(\alpha)}=x$. Therefore, in the intersection $\cap_{\alpha \in[0,1)} D\left(X_{\alpha}\right)$, which is in fact equal to the space of Dirichlet functions, we can write

$$
\begin{equation*}
\left.\int_{\mathbb{R}} d x \mid x\right)\left(x\left|=\int_{0}^{1} \frac{\pi}{\Lambda} d \alpha \sum_{n \in \mathbb{Z}}\right| x_{n}^{(\alpha)}\right)\left(x_{n}^{(\alpha)} \mid=1_{\cap_{\alpha \in[0,1)} D\left(X_{\alpha}\right)},\right. \tag{2.12}
\end{equation*}
$$

where the $\pi / \Lambda$ factor in front of $\alpha$ is due to the fact that $\alpha$ appears in $x_{n}^{(\alpha)}$ as $\frac{\pi}{\Lambda}(n+\alpha)$ (see also the next section, where this resolution of identity is built in a more abstract manner).

This allows us to make sense of representing a bandlimited function in the continuum as $\phi(x)=(x \mid \phi)$ for $x \in \mathbb{R}$, since $\mid x)$ will be an eigenvector of one of the position operators $X_{\alpha}$. Note, however, the $\mid x$ 's are not orthogonal:

$$
\begin{equation*}
\left(x \mid x^{\prime}\right)=\frac{\Lambda}{\pi} \operatorname{sinc}\left[\Lambda\left(x-x^{\prime}\right)\right] . \tag{2.13}
\end{equation*}
$$

The set $\{\mid x)\}_{x \in \mathbb{R}}$ is an overcomplete basis. The crucial observation was that we do not need to fix a choice of $\alpha$ (i.e., choice of lattice), and this democracy of lattices allows us to restore the continuum. This is in distinction from, for example, a crystal lattice where there is a preferred choice of $\alpha$.

However, we can still choose to represent these functions on one of the lattices $x_{n}^{(\alpha)}$. Since $\mid x_{n}^{(\alpha)}$ ) is a basis, the function is completely specified by its values at these points. With these tools, we can now establish Shannon's sampling formula [110, 111]:

$$
\begin{aligned}
\phi(x)=(x \mid \phi) & =\frac{\pi}{\Lambda} \sum_{n \in \mathbb{Z}}\left(x \mid x_{n}^{(\alpha)}\right)\left(x_{n}^{(\alpha)} \mid \phi\right) \\
& =\sum_{n \in \mathbb{Z}} \operatorname{sinc}\left[\Lambda\left(x-x_{n}^{(\alpha)}\right)\right] \phi\left(x_{n}^{(\alpha)}\right) .
\end{aligned}
$$

Similar to the case of $S^{1}$, one can also derive analogous reconstruction formulas by picking a discrete set of non-orthogonal $\mid x$ )'s. The only requirement is that the average sample density is greater than the Nyquist density $\Lambda / \pi$ [93]. The case of equidistantly-spaced lattice points corresponding to an orthogonal basis in the Hilbert space will be referred to as Nyquist lattices.

In the general case, for non-uniform sampling on $\mathbb{R}^{n}$, it is known that it is necessary that the density of sample points required for reconstruction is bounded below by the volume of momentum space (divided by $(2 \pi)^{n}$, where $n$ is the dimension of space) [79] (see also, e.g., [72]).

### 2.3 Functional analysis of sampling on $S^{1}$

Is there a way to think of the sampling theorem for bandlimited functions on $S^{1}$ in terms of the spectra of a collection of position operators? We will see this not a natural way to frame the problem in $S^{1}$, but examining common elements between the sampling theories for $S^{1}$ and $\mathbb{R}$ will indicate a way to think about it that will be useful for generalizations.

Let us frame the discussion for $\mathbb{R}$ from the previous section a little differently. Start with a Hilbert space $\mathcal{H}=L^{2}(\mathbb{R})$, with position and momentum operators satisfying $[X, K]=i$. Momentum eigenvectors are $(x \mid k)=e^{i k x}$, with $\left.\left.\int \frac{d k}{2 \pi} \right\rvert\, k\right)(k \mid=1$. Now consider a bandlimited projector, $\left.P_{\Lambda}: \left.=\int_{-\Lambda}^{\Lambda} \frac{d k}{2 \pi} \right\rvert\, k\right)(k \mid$, which projects elements of $\mathcal{H}$ down to the bandlimited subspace $B(\Lambda):=P_{\Lambda} \mathcal{H}$. Then we wanted to consider the spectral decomposition of $X$ restricted to this subspace. Since $B(\Lambda)$ is itself a Hilbert space, the Hellinger-Toeplitz theorem implies that the domain of $X$ cannot be all of $B(\Lambda)$. There is a one-parameter family of densely defined domains in $B(\Lambda)$ on which $X$ is self-adjoint. This collection of self-adjoint operators provides a one-parameter family of bases with which one can decompose any function lying in the intersection of the domains (for example, functions obeying Dirichlet boundary conditions in Fourier space). The set of bases can be combined to recover a notion of the continuous functions. The picture is then that each basis can be thought of as corresponding to a particular sampling lattice in the continuum. But now phrasing the problem as the restriction of $X$ to $B(\Lambda) \subset L^{2}(\mathbb{R})$, we notice that we have two different constructions of continuous position representations. On one hand, the eigenvectors of $X$ in $L^{2}(\mathbb{R})$ form a basis, and hence for $\phi \in B(\Lambda) \subset L^{2}(\mathbb{R})$ we can write $\phi(x)=(x \mid \phi)$ using these eigenvectors. On the other hand, we had $\left.\mid x)=\mid x_{n}^{(\alpha)}\right) \in D\left(X_{\alpha}\right)$ for some $n$ and $\alpha$, and identified $\phi(x)=(x \mid \phi)$. Are these two $\mid x)$ 's the same? Indeed, we can think of the latter as simply the former after being projected onto the bandlimited subspace, i.e., equal to $\left.P_{\Lambda} \mid x\right)$. This can be seen, for example, by equality of their Fourier space representations,

$$
\left(k\left|P_{\Lambda}\right| x\right)= \begin{cases}e^{i k x}, & \text { for } k \in[-\Lambda, \Lambda]  \tag{2.14}\\ 0, & \text { otherwise }\end{cases}
$$

Then we have that $\left.\left\{P_{\Lambda} \mid x_{n}^{(\alpha)}\right)\right\}$ forms a basis for $D\left(X_{\alpha}\right)$, where $\left.\mid x_{n}^{(\alpha)}\right)$ is identified with an eigenvector of $X$ on $L^{2}(\mathbb{R})$. The sampling theorem for $\phi \in \cap_{\alpha \in[0,1)} D\left(X_{\alpha}\right) \subset B(\Lambda)$ is then

$$
\begin{equation*}
(x \mid \phi)=\frac{\pi}{\Lambda} \sum_{n \in \mathbb{Z}}\left(x\left|P_{\Lambda}\right| x_{n}^{(\alpha)}\right)\left(x_{n}^{(\alpha)}\left|P_{\Lambda}\right| \phi\right)=\sum_{n \in \mathbb{Z}} \operatorname{sinc}\left[\Lambda\left(x-x_{n}^{(\alpha)}\right)\right] \phi\left(x_{n}^{(\alpha)}\right) . \tag{2.15}
\end{equation*}
$$

We see that the important objects are the bandlimited projector $P_{\Lambda}$ and the position eigenvectors $\mid x)$ in the original (non-bandlimited) ambient space $L^{2}(\mathbb{R})$. The elements $\left.P_{\Lambda} \mid x_{n}^{(\alpha)}\right)$ are eigenvectors of $X$ restricted to the domain $D\left(X_{\alpha}\right)$, which coincide with $\left.P_{\Lambda} \mid x\right)$ for some $x$ (note this is the reverse of how we were thinking about it in the previous section). Examining these family of spectra of the position operator $X$ restricted to the bandlimited subspace $B(\Lambda)$ was useful in order to establish that a discrete subset of the projected position eigenvectors, $\left.P_{\Lambda} \mid x\right)$ (which coincide with the eigenvectors of $X$ for particular values
of $x$ ), would suffice to form a basis, i.e., to establish $\left.\left.\frac{\pi}{\Lambda} \sum_{n \in \mathbb{Z}} P_{\Lambda} \right\rvert\, x_{n}^{(\alpha)}\right)\left(x_{n}^{(\alpha)} \mid P_{\Lambda}=P_{\Lambda}\right.$ (at least on a dense subset).

However, by re-examining the case of sampling on $S^{1}$, we will see that focusing on the position operator restricted to a subspace may not be the most useful way forward in general. Let us consider an analogous setup. We now have the Hilbert space $\mathcal{H}=L^{2}\left(S^{1}\right)$, with position and momentum operators satisfying $[X, K]=i$. Let us focus on functions that are continuous on $S^{1}$, hence obey periodic boundary conditions for $x \in[0, L)$. The normalized eigenvectors of $K$ are then $\left(x \mid k_{m}\right)=\frac{1}{\sqrt{L}} e^{i k_{m} x}$ with $k_{m}=\frac{2 \pi m}{L}$ and $m \in \mathbb{Z}$, and $\left(k_{m} \mid k_{m^{\prime}}\right)=\delta_{m m^{\prime}}$. Resolution of identity is $\left.\int_{0}^{L} \mid x\right)\left(x\left|=\sum_{m \in \mathbb{Z}}\right| k_{m}\right)\left(k_{m} \mid=1\right.$. Now introduce the bandlimited projector $\left.P_{M}:=\sum_{m=-M}^{M} \mid k_{m}\right)\left(k_{m} \mid\right.$. In analogy with the $\mathbb{R}$ case, let us examine the position operator $X$ restricted to the bandlimited subspace $B(M):=P_{M} \mathcal{H}$.

The first thing to note is that $X$ does not map $B(M)$ back into itself. In the previous case for $\mathbb{R}$, we had to define $X$ on a dense subset $D(X)$ of $B(\Lambda)$ so that $X$ acting on $D(X)$ remained in $B(\Lambda)$. The case of $S^{1}$ is quite different. Can we restrict $X$ to some subspace of $B(M)$ so that it maps back into $B(M)$ ? It is easy to check that generally this only occurs for the zero vector. Consider the representation of $X$ in momentum space,

$$
\begin{aligned}
X_{m m^{\prime}} \equiv\left(k_{m}|X| k_{m^{\prime}}\right) & =\frac{1}{L} \int_{0}^{L} d x x e^{-\frac{2 \pi i}{L}\left(m-m^{\prime}\right) x} \\
& = \begin{cases}\frac{L}{2} & \text { if } m=m^{\prime} \\
\frac{-L}{2 \pi i\left(m-m^{\prime}\right)} & \text { if } m \neq m^{\prime}\end{cases}
\end{aligned}
$$

Now we would like to find a subspace of $\tilde{\phi}_{m} \equiv \tilde{\phi}\left(k_{m}\right)$ in $B(M)$ which are mapped back into $B(M)$ by $X_{m m^{\prime}}$. Suppose we chose a simple example of $M=1$. It is simple to verify numerically that the block of $X_{m m^{\prime}}$ with $m=2,3,4$ and $m^{\prime}=-1,0,1$ is invertible, which implies that if we want $(X \phi)_{m}=0$ for $m=2,3,4$ (which is outside the bandlimit), then we have to require $\phi \equiv 0$. Hence, in general, the only element of $B(M)$ which $X$ maps back into $B(M)$ is the zero vector.

If we want to force $X$ to map back into $B(M)$, we can of course manually apply projectors and examine the self-adjoint operator $\tilde{X}:=P_{M} X P_{M}$. Now $\tilde{X}$ will of course have a discrete spectrum, since it is simple a $(2 M+1) \times(2 M+1)$ matrix, and its eigenvectors will certainly form a basis for $B(M)$. But, if $\mid \tilde{x})$ is an eigenvector of $\tilde{X}$, can the coefficient $(\tilde{x} \mid \phi)$ be interpreted as a sample point? Again, one can find simple numerical examples that demonstrate that generally $\left(k_{m} \mid \tilde{x}\right)$ is not proportional to $e^{-i k_{m} \tilde{x}}$ for any $\tilde{x}$. Hence the transformation between momentum space and the space in which $\tilde{X}$ is diagonal is not a Fourier transform, and so ( $\tilde{x} \mid \phi)$ cannot be interpreted as a sample value of $\phi$ in the position
representation. (We can also see that $\tilde{X}$ and $X$ do not share eigenvectors since $[\tilde{X}, X] \neq 0$. This can be argued, for example, by recalling that $X$ does not map a bandlimited $\phi$ into $B(M)$. Therefore, $X P_{M} X P_{M} \phi$ is not bandlimited, but $P_{M} X P_{M} X \phi$ is, so $X P_{M} X P_{M} \neq$ $P_{M} X P_{M} X$ on the bandlimited subspace. One can also show $[\tilde{X}, \tilde{K}] \neq i P_{M}$. Although $P_{M}$ commutes with $\tilde{K}$, it is not true that $P_{M} K X P_{M}=P_{M} K P_{M} X P_{M}$, i.e., $\tilde{K X} \neq \tilde{K} \tilde{X}$.)

Of course, the operator $\tilde{X}$ provides us with a finite basis, but any basis for this space must have dimension $\operatorname{dim} B(M)=2 M+1$. Although it provides a discrete representation, remember the aim of sampling theory is to determine whether there are discrete position representations.

So how can we arrive at the sampling formula for bandlimited functions on $S^{1}$ in this functional analytic language? Recall that the key is that we want to find a discrete subset of $P_{M} \mid x$ 's that form a basis. If we examine,

$$
\begin{equation*}
\left(x\left|P_{M}\right| x^{\prime}\right)=\frac{1}{L} \frac{\sin \left[(2 M+1)\left(x-x^{\prime}\right) \frac{\pi}{L}\right]}{\sin \left[\left(x-x^{\prime}\right) \frac{\pi}{L}\right]} \tag{2.16}
\end{equation*}
$$

we notice that if we choose $x_{n}=\frac{n-1}{2 M+1} L$ for $n=1, \ldots, 2 M+1$, then $\left(x_{n}\left|P_{M}\right| x_{n^{\prime}}\right)=$ $\frac{2 M+1}{L} \delta_{n n^{\prime}}$. Hence it is easy to see that $\left.\left\{P_{M} \mid x_{n}\right)\right\}_{n=1}^{2 M+1}$ forms a basis for $B(M)$, and therefore one has

$$
\begin{aligned}
\phi(x) & =(x \mid \phi)=\frac{L}{2 M+1} \sum_{n=1}^{2 M+1}\left(x\left|P_{M}\right| x_{n}\right)\left(x_{n}\left|P_{M}\right| \phi\right) \\
& =\sum_{n=1}^{2 M+1} \frac{\sin \left[(2 M+1)\left(x-x_{n}\right) \frac{\pi}{L}\right]}{(2 M+1) \sin \left[\left(x-x_{n}\right) \frac{\pi}{L}\right]} \phi\left(x_{n}\right)
\end{aligned}
$$

To summarize, we see that although a careful analysis of a restricted position operator helped in the case of $\mathbb{R}$ to establish $\left.\left\{P_{\Lambda} \mid x_{n}^{(\alpha)}\right)\right\}_{n \in \mathbb{Z}}$ (fixed $\alpha$ ) as a basis for bandlimited functions (obeying Dirichlet BCs), this is not how we should approach tackling the problem in general, i.e., we should not always focus on the restricted position operator. The general way we will think about the sampling problem is this: given a Hilbert space $\mathcal{H}$, a position operator $X$, and a projector $P_{\Lambda}$, can we find a discrete subset of $P_{\Lambda} \mid x$ )'s that form a basis for a (dense subset) of $P_{\Lambda} \mathcal{H}$. Indeed, this is perhaps the notion closest to what we intuitively mean by a sampling theorem, since it would imply a reconstruction formula for $\phi \in P_{\Lambda} \mathcal{H}$ (or perhaps only in some dense subset) of the form

$$
\begin{equation*}
\phi(x) \equiv(x \mid \phi) \sim \sum_{n}\left(x\left|P_{\Lambda}\right| x_{n}\right) \phi\left(x_{n}\right) \tag{2.17}
\end{equation*}
$$

However, it turns out to be useful to loosen this idea a bit more, because sometimes it can be difficult to explicitly find a discrete orthonormal basis that has a resolution of the identity $\left.\sum_{n} P_{\Lambda} \mid x_{n}\right)\left(x_{n} \mid P_{\Lambda} \sim P_{\Lambda}\right.$ that can be used to establish a sampling formula. The notion of frames will provide a useful set of tools for thinking about the more general problem of how to find reconstruction formulas of the kind $\phi(x)=\sum_{n} K\left(x, x_{n}\right) \phi\left(x_{n}\right)$ for some kernel $K$. This still gives us a discrete representation of the continuous function $\phi(x)$ in terms of its values at sample points. We will see that when we have an orthonormal basis as above, it is, in a sense, an efficient reconstruction of the continuous function. One can then think of the techniques for $\mathbb{R}$ and $S^{1}$ as a means for finding these efficient sampling lattices. However, finding these efficient lattices can be difficult/impossible in general, so we want to still have a way to talk about sampling. I.e., in cases where we can't work out self-adjoint extensions of $X$ restricted to some subspace or explicitly find a discrete set $\left.\left\{P_{\Lambda} \mid x_{n}\right)\right\}$ satisfying $\left(x_{n}\left|P_{\Lambda}\right| x_{n^{\prime}}\right) \sim \delta_{n n^{\prime}}$. An appropriate relaxation of the efficiency leads to a way of thinking about sampling that will be useful in the following chapters, where we don't care so much about finding the most efficient lattices and instead focus our attention on other issues (e.g., localization and subsystem size).

Concretely, a sequence $\left.\left\{\mid x_{n}\right)\right\}_{n}$ is a frame for a general Hilbert space $\mathcal{H}$ if there exists constants $A, B>0$ such that

$$
\begin{equation*}
A(\phi \mid \phi) \leq \sum_{n}\left|\left(x_{n} \mid \phi\right)\right|^{2} \leq B(\phi \mid \phi) \tag{2.18}
\end{equation*}
$$

for all $\mid \phi) \in \mathcal{H}[15,129]$. For a frame $\left.\left\{\mid x_{n}\right)\right\}_{n}$, the frame operator, $\left.S:=\sum_{n} \mid x_{n}\right)\left(x_{n} \mid\right.$ is invertible, and can be used to generate a reconstruction formula of the form [15, 129]:

$$
\begin{equation*}
\left.\mid \phi)=\sum_{n}\left(x_{n} \mid \phi\right) S^{-1} \mid x_{n}\right) \tag{2.19}
\end{equation*}
$$

That is, the element $\mid \phi) \in \mathcal{H}$ is completely specified by its coefficients $\left(x_{n} \mid \phi\right)$.

### 2.4 Sampling on a general Riemannian manifold

Is there an analogue of bandlimitation and sampling on curved manifolds? Well, if we think of momentum space as being labelled by eigenvalues of the momentum operator, then in other spaces one can try to analogously find an operator, or set of operators, upon which a restriction of the spectrum could correspond to a kind of bandlimitation. We would particularly be interested in a definition that respects symmetries. So let us choose an operator whose spectrum is invariant with respect to whatever symmetries.

For a Riemannian manifold, the idea $[68,70,74]$ is to pick a covariant differential operator, such as the Laplace-Beltrami operator

$$
\begin{equation*}
\square_{g}=\frac{1}{\sqrt{|g|}} \partial_{\mu}\left(\sqrt{|g|} g^{\mu \nu} \partial_{\nu^{\cdot}}\right) . \tag{2.20}
\end{equation*}
$$

The space of bandlimited functions will be square integrable functions spanned by eigenfunctions with corresponding eigenvalues less than some chosen cutoff $\Lambda^{2}$. Although in this thesis we will focus on this operator acting on scalar functions, one could also study the Laplace-Beltrami operator on tensors, the Laplace-de Rham operator on differential forms, or the Dirac operator on spinors.

For a compact manifold, this will be a finite dimensional function space. Hence, one can generically find a finite set of points that can be used as sample points to specify a function in this space. For non-compact manifold, one will have a finite density of sample points, in analogy with the flat Euclidean case [69, 71, 86].

### 2.5 Lorentzian-signature bandlimitation

In analogy with the case of the curved manifold, one can also define a version of bandlimitation when the metric is of Lorentzian signature [69]. This allows for a kind of bandlimitation respecting (local) Lorentz symmetry. The corresponding sampling theory, however, turns out to be qualitatively different in character. We will explain briefly here some of the observations that have been previously made for this kind of bandlimitation, and then we will further discuss consequences in Chapters 7 and 9.

Previous work has been done for two examples: flat Minkowski spacetime and certain cosmological spacetimes [27,69,72]. We will only review the case of flat spacetime here, and refer the interested reader to [27,72] for the cosmological cases. For $(n+1)$-dimensional Minkowski spacetime, we examine the d'Alembertian operator $\square=\partial_{t}^{2}-\nabla^{2}$. The eigenvectors are plane waves, $e^{i k \cdot x}$, with eigenvalue $-k^{2}=-k_{0}^{2}+\vec{k}^{2}$. Bandlimited subspace will likewise be square integrable functions spanned by plane waves with eigenvalues $\left|k^{2}\right|<\Lambda^{2}$ for some cutoff $\Lambda$. So the bandlimited functions are those with (4d) Fourier transforms restricted to the region in momentum space depicted in Figure 2.1. This region has infinite volume, which by the density theorem stated before implies that one requires an infinite sample density for reconstruction of functions in this bandlimited subspace [79].

In the Riemannian case, we know from the Weyl law, stating that, for an $n$-dimensional Riemannian manifold $\mathcal{M}$, the number of eigenvalues of the Laplace-Beltrami operator less


Figure 2.1: Illustration of the region $\left|k_{0}^{2}-\vec{k}^{2}\right|<\Lambda^{2}$ in $1+1$ dimensions. A mass shell is shown as a series of $\times$ 's. The vertical red line indicates a surface of fixed $\vec{k}$.
than $\Lambda^{2}$ obeys

$$
\begin{equation*}
\lim _{\Lambda \rightarrow \infty} \frac{N(\Lambda)}{\Lambda^{n}}=\frac{1}{(2 \pi)^{n}} V_{n} \operatorname{vol}(\mathcal{M}) \tag{2.21}
\end{equation*}
$$

where $V_{n}$ is the volume of the unit $n$-ball. (The intuition here is that high-frequency modes are not significantly influenced by lower-frequency curvature modulations.) So we see that if the cutoff $\Lambda$ is fixed, but large, then the number of sample points needed scales with the volume, $N \sim \Lambda^{n} \operatorname{vol}(\mathcal{M})$ [71]. Then in the limit of infinite volume, we expect the sample density, $N / \operatorname{vol}(\mathcal{M})$, to remain finite. For example, for the case of $S^{1}$, we saw that for a cutoff $\left|k_{m}\right|=\left|\frac{2 \pi m}{L}\right| \leq \Lambda$, we required $2 M+1$ samples, where $M=\left\lfloor\frac{L \Lambda}{2 \pi}\right\rfloor$. In the limit $L \rightarrow \infty$ (in units of $\Lambda$ if you like), the sample density $(2 M+1) / L=\frac{1}{L}\left(2\left\lfloor\frac{L \Lambda}{2 \pi}\right\rfloor+1\right) \rightarrow \frac{\Lambda}{\pi}$, which is precisely the Nyquist density for sampling on $\mathbb{R}$.

However, this does not happen in the pseudo-Riemannian case, at least for Minkowski spacetime. Even on a compact manifold, the bandlimited subspace is infinite dimensional. For example, consider $T^{2}$ with $(t, x) \in[0, L) \times[0, L)$ with flat Minkowski metric $g=$ $-d t^{2}+d x^{2}$. Consider the space of square integrable functions obeying periodic boundary conditions. The eigenvalues of the d'Alembertian are $\left(\frac{2 \pi}{L}\right)^{2}\left(n^{2}-m^{2}\right)$ for $n, m \in \mathbb{Z}$. For any cutoff $\Lambda>0$, the bandlimited function space will be infinite dimensional, since, for example, the kernel is infinitely degenerate (there are infinitely many solutions to $n^{2}=m^{2}$
in $\left.\mathbb{Z}^{2}\right)$. Even if we eliminate the kernel by modifying the geometry to $(t, x) \in[0, L) \times\left[0, L^{\prime}\right)$ with $\frac{L}{L^{\prime}} \in \mathbb{R} \backslash \mathbb{Q}$, then the Dirichlet approximation theorem guarantees that there are still infinitely many solutions in $\mathbb{Z}^{2}$ to

$$
\begin{equation*}
\left|\frac{n^{2}}{m^{2}}-\frac{L^{2}}{L^{\prime 2}}\right|<\frac{1}{m^{2}} \frac{\Lambda^{2} L^{2}}{(2 \pi)^{2}}, \tag{2.22}
\end{equation*}
$$

assuming $\Lambda L /(2 \pi)>1$, which is appropriate for the physical scenario where $\Lambda L$ is the time interval in units of Planck time. The picture here is that there are infinitely many integer pairs $\mathbb{Z}^{2}$ in the region bounded by the hyperbolas in Figure 2.1. In higher dimensions, we argued that the volume of the region where either $\left|k^{0}\right|>\Lambda$ or $|\vec{k}|>\Lambda$ is even larger, and hence it will be easier to find infinitely many integer solutions, regardless of the lengths chosen. Indeed, it is clear that there are two-dimensional slices of the region $\left|k^{2}\right|<\Lambda^{2}$ that reduce to the $(1+1)$-dimensional case.

Hence, because the bandlimited subspace is infinite dimensional, there is no possibility to specify a function within it by finitely many sample points. Of course, any (uniformly) discrete lattice on $[0, L)^{n}$ will only contain finitely many points. Therefore, the reconstruction of a Lorentzian bandlimited function on this space will require an infinite density of samples. One would then expect this to persist in the limit of infinite volume.

Therefore, it seems we cannot represent a Lorentzian-bandlimited function on a discrete lattice of sampling points in spacetime. However, there is a sense in which one requires fewer degrees of freedom after the restriction to a Lorentzian-bandlimited subspace. First consider a fixed spatial mode $\vec{k}$, and hence functions of the form $\phi(x)=\psi(t) e^{i \vec{k} \cdot \vec{x}}$. Then in order for $\left|k^{2}\right|<\Lambda^{2}$, the temporal frequencies of $\psi(t)$ must lie in the range

$$
\begin{equation*}
\left|k_{0}^{2}-\vec{k}^{2}\right|<\Lambda^{2} \Longleftrightarrow \max \left\{0, \vec{k}^{2}-\Lambda^{2}\right\}<k_{0}^{2}<\vec{k}^{2}+\Lambda^{2} \tag{2.23}
\end{equation*}
$$

or, writing $r_{ \pm}(\vec{k}) \equiv \sqrt{\overrightarrow{k^{2}} \pm \Lambda^{2}}$

$$
k_{0} \in I(\vec{k}):= \begin{cases}{\left[-r_{+}(\vec{k}), r_{+}(\vec{k})\right],} & \text { if }|\vec{k}| \leq \Lambda  \tag{2.24}\\ {\left[-r_{+}(\vec{k}),-r_{-}(\vec{k})\right] \cup\left[r_{-}(\vec{k}), r_{+}(\vec{k})\right],} & \text { if }|\vec{k}|>\Lambda\end{cases}
$$

Then we see each spatial mode $\vec{k}$ has a finite temporal bandwidth. This can be visualized in Figure 2.1. So we expect that we should be able to reconstruct such a fixed spatial mode from sampling at a discrete set of points in time. For the modes $|\vec{k}| \leq \Lambda$, the bandlimited interval in time is, $\left[-r_{+}(\vec{k}), r_{+}(\vec{k})\right]$, analogous to the one-dimensional case. Therefore, these
modes can be reconstructed using the same one-dimensional reconstruction formula using $r_{+}(\vec{k})=\sqrt{\vec{k}^{2}+\Lambda^{2}}$ as the bandlimit:

$$
\begin{equation*}
\phi(x)=\psi(t) e^{i \vec{k} \cdot \vec{x}}=\sum_{n \in \mathbb{Z}} \operatorname{sinc}\left[r_{+}(\vec{k})\left(t-t_{n}^{(\alpha)}\right)\right] \psi\left(t_{n}^{(\alpha)}\right) e^{i \vec{k} \cdot \vec{x}} \tag{2.25}
\end{equation*}
$$

where $t_{n}^{(\alpha)}=\pi(n+\alpha) / \Lambda$, for some fixed $\alpha \in[0,1)$. Or one could use a nonequidistantlyspaced lattice, similar to before. For, modes $|\vec{k}|>\Lambda$, we can also reconstruct using this formula with $r_{+}(\vec{k})$ as the bandlimit (which goes to $\infty$ as $|\vec{k}| \rightarrow \infty$ ). However, these modes do not have support on the full interval $\left[-r_{+}(\vec{k}), r_{+}(\vec{k})\right]$, but rather a much smaller interval, which has a vanishing volume, $2\left(r_{+}(\vec{k})-r_{-}(\vec{k})\right) \rightarrow 0$, as $|\vec{k}| \rightarrow \infty$. Therefore, from the density arguments, we expect to be able to reconstruct from a much coarser lattice, with samples taken at a rate of roughly $\left(r_{+}(\vec{k})-r_{-}(\vec{k})\right) / \pi$. Indeed, such so-called "band-pass" signals can be reconstructed using a more complex formula. We will not be needing its explicit form, so we will refer the interested reader to [64, 72].

We see that for each mode the spatial dependence is fixed, and we are simply applying the reconstruction for the amplitude which may change in time. Is there a way to combine these modes to recover a reconstruction formula for a general function? Notice that since the bandwidth of mode $\vec{k}$ vanishes as $|\vec{k}| \rightarrow \infty$, there will be some $\vec{k}$ such that the temporal bandwidth is largest. It is easy to see, e.g., from Figure 2.1, that this occurs for modes $|\vec{k}|=\Lambda$, which have a bandwidth of $\sqrt{2} \Lambda$. Therefore, we should be able to reconstruct every spatial mode on a temporal lattice of density $\sqrt{2} \Lambda / \pi$. For the spatial modes with a smaller temporal bandwidth, this would simply correspond to an oversampling. Each mode $\vec{k}$ will have a different reconstruction kernel, but all of the sample points can be taken on the lattice $\left\{t_{n}=\pi n / \sqrt{2} \Lambda\right\}_{n \in \mathbb{Z}}$. Formally, this will look like

$$
\begin{align*}
\phi(x) & =\int \frac{d \vec{k}}{(2 \pi)^{N}} \tilde{\phi}(t, \vec{k}) e^{i \vec{k} \cdot \vec{x}} \\
& =\int \frac{d \vec{k}}{(2 \pi)^{N}}\left(\sum_{n \in \mathbb{Z}} K\left(t, t_{n} ; \vec{k}\right) \tilde{\phi}\left(t_{n}, \vec{k}\right)\right) e^{i \vec{k} \cdot \vec{x}} \\
& =\int \frac{d \vec{k}}{(2 \pi)^{N}} \sum_{n \in \mathbb{Z}} K\left(t, t_{n} ; \vec{k}\right)\left(\int d \vec{x}^{\prime} \phi\left(t_{n}, \vec{x}^{\prime}\right) e^{-i \vec{k} \cdot \vec{x}^{\prime}}\right) e^{i \vec{k} \cdot \vec{x}} \\
& =\sum_{n \in \mathbb{Z}} \int d \vec{x}^{\prime} \mathcal{K}\left(t, t_{n} ; \vec{x}-\vec{x}^{\prime}\right) \phi\left(t_{n}, \vec{x}^{\prime}\right), \tag{2.26}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{K}\left(t, t_{n} ; \vec{x}-\vec{x}^{\prime}\right):=\int \frac{d \vec{k}}{(2 \pi)^{N}} K\left(t, t_{n} ; \vec{k}\right) e^{i \vec{k} \cdot\left(\vec{x}-\vec{x}^{\prime}\right)} . \tag{2.27}
\end{equation*}
$$

Note that the simple reconstruction formula with the sinc functions no longer holds for the modes $|\vec{k}|<\Lambda$ since we are now oversampling with the lattice $\left\{t_{n}=\pi n / \sqrt{2} \Lambda\right\}_{n \in \mathbb{Z}}$, instead of the lattice $\left\{t_{n}=\pi n / r_{+}(\vec{k})\right\}_{n \in \mathbb{Z}}$ on which we have $\left(t_{n}\left|P_{r_{+}(\vec{k})}\right| t_{n^{\prime}}\right)=\delta_{n n^{\prime}}$. Therefore, we see that any Lorentzian-bandlimited function can be reconstructed from its values on a discrete set of contant-time hypersurfaces, provided that they are spaced sufficiently densely.

What if we flipped the roles of $k^{0}$ and $\vec{k}$ ? Do we get an analogous reconstruction for temporal modes? In $(1+1)$-dimensions, the roles of $k^{0}$ and $k^{1}$ are symmetric, hence we get the same result. The case is different in higher dimensions (cf. [72,87]). For every fixed $k^{0}$, i.e., function of the form $\phi(x)=\psi(\vec{x}) e^{i k^{0} t}$, we still have that the support of $\phi$ in $\vec{k}$-space is restricted to the region where $|\vec{k}| \in I\left(k_{0}\right)$ (where $I$ is the interval defined above). The volume of this region is

$$
\operatorname{Vol}_{N}\left(I\left(k_{0}\right)\right)= \begin{cases}V_{N} r_{+}\left(k^{0}\right)^{N} & \text { if }\left|k^{0}\right| \leq \Lambda  \tag{2.28}\\ V_{N}\left(r_{+}\left(k^{0}\right)^{N}-r_{-}\left(k^{0}\right)^{N}\right) & \text { if }\left|k^{0}\right|>\Lambda\end{cases}
$$

where $V_{N}$ is the volume of the unit ball in $N$ dimensions. Since the volume is finite for every fixed $k^{0}$, indeed we see that each temporal mode can be reconstructed from a spatial lattice of density proportional to this momentum-space volume. So the situation for fixed temporal modes is analogous to that for fixed spatial modes, but is there a spatial lattice which suffices for a reconstruction of all temporal modes, similar to (2.26)? Recall, this was possible since there was a uniform upper bound, $2 \sqrt{2} \Lambda$, for the bandwidths of all the spatial modes. Concretely, we want to know whether $\sup _{k^{0}} \operatorname{Vol}_{N}\left(I\left(k_{0}\right)\right)<\infty$. For $N=1$ (i.e., $1+1$ dimensions), by symmetry we have this upper bound to be $2 \sqrt{2} \Lambda$. For $N=2$ we have

$$
\operatorname{Vol}_{2}\left(I\left(k_{0}\right)\right)= \begin{cases}\pi\left[\left(k^{0}\right)^{2}+\Lambda^{2}\right] & \text { if }\left|k^{0}\right| \leq \Lambda  \tag{2.29}\\ 2 \pi \Lambda^{2} & \text { if }\left|k^{0}\right|>\Lambda\end{cases}
$$

Hence, the maximal spatial bandwidth is $2 \pi \Lambda^{2}$, and we have an analog of (2.26) with the spatial sample points chosen with this density (note that they are distributed through $\left(x^{1}, x^{2}\right) \in \mathbb{R}^{2}$ rather than $\left.t \in \mathbb{R}\right)$. For $N \geq 3$, we have $\lim _{k^{0} \rightarrow \infty} \operatorname{Vol}_{N}\left(I\left(k^{0}\right)\right)=\infty$. Therefore, in dimensions $3+1$ and higher, even though each temporal mode can be reconstructed on a discrete spatial lattice, one requires increasingly higher sampling density for larger frequencies $k^{0}$, and therefore there is no sampling lattice that suffices for all temporal modes and hence no analogue of (2.26).

## Chapter 3

## Bandlimited quantum field theory

Now we will discuss the basics of the application of bandlimitation and sampling theory to quantum field theory. The relevant references we will draw upon for this background material are [68, 70, 71, 74, 100, 102] for the Euclidean-signature case, and [69, 72] for the Lorentzian-signature case.

Recall that the primary interest in introducing sampling theory to quantum field theory is that it allows for discreteness without symmetry breaking. In the previous chapter, we saw explicitly how bandlimited functions on $S^{1}$ and $\mathbb{R}$ can be represented by their sample values on a discrete sampling lattice. However, we have not abandoned the underlying continuous space simply by restricting the set of allowed Fourier modes. This is reflected in the fact that there is a family of sampling lattices, none of which is preferred.

The analogous reconstruction property for the case of Lorentzian bandlimitation is qualitatively different than the Euclidean case, as we have seen. Nevertheless, we will examine the Lorentzian bandlimit applied to quantum fields as well.

The main point in carrying out this endeavour is to restrict the space of field configurations that one is considering to consist only of bandlimited functions (either Euclideanor Lorentzian-signature). In classical field theory, this amounts to a restriction of the set of elements one feeds into the action, $S[\phi]$. The equations of motion, $\delta S[\phi] / \delta \phi=0$, are formally obtained in the usual way, except that one is taking variations within this new set. In quantum field theory, one could proceed by quantizing the classical solution space, or by restricting the space of fields one is integrating over in the path integral. The new partition function, for example, would be

$$
\begin{equation*}
Z[J]=\int_{B(\Lambda)} \mathcal{D} \phi e^{i S[\phi]+i(J \mid \phi)} \tag{3.1}
\end{equation*}
$$

where $B(\Lambda)$ is the bandlimited space under consideration, and $(\cdot \mid \cdot)$ is the inner product on this space.

For general constraints, this undertaking can be quite complicated. Fortunately, the task in this case will be rather simple, at least for free theories. On a flat background, fields can be decomposed into Fourier modes, which become decoupled harmonic oscillators in a free theory. Because bandlimitation involves a restriction of the allowed Fourier modes, we will see that this simply amounts to eliminating a subset of these oscillators.

In the first section of this chapter, we will briefly review bandlimited QFT for the (flat) Euclidean case, highlighting certain structural consequences [100, 102] (some further aspects regarding the Fock space structure were clarified in [96], which we will also present here). In the second section, we will review previous work done in the Lorentzian-signature case, involving a calculation of the Feynman propagator using the path integral [27, 69, 72]. We will return to present the contributions of this thesis regarding further aspects of Lorentzian-bandlimited quantum field theory in Chapters 8 and 9, which include a treatment of free and interacting theories, respectively.

### 3.1 Euclidean case

Euclidean-bandlimited field configurations in $(N+1)$-dimensional flat spacetime take the form:

$$
\begin{equation*}
\phi(\vec{x}, t)=\int_{\|\vec{k}\|_{2}<\Lambda} \frac{d \vec{k}}{(2 \pi)^{N}} \tilde{\phi}(\vec{k}, t) e^{i \vec{k} \cdot \vec{x}} \tag{3.2}
\end{equation*}
$$

where $\|\vec{k}\|_{2}:=\sqrt{\overrightarrow{k^{2}}}$. These fields still live in spacetime, but imposing the Euclidean bandlimit requires us to pick out a preferred frame.

The Hamiltonian for a free real scalar theory restricted to these field configurations takes the form

$$
\begin{aligned}
H & =\frac{1}{2} \int d \vec{x}\left(\pi(x)^{2}+(\nabla \phi(x))^{2}+m^{2} \phi(x)^{2}\right) \\
& =\frac{1}{2} \int_{\|\vec{k}\|_{2}<\Lambda} \frac{d \vec{k}}{(2 \pi)^{N}}\left(|\tilde{\pi}(\vec{k}, t)|^{2}+\omega_{k}^{2}|\tilde{\phi}(\vec{k}, t)|^{2}\right)
\end{aligned}
$$

where $\omega_{k}:=\sqrt{\vec{k}^{2}+m^{2}}$. Each mode of the field evolves independently in time, according to the equation of motion:

$$
\begin{equation*}
\left(\partial_{t}^{2}+\omega_{k}^{2}\right) \tilde{\phi}(\vec{k}, t)=0 . \tag{3.3}
\end{equation*}
$$

Therefore, we could think of the procedure as imposing the bandlimit at a fixed initial time, and this will be preserved under time evolution.

Because of the sampling property for this space of fields, we also obtain lattice representations for the Hamiltonian. Given a sampling lattice $\left\{\vec{x}_{n}\right\}_{n}$ and the corresponding reconstruction formula $\phi(\vec{x})=\sum_{n} K\left(\vec{x}, \vec{x}_{n}\right) \phi\left(\vec{x}_{n}\right)$, it is straigtforward to pull the Hamiltonian back to take the form

$$
\begin{equation*}
H=\frac{1}{2} \sum_{n, n^{\prime}}\left(\pi_{n} M_{n n^{\prime}} \pi_{n^{\prime}}+\phi_{n} W_{n n^{\prime}} \phi_{n^{\prime}}\right) \tag{3.4}
\end{equation*}
$$

where $\pi_{n} \equiv \pi\left(\vec{x}_{n}\right), \phi_{n} \equiv \phi\left(\vec{x}_{n}\right)$, and

$$
\begin{aligned}
M_{n n^{\prime}} & :=\int d \vec{x} K\left(\vec{x}, \vec{x}_{n}\right) K\left(\vec{x}, \vec{x}_{n^{\prime}}\right) \\
W_{n n^{\prime}} & :=\int d \vec{x} K\left(\vec{x}, \vec{x}_{n}\right)\left(-\nabla^{2}+m^{2}\right) K\left(\vec{x}, \vec{x}_{n^{\prime}}\right)
\end{aligned}
$$

For example, in dimension $N=1$ on a Nyquist lattice $\left\{x_{n}^{(\alpha)}=\frac{\pi}{\Lambda}(n+\alpha)\right\}_{n \in \mathbb{Z}}$ (with $\alpha \in$ $[0,1)$ ), we have

$$
\begin{aligned}
M_{n n^{\prime}} & =\frac{\pi}{\Lambda} \delta_{n n^{\prime}} \\
W_{n n} & =\frac{\pi \Lambda}{3}+\frac{\pi}{\Lambda} m^{2}, \quad \text { and } \quad W_{n n^{\prime}}=\frac{2 \Lambda}{\pi} \frac{(-1)^{n-n^{\prime}}}{\left(n-n^{\prime}\right)^{2}} \quad\left(n \neq n^{\prime}\right)
\end{aligned}
$$

In this form, the Hamiltonian has lost the manifest translation-invariance of the previous expressions. The original forms can be recovered by using the reproducing kernel (discussed in the previous chapter) to write the field evaluated at a sample point in terms of a continuous operator acting on the entire field configuration $\phi(\vec{x})$.

Although we will not pursue it here, it is possible that these lattice representations admit a rigorous definition of a path integral for the partition function, since it would consist of path integrals for countably many degrees of freedom. Here we will focus on the canonical quantization of bandlimited fields, which is straightforward in momentum space. We have the usual creation and annihilation operators, $a_{k}^{\dagger}$ and $a_{k}$, defined by

$$
\begin{equation*}
a_{k}:=\sqrt{\frac{\omega_{k}}{2}} \tilde{\phi}(\vec{k})+\frac{i}{\sqrt{2 \omega_{k}}} \tilde{\pi}(\vec{k}) \tag{3.5}
\end{equation*}
$$

and normalized so that $\left[a_{k}, a_{k^{\prime}}^{\dagger}\right]=(2 \pi)^{N} \delta\left(\vec{k}-\overrightarrow{k^{\prime}}\right)$. Written in terms of these, the Hamiltonian takes the usual form of a collection of harmonic oscillators, but restricted to those
within the bandlimit $\|\vec{k}\|_{2}<\Lambda$ :

$$
\begin{equation*}
H=\int_{\|\vec{k}\|_{2}<\Lambda} \frac{d \vec{k}}{(2 \pi)^{N}} \omega_{k} a_{k}^{\dagger} a_{k}+E_{0} \tag{3.6}
\end{equation*}
$$

where $E_{0}=\frac{1}{2} \int d \vec{x} \int_{\|\vec{k}\|_{2}<\Lambda} \frac{d \vec{k}}{(2 \pi)^{N}}$ is the zero-point energy. Note that the zero-point energy density is now finite.

Viewed as a collection of quantum harmonic oscillators, the Hilbert space of the field theory can formally be written as

$$
\begin{equation*}
\bigotimes_{\|\vec{k}\|_{2}<\Lambda} \mathcal{H}_{\vec{k}} \tag{3.7}
\end{equation*}
$$

with $^{1} \mathcal{H}_{\vec{k}}=L^{2}(\mathbb{C}, d \tilde{\phi}(\vec{k}))$. There are different ways in which one can make sense of this continuous tensor product. The simplest method is by taking the limit of a net consisting of tensor products of a finite subset of these factors [126]. This construction leads to a non-separable Hilbert space, and typically it is only necessary to consider states in a much smaller separable subspace of this Hilbert space $[120,127]$. One can instead use a different construction, called the exponential Hilbert space $[58,59,75,119]$, which is applicable if $\mathcal{H}_{\vec{k}}$ is a Fock space. This leads to a separable Hilbert space, and in fact the full Hilbert space will also take the form of a Fock space,

$$
\begin{equation*}
\bigotimes_{\|\vec{k}\|_{2}<\Lambda} \mathcal{H}_{\vec{k}}=\bigotimes_{\|\vec{k}\|_{2}<\Lambda} L^{2}(\mathbb{C}, d \tilde{\phi}(\vec{k})) \cong \mathcal{F}[B(\Lambda)] \tag{3.8}
\end{equation*}
$$

where $B(\Lambda)$ is the space of bandlimited fields. By this notation, we mean that for a general single-particle Hilbert space $\mathcal{H}$, the associated Fock space is

$$
\begin{equation*}
\mathcal{F}[\mathcal{H}]:=\bigoplus_{n=0}^{\infty} \mathcal{H}^{\odot n}=\mathbb{C} \oplus \mathcal{H} \oplus \mathcal{H}^{\odot 2} \oplus \cdots \tag{3.9}
\end{equation*}
$$

where we use $\odot$ to denote the symmetrized tensor product.
We will not concern ourselves with the details of these constructions. In the end, the Fock space we obtain is consistent with the usual manner in which this is handled in physics, with a basis of particle states constructed from the vacuum $|0\rangle$ as:

$$
\begin{equation*}
|k\rangle:=a_{k}^{\dagger}|0\rangle, \quad\left|k_{1}, k_{2}\right\rangle:=a_{k_{1}}^{\dagger} a_{k_{2}}^{\dagger}|0\rangle, \quad \ldots \tag{3.10}
\end{equation*}
$$

[^1]One important point to make is that since the $n$-particle states lie in the space $B(\Lambda)^{\odot n}$, the momenta of the individual particles must lie within the bandlimit, but the total momentum of a multiparticle state does not. The total momentum operator is

$$
\begin{equation*}
\vec{P}=\int_{\|\vec{k}\|_{2}<\Lambda} \frac{d \vec{k}}{(2 \pi)^{N}} \vec{k} a_{k}^{\dagger} a_{k} \tag{3.11}
\end{equation*}
$$

Its eigenstates are $\left|k_{1}, \ldots, k_{n}\right\rangle$ with eigenvalue $\sum_{i=1}^{n} \vec{k}_{i}$. For bandlimited fields, the magnitude of these eigenvalues is bounded above by $n \Lambda$, rather than $\Lambda$. Indeed, if we identify the cutoff with the Planck scale, we do not want to have the total momentum of a multiparticle system to be bounded above by $\hbar \Lambda \sim \hbar / \ell_{P} \approx 6.52 \mathrm{~kg} \mathrm{~m} \mathrm{~s}^{-1}$.

Clearly the bandlimit will act as an ultraviolet regulator for quantities in the free field theory, such as correlation functions. Hence, we have the benefits of a lattice theory, but without losing translational or rotational symmetry. But how can we think of the quantized field theory in position space? Is it simply a collection of oscillators at the lattice sites with couplings between them? What about the fact that the sample points can be moved around?

In ordinary (non-bandlimited) quantum field theory, one can think of the field in position space as a continuum limit of a collection of oscillators at each point in space that are coupled through the spatial derivative term in the Hamiltonian. Concretely, one can build a Fock space, $\mathcal{H}_{\vec{x}}=L^{2}(\mathbb{R}, d \phi(\vec{x}))$, at each spatial point using the creation and annihilation operators defined by:

$$
\begin{equation*}
b_{\vec{x}}:=\sqrt{\frac{m}{2}} \phi(\vec{x})+\frac{i}{\sqrt{2 m}} \pi(\vec{x}) . \tag{3.12}
\end{equation*}
$$

These diagonalize the "uncoupled" part of the Hamiltonian, i.e.,

$$
\begin{equation*}
\frac{1}{2} \int d \vec{x}\left(\pi(\vec{x})^{2}+m^{2} \phi(\vec{x})^{2}\right)=\int d \vec{x} m b_{\vec{x}}^{\dagger} b_{\vec{x}}+\text { z.p.e.. } \tag{3.13}
\end{equation*}
$$

The Fock spaces at each spatial point can be combined to form the total Hilbert space

$$
\begin{equation*}
\bigotimes_{\vec{x} \in \mathbb{R}^{N}} \mathcal{H}_{\vec{x}}=\bigotimes_{\vec{x} \in \mathbb{R}^{N}} L^{2}(\mathbb{R}, d \phi(\vec{x})) \cong \mathcal{F}\left[L^{2}\left(\mathbb{R}^{N}, d \vec{x}\right)\right] \tag{3.14}
\end{equation*}
$$

Such a decomposition is useful when discussing entanglement between spatial regions of the field. Indeed, one can think of entanglement in the field theory as arising due to the spatial derivative term in the Hamiltonian that couples these local harmonic oscillators.

However, in (non-bandlimited) quantum field theory, this representation of the creation and annihilation operators is unitarily inequivalent from that constructed with the Fourier modes,

$$
\begin{equation*}
\bigotimes_{\vec{k} \in \mathbb{R}^{N}} \mathcal{H}_{\vec{k}}=\bigotimes_{\vec{k} \in \mathbb{R}^{N}} L^{2}(\mathbb{C}, d \tilde{\phi}(\vec{k})) \cong \mathcal{F}\left[L^{2}\left(\mathbb{R}^{N}, d \vec{k}\right)\right] \tag{3.15}
\end{equation*}
$$

This unitary inequivalence is possible because the infinite number of oscillators present in quantum field theory preclude the application of the Stone-von Neumann theorem [45,105]. By unitary inequivalence of two Fock spaces, we do not mean that the two Hilbert spaces are not isomorphic (for example, any two separable Hilbert spaces are isomorphic), but rather the representations of the two sets of creation and annihilation operators cannot be intertwined using a unitary operator. Concretely, we can relate the two sets of operators algebraically using a Bogoliubov transformation [96]:

$$
\begin{aligned}
a_{\vec{k}} & =\sqrt{\frac{\omega_{k}}{2}} \tilde{\phi}(\vec{k})+\frac{i}{\sqrt{2 \omega_{k}}} \tilde{\pi}(\vec{k}) \\
& =\sqrt{\frac{\omega_{k}}{2}} \int d \vec{x} e^{-i \vec{k} \cdot \vec{x}} \frac{1}{\sqrt{2 m}}\left(b_{\vec{x}}+b_{\vec{x}}^{\dagger}\right)+\frac{i}{\sqrt{2 \omega_{k}}} \int d \vec{x} e^{-i \vec{k} \cdot \vec{x}}(-i) \sqrt{\frac{m}{2}}\left(b_{\vec{x}}-b_{\vec{x}}^{\dagger}\right) \\
& =\int d \vec{x} e^{-i \vec{k} \cdot \vec{x}}\left[\frac{1}{2}\left(\sqrt{\frac{\omega_{k}}{m}}+\sqrt{\frac{m}{\omega_{k}}}\right) b_{\vec{x}}+\frac{1}{2}\left(\sqrt{\frac{\omega_{k}}{m}}-\sqrt{\frac{m}{\omega_{k}}}\right) b_{\vec{x}}^{\dagger}\right] .
\end{aligned}
$$

A general Bogoliubov transformation takes the form,

$$
\begin{equation*}
a_{i}=\sum_{j}\left(\alpha_{i j} b_{j}+\beta_{i j} j_{j}^{\dagger}\right), \tag{3.16}
\end{equation*}
$$

where the operators $\alpha$ and $\beta$ must satisfy

$$
\begin{equation*}
\alpha \alpha^{\dagger}-\beta \beta^{\dagger}=1, \quad \text { and } \quad \alpha \beta^{T}=\beta \alpha^{T}, \tag{3.17}
\end{equation*}
$$

so that both sets of operators obey the canonical commutation relations. The inverse transformation is then

$$
\begin{equation*}
b_{j}=\sum_{i}\left(\alpha_{i j}^{*} a_{i}-\beta_{i j} a_{i}^{\dagger}\right) . \tag{3.18}
\end{equation*}
$$

For our case above, the Bogoliubov coefficients are

$$
\begin{equation*}
\alpha_{\vec{k} \vec{x}}:=e^{-i \vec{k} \cdot \vec{x}} c_{+}(\vec{k}), \quad \beta_{\vec{k} \vec{x}}:=e^{-i \vec{k} \cdot \vec{x}} c_{-}(\vec{k}) \tag{3.19}
\end{equation*}
$$

where $c_{ \pm}(\vec{k}):=\frac{1}{2}\left[\left(1+(\vec{k} / m)^{2}\right)^{1 / 4} \pm\left(1+(\vec{k} / m)^{2}\right)^{-1 / 4}\right]$.

We can represent general creation and annihilation operators $a_{i}^{\dagger}$ and $a_{i}$ on a Fock space, which we will call the $a$-Fock space and denote $\mathcal{F}_{a}$. The corresponding vacuum state will be denoted $|0\rangle_{a}$ and total number operator $N_{a}:=\sum_{i} a_{i}^{\dagger} a_{i}$. We will also have an analogous $b$-Fock space. If the two sets of operators are constrained to be related by some general Bogoliubov transformation, then the vacua of these two representations must be related by

$$
\begin{equation*}
|0\rangle_{a}=\mathcal{N} e^{-\frac{1}{2} \sum_{j, k}\left(\alpha^{-1} \beta\right)_{j k} b_{j}^{\dagger} b_{k}^{\dagger}}|0\rangle_{b} . \tag{3.20}
\end{equation*}
$$

However, the right-hand side is only a valid state in the space $\mathcal{F}_{a}$ if it is normalizable. Otherwise, this operator mapping $|0\rangle_{b}$ to $|0\rangle_{a}$ cannot be extended to a unitary between the two spaces (since then we can not find a finite $\mathcal{N}$ to preserve the norm ${ }_{b}\langle 0 \mid 0\rangle_{b}=$ 1). In this case, we say that the two representations are unitarily inequivalent. One can show that the condition of normalizability is equivalent to the condition that the $a$ vacuum contains finitely many $b$-particles, and vice-versa. Thus, the two representations are unitarily equivalent if and only if [39, 127]

$$
\begin{equation*}
{ }_{a}\langle 0| N_{b}|0\rangle_{a}={ }_{b}\langle 0| N_{a}|0\rangle_{b}=\sum_{i, j}\left|\beta_{i j}\right|^{2}<\infty . \tag{3.21}
\end{equation*}
$$

In the case of ordinary quantum field theory, it is simple to see that the Fock spaces generated by $a_{\vec{k}}, a_{\vec{k}}^{\dagger}$ and $b_{\vec{x}}, b_{\vec{x}}^{\dagger}$ are unitarily inequivalent, since

$$
\begin{equation*}
\int d \vec{x} \int \frac{d \vec{k}}{(2 \pi)^{N}}\left|\beta_{\vec{k} \vec{x}}\right|^{2}=\int d \vec{x} \int \frac{d \vec{k}}{(2 \pi)^{N}}\left|c_{-}(\vec{k})\right|^{2}=\infty \tag{3.22}
\end{equation*}
$$

Note that even if two Fock space representations are unitarily inequivalent, one can still make sense of the Bogoliubov transformation as an abstract algebraic relation. It is simply that we cannot represent these creation and annihilation "operators" on the same Fock space.

Unitary equivalence of two representations is a desirable feature in quantum theory because it guarantees that one will obtain the same results for, e.g., expectation values of observables using either representation. However, a theorem from [35] implies that in certain cases, one can find states in unitarily inequivalent representations such that the expectation values of finitely many observables are arbitrarily close [127]. Therefore, it is possible that unitary inequivalence does not cause any issues for realistic physical scenarios ${ }^{2}$. This observation is a motivation for the algebraic approach to quantum field

[^2]theory, emphasizing the importance of the algebraic relations between the operators of the theory rather than trying to single out a preferred Hilbert space representation [45, 46]. Nevertheless, it is still interesting to explore where these inequivalences arise within more concrete approaches to quantum field theory. For instance, in Minkowski spacetime, the Fock spaces one obtains by quantizing a field in inertial coordinates and the coordinates associated with a uniformly accelerating observer (i.e., Rindler coordinates) are unitarily inequivalent. This manifests itself in the well-known Unruh effect, where the (Minkowski) vacuum associated with the inertial coordinates appears as a thermal state when formally written in the Fock space of the uniformly accelerated observer.

Now how does the Hilbert space construction from position space change under bandlimitation? One would anticipate that with sampling theory, the local oscillators in space will now correspond to sample points. However, it was noticed in [100, 102] that one should not simply take a tensor product over the Fock spaces generated at an arbitrary set of lattice points. This is because the field operators at two arbitrary sample points do not necessarily commute. For example, for one-dimensional sampling on $\mathbb{R}$, if we take two sample points $x_{1}$ and $x_{2}$ that are not an integer number of Nyquist spacings apart, then

$$
\begin{equation*}
\left[\phi\left(x_{1}\right), \pi\left(x_{2}\right)\right]=i \frac{\Lambda}{\pi} \operatorname{sinc}\left[\Lambda\left(x_{1}-x_{2}\right)\right] \neq 0 . \tag{3.23}
\end{equation*}
$$

Therefore, it is not consistent to represent these operators on a Hilbert space of the form $\mathcal{H}_{x_{1}} \otimes \mathcal{H}_{x_{2}}$ as $\phi\left(x_{1}\right) \otimes 1$ and $1 \otimes \pi\left(x_{2}\right)$.

In general, we have

$$
\begin{equation*}
\left[\phi(\vec{x}), \pi\left(\vec{x}^{\prime}\right)\right]=i\left(\vec{x}\left|P_{\Lambda}\right| \vec{x}^{\prime}\right), \tag{3.24}
\end{equation*}
$$

along with the usual $\left[\phi(\vec{x}), \phi\left(\vec{x}^{\prime}\right)\right]=\left[\pi(\vec{x}), \pi\left(\vec{x}^{\prime}\right)\right]=0$. If one can find an orthogonal frame $\left.\left\{P_{\Lambda} \mid \vec{x}_{n}\right)\right\}_{n}$ (for example, corresponding to a Nyquist lattice on $\mathbb{R}$ ), then $\left[\phi\left(\vec{x}_{n}\right), \pi\left(\vec{x}_{n^{\prime}}\right)\right] \sim$ $i \delta_{n n^{\prime}}$ and it is possible to formulate a simple Hilbert space construction. Explicitly, one can define

$$
\begin{equation*}
b_{n}:=C_{n}^{-1 / 2} b_{\vec{x}_{n}}=C_{n}^{-1 / 2}\left(\sqrt{\frac{m}{2}} \phi\left(\vec{x}_{n}\right)+\frac{i}{\sqrt{2 m}} \pi\left(\vec{x}_{n}\right)\right), \tag{3.25}
\end{equation*}
$$

where $C_{n}:=\left(\vec{x}_{n}\left|P_{\Lambda}\right| \vec{x}_{n}\right)$, so that $\left[b_{n}, b_{n^{\prime}}^{\dagger}\right]=\delta_{n n^{\prime}}$. This gives us a Fock space $\mathcal{H}_{n}=$ $L^{2}\left(\mathbb{R}, d \phi\left(\vec{x}_{n}\right)\right)$ at the sample point $\vec{x}_{n}$. The total Hilbert space can then be defined as a countable tensor product over factors at each sample point:

$$
\begin{equation*}
\bigotimes_{n} \mathcal{H}_{n}=\bigotimes_{n} L^{2}\left(\mathbb{R}, d \phi\left(\vec{x}_{n}\right)\right) \cong \mathcal{F}\left[\ell^{2}(\mathbb{R})\right] \tag{3.26}
\end{equation*}
$$

When this construction is possible, is this Hilbert space unitarily equivalent to the space constructed using Fourier modes within the bandlimit, $\bigotimes_{\|\vec{k}\|_{2}<\Lambda} \mathcal{H}_{\vec{k}} \cong \mathcal{F}[B(\Lambda)]$ ?

In [96] we showed that, at least in the case where $C_{n}$ is the same for all $n$ (which occurs for Nyquist lattices on $\mathbb{R}$, with $C_{n}=\Lambda / \pi$ ), these two spaces remain unitarily inequivalent after bandlimitation. Indeed, the relevant Bogoliubov coefficients are similar to those obtained before,

$$
\begin{equation*}
\alpha_{n \vec{x}}:=C_{n}^{-1 / 2} e^{-i \vec{k} \cdot \vec{x}} c_{+}(\vec{k}), \quad \beta_{n \vec{x}}:=C_{n}^{-1 / 2} e^{-i \vec{k} \cdot \vec{x}} c_{-}(\vec{k}) . \tag{3.27}
\end{equation*}
$$

Therefore, we want to know if the following expression is finite:

$$
\begin{equation*}
\sum_{n} \int_{\|\vec{k}\|_{2}<\Lambda} \frac{d \vec{k}}{(2 \pi)^{N}}\left|\beta_{n \vec{x}}\right|^{2}=\left(\sum_{n} C_{n}^{-1}\right)\left(\int_{\|\vec{k}\|_{2}<\Lambda} \frac{d \vec{k}}{(2 \pi)^{N}}\left|c_{-}(\vec{k})\right|^{2}\right) \tag{3.28}
\end{equation*}
$$

If $C_{n}$ is independent of $n$, then we see that one obtains a divergence due to the infinite volume of space (specifically, because of infinitely many sample points). Hence, these representations are not unitarily equivalent in this case. Note that if one also introduces an infrared cutoff, as in the case of bandlimited fields on $S^{1}$, then the analogous representations will be unitarily equivalent by the Stone-von Neumann theorem, since one only has finitely many degrees of freedom.

If one finds two different orthogonal frames, such as two shifted Nyquist lattices for $\mathbb{R}$, does one end up with two different Hilbert spaces? Suppose we are given two such lattices, say $\left\{\vec{x}_{n}\right\}_{n}$ and $\left\{\vec{y}_{m}\right\}_{m}$. Because of the sampling property, one has a reconstruction formula for samples on each of these lattices, e.g., $\phi(\vec{x})=\sum_{n} K\left(\vec{x}, \vec{x}_{n}\right) \phi\left(\vec{x}_{n}\right)$. It is easy to see that this implies the corresponding Bogoliubov transformation between the creation and annihilation operators at the two sets of sample points is:

$$
\begin{equation*}
b_{\vec{y}_{m}}=\sum_{n} K\left(\vec{y}_{m}, \vec{x}_{n}\right) b_{\vec{x}_{n}} . \tag{3.29}
\end{equation*}
$$

We see that the beta coefficients are all zero. Therefore, not only are the two corresponding Fock space representations unitarily equivalent, but they are actually the same [96]. In fact, this change of orthogonal sampling frame can be viewed as simply a change of basis in the single-particle Hilbert space. If we denote $K$ as the operator implementing this change of basis (which will have matrix elements $K\left(\vec{y}_{m}, \vec{x}_{n}\right)$ and will be unitary for lattices giving rise to orthonormal frames), then we can write this as: $K \mathcal{F}[\mathcal{H}]=\mathcal{F}[K \mathcal{H}]$.

We have seen that, although the implementation of Euclidean bandlimitation in quantum field theory is straightforward in momentum space, sampling theory shows us that the structure in position space can be nontrivial. This is especially true when considering sampling lattices that do not produce orthogonal frames, which is the generic case (for example, in $\mathbb{R}^{n}$ with $n>1$ ). This gives rise to both conceptual and technical subtleties in identifying local subsystems for the purposes of studying entanglement between local degrees of freedom. However, we will postpone this discussion to the next chapter.

### 3.2 Lorentzian case

Previous work on the Lorentzian case [27,72] has focused on a path integral approach, which is manifestly covariant and well-adapted to the modification with a Lorentzian bandlimit. We will review some of this previous work here, and in Chapter 8 return to the analysis of the field theory more akin to our review of the Euclidean case, in order to investigate other features of this model.

For the case of flat spacetime, in [72] the modification of the Feynman propagator due to the bandlimit $\left|k^{2}\right|=\left|\left(k^{0}\right)^{2}-\vec{k}^{2}\right|<\Lambda^{2}$ was found. One can begin with the partition function,

$$
\begin{equation*}
Z[J]=\int_{B(\Lambda)} \mathcal{D} \phi e^{-\frac{i}{2}\left(\phi\left|\left(\square+m^{2}\right)\right| \phi\right)+i(J \mid \phi)}, \tag{3.30}
\end{equation*}
$$

where the functional integration is restricted to the space of Lorentzian-bandlimited functions. Although in the Euclidean-bandlimited case, the lattice representations may help in making this path integral well-defined, for the Lorentzian bandlimit this will likely not be the case due to the continuum of degrees of freedom. Note that in the above expression $(\cdot \mid \cdot)$ is the $L^{2}$ inner product on $B(\Lambda)$, and in position space, $\square=\partial_{t}^{2}-\nabla^{2}$.

Formally completing the square in the exponent is elementary,

$$
\begin{aligned}
& \frac{-i}{2}\left(\phi\left|\left(\square+m^{2}\right)\right| \phi\right)+i(J \mid \phi) \\
& \quad=\frac{-i}{2}\left(\phi-\left(\square+m^{2}\right)^{-1} J\left|\left(\square+m^{2}\right)\right| \phi-\left(\square+m^{2}\right)^{-1} J\right)+\frac{i}{2}\left(J\left|\left(\square+m^{2}\right)^{-1}\right| J\right),
\end{aligned}
$$

but we should be careful as to what we mean by $\left(\square+m^{2}\right)^{-1}$. Of course, there is the usual issue that $\left(\square+m^{2}\right)$ is not invertible for on-shell field configurations, but we can use the Feynman contour in the Fourier-space representation of this operator to circumvent these poles. The point is that now the operators $\left(\square+m^{2}\right)$ and $\left(\square+m^{2}\right)^{-1}$ are acting on the bandlimited Hilbert space $B(\Lambda)$, so we should apply the bandlimited projector $P_{\Lambda}$ on either side of these operators in order to obtain the correct expressions. Therefore, the spacetime representation is

$$
\begin{equation*}
\left(x\left|\left(\square+m^{2}\right)^{-1}\right| x^{\prime}\right)=\int_{\left|k^{2}\right|<\Lambda^{2}} \frac{d k}{(2 \pi)^{n}} \frac{-1}{k^{2}-m^{2}+i \epsilon} e^{i k \cdot\left(x-x^{\prime}\right)} . \tag{3.31}
\end{equation*}
$$

Therefore, we get

$$
\begin{equation*}
Z[J]=Z[0] e^{\frac{i}{2}\left(J\left|\left(\square+m^{2}\right)^{-1}\right| J\right)}, \tag{3.32}
\end{equation*}
$$

from which we can extract the following two-point function:

$$
\begin{aligned}
G_{F}\left(x_{1}, x_{2}\right) & :=\frac{\int_{B(\Lambda)} \mathcal{D} \phi \phi\left(x_{1}\right) \phi\left(x_{2}\right) e^{i S[\phi]}}{\int_{B(\Lambda)} \mathcal{D} \phi e^{i S[\phi]}} \\
& =\left.\frac{1}{i} \frac{\delta}{\delta J\left(x_{1}\right)} \frac{1}{i} \frac{\delta}{\delta J\left(x_{2}\right)}\right|_{J=0} \frac{Z[J]}{Z[0]} \\
& =(-i)\left(x_{1}\left|\left(\square+m^{2}\right)^{-1}\right| x_{2}\right) .
\end{aligned}
$$

Note that because $G_{F}$ is the inverse of $\left(\square+m^{2}\right)$ on the bandlimited subspace, from (3.31) we can see that this function obeys

$$
\begin{equation*}
\left(\square_{x}+m^{2}\right) G_{F}\left(x, x^{\prime}\right)=-i\left(x\left|P_{\Lambda}\right| x^{\prime}\right) \tag{3.33}
\end{equation*}
$$

where the bandlimited projector, $P_{\Lambda}$, which is the identity operator on $B(\Lambda)$, is given by

$$
\begin{equation*}
\left(x\left|P_{\Lambda}\right| x^{\prime}\right)=\int_{\left|k^{2}\right|<\Lambda^{2}} \frac{d k}{(2 \pi)^{n}} e^{i k \cdot\left(x-x^{\prime}\right)} \tag{3.34}
\end{equation*}
$$

By focusing on the representation of the Feynman propagator, $G_{F}$, in Fourier space at equal times, one can obtain a more useful indication of the modification due to the bandlimit. This was used in [72] as a preliminary example before their treatment of a cosmological background, in which case $\tilde{G}_{F}(t=0, \vec{k})$ was used to determine the impact that the bandlimit would have on the cosmic microwave background.

Let us evaluate $\tilde{G}_{F}(t=0, \vec{k})$ for the flat case. First, recall that we can split the region $\left|k^{0}-\vec{k}^{2}\right|<\Lambda^{2}$ into intervals of $k^{0}$ values for each fixed $\vec{k}$ :

$$
k_{0} \in I(\vec{k}):= \begin{cases}{\left[-r_{+}(\vec{k}), r_{+}(\vec{k})\right],} & \text { if }|\vec{k}| \leq \Lambda  \tag{3.35}\\ {\left[-r_{+}(\vec{k}),-r_{-}(\vec{k})\right] \cup\left[r_{-}(\vec{k}), r_{+}(\vec{k})\right],} & \text { if }|\vec{k}|>\Lambda\end{cases}
$$

where $r_{ \pm}(\vec{k}):=\sqrt{\vec{k}^{2} \pm \Lambda^{2}}$. Then the task is to evaluate

$$
\begin{equation*}
\tilde{G}_{F}(t=0, \vec{k})=\int_{I(\vec{k})} \frac{d k^{0}}{2 \pi} \frac{i}{\left(k^{0}\right)^{2}-\omega_{k}^{2}+i \epsilon} . \tag{3.36}
\end{equation*}
$$

For a fixed $\vec{k}$, this is can be carried out by taking the usual $k^{0}$ contour and subtracting the complement of $I(\vec{k})$, which is simple to evaluate in closed form. One finds

$$
\tilde{G}_{F}(t=0, \vec{k})= \begin{cases}\frac{1}{2 \omega_{k}}+\frac{1}{2 \pi i} \frac{1}{\omega_{k}} \ln \left|\frac{r_{+}(\vec{k})+\omega_{k}}{r_{+}(\vec{k})-\omega_{k}}\right|, & \text { if }|\vec{k}| \leq \Lambda  \tag{3.37}\\ \frac{1}{2 \omega_{k}}+\frac{1}{2 \pi i} \frac{1}{\omega_{k}}\left(\ln \left|\frac{r_{+}\left(\vec{k}+\omega_{k}\right.}{\left.r_{+}+\vec{k}\right)-\omega_{k}}\right|-\ln \left|\frac{\omega_{k}+r_{-}(\vec{k})}{\omega_{k}-r_{-}(\vec{k})}\right|\right), & \text { if }|\vec{k}|>\Lambda\end{cases}
$$



Figure 3.1: Magnitude of the equal-time Feynman propagator in Fourier space, $\left|\tilde{G}_{F}(t=0, \vec{k})\right|$, as a function of the mode amplitude $|\vec{k}|$. The propagator modified by the bandlimit is compared to the ordinary case without the bandlimit. The mass here is $m=10^{-5} \Lambda$.

Note in the ordinary (non-bandlimited) theory, this quantity is simply $\tilde{G}_{F}(t=0, \vec{k})=$ $1 / 2 \omega_{k}$. A plot of this as a function of $|\vec{k}|$ is provided in Figure 3.1.

In [27, 72], this was further developed for cosmological spacetimes. We will not be examining these cases in this thesis, so we will refer the reader to these references for details. The basic idea is to find the eigenvectors of the d'Alembertian operator on these spacetimes, use these to construct a projector onto a bandlimited subspace, and then apply this projector to a choice of propagator.

## Chapter 4

## Statistical moments on manifolds

The present chapter along with the next two will be devoted to contructing and exploring a notion of local density of the degrees of freedom in bandlimited field theory. The premise for introducing such a concept will be discussed in the next chapter. There, we will see that quantifying this idea for nontrivial examples will require the ability to calculate the mean and variance of probability distributions on manifolds that are not simply Euclidean. In preparation for Chapters 5 and 6 , in this chapter we will examine methods for computing such quantities. This warrants some discussion since we will see that one encounters some pitfalls if these quantities are naively calculated in analogy with their Euclidean counterparts, and an appropriate extension to non-Euclidean spaces is not necessarily obvious. Not only would this require a significant detour if included in the following chapters, but the problem turns out to be interesting in its own right and so we would like to present a relatively self-contained account here.

That there are issues in calculating statistical moments for probability distributions on non-Euclidean manifolds becomes clear after wrestling with the following deceptively simple problem [63]. Suppose a collection of sample points ${ }^{1}$ are drawn from a probability distribution on a circle. For example, these could correspond to directions of some objects moving in a plane. Suppose we have two samples for points on the circle, given by angles $\pi / 4$ and $7 \pi / 4$. What is their sample mean? Clearly in a physical scenario where these points on the circle correspond to directions in a plane, there is a preferred direction of 0 . However, the arithmetic mean of these two numbers is $\pi$-the opposite of our expectation. (This situation is illustrated in Figure 4.1.) Now consider changing coordinates by

[^3]translating $\theta \mapsto \theta+\pi / 2(\bmod 2 \pi)$. The two samples are now labelled by $3 \pi / 4$ and $\pi / 4$ (respectively), which have an arithmetic mean of $\pi / 2$, corresponding to the point labelled by 0 in the old coordinates. So in these coordinates we obtain the correct result. However, the issue arises again in these new coordinates if we had been given the two samples $5 \pi / 4$ and $7 \pi / 4$ (with the "correct" arithmetic mean $3 \pi / 2$ ) in the old coordinates, which would correspond to $7 \pi / 4$ and $\pi / 4$ (with the "incorrect" arithmetic mean $\pi$ ) in the new coordinates. Hence, we see that the point corresponding to the arithmetic mean of the angular samples depends on the choice of origin. In other words, the arithmetic mean is not covariant with respect to a change of coordinates.


Figure 4.1: Arithmetric versus intuitive means for sample points on a circle. The arithmetic mean does not always agree with the intuitive mean, and further is not covariant with respect to changes of coordinates.

Superficially, this problem is reminiscent of the issue of branch cuts in complex analysis. One could think of the above procedure as attempting to take the arithmetic mean of the arguments of a set of complex numbers with modulus one (which could be phrased as taking the geometric mean of the complex numbers themselves). Although one could attempt to deal with the issue in a similar manner as for the complex plane, it is not clear how this could be generalized for arbitrary manifolds.

Here we will explore methods for quantifying appropriate measures of location and dispersion for a probability distribution on a general smooth manifold, which ordinarily
are taken to be the mean and variance for a random variable in $\mathbb{R}^{n}$. In particular, we want to find measures that transform appropriately under coordinate transformations.

We will begin in Section 4.1 by reviewing relevant background on so-called "directional statistics," developed to tackle the cases of $S^{1}$ and $S^{2}$ (as well as some extensions) $[63,84,85]$. Then, Section 4.2 will present definitions for the case of a general manifold, starting by abstracting certain features of the methods of directional statistics. We will see that there will be different means and variances depending on the choice of geometry for the manifold. The generalization of the methods of directional statistics yield extrinsic definitions for these quantities [50,51], but one can also formulate intrinsic definitions $[38,76,130]$. Generally, these will not be the same, and we will see there is a kind of trade-off to be made when choosing between them [16,17,57]. Section 4.3 consists of an application of these ideas to the case of an $n$-torus with a Riemannian metric comprised of the flat metric plus a perturbation. This example will serve to illustrate the general discussion of Section 4.3, but the results will also be required in Chapter 6.

### 4.1 Background on directional statistics

Here we will examine a method for calculating a notion of mean and variance for a random variable that takes values on a circle, which will provide sufficient insight to suggest an approach for the general case. The review in this section is based on the treatments in $[63,84,85]$.

First we will consider sets of sample points, which can then be straightforwardly applied to a distribution. The key trick is to think of a point on the circle as corresponding to the angle of a unit vector in $\mathbb{R}^{2}$. Suppose we are given a set of samples $\left\{\theta_{i}\right\}_{i=1}^{N}$. The coordinates in $\mathbb{R}^{2}$ corresponding to the sample $\theta_{i}$ will be given by $\left(x_{i}, y_{i}\right)=\left(\cos \theta_{i}, \sin \theta_{i}\right)$. Then define the resultant vector,

$$
\begin{equation*}
(\bar{x}, \bar{y}):=\left(\frac{1}{N} \sum_{i=1}^{N} \cos \theta_{i}, \frac{1}{N} \sum_{i=1}^{N} \sin \theta_{i}\right) . \tag{4.1}
\end{equation*}
$$

Note that although the vector corresponding to each sample lies on the unit circle, generally the resultant vector will not. Nevertheless, the circular mean, $\bar{\theta}$, will be taken to be the direction of the resultant vector, i.e., the solution to

$$
\begin{equation*}
\cos \bar{\theta}=\frac{\bar{x}}{\bar{\rho}}, \quad \sin \bar{\theta}=\frac{\bar{y}}{\bar{\rho}}, \quad \text { where } \bar{\rho}:=\sqrt{\bar{x}^{2}+\bar{y}^{2}} . \tag{4.2}
\end{equation*}
$$

The circular mean will be our "measure of location" for sample points on a circle. To illustrate its validity, let us revisit the example presented in the introductory paragraphs of this chapter. Consider two samples: $\theta_{1}=\pi / 4$ and $\theta_{2}=7 \pi / 4$. The components of the resultant vector are: $(\bar{x}, \bar{y})=(1 / \sqrt{2}, 0)$, yielding a circular mean of $\bar{\theta}=0$ on $[0,2 \pi)$, which is the intuitively correct result.

We noted earlier that an issue with the naive arithmetic mean of the angles is that it is not covariant. Let us demonstrate that the circular mean is covariant with respect to translations (we will postpone a discussion of general coordinate transformations to the next section). Consider a global translation of the samples by $\alpha$, i.e., $\theta_{i} \mapsto \theta_{i}^{\prime}=\theta_{i}+\alpha$. The new components of the resultant vector are

$$
\begin{aligned}
\bar{x}^{\prime} & =\frac{1}{N} \sum_{i} \cos \theta_{i}^{\prime} \\
& =\frac{1}{N} \sum_{i}\left(\cos \theta_{i} \cos \alpha-\sin \theta_{i} \sin \alpha\right) \\
& =\bar{x} \cos \alpha-\bar{y} \sin \alpha \\
& =\bar{\rho} \cos \bar{\theta} \cos \alpha-\bar{\rho} \sin \bar{\theta} \sin \alpha \\
& =\bar{\rho} \cos (\bar{\theta}+\alpha),
\end{aligned}
$$

and similarly,

$$
\bar{y}^{\prime}=\bar{\rho} \sin (\bar{\theta}+\alpha),
$$

where we have used the relations $\bar{x}=\bar{\rho} \cos \bar{\theta}=\frac{1}{N} \sum_{i} \cos \theta_{i}$ and $\bar{y}=\bar{\rho} \sin \bar{\theta}=\frac{1}{N} \sum_{i} \sin \theta_{i}$. We see that the circular mean in these new coordinates is $\bar{\theta}^{\prime}=\bar{\theta}+\alpha$, thus indeed covariant under translations. Note also that the length of the resultant vector, $\bar{\rho}$, is invariant under this transformation.

One may notice that the circular mean will be ill-defined if $\bar{\rho}=0$. For example, this will occur in the case of samples $\{0, \pi / 2, \pi, 3 \pi / 2\}$ which are equidistantly distributed around the circle. However, in this situation it is reasonable that one should leave the circular mean undefined because there is no appropriate sense in which one could choose a preferred point on the circle (or direction in $\mathbb{R}^{2}$ ) as the mean of these samples.

The magnitude of the resultant vector, $\bar{\rho}$, will always vanish whenever the sample points are maximally separated from one another in this way. On the other hand, if all of the samples are the same, $\theta_{i}=\theta \forall i$, then the resultant vector is $(\bar{x}, \bar{y})=(\cos \theta, \sin \theta)$ with $\bar{\rho}=1$. This suggests that some function of $\bar{\rho}$, such as $1-\bar{\rho}$, could be used as a measure for the dispersion of the sample points.

We will show that this is indeed a good notion. First, let us write the distance between the circular mean, $\bar{\theta}$, and a sample point, $\theta_{i} \in[0,2 \pi)$, as

$$
\begin{equation*}
d_{i} \equiv d\left(\theta_{i}, \bar{\theta}\right):=\min \left(\left|\theta_{i}-\bar{\theta}\right|, 2 \pi-\left|\theta_{i}-\bar{\theta}\right|\right) \in[0, \pi] . \tag{4.3}
\end{equation*}
$$

Then the dispersion of this sample point with respect to $\bar{\theta}$ will be taken to be the following monotone increasing function of $d_{i}$ :

$$
\begin{equation*}
D_{i}:=1-\cos d_{i}=1-\cos \left(\theta_{i}-\bar{\theta}\right) \tag{4.4}
\end{equation*}
$$

Our measure of dispersion for the entire set of sample data will then be

$$
\begin{equation*}
D:=\frac{1}{N} \sum_{i=1}^{N} D_{i}=1-\frac{1}{N} \sum_{i=1}^{N} \cos \left(\theta_{i}-\bar{\theta}\right) \tag{4.5}
\end{equation*}
$$

which we will call the circular variance. Notice that this can be rewritten,

$$
\begin{aligned}
\frac{1}{N} \sum_{i=1}^{N} \cos \left(\theta_{i}-\bar{\theta}\right) & =\frac{1}{N} \sum_{i}\left(\cos \theta_{i} \cos \bar{\theta}+\sin \theta_{i} \sin \bar{\theta}\right) \\
& =\bar{x} \cos \bar{\theta}+\bar{y} \sin \bar{\theta} \\
& =\bar{\rho} \cos ^{2} \bar{\theta}+\bar{\rho} \sin ^{2} \bar{\theta} \\
& =\bar{\rho}
\end{aligned}
$$

Hence,

$$
\begin{equation*}
D=1-\bar{\rho} . \tag{4.6}
\end{equation*}
$$

Notice also that this shows $\bar{\rho}=\frac{1}{N} \sum_{i=1}^{N} \cos \left(\theta_{i}-\bar{\theta}\right) \leq 1$, and since by definition $\bar{\rho} \geq 0$, we have $\bar{\rho} \in[0,1]$. Therefore the circular variance lies in the interval $D \in[0,1]$, achieving a maximum when the sample data is maximally dispersed around the circle $(\bar{\rho}=0)$ and minimised when the sample data is clustered at the same point $(\bar{\rho}=1)$. Earlier we also showed that $\bar{\rho}$ is invariant under translations, hence the circular variance is as well.

Discussing a finite set of sample data is useful for visualising the content of these definitions, but ultimately we are interested in the mean and variance as summary statistics for a probability distribution on a circle. It is simple to apply the above constructs to this setting. Consider a probability distribution $p(\theta)$ satisfying

$$
\begin{equation*}
p(\theta) \geq 0, \quad p(\theta+2 \pi)=p(\theta), \quad \int_{0}^{2 \pi} d \theta p(\theta)=1 \tag{4.7}
\end{equation*}
$$

Throughout we will denote expectation values by

$$
\begin{equation*}
\langle f(\theta)\rangle_{\theta}:=\int_{0}^{2 \pi} d \theta p(\theta) f(\theta) \tag{4.8}
\end{equation*}
$$

where the subscript $\theta$ included in $\langle\cdot\rangle_{\theta}$ denotes the random variable to be integrated over, to avoid confusion when there are multiple variables within the brackets.

Analogous to the above definitions for samples, we define the resultant vector,

$$
\begin{equation*}
(x, y):=\left(\langle\cos \theta\rangle_{\theta},\langle\sin \theta\rangle_{\theta}\right) \equiv\left(\int_{0}^{2 \pi} d \theta p(\theta) \cos (\theta), \int_{0}^{2 \pi} d \theta p(\theta) \sin (\theta)\right) \tag{4.9}
\end{equation*}
$$

the circular mean, $\mu$, by

$$
\begin{equation*}
\cos \mu:=\frac{x}{\rho}, \quad \sin \mu:=\frac{y}{\rho}, \quad \rho:=\sqrt{x^{2}+y^{2}}, \tag{4.10}
\end{equation*}
$$

and the circular variance,

$$
\begin{equation*}
\sigma^{2}:=1-\langle\cos (\theta-\mu)\rangle_{\theta}=1-\rho . \tag{4.11}
\end{equation*}
$$

It is simple to see that these quantities will have the same properties as the sample quantities defined above. Note also that when $p(\theta)$ is highly localized around the mean $\mu$, we have $\langle\cos (\theta-\mu)\rangle_{\theta} \approx 1-\frac{1}{2}\left\langle(\theta-\mu)^{2}\right\rangle_{\theta}$ and so $\sigma^{2} \approx \frac{1}{2}\left\langle(\theta-\mu)^{2}\right\rangle_{\theta}$, therefore recovering the definition for $\mathbb{R}$.

It is possible to quantify the sense in which the circular variance is a measure of the "spread" of a probability distribution through a so-called Chebyshev inequality. In the case of a probability distribution, $p(x)$, on $\mathbb{R}^{n}$, the Chebyshev inequality [36] is

$$
\begin{equation*}
\operatorname{Pr}[\|x-\mu\| \geq L] \leq \frac{\sigma^{2}}{L^{2}} \tag{4.12}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean norm on $\mathbb{R}^{n}$, and $\mu:=\langle x\rangle_{x}$ and $\sigma^{2}:=\left\langle(x-\mu)^{2}\right\rangle_{x}$ are the usual statistical moments. The Chebyshev inequality is simple to prove:

$$
\begin{aligned}
\sigma^{2} & =\int_{\mathbb{R}^{n}} d x p(x)\|x-\mu\|^{2} \\
& \geq \int_{\|x-\mu\| \geq L} d x p(x)\|x-\mu\|^{2} \\
& \geq L^{2} \int_{\|x-\mu\| \geq L} d x p(x) \\
& =L^{2} \operatorname{Pr}[\|x-\mu\| \geq L] .
\end{aligned}
$$

Intuitively, a probability distribution is "mostly contained" in a certain region if there is a large probability of finding a drawn sample in that region. Suppose we want to find a scale $L$ characterizing the size of a region (centered at the mean) which contains at least $1-\varepsilon$ of the measure of the distribution (where $\varepsilon \in[0,1]$ ). That is, we want to find an $L$ such that

$$
\begin{equation*}
\operatorname{Pr}[\|x-\mu\| \leq L] \geq 1-\varepsilon \tag{4.13}
\end{equation*}
$$

This is equivalent to finding an $L$ such that

$$
\begin{equation*}
\operatorname{Pr}[\|x-\mu\| \geq L] \leq \varepsilon \tag{4.14}
\end{equation*}
$$

Now, using the Chebyshev inequality, we can argue that it is sufficient for

$$
\begin{equation*}
\frac{\sigma^{2}}{L^{2}} \leq \varepsilon \Longleftrightarrow L \geq \frac{\sigma}{\sqrt{\varepsilon}} \tag{4.15}
\end{equation*}
$$

Naturally we see that to include a large proportion of the probability (small $\varepsilon$ ), we must choose $L$ to be large. However, typically one does not want to commit to a specific arbitrary $\varepsilon$ in order to characterize the size of the "spread" of the probability distribution. Hence, it is useful to summarize the size in terms of the proportionality factor $\sigma$. At the very least, it gives a means to compare the sizes of different probability distributions. That is, if a probability distribution has a larger variance than another, then it will typically require a larger region for a fixed $\varepsilon$. Although it is possible to obtain tighter bounds when considering certain classes of distributions, the Chebyshev inequality will suffice for our purposes in the subsequent chapters.

Now we will show that the circular variance we have defined exhibits a Chebyshev-type inequality [84,85], and hence is a useful measure of the spread of a probability distribution in the sense just described. First, let us recall that $1-\cos d(\theta, \mu)$ is a monotonic increasing function of the distance between $\theta$ and $\mu$, i.e.,

$$
\begin{equation*}
d(\theta, \mu):=\min (|\theta-\mu|, 2 \pi-|\theta-\mu|) \in[-\pi, \pi] \tag{4.16}
\end{equation*}
$$

and hence $\left|\sin \left[\frac{1}{2} d(\theta, \mu)\right]\right|=\frac{1}{2} \sqrt{1-\cos d(\theta, \mu)}$ is as well. (We will have more to say about these different notions of distance in the next section.) Using this, the derivation is similar
to the $\mathbb{R}^{n}$ case:

$$
\begin{aligned}
\sigma^{2} & =1-\langle\cos (\theta-\mu)\rangle_{\theta} \\
& =\left\langle 2 \sin ^{2}\left[\frac{1}{2}(\theta-\mu)\right]\right\rangle_{\theta} \\
& =2 \int_{0}^{2 \pi} d \theta p(\theta) \sin ^{2}\left[\frac{1}{2}(\theta-\mu)\right] \\
& \geq 2 \int_{d(\theta, \mu) \geq L} d \theta p(\theta) \sin ^{2}\left[\frac{1}{2}(\theta-\mu)\right] \\
& =2 \int_{\left|\sin \left[\frac{1}{2} d(\theta \mu)\right]\right| \geq\left|\sin \left(\frac{1}{2} L\right)\right|} d \theta p(\theta) \sin ^{2}\left[\frac{1}{2}(\theta-\mu)\right] \\
& \geq 2 \sin ^{2}\left(\frac{1}{2} L\right) \int_{\left\lvert\, \sin \left[\frac { 1 } { 2 } ( \theta - \mu ) \left|\geq\left|\geq \sin \left(\frac{1}{2} L\right)\right|\right.\right.\right.} d \theta p(\theta) \\
& =2 \sin ^{2}\left(\frac{1}{2} L\right) \operatorname{Pr}\left[\left|\sin \left[\frac{1}{2}(\theta-\mu)\right]\right| \geq\left|\sin \left(\frac{1}{2} L\right)\right|\right] .
\end{aligned}
$$

Therefore, the corresponding Chebyshev inequality for the circular variance is:

$$
\begin{equation*}
\operatorname{Pr}[d(\theta, \mu) \geq L] \leq \frac{\sigma^{2}}{2 \sin ^{2}\left(\frac{1}{2} L\right)} . \tag{4.17}
\end{equation*}
$$

As an example for the circular mean and variance, consider a probability distribution given by the square of a Dirichlet kernel centered at $\theta_{0} \in[0,2 \pi)$ :

$$
\begin{equation*}
p(\theta)=\frac{\sin ^{2}\left[(2 M+1)\left(\theta-\theta_{0}\right) / 2\right]}{2 \pi(2 M+1) \sin ^{2}\left[\left(\theta-\theta_{0}\right) / 2\right]}=\frac{1}{2 \pi(2 M+1)}\left(\sum_{m=-M}^{M} e^{i m\left(\theta-\theta_{0}\right)}\right)^{2}, \tag{4.18}
\end{equation*}
$$

where $M$ is a fixed positive integer. It is easy to check that this is normalized. We can calculate the components of the resultant vector as the real and imaginary parts of the following integral:

$$
\begin{equation*}
\phi:=\int_{0}^{2 \pi} d \theta p(\theta) e^{i \theta} . \tag{4.19}
\end{equation*}
$$

Notice that the phase and magnitude of $\phi$ correspond to $\mu$ and $\rho$ (respectively), i.e.,
$\phi=\rho e^{i \theta}$. We obtain

$$
\begin{aligned}
\phi & =\frac{1}{2 \pi(2 M+1)} \sum_{m, m^{\prime}=-M}^{M} e^{-i\left(m+m^{\prime}\right) \theta_{0}} \int_{0}^{2 \pi} d \theta e^{i\left(m+m^{\prime}+1\right) \theta} \\
& =\frac{1}{2 \pi(2 M+1)} \sum_{m, m^{\prime}=-M}^{M} e^{-i\left(m+m^{\prime}\right) \theta_{0}} 2 \pi \delta_{m^{\prime},-m-1} \\
& =\frac{1}{2 M+1} \sum_{m=-M}^{M-1} e^{i \theta_{0}} \\
& =\frac{2 M}{2 M+1} e^{i \theta_{0}}
\end{aligned}
$$

Note that upon evaluating the Kronecker delta function at $m^{\prime}=-m-1$, we had to take into account that both $m^{\prime}$ and $m$ are restricted to the range $[-M, M]$, which results in the upper bound of the sum over $m$ to be truncated in the next step because $\delta_{m^{\prime},-M-1}=0$. Now we can read off

$$
\begin{equation*}
\mu=\theta_{0}, \quad \rho=\frac{2 M}{2 M+1}, \tag{4.20}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\sigma^{2}=1-\rho=\frac{1}{2 M+1} \tag{4.21}
\end{equation*}
$$

Similar techniques can be used to define notions of mean and variance on a sphere. The idea is to think of $S^{2}$ as a subset of $\mathbb{R}^{3}$. One then proceeds to calculate a resultant vector in $\mathbb{R}^{3}$, whose direction defines the mean direction on $S^{2}$ and whose length can be used to define the variance [84, 85]. In equations, given a probability distribution $p(\theta, \phi)$ on $S^{2}$,

$$
\begin{aligned}
(\bar{x}, \bar{y}, \bar{z}) & :=\left(\langle\sin \theta \cos \phi\rangle_{\theta, \phi},\langle\sin \theta \sin \phi\rangle_{\theta, \phi},\langle\cos \theta\rangle_{\theta, \phi}\right) \\
\mu & :=(\bar{\theta}, \bar{\phi}) \quad \text { such that } \quad \tan \bar{\theta}=\frac{\sqrt{\bar{x}^{2}+\bar{y}^{2}}}{\bar{z}}, \quad \tan \bar{\phi}=\frac{\bar{y}}{\bar{x}} \\
\sigma^{2} & :=1-\rho:=1-\sqrt{\bar{x}^{2}+\bar{y}^{2}+\bar{z}^{2}} .
\end{aligned}
$$

There are other spaces whose elements correspond to "directional data" in some sense, which fall under the heading of directional statistics (see [85] and references therein). For example, this includes cases where random variables take values in a space of orthonormal frames (Stiefel manifolds) or subspaces of $\mathbb{R}^{n}$ (Grassmann manifolds). There has also been substantial work on shape spaces, which are quotients of Riemannian manifolds by the action of a Lie group. However, we would like a method which will apply to manifolds without any particular symmetry assumptions. We will now turn to this general case.

### 4.2 General manifolds

### 4.2.1 Basic definitions

We will now use these methods from directional statistics as inspiration for developing a notion for the mean and variance of a probability distribution, $p$, on an arbitrary smooth manifold, $\mathcal{M}$. In particular, we will capitalize on the idea of embedding the manifold $\mathcal{M}$ into a Euclidean space $\mathbb{R}^{N}$ (with $N \geq \operatorname{dim} \mathcal{M}$ ). This will lead to the concepts of extrinsic mean and variance $[50,51]$.

The Whitney embedding theorem guarantees that any smooth $n$-dimensional manifold can be smoothly embedded into $\mathbb{R}^{2 n}$ (see, e.g., [80]). The theorem provides $2 n$ as the smallest dimension required for the ambient Euclidean space, and it is an interesting topological problem to determine the minimum dimension needed for different classes of manifolds. Here, our interest is rather in providing a method of calculation, and so we will keep $N$ arbitrary as it may occasionally be useful to choose a value larger than $2 n$ (although practical computations may be more tedious if it is too large).

To this end, let $\mathcal{M}$ be a smooth $n$-dimensional manifold with coordinates ${ }^{2}\left(y^{a}\right)_{a=1}^{n}$. Let $p(y)$ be a probability distribution on $\mathcal{M}$, such that $p(y) \geq 0$ and $\int d y p(y)=1$. Note that in order for the normalization of the probability distribution to remain invariant under a change of coordinates, we require $p(y)$ to be a scalar density, i.e., under $y^{a} \mapsto \tilde{y}^{a}$ we require $p(y) \mapsto\left|\partial y^{a} / \partial \tilde{y}^{\tilde{a}}\right| p(y)$.

Now suppose we have a smooth embedding $\psi: \mathcal{M} \rightarrow \mathbb{R}^{N}$. With coordinates $\left(x^{i}\right)_{i=1}^{N}$ on $\mathbb{R}^{N}$, we can write the embedding as $x^{i}=\psi^{i}(y)$. Define the resultant vector by

$$
\begin{equation*}
\bar{x}^{i}:=\int d y p(y) \psi^{i}(y) \tag{4.22}
\end{equation*}
$$

Note that since $\psi^{i}(y)$ is a scalar function on $\mathcal{M}$, the resultant vector will be invariant under general coordinate transformations on $\mathcal{M}$. We also see that this vector will be covariant with respect to (global) affine coordinate transformations on $\mathbb{R}^{N}$.

Generally $\bar{x}^{i}$ will not lie in the image of the embedding, $\psi(\mathcal{M})$. For example, we saw in the previous section that the resultant vector in $\mathbb{R}^{2}$ for a probability distribution on the unit circle typically resides inside the circle (and recall we used the magnitude of this

[^4]vector to construct a notion of variance). Therefore, it does not generally make sense to invert the embedding to arrive at a point on $\mathcal{M}$ corresponding to the mean value of $p(y)$. Instead, we will define the mean, $\mu^{a}$, of $p(y)$ to be the closest point in the image of $\mathcal{M}$ under $\psi$ to the resultant vector $\bar{x}^{i}$, i.e.,
\[

$$
\begin{equation*}
\mu=\underset{y \in \mathcal{M}}{\operatorname{argmin}}\|\bar{x}-\psi(y)\|^{2}, \tag{4.23}
\end{equation*}
$$

\]

where $\|\cdot\|$ denotes the Euclidean norm on $\mathbb{R}^{N}$. We will not delve into the issue, but we should remark that there may be situations where $\mu$ is either not unique or not well-defined (as in the case of the circle when $\rho=0$ ).

If there is a unique value for the mean, we then define the variance as:

$$
\begin{equation*}
\sigma^{2}=\int d y p(y)\|\psi(y)-\psi(\mu)\|^{2} \tag{4.24}
\end{equation*}
$$

This definition is intuitive, and analogous to the typical definition in Euclidean space, but most importantly obeys a Chebyshev-type inequality:

$$
\begin{aligned}
\sigma^{2} & =\int d y p(y)\|\psi(y)-\psi(\mu)\|^{2} \\
& \geq \int_{\|\psi(y)-\psi(\mu)\| \geq L} d y p(y)\|\psi(y)-\psi(\mu)\|^{2} \\
& \geq L^{2} \int_{\|\psi(y)-\psi(\mu)\| \geq L} d y p(y)
\end{aligned}
$$

so that

$$
\begin{equation*}
\operatorname{Pr}\left[\|\psi(y)-\psi(\mu)\|^{2} \geq L\right] \leq \frac{\sigma^{2}}{L^{2}} \tag{4.25}
\end{equation*}
$$

That is, the probability of $y \in \mathcal{M}$ being greater than a distance $L$ from the mean $\mu$ decays quadratically with $L$ with a proportionality factor of $\sigma^{2}$.

Note that although we are embedding $\mathcal{M}$ in $\mathbb{R}^{N}$, one should not think of the procedure as considering $p(y)$ to be a probability distribution in $\mathbb{R}^{N}$ with support only on some subset of the ambient Euclidean space. For example, a probability distribution nonzero only on the unit circle in $\mathbb{R}^{2}$ has measure zero. Rather, the use of the embedding is in pulling back structures from $\mathbb{R}^{N}$ to $\mathcal{M}$.

Let us show that these definitions reproduce the formulas of directional statistics in the special case of $\mathcal{M}=S^{1}$. We can choose the same embedding as before, $\psi: S^{1} \rightarrow \mathbb{R}^{2}$
defined by $\theta \mapsto(x, y):=(\cos \theta, \sin \theta)$. The resultant vector is $(\bar{x}, \bar{y})=\left(\langle\cos \theta\rangle_{\theta},\langle\sin \theta\rangle_{\theta}\right)$. The mean is

$$
\begin{equation*}
\mu=\underset{\theta \in[0,2 \pi)}{\operatorname{argmin}}\|(\bar{x}, \bar{y})-(\cos \theta, \sin \theta)\|^{2} \tag{4.26}
\end{equation*}
$$

An explicit solution to this minimization is:

$$
\begin{aligned}
0 & \stackrel{!}{=} \frac{\partial}{\partial \theta}\|(\bar{x}, \bar{y})-(\cos \theta, \sin \theta)\|^{2} \\
& =\frac{\partial}{\partial \theta}\left(\rho^{2}-2(\bar{x} \cos \theta+\bar{y} \sin \theta)+1\right) \\
& =2 \bar{x} \sin \theta-2 \bar{y} \cos \theta \Longleftrightarrow \tan \theta=\frac{\bar{y}}{\bar{x}} .
\end{aligned}
$$

So $\mu=\operatorname{atan}(\bar{y} / \bar{x})$, which coincides with the definition of the previous section. Note that in the above calculation we defined $\rho:=\sqrt{\bar{x}^{2}+\bar{y}^{2}}$ as in the previous section. The variance is

$$
\begin{aligned}
\sigma^{2} & =\int_{0}^{2 \pi} d \theta p(\theta)\|(\cos \theta, \sin \theta)-(\cos \mu, \sin \mu)\|^{2} \\
& =\int_{0}^{2 \pi} d \theta p(\theta)[2-2(\cos \theta \cos \mu+\sin \theta \sin \mu)] \\
& =2-2(\bar{x} \cos \mu+\bar{y} \sin \mu) \\
& =2(1-\rho),
\end{aligned}
$$

which is the same as in the previous section (up to a factor of 2 ). One can similarly verify that these definitions also reproduce those of directional statistics for $S^{2}$.

These are simple extensions of the work that has been done in directional statistics, and reproduce the previous formulas for special cases of $\mathcal{M}$. However, there is an issue that we will now turn to discuss, which was perhaps not obvious from examining particular cases, but arises more naturally from this abstract formulation: do the values for the mean and variance with this approach depend on the choice of embedding $\psi: \mathcal{M} \rightarrow \mathbb{R}^{N}$ ?

### 4.2.2 Embedding dependence and distance functions

First, we notice that in the case of $S^{1}$ there is a rather trivial kind of embedding dependence, but it will help sharpen our understanding of the issue. Suppose instead of embedding points of $S^{1}$ into the unit circle in $\mathbb{R}^{2}$, we instead mapped them to points on a circle of radius $R$. Although this will not change the value of the mean $\mu$, the variance will change
by $\sigma^{2} \mapsto R^{2} \sigma^{2}$. This scaling affects every probability distribution in the same way, and so would not change how one would compare the spread of different distributions.

The reason that there is a difference is of course because we have changed the notion of distance on the circle induced by the embedding, i.e., for general $\psi: \mathcal{M} \rightarrow \mathbb{R}^{N}$, the induced distance function is

$$
\begin{equation*}
d_{\psi}\left(y, y^{\prime}\right):=\left\|\psi(y)-\psi\left(y^{\prime}\right)\right\| . \tag{4.27}
\end{equation*}
$$

Although this is often called a metric, to avoid confusion we will call this a distance function because we will be discussing Riemannian metrics shortly, and the distance functions induced by those Riemannian metrics will typically not be the same as the distance functions we will discuss now.

With this notation, we can write the variance succinctly as $\sigma^{2}=\left\langle d(y, \mu)^{2}\right\rangle_{y}$. Recall our mean is defined as $\mu=\operatorname{argmin}_{y \in \mathcal{M}}\|\bar{x}-\psi(y)\|^{2}$, but it will be useful for this discussion to rewrite this entirely in terms of distances between points on the manifold $\mathcal{M}$ (recall that the resultant vector $\bar{x}$ typically does not lie within $\psi(\mathcal{M})$ ). First, let us define the dispersion with respect to $y$ as

$$
\begin{equation*}
D(y):=\left\langle d_{\psi}\left(y^{\prime}, y\right)^{2}\right\rangle_{y^{\prime}}=\int d y^{\prime} p\left(y^{\prime}\right)\left\|\psi\left(y^{\prime}\right)-\psi(y)\right\|^{2} \tag{4.28}
\end{equation*}
$$

Then the mean can equivalently be defined as the point on the manifold which minimizes the dispersion,

$$
\begin{equation*}
\mu=\underset{y \in \mathcal{M}}{\operatorname{argmin}} D(y) . \tag{4.29}
\end{equation*}
$$

Demonstrating this equivalence is straightforward. On one hand we have,

$$
\begin{aligned}
\mu & =\underset{y \in \mathcal{M}}{\operatorname{argmin}}\|\bar{x}-\psi(y)\|^{2} \\
& =\underset{y \in \mathcal{M}}{\operatorname{argmin}}\left(\|\bar{x}\|^{2}-2 \bar{x} \cdot \psi(y)+\|\psi(y)\|^{2}\right) \\
& =\underset{y \in \mathcal{M}}{\operatorname{argmin}}\left(-2 \bar{x} \cdot \psi(y)+\|\psi(y)\|^{2}\right),
\end{aligned}
$$

where we dropped the $\|\bar{x}\|^{2}$ term since it does not depend on $y$. On the other hand we
have,

$$
\begin{aligned}
\mu & =\underset{y \in \mathcal{M}}{\operatorname{argmin}} \int d y^{\prime} p\left(y^{\prime}\right)\left\|\psi\left(y^{\prime}\right)-\psi(y)\right\|^{2} \\
& =\underset{y \in \mathcal{M}}{\operatorname{argmin}} \int d y^{\prime} p\left(y^{\prime}\right)\left(\left\|\psi\left(y^{\prime}\right)\right\|^{2}-2 \psi\left(y^{\prime}\right) \cdot \psi(y)+\|\psi(y)\|^{2}\right) \\
& =\underset{y \in \mathcal{M}}{\operatorname{argmin}}\left(-2 \bar{x} \cdot \psi(y)+\|\psi(y)\|^{2}\right)
\end{aligned}
$$

Hence they are equivalent because the two functions being minimised in the definitions differ only by a quantity which does not depend on $y$.

We see that the mean and variance are determined by the distances between points on $\psi(\mathcal{M})$ induced by the geometry of the ambient Euclidean space. Of course, one would expect the mean and variance to depend on the geometry since they involve measures of distance and size. Any two embeddings giving the same induced distance will give the same result. However, it is clear that without any further assumptions, there are many different embeddings which may give different notions of distance, since the geometry is not dictated simply by requiring the embedding to be smooth. For example, it is easy to visualize many ways of smoothly embedding a circle into a plane which give very different geometries.

Let us now consider situations where the manifold is already equipped with some intrinsic geometry. This could just be some general distance function $d_{\mathcal{M}}: \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}$ (which is positive definite, symmetric, and obeys the triangle inequality), or it could be the distance function induced by a Riemannian metric $g$,

$$
\begin{equation*}
d_{g}\left(y, y^{\prime}\right):=\inf _{\gamma} \int_{\gamma} d \tau \sqrt{g_{a b} \dot{x}^{a} \dot{x}^{b}} \tag{4.30}
\end{equation*}
$$

where $\gamma$ is a curve with endpoints $y$ and $y^{\prime}$.
We have now arrived at definitions for the mean and variance solely in terms of distances between points on $\mathcal{M}$. We could also define these quantities purely intrinsically using only a distance function $d_{\mathcal{M}}$ on $\mathcal{M}$ (without the need for an embedding),

$$
\begin{aligned}
\mu & =\underset{\tilde{\mu} \in \mathcal{M}}{\operatorname{argmin}}\left\langle d_{\mathcal{M}}(y, \tilde{\mu})^{2}\right\rangle_{y} \\
\sigma^{2} & =\left\langle d_{\mathcal{M}}(y, \mu)^{2}\right\rangle_{y} .
\end{aligned}
$$

The formula for the variance is one which could have been guessed at the very beginning, after assuming some geometry on the manifold. However, the definition for the mean is perhaps less obvious.

These are the intrinsic definitions of mean and variance [16, 17, 38, 57, 76, 130]. Of course, these coincide with the earlier definitions when $d_{\mathcal{M}}$ is the same as the distance function induced by a particular embedding into a Euclidean space. However, given a $d_{\mathcal{M}}$ on $\mathcal{M}$, it is not always possible to find an isometric (in the sense of metric spaces, i.e., preserving the distance function) embedding into $\mathbb{R}^{N}$ with the usual Euclidean distance function. For example, it is well-known that the sphere $S^{2}$ with the metric $d \theta^{2}+\sin ^{2} \theta d \phi^{2}$ and corresponding induced (geodesic) distance function cannot be embedded into any Euclidean space while preserving distances between points. ${ }^{3}$ In fact, we encountered this in the previous section, where we had the geodesic distance on the circle (metric $g=d \theta^{2}$ ),

$$
\begin{equation*}
d_{g}\left(\theta, \theta^{\prime}\right)=\min \left\{\left|\theta-\theta^{\prime}\right|, 2 \pi-\left|\theta-\theta^{\prime}\right|\right\}=\pi-\left|\pi-\left|\theta-\theta^{\prime}\right|\right|, \tag{4.31}
\end{equation*}
$$

which, after embedding into $\mathbb{R}^{2}$, corresponds to the circumferential distance between the points around the circle. Note that there are two different geodesics between any two points on the circle (one going around each way), which is why we need the min. In contrast, the geodesic distance in $\mathbb{R}^{2}$, induced by the embedding $\psi: \theta \mapsto(\cos \theta, \sin \theta)$, is

$$
\begin{equation*}
d_{\psi}\left(\theta, \theta^{\prime}\right)=\left\|(\cos \theta, \sin \theta)-\left(\cos \theta^{\prime}, \sin \theta^{\prime}\right)\right\|=2\left|\sin \left[\frac{1}{2}\left(\theta-\theta^{\prime}\right)\right]\right| \tag{4.32}
\end{equation*}
$$

The reason the geodesic distances are different, even though the embedding is a Riemannian isometry (i.e., preserves the Riemannian metric, and hence lengths of curves), is because the geodesic in $\mathbb{R}^{2}$ does not lie within the image of the embedding. Rather, the distance function is the length of the chord between the two points on the circle. Hence, even though the Riemannian metric and curve lengths are preserved, the distance function is not.

What is the virtue of using the embedding of $\mathcal{M}$ into a Euclidean space to calculate statistical moments, if there is a (possibly different) intrinsic definition that reflects the original geometry of the manifold? Although the intrinsic definitions are in a sense more natural, using the embeddings can be practically much more convenient. For example, let us revisit our original example of determining the mean of two sample data points $\pi / 4$ and $7 \pi / 4$ on $S^{1}$. For the purposes of the calculation, we can think of this as a distribution $p(\theta)=\frac{1}{2} \delta(\theta-\pi / 4)+\frac{1}{2} \delta(\theta-7 \pi / 4)$. Then using the intrinsic distance, $d_{g}\left(\theta, \theta^{\prime}\right)=$

[^5]\[

$$
\begin{aligned}
& \min \left\{\left|\theta-\theta^{\prime}\right|, 2 \pi-\left|\theta-\theta^{\prime}\right|\right\}, \\
& \mu=\underset{\theta \in[0,2 \pi)}{\operatorname{argmin}}\left[\frac{1}{2} d_{g}\left(\frac{\pi}{4}, \theta\right)^{2}+\frac{1}{2} d_{g}\left(\frac{7 \pi}{4}, \theta\right)^{2}\right] \\
& =\underset{\theta \in[0,2 \pi)}{\operatorname{argmin}} \begin{cases}\frac{1}{2}\left(\theta-\frac{\pi}{4}\right)^{2}+\frac{1}{2}\left(\theta+\frac{\pi}{4}\right)^{2} & \text { if } \theta \in\left[0, \frac{3 \pi}{4}\right] \\
\frac{1}{2}\left(\theta-\frac{\pi}{4}\right)^{2}+\frac{1}{2}\left(\theta-\frac{7 \pi}{4}\right)^{2} & \text { if } \theta \in\left[\frac{3 \pi}{4}, \frac{5 \pi}{4}\right] \\
\frac{1}{2}\left(\theta-\frac{9 \pi}{4}\right)^{2}+\frac{1}{2}\left(\theta-\frac{7 \pi}{4}\right)^{2} & \text { if } \theta \in\left[\frac{5 \pi}{4}, 2 \pi\right]\end{cases}
\end{aligned}
$$
\]

The local minima on these intervals are at $0, \pi$, and $2 \pi$. Checking these and the endpoints of the intervals, we find that the minimum of the dispersion is $\pi^{2} / 16$ when $\theta=0$, hence $\mu=0$. Whereas for the embedded distance, we worked out an analytic formula for the mean, $\mu=\operatorname{atan}\left(\langle\sin \theta\rangle_{\theta} /\langle\cos \theta\rangle_{\theta}\right)$, which we can calculate as

$$
\mu=\operatorname{Arg}\left(\frac{1}{2} e^{i \frac{\pi}{4}}+\frac{1}{2} e^{i \frac{7 \pi}{4}}\right)=\operatorname{Arg}\left(\cos \frac{\pi}{4}\right)=0
$$

Although calculation of the mean is less tedious in the second case, calculation of the variance in both cases is straightforward. Using the intrinsic definition we get $\sigma^{2}=\frac{\pi^{2}}{16} \approx$ 0.617 , whereas with the embedded distance, $\sigma^{2}=2(1-\rho)=2-\sqrt{2} \approx 0.586$.

This was only the case of two sample data points. Clearly the first method becomes even more tedious with more sample data points (since it will involve splitting into a multitude of subintervals). For a distribution it is possible to formulate the first method in a less tedious manner. However it turns out that finding explicit expressions for $\mu$ and $\sigma^{2}$ is difficult. Furthermore, this is also a case where the geodesics are rather trivial. Generally one would have to first solve the geodesic equation to obtain an expression for the geodesic distance between any two points before calculating the dispersion. The distance function in $\mathbb{R}^{N}$ is typically much simpler (although the task in this case is to find an appropriate embedding, which may be challenging, but we will discuss this more in the next section).

We see that using an embedding of $\mathcal{M}$ into a Euclidean space can (in certain circumstances) give a more practical method of calculating a mean and variance, even though it will generally yield different values than the use of intrinsic methods. Indeed, in the following chapters we will be using such an embedding.

Let us now return to the issue of choosing an appropriate embedding. Generally different embeddings will induce different distance functions on $\mathcal{M}$. If we restrict our attention to cases where there is a Riemannian metric $g$ on $\mathcal{M}$, we can at least eliminate some of the ambiguity by trying to reflect the intrinsic geometry as much as possible by demanding that the embedding preserves the metric. Then, although geodesic distances between points will be different in the two spaces, lengths of curves within $\mathcal{M}$ will remain the same.

Let us then fix a particular Riemannian metric $g$ on $\mathcal{M}$ and insist that the embedding $\psi: \mathcal{M} \rightarrow \mathbb{R}^{N}$ preserves the metric (i.e., $\psi^{*} \delta=g$, where $\delta_{i j}$ is the Euclidean metric). The existence of such a map is no longer guaranteed by the Whitney embedding theorem, but we have the Nash embedding theorem which states that any smooth $n$-dimensional Riemannian manifold admits a (global) smooth isometric embedding into $\mathbb{R}^{N}$ (see, e.g., [47, 116]). The theorem also gives bounds for how large a dimension $N$ is required, but again, here we will not be overly concerned with minimizing $N$.

If we assume the embeddings are isometric, are the mean and variance uniquely determined? In other words, do all isometric embeddings yield the same induced distance function on $\mathcal{M}$ ? More explicitly, given two isometric embeddings $\psi: \mathcal{M} \rightarrow \mathbb{R}^{N}$ and $\tilde{\psi}_{\tilde{\psi}}: \mathcal{M} \rightarrow \mathbb{R}^{\tilde{N}}$ (where we allow $\tilde{N} \neq N$ ), we would like to know if $\left\|\psi(y)-\psi\left(y^{\prime}\right)\right\|=$ $\left\|\tilde{\psi}(y)-\tilde{\psi}\left(y^{\prime}\right)\right\|$ for all $y, y^{\prime} \in \mathcal{M}$. Since embeddings are injective, this is equivalent to the condition that $\tilde{\psi} \circ \psi^{-1}$ is an isometry (of the Riemannian metric and the distance function) of the subsets $\psi(\mathcal{M}), \tilde{\psi}(\mathcal{M})$ of these Euclidean spaces. This occurs if and only if, when restricted to $\psi(\mathcal{M}), \tilde{\psi} \circ \psi^{-1}$ is a composition of a linear orthogonal transformation plus a translation. In geometry, this property is a concept known as rigidity [47,116]. There are known examples and counterexamples for certain classes of manifolds, although most of the work has been focused on the case of embedding 2-dimensional surfaces into $\mathbb{R}^{3}$. For example, it is known that any metric on $S^{2}$ with positive Gauss curvature has a smooth isometric embedding into $\mathbb{R}^{3}$, which is unique up to an isometry of $\mathbb{R}^{3}$ [47]. It is an interesting question to consider which classes of manifolds are rigid in this sense, as this would guarantee unique values for the mean and variance we have defined. However, it will become clear that imposing any such assumptions or restrictions on the class of manifolds we consider will be too strong in order to proceed with the particular cases that will be examined in this thesis. Indeed, in the next section we will furnish an example of two different isometric embeddings of an $n$-torus in two different dimensional Euclidean spaces and explicitly show that the mean obtained by these two embeddings are different.

However, this does not imply that the approach of calculating statistical moments through embeddings into $\mathbb{R}^{N}$ is invalid. Although there remains an ambiguity in the choice of embedding, we at least have a set of measures for the location and dispersion of probability distributions on an arbitrary manifold. If we fix a particular embedding, we can still use this method to compare different distributions. By at least requiring that the embedding is isometric (in the Riemannian sense), the hope is that this is enough of a restriction on the geometry so that the dependence on the choice of embedding is not too large. It is clear that further work needs to be done to determine how different the results can be with different embeddings (perhaps focused on how different they will be from a use of the intrinsic distance, which is in a sense the most natural one, even if difficult
to use). Also, it would be important to know if one is able to get contradictory results, e.g., whether the variance of a distribution is larger than another under one embedding, but smaller under another. It could be that some palatable assumption can be made to guarantee that the values are sufficiently close for certain applications. There have been some analyses carried out for the purposes of statistics [16, 17, 57], but one would have to study this more for the purposes considered in this thesis. We will not go into these issues much further, but will simply be employing this method in the following chapters.

Before proceeding, let us summarize the definitions and our discussion of them. Given a probability distribution $p$ and a distance function $d_{\mathcal{M}}$ on a smooth manifold $\mathcal{M}$, we define the mean and variance of $p$ as (respectively):

$$
\begin{align*}
\mu & :=\underset{\tilde{\mu} \in \mathcal{M}}{\operatorname{argmin}}\left\langle d_{\mathcal{M}}(y, \tilde{\mu})^{2}\right\rangle_{y}  \tag{4.33}\\
\sigma^{2} & :=\left\langle d_{\mathcal{M}}(y, \mu)^{2}\right\rangle_{y} \tag{4.34}
\end{align*}
$$

where $\langle f(y)\rangle_{y}:=\int_{\mathcal{M}} d y p(y) f(y)$. This definition of the mean $\mu$ is covariant, and $\sigma^{2}$ invariant, with respect to coordinate transformations on the manifold. The distribution obeys a Chebyshev-type inequality,

$$
\begin{equation*}
\operatorname{Pr}\left[d_{\mathcal{M}}(y, \mu) \geq L\right] \leq \frac{\sigma^{2}}{L^{2}} \tag{4.35}
\end{equation*}
$$

Given a smooth embedding $\psi: \mathcal{M} \rightarrow \mathbb{R}^{N}$, we obtain a distance function on $\mathcal{M}$ induced by the Euclidean distance in $\mathbb{R}^{N}$, namely $d_{\psi}\left(y, y^{\prime}\right):=\left\|\psi(y)-\psi\left(y^{\prime}\right)\right\|$, which we can use in the above definitions. If there is a Riemannian metric $g$ on $\mathcal{M}$, we can further require this embedding to preserve the metric (i.e., an isometry of Riemannian manifolds). Alternatively, one could use the geodesic distance induced by the metric as an intrinsic distance function on $\mathcal{M}$.

When there is a Riemannian metric on $\mathcal{M}$, there is a trade-off in choosing between the intrinsic and induced/extrinsic distance functions. The intrinsic distance function faithfully reflects the (intrinsic) geometry of the manifold, and is in a sense more natural, however practical calculations can be quite tedious. Using induced distance functions is much simpler in certain situations, but there is seemingly no preferred choice of embedding, leading to some ambiguity in what should constitute appropriate values for the mean and variance. Despite this, the embedding dependence may not be a fatal flaw with the approach, as it will still allow us to compare sizes of different distributions after fixing an embedding.

### 4.3 Application: geometric perturbation on $T^{n}$

Beyond supplying theoretical background that we will need in Chapters 5 and 6, the tools developed in this chapter will be applied to a particular example in Chapter 6 of a probability distribution on an $n$-torus, $T^{n}$, with both a flat metric and a perturbation of the flat metric. For later use, as well as to provide further illustration of the above theoretical discussion, in this section we will construct an appropriate isometric embedding of $T^{n}$ into a Euclidean space and the corresponding mean and variance.

Let $T^{n}=S^{1} \times S^{1} \times \cdots \times S^{1}(n$ times $)$ be given coordinates $\theta \equiv\left(\theta_{i}\right)_{i=1}^{n} \in[0,2 \pi)^{n}$. Consider first the case of equipping $T^{n}$ with the flat metric $g=\sum_{i=1}^{n} d \theta_{i}^{2}$. Since it is just a product of circles, there is a very simple isometric embedding of $T^{n}$ into $\mathbb{R}^{2 n}$, given by

$$
\begin{equation*}
\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right) \mapsto\left(\cos \theta_{1}, \sin \theta_{1}, \cos \theta_{2}, \sin \theta_{2}, \ldots, \cos \theta_{n}, \sin \theta_{n}\right) \tag{4.36}
\end{equation*}
$$

Suppose we are given a probability distribution $p$ on $T^{n}$, which is nonnegative, integrates to 1 , and is $2 \pi$-periodic in each $\theta_{i}$. The expressions for the mean and variance generalize straightforwardly from the $S^{1}$ case. Indeed, we find for the mean

$$
\begin{aligned}
\mu & =\underset{\tilde{\mu} \in \mathcal{M}}{\operatorname{argmin}} \sum_{i=1}^{n}\left\|\left(\left\langle\cos \theta_{i}\right\rangle_{\theta},\left\langle\sin \theta_{i}\right\rangle_{\theta}\right)-\left(\cos \tilde{\mu}_{i}, \sin \tilde{\mu}_{i}\right)\right\|^{2} \\
& =\underset{\tilde{\mu} \in \mathcal{M}}{\operatorname{argmin}} \sum_{i=1}^{n}\left(\left\langle\cos \theta_{i}\right\rangle_{\theta} \cos \tilde{\mu}_{i}+\left\langle\sin \theta_{i}\right\rangle_{\theta} \sin \tilde{\mu}_{i}\right),
\end{aligned}
$$

which is similar to the $S^{1}$ case, and we can see is minimized by

$$
\begin{equation*}
\mu_{i}=\operatorname{atan}\left(\left\langle\sin \theta_{i}\right\rangle_{\theta} /\left\langle\cos \theta_{i}\right\rangle_{\theta}\right) \tag{4.37}
\end{equation*}
$$

The variance is

$$
\begin{align*}
\sigma^{2} & =\left\langle\sum_{i=1}^{n}\left\|\left(\cos \theta_{i}, \sin \theta_{i}\right)-\left(\cos \mu_{i}, \sin \mu_{i}\right)\right\|^{2}\right\rangle_{\theta} \\
& =2 \sum_{i=1}^{n}\left(1-\rho_{i}\right), \tag{4.38}
\end{align*}
$$

where $\rho_{i}:=\sqrt{\left\langle\cos \theta_{i}\right\rangle_{\theta}^{2}+\left\langle\sin \theta_{i}\right\rangle_{\theta}^{2}}$.
Now let us proceed to consider perturbing the metric $\delta_{i j} \mapsto \delta_{i j}+h_{i j}$, with $\left|h_{i j}\right| \ll 1$. Throughout we will be working to first order in the perturbation $h_{i j}$. First, we must find
an embedding into $\mathbb{R}^{N}$ such that the induced metric on the image of $T^{n}$ is $\delta_{i j}+h_{i j}$, at least to first order.

Generally this problem can be phrased in terms of a set of partial differential equations [47]. Let us first consider a general smooth manifold $\mathcal{M}$, and let $\psi: \mathcal{M} \rightarrow \mathbb{R}^{N}$ be an isometric embedding of $\mathcal{M}$ with a background metric $g$. Upon a perturbation of the metric, $g \mapsto g+h$, we aim to find a perturbation of the embedding, $\psi+\tilde{\psi}: \mathcal{M} \rightarrow \mathbb{R}^{N}$, such that $(\psi+\tilde{\psi})^{*} \delta=g+h$, or

$$
\partial_{i}(\psi+\tilde{\psi}) \cdot \partial_{j}(\psi+\tilde{\psi})=g_{i j}+h_{i j}
$$

where $\cdot$ denotes the Euclidean inner product (i.e., $\partial_{i} \psi \cdot \partial_{j} \psi=\delta_{a b} \partial_{i} \psi^{a} \partial_{j} \psi^{b}$ ). Since $\psi^{*} \delta=g$, we have $\partial_{i} \psi \cdot \partial_{j} \psi=g_{i j}$. Then we can rewrite the above as

$$
\partial_{i} \psi \cdot \partial_{j} \tilde{\psi}+\partial_{i} \tilde{\psi} \cdot \partial_{j} \psi+\partial_{i} \tilde{\psi} \cdot \partial_{j} \tilde{\psi}=h_{i j} .
$$

Since $\psi$ is the known and fixed solution to the unperturbed problem, this is a nonlinear $\operatorname{PDE}$ for $\tilde{\psi}$. If we assume that $\tilde{\psi}$ is first order in the perturbation, then to first order we can neglect the non-linear term $\partial_{i} \tilde{\psi} \cdot \partial_{j} \tilde{\psi}$. After rewriting the derivatives, to first order we have

$$
\begin{equation*}
-2\left(\partial_{i} \partial_{j} \psi\right) \cdot \tilde{\psi}+\partial_{i}\left(\tilde{\psi} \cdot \partial_{j} \psi\right)+\partial_{j}\left(\tilde{\psi} \cdot \partial_{i} \psi\right)=h_{i j} \tag{4.39}
\end{equation*}
$$

Now, observe that if we can find a $\tilde{\psi}$ satisfying

$$
\begin{align*}
\left(\partial_{i} \psi\right) \cdot \tilde{\psi} & =0 \\
\left(\partial_{i} \partial_{j} \psi\right) \cdot \tilde{\psi} & =-\frac{1}{2} h_{i j} \tag{4.40}
\end{align*}
$$

it will be sufficient to solve the above equation. Note that this is no longer a differential equation, but simply a linear system that we wish to solve for the vector $\tilde{\psi} \in \mathbb{R}^{N}$. This linear system is generally useful in studying isometric embeddings of Riemannian manifolds, even beyond perturbations to first order by reintroducing the nonlinear term and carefully setting up an iteration process [47]. We will simply look for a solution (to first order) for our particular problem on $T^{n}$.

Let us begin by analysing the case $n=2$. We will then use our findings for this case to guess the solution for general $n$. First, let us write out the linear system for $\tilde{\psi}$, using the background embedding $\psi: T^{2} \rightarrow \mathbb{R}^{4}$ given by $\left(\theta_{1}, \theta_{2}\right) \mapsto\left(\cos \theta_{1}, \sin \theta_{1}, \cos \theta_{2}, \sin \theta_{2}\right)$. We have

$$
\left[\begin{array}{cccc}
-\sin \theta_{1} & \cos \theta_{1} & 0 & 0  \tag{4.41}\\
0 & 0 & -\sin \theta_{2} & \cos \theta_{2} \\
-\cos \theta_{1} & -\sin \theta_{1} & 0 & 0 \\
0 & 0 & -\cos \theta_{2} & -\sin \theta_{2} \\
0 & 0 & 0 & 0
\end{array}\right] \tilde{\psi}=\left[\begin{array}{c}
0 \\
0 \\
-\frac{1}{2} h_{11} \\
-\frac{1}{2} h_{22} \\
-\frac{1}{2} h_{12}
\end{array}\right]
$$

Clearly, we see that there is no solution to the system since the last equation cannot be satisfied.

We will fix this by finding a different isometric embedding of the flat 2-torus, i.e., a different solution $\psi$ to the unperturbed problem, so that it yields a different linear system which admits a solution. Note that the linear system (4.40) has $n+n(n+1) / 2=n(n+3) / 2$ equations (independently of $N$ ). Generally, we do not need the linear operator on the lefthand side to be full rank, even for arbitrary $h_{i j}$, since some of the components of the vector on the right-hand side are always fixed to 0 . However, it is clear that embedding into a higher dimensional space gives us more degrees of freedom to work with, and so may make it easier to find a system which admits at least one solution.

We will show that the following embedding, $\psi: T^{2} \rightarrow \mathbb{R}^{8}$, works for the zeroth order problem,

$$
\begin{align*}
& \left(\theta_{1}, \theta_{2}\right) \mapsto \frac{1}{\sqrt{3}}\left(\cos \theta_{1}, \sin \theta_{1}, \cos \theta_{2}, \sin \theta_{2}\right. \\
& \left.\quad \cos \left(\theta_{1}-\theta_{2}\right), \sin \left(\theta_{1}-\theta_{2}\right), \cos \left(\theta_{1}+\theta_{2}\right), \sin \left(\theta_{1}+\theta_{2}\right)\right) \tag{4.42}
\end{align*}
$$

We want to show that this is an isometric embedding of the flat metric on the torus, i.e., that $\partial_{i} \psi \cdot \partial_{j} \psi=\delta_{i j}$. We have

$$
\begin{aligned}
& \frac{\partial \psi}{\partial \theta_{1}}=\frac{1}{\sqrt{3}}\left(-\sin \theta_{1}, \cos \theta_{1}, 0,0,-\sin \left(\theta_{1}-\theta_{2}\right), \cos \left(\theta_{1}-\theta_{2}\right),-\sin \left(\theta_{1}+\theta_{2}\right), \cos \left(\theta_{1}+\theta_{2}\right)\right) \\
& \frac{\partial \psi}{\partial \theta_{2}}=\frac{1}{\sqrt{3}}\left(0,0,-\sin \theta_{2}, \cos \theta_{2}, \sin \left(\theta_{1}-\theta_{2}\right),-\cos \left(\theta_{1}-\theta_{2}\right),-\sin \left(\theta_{1}+\theta_{2}\right), \cos \left(\theta_{1}+\theta_{2}\right)\right)
\end{aligned}
$$

from which it is easy to verify

$$
\begin{aligned}
\left\|\frac{\partial \psi}{\partial \theta_{1}}\right\|^{2}=\left\|\frac{\partial \psi}{\partial \theta_{2}}\right\|^{2} & =1 \\
\frac{\partial \psi}{\partial \theta_{1}} \cdot \frac{\partial \psi}{\partial \theta_{2}} & =0
\end{aligned}
$$

Now let us return to the embedding of a metric perturbation $\delta_{i j} \mapsto \delta_{i j}+h_{i j}$ on $T^{2}$ and the linear system (4.40). Using our new zeroth order embedding $\psi: T^{2} \mapsto \mathbb{R}^{8}$, the linear system becomes

$$
\frac{1}{\sqrt{3}}\left[\begin{array}{cccccccc}
-\sin \theta_{1} & \cos \theta_{1} & 0 & 0 & -\sin \left(\theta_{1}-\theta_{2}\right) & \cos \left(\theta_{1}-\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) & \cos \left(\theta_{1}+\theta_{2}\right) \\
0 & 0 & -\sin \theta_{2} & \cos \theta_{2} & \sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}-\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) & \cos \left(\theta_{1}+\theta_{2}\right) \\
-\cos \theta_{1} & -\sin \theta_{1} & 0 & 0 & -\cos \left(\theta_{1}-\theta_{2}\right) & -\sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}+\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) \\
0 & 0 & -\cos \theta_{2} & -\sin \theta_{2} & -\cos \left(\theta_{1}-\theta_{2}\right) & -\sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}+\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) \\
0 & 0 & 0 & 0 & \cos \left(\theta_{1}-\theta_{2}\right) & \sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}+\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right)
\end{array}\right] \tilde{\psi}=\left[\begin{array}{c}
0 \\
0 \\
-\frac{1}{2} h_{11} \\
-\frac{1}{2} h_{22} \\
-\frac{1}{2} h_{12}
\end{array}\right]
$$

We will now solve this system. It will be useful to note that some of the $2 \times 2$ blocks of the above operator can be identified as compositions of rotations and reflections, so it will be convenient to define:

$$
R(\theta):=\left[\begin{array}{cc}
\cos \theta & \sin \theta  \tag{4.43}\\
-\sin \theta & \cos \theta
\end{array}\right], \quad Z:=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

Some useful identities are $R(\theta) R\left(\theta^{\prime}\right)=R\left(\theta+\theta^{\prime}\right)$ and $R(\theta) Z R\left(\theta^{\prime}\right)=Z R\left(\theta^{\prime}-\theta\right)$. After rearranging some rows, the system can be easily solved:

$$
\begin{aligned}
& {\left[\left.\begin{array}{cccccccc|}
-\cos \theta_{1} & -\sin \theta_{1} & 0 & 0 & -\cos \left(\theta_{1}-\theta_{2}\right) & -\sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}+\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) \\
-\sin \theta_{1} & \cos \theta_{1} & 0 & 0 & -\sin \left(\theta_{1}-\theta_{2}\right) & \cos \left(\theta_{1}-\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) & \cos \left(\theta_{1}+\theta_{2}\right) \\
0 & 0 & -\cos \theta_{2} & -\sin \theta_{2} & -\cos \left(\theta_{1}-\theta_{2}\right) & -\sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}+\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) \\
0 & 0 & -\sin \theta_{2} & \cos \theta_{2} & \sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}-\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) & \cos \left(\theta_{1}+\theta_{2}\right) \\
0 & 0 \\
0 & 0 & 0 & 0 & \cos \left(\theta_{1}-\theta_{2}\right) & \sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}+\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right)
\end{array} \right\rvert\,-\frac{\sqrt{3}}{2} h_{12} .\right]} \\
& =\left[\begin{array}{cccc|c}
-Z R\left(\theta_{1}\right) & 0 & -Z R\left(\theta_{1}-\theta_{2}\right) & -Z R\left(\theta_{1}+\theta_{2}\right) & \left(-\frac{\sqrt{3}}{2} h_{11}\right) \\
0 & -Z R\left(\theta_{2}\right) & -R\left(\theta_{1}-\theta_{2}\right) & -Z R\left(\theta_{1}+\theta_{2}\right) & \binom{-\frac{\sqrt{3}}{2} h_{11}}{0} \\
0 & 0 & 0 & 0 & \cos \left(\theta_{1}-\theta_{2}\right) \\
\sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}+\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) & -\frac{\sqrt{3}}{2} h_{12}
\end{array}\right] \\
& \sim\left[\begin{array}{cccc|c}
I & 0 & R\left(-\theta_{2}\right) & R\left(\theta_{2}\right) & R\left(-\theta_{1}\right)\binom{\frac{\sqrt{3}}{2} h_{11}}{0} \\
0 & I & Z R\left(\theta_{1}\right) & R\left(\theta_{1}\right) & R\left(-\theta_{2}\right)\binom{\frac{\sqrt{3}}{2} h_{11}}{0} \\
0 & 0 & 0 & 0 & \cos \left(\theta_{1}-\theta_{2}\right) \\
\sin \left(\theta_{1}-\theta_{2}\right) & -\cos \left(\theta_{1}+\theta_{2}\right) & -\sin \left(\theta_{1}+\theta_{2}\right) & -\frac{\sqrt{3}}{2} h_{12}
\end{array}\right]
\end{aligned}
$$

We see that there is a 3-dimensional solution space, each point of which corresponds to a different isometric embedding. We will just require a single solution, so let us choose the last four components of $\tilde{\psi}$ to be

$$
-\frac{\sqrt{3}}{4} h_{12}\left(\cos \left(\theta_{1}-\theta_{2}\right), \sin \left(\theta_{1}-\theta_{2}\right),-\cos \left(\theta_{1}+\theta_{2}\right),-\sin \left(\theta_{1}+\theta_{2}\right)\right),
$$

which solves the bottom line. Then the full solution is

$$
\begin{align*}
\tilde{\psi}\left(\theta_{1}, \theta_{2}\right) & =\left[\begin{array}{c}
R\left(-\theta_{1}\right)\binom{\frac{\sqrt{3}}{2} h_{11}}{0}+\frac{\sqrt{3}}{4} h_{12} R\left(-\theta_{2}\right)\binom{\cos \left(\theta_{1}-\theta_{2}\right)}{\sin \left(\theta_{1}-\theta_{2}\right)}-\frac{\sqrt{3}}{4} h_{12} R\left(\theta_{2}\right)\binom{\cos \left(\theta_{1}+\theta_{2}\right)}{\sin \left(\theta_{1}+\theta_{2}\right)} \\
R\left(-\theta_{2}\right)\binom{\frac{\sqrt{3}}{2} h_{22}}{0}+\frac{\sqrt{3}}{4} h_{12} Z R\left(\theta_{1}\right)\binom{\cos \left(\theta_{1}-\theta_{2}\right)}{\sin \left(\theta_{1}-\theta_{2}\right)}-\frac{\sqrt{3}}{4} h_{12} R\left(\theta_{1}\right)\binom{\cos \left(\theta_{1}+\theta_{2}\right)}{\sin \left(\theta_{1}+\theta_{2}\right)} \\
-\frac{\sqrt{3}}{4} h_{12}\binom{\cos \left(\theta_{1}-\theta_{2}\right)}{\sin \left(\theta_{1}-\theta_{2}\right)} \\
\frac{\sqrt{3}}{4} h_{12}\binom{\cos \left(\theta_{1}+\theta_{2}\right)}{\sin \left(\theta_{1}+\theta_{2}\right)}
\end{array}\right] \\
& =\left[\begin{array}{c}
\frac{\sqrt{3}}{2} h_{11}\binom{\cos \theta_{1}}{\sin \theta_{1}} \\
\frac{\sqrt{3}}{2} h_{22}\binom{\cos \theta_{2}}{\sin \theta_{2}} \\
-\frac{\sqrt{3}}{4} h_{12}\binom{\cos \left(\theta_{1}-\theta_{2}\right)}{\sin \left(\theta_{1}-\theta_{2}\right)} \\
\frac{\sqrt{3}}{4} h_{12}\binom{\cos \left(\theta_{1}+\theta_{2}\right)}{\sin \left(\theta_{1}+\theta_{2}\right)}
\end{array}\right], \tag{4.44}
\end{align*}
$$

where we used the following to simplify:

$$
R(\theta)\left[\begin{array}{c}
\cos \alpha \\
\sin \alpha
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{c}
\cos \alpha \\
\sin \alpha
\end{array}\right]=\left[\begin{array}{c}
\cos (\alpha-\theta) \\
\sin (\alpha-\theta)
\end{array}\right] .
$$

Therefore, to first order in $h_{i j}$, we have an isometric embedding of $T^{2}$ with the metric $\delta_{i j}+h_{i j}$ into $\mathbb{R}^{8}$, given by

$$
(\psi+\tilde{\psi}):\left(\theta_{1}, \theta_{2}\right) \mapsto\left[\begin{array}{c}
\left(\frac{1}{\sqrt{3}}+\frac{\sqrt{3}}{2} h_{11}\right)\binom{\cos \theta_{1}}{\sin \theta_{1}}  \tag{4.45}\\
\left(\frac{1}{\sqrt{3}}+\frac{\sqrt{3}}{2} h_{22}\right)\binom{\cos \theta_{2}}{\sin \theta_{2}} \\
\left(\frac{1}{\sqrt{3}}-\frac{\sqrt{3}}{4} h_{12}\right)\binom{\cos \left(\theta_{1}-\theta_{2}\right)}{\sin \left(\theta_{1}-\theta_{2}\right)} \\
\left(\frac{1}{\sqrt{3}}+\frac{\sqrt{3}}{4} h_{12}\right)\binom{\cos \left(\theta_{1}+\theta_{2}\right)}{\sin \left(\theta_{1}+\theta_{2}\right)}
\end{array}\right] .
$$

Now let us use this solution to guess a solution for general $n$, and then show that it works. For the zeroth order problem (flat metric), we will choose the embedding $\psi: T^{n} \rightarrow$
$\mathbb{R}^{2 n^{2}}$ to be

$$
\begin{aligned}
& \psi:\left(\theta_{i}\right)_{i=1}^{n} \mapsto \frac{1}{\sqrt{2 n-1}}\left[\bigoplus_{i=1}^{n}\binom{\cos \theta_{i}}{\sin \theta_{i}}, \bigoplus_{j>i}\binom{\cos \left(\theta_{i}-\theta_{j}\right)}{\sin \left(\theta_{i}-\theta_{j}\right)}, \bigoplus_{j>i}\binom{\cos \left(\theta_{i}+\theta_{j}\right)}{\sin \left(\theta_{i}+\theta_{j}\right)}\right] \\
&=\frac{1}{\sqrt{2 n-1}}[ \cos \theta_{1}, \sin \theta_{1}, \ldots, \cos \theta_{n}, \sin \theta_{n} \\
& \cos \left(\theta_{1}-\theta_{2}\right), \sin \left(\theta_{1}-\theta_{2}\right), \ldots, \cos \left(\theta_{1}-\theta_{n}\right), \sin \left(\theta_{1}-\theta_{n}\right) \\
& \cos \left(\theta_{2}-\theta_{3}\right), \sin \left(\theta_{2}-\theta_{3}\right), \ldots, \cos \left(\theta_{n-1}-\theta_{n}\right), \sin \left(\theta_{n-1}-\theta_{n}\right) \\
& \cos \left(\theta_{1}+\theta_{2}\right), \sin \left(\theta_{1}+\theta_{2}\right), \ldots, \cos \left(\theta_{1}+\theta_{n}\right), \sin \left(\theta_{1}+\theta_{n}\right) \\
&\left.\cos \left(\theta_{2}+\theta_{3}\right), \sin \left(\theta_{2}+\theta_{3}\right), \ldots, \cos \left(\theta_{n-1}+\theta_{n}\right), \sin \left(\theta_{n-1}+\theta_{n}\right)\right]
\end{aligned}
$$

where $\bigoplus_{j>i} \equiv \bigoplus_{i=1}^{n} \bigoplus_{j=i+1}^{n}$. One can infer what is meant by this notation by comparing with the $n=2$ case. We want to show the embedding is isometric, i.e., that $\partial_{i} \psi \cdot \partial_{j} \psi=\delta_{i j}$. To that end, writing $\theta \equiv\left(\theta_{i}\right)_{i=1}^{n}$,

$$
\begin{aligned}
\partial_{k} \psi(\theta)= & \frac{1}{\sqrt{2 n-1}}\left[\bigoplus_{i=1}^{n} \delta_{k i}\binom{-\sin \theta_{i}}{\cos \theta_{i}},\right. \\
& \bigoplus_{j>i}\left(\delta_{k i}\binom{-\sin \left(\theta_{i}-\theta_{j}\right)}{\cos \left(\theta_{i}-\theta_{j}\right)}-\delta_{k j}\binom{-\sin \left(\theta_{i}-\theta_{j}\right)}{\cos \left(\theta_{i}-\theta_{j}\right)}\right), \\
& \left.\bigoplus_{j>i}\left(\delta_{k i}\binom{-\sin \left(\theta_{i}+\theta_{j}\right)}{\cos \left(\theta_{i}+\theta_{j}\right)}+\delta_{k j}\binom{-\sin \left(\theta_{i}+\theta_{j}\right)}{\cos \left(\theta_{i}+\theta_{j}\right)}\right)\right] \\
= & \frac{1}{\sqrt{2 n-1}}\left[\bigoplus_{i=1}^{n} \delta_{k i}\binom{-\sin \theta_{i}}{\cos \theta_{i}}, \bigoplus_{j>i}\left(\delta_{k i}-\delta_{k j}\right)\binom{-\sin \left(\theta_{i}-\theta_{j}\right)}{\cos \left(\theta_{i}-\theta_{j}\right)}, \bigoplus_{j>i}\left(\delta_{k i}+\delta_{k j}\right)\binom{-\sin \left(\theta_{i}+\theta_{j}\right)}{\cos \left(\theta_{i}+\theta_{j}\right)}\right]
\end{aligned}
$$

Then, using

$$
\left[\bigoplus_{i=1}^{n} \delta_{k i}\binom{-\sin \theta_{i}}{\cos \theta_{i}}\right] \cdot\left[\bigoplus_{i=1}^{n} \delta_{k i}\binom{-\sin \theta_{i}}{\cos \theta_{i}}\right]=\sum_{i=1}^{n} \delta_{k i} \delta_{k i}=1,
$$

and

$$
\begin{aligned}
& {\left[\bigoplus_{j>i}\left(\delta_{k i} \pm \delta_{k j}\right)\binom{-\sin \left(\theta_{i} \pm \theta_{j}\right)}{\cos \left(\theta_{i} \pm \theta_{j}\right)}\right] \cdot\left[\bigoplus_{j>i}\left(\delta_{k i} \pm \delta_{k j}\right)\binom{-\sin \left(\theta_{i} \pm \theta_{j}\right)}{\cos \left(\theta_{i} \pm \theta_{j}\right)}\right]} \\
& \quad=\sum_{i=1}^{n} \sum_{j=i+1}^{n}\left(\delta_{k i} \delta_{k i} \pm \delta_{k i} \delta_{k j} \pm \delta_{k j} \delta_{k i}+\delta_{k j} \delta_{k j}\right) \\
& \quad=\sum_{j=k+1}^{n} 1+0+0+\sum_{i=1}^{k-1} 1 \\
& \quad=n-1
\end{aligned}
$$

we get

$$
\left\|\partial_{k} \psi(\theta)\right\|^{2}=\frac{1}{2 n-1}(1+2(n-1))=1 .
$$

For $k^{\prime} \neq k$, note that

$$
\left[\bigoplus_{i=1}^{n} \delta_{k i}\binom{-\sin \theta_{i}}{\cos \theta_{i}}\right] \cdot\left[\bigoplus_{i=1}^{n} \delta_{k^{\prime} i}\binom{-\sin \theta_{i}}{\cos \theta_{i}}\right]=\sum_{i=1}^{n} \delta_{k i} \delta_{k^{\prime} i}=0
$$

and

$$
\begin{aligned}
& {\left[\bigoplus_{j>i}\left(\delta_{k i} \pm \delta_{k j}\right)\binom{-\sin \left(\theta_{i} \pm \theta_{j}\right)}{\cos \left(\theta_{i} \pm \theta_{j}\right)}\right] \cdot\left[\bigoplus_{j>i}\left(\delta_{k^{\prime} i} \pm \delta_{k^{\prime} j}\right)\binom{-\sin \left(\theta_{i} \pm \theta_{j}\right)}{\cos \left(\theta_{i} \pm \theta_{j}\right)}\right]} \\
& \quad=\sum_{i=1}^{n} \sum_{j=i+1}^{n}\left(\delta_{k i} \delta_{k^{\prime} i} \pm \delta_{k i} \delta_{k^{\prime} j} \pm \delta_{k j} \delta_{k^{\prime} i}+\delta_{k j} \delta_{k^{\prime} j}\right) \\
& \quad= \pm 1
\end{aligned}
$$

so,

$$
\partial_{k} \psi(\theta) \cdot \partial_{k^{\prime}} \psi=\frac{1}{2 n-1}(0-1+1)=0 .
$$

Therefore, indeed we have

$$
\partial_{i} \psi \cdot \partial_{j} \psi=\delta_{i j},
$$

thus $\psi$ is an isometric embedding of $T^{n}$ with the flat metric into $\mathbb{R}^{2 n^{2}}$.
Now, for a metric perturbation $\delta_{i j} \mapsto \delta_{i j}+h_{i j}$ on $T^{n}$, we want to find a perturbation of the embedding map, $\psi+\tilde{\psi}: T^{n} \mapsto \mathbb{R}^{2 n^{2}}$ which is isometric. With the zeroth order
embedding $\psi$ just defined, recall this amounts to solving the linear system (4.40) for $\tilde{\psi}$. We will simply guess a form for $\tilde{\psi}$, in analogy with the solution we found for the $n=2$ case, and then show that it solves the linear system. Let

$$
\begin{equation*}
\tilde{\psi}:\left(\theta_{i}\right)_{i=1}^{n} \mapsto \frac{\sqrt{2 n-1}}{2}\left[\bigoplus_{i=1}^{n} h_{i i}\binom{\cos \theta_{i}}{\sin \theta_{i}}, \bigoplus_{j>i}\left(-\frac{1}{2} h_{i j}\right)\binom{\cos \left(\theta_{i}-\theta_{j}\right)}{\sin \left(\theta_{i}-\theta_{j}\right)}, \bigoplus_{j>i}\left(\frac{1}{2} h_{i j}\right)\binom{\cos \left(\theta_{i}+\theta_{j}\right)}{\sin \left(\theta_{i}+\theta_{j}\right)}\right] . \tag{4.46}
\end{equation*}
$$

First, let us show $\left(\partial_{k} \psi\right) \cdot \tilde{\psi}=0$. Using the formula we worked out for $\partial_{k} \psi$ above, we find

$$
\begin{aligned}
&\left(\partial_{k} \psi\right) \cdot \tilde{\psi}= \frac{1}{2}\left(\sum_{i=1}^{n} \delta_{k i} h_{i i}\left[-\sin \theta_{i} \cos \theta_{i}+\cos \theta_{i} \sin \theta_{i}\right]\right. \\
&+\sum_{j>i}\left(\delta_{k i}-\delta_{k j}\right)\left(-\frac{1}{2} h_{i j}\right)\left[-\sin \left(\theta_{i}-\theta_{j}\right) \cos \left(\theta_{i}-\theta_{j}\right)+\cos \left(\theta_{i}-\theta_{j}\right) \sin \left(\theta_{i}-\theta_{j}\right)\right] \\
&\left.+\sum_{j>i}\left(\delta_{k i}+\delta_{k j}\right)\left(\frac{1}{2} h_{i j}\right)\left[-\sin \left(\theta_{i}+\theta_{j}\right) \cos \left(\theta_{i}+\theta_{j}\right)+\cos \left(\theta_{i}+\theta_{j}\right) \sin \left(\theta_{i}+\theta_{j}\right)\right]\right) \\
&=0
\end{aligned}
$$

since all of the terms in the square brackets vanish. Now we need an expression for $\partial_{k} \partial_{l} \psi$. We find

$$
\begin{aligned}
\partial_{k} \partial_{l} \psi(\theta)=\frac{1}{\sqrt{2 n-1}}\left[\bigoplus_{i=1}^{n}\right. & \delta_{k i} \delta_{l i}\binom{-\cos \theta_{i}}{-\sin \theta_{i}}, \\
& \bigoplus_{j>i}\left(\delta_{k i}-\delta_{k j}\right)\left(\delta_{l i}-\delta_{l j}\right)\binom{-\cos \left(\theta_{i}-\theta_{j}\right)}{-\sin \left(\theta_{i}-\theta_{j}\right)} \\
& \left.\bigoplus_{j>i}\left(\delta_{k i}+\delta_{k j}\right)\left(\delta_{l i}+\delta_{l j}\right)\binom{-\cos \left(\theta_{i}+\theta_{j}\right)}{-\sin \left(\theta_{i}+\theta_{j}\right)}\right] .
\end{aligned}
$$

Now recall we want to show $\left(\partial_{k} \partial_{l} \psi\right) \cdot \tilde{\psi}=-\frac{1}{2} h_{k l}$ :

$$
\left(\partial_{k} \partial_{l} \psi\right) \cdot \tilde{\psi}=\frac{1}{2}\left(\sum_{i=1}^{n}\left(-\delta_{k i} \delta_{l i}\right) h_{i i}+\sum_{j>i}\left(\delta_{k i}-\delta_{k j}\right)\left(\delta_{l i}-\delta_{l j}\right)\left(\frac{1}{2} h_{i j}\right)+\sum_{j>i}\left(\delta_{k i}+\delta_{k j}\right)\left(\delta_{l i}+\delta_{l j}\right)\left(-\frac{1}{2} h_{i j}\right)\right) .
$$

For $l=k$,

$$
\left(\partial_{k}^{2} \psi\right) \cdot \tilde{\psi}=-\frac{1}{2} h_{k k}+\frac{1}{4} \sum_{j>i}\left(\delta_{k i}+\delta_{k j}\right) h_{i j}-\frac{1}{4} \sum_{j>i}\left(\delta_{k i}+\delta_{k j}\right) h_{i j}=-\frac{1}{2} h_{k k},
$$

and for $l \neq k$,

$$
\left(\partial_{k} \partial_{l} \psi\right) \cdot \tilde{\psi}=0-\frac{1}{4} \sum_{j>i}\left(\delta_{k i} \delta_{l j}+\delta_{l i} \delta_{k j}\right) h_{i j}-\frac{1}{4} \sum_{j>i}\left(\delta_{k i} \delta_{l j}+\delta_{l i} \delta k j\right) h_{i j}=-\frac{1}{2} h_{k l}
$$

where we used the fact that $h_{k l}=h_{l k}$. Therefore, we have established that $\psi+\tilde{\psi}: T^{n} \rightarrow$ $\mathbb{R}^{2 n^{2}}$, with

$$
\begin{align*}
& \psi+\tilde{\psi}:\left(\theta_{i}\right)_{i=1}^{n} \mapsto\left[\bigoplus_{i=1}^{n}\left(\frac{1}{\sqrt{2 n-1}}+\frac{\sqrt{2 n-1}}{2} h_{i i}\right)\binom{\cos \theta_{i}}{\sin \theta_{i}}\right. \\
& \bigoplus_{j>i}\left(\frac{1}{\sqrt{2 n-1}}-\frac{\sqrt{2 n-1}}{4} h_{i j}\right)\binom{\cos \left(\theta_{i}-\theta_{j}\right)}{\sin \left(\theta_{i}-\theta_{j}\right)} \\
&\left.\bigoplus_{j>i}\left(\frac{1}{\sqrt{2 n-1}}+\frac{\sqrt{2 n-1}}{4} h_{i j}\right)\binom{\cos \left(\theta_{i}+\theta_{j}\right)}{\sin \left(\theta_{i}+\theta_{j}\right)}\right] \tag{4.47}
\end{align*}
$$

is, to first order in $h_{i j}$, isometric in the sense $(\psi+\tilde{\psi})^{*} \delta=\delta+h$, or equivalently, $\partial_{i}(\psi+$ $\tilde{\psi}) \cdot \partial_{j}(\psi+\tilde{\psi})=\delta_{i j}+h_{i j}$.

Now we have an isometric embedding, what are the expressions for the mean and variance? First, let us work out the distance function induced by this embedding.

$$
\begin{equation*}
d_{\psi+\tilde{\psi}}\left(\theta, \theta^{\prime}\right)^{2}=\|(\psi+\tilde{\psi})(\theta)\|^{2}+\left\|(\psi+\tilde{\psi})\left(\theta^{\prime}\right)\right\|^{2}-2(\psi+\tilde{\psi})(\theta) \cdot(\psi+\tilde{\psi})\left(\theta^{\prime}\right) \tag{4.48}
\end{equation*}
$$

To first order, we have

$$
\begin{equation*}
\|(\psi+\tilde{\psi})(\theta)\|^{2}=\frac{n^{2}}{2 n-1}+h(\theta), \quad \text { where } \quad h(\theta) \equiv \sum_{i} h_{i i}(\theta) \tag{4.49}
\end{equation*}
$$

and

$$
\begin{aligned}
(\psi+\tilde{\psi})(\theta) \cdot(\psi+\tilde{\psi})\left(\theta^{\prime}\right)= & \sum_{i=1}^{n}\left(\frac{1}{2 n-1}+\frac{1}{2} h_{i i}(\theta)+\frac{1}{2} h_{i i}\left(\theta^{\prime}\right)\right) \cos \left(\theta-\theta^{\prime}\right) \\
& +\frac{1}{2 n-1} \sum_{j>i}\left(\cos \left[\left(\theta_{i}-\theta_{j}\right)-\left(\theta_{i}^{\prime}-\theta_{j}^{\prime}\right)\right]+\cos \left[\left(\theta_{i}+\theta_{j}\right)-\left(\theta_{i}^{\prime}+\theta_{j}^{\prime}\right)\right]\right) \\
& -\frac{1}{4} \sum_{j>i}\left(h_{i j}(\theta)+h_{i j}\left(\theta^{\prime}\right)\right)\left(\cos \left[\left(\theta_{i}-\theta_{j}\right)-\left(\theta_{i}^{\prime}-\theta_{j}^{\prime}\right)\right]-\cos \left[\left(\theta_{i}+\theta_{j}\right)-\left(\theta_{i}^{\prime}+\theta_{j}^{\prime}\right)\right]\right)
\end{aligned}
$$

Therefore, we can write

$$
\begin{aligned}
d_{\psi+\tilde{\psi}}\left(\theta, \theta^{\prime}\right)^{2}= & \frac{2 n^{2}}{2 n-1}+h(\theta)+h\left(\theta^{\prime}\right) \\
& -\sum_{i=1}^{n}\left(\frac{2}{2 n-1}+h_{i i}(\theta)+h_{i i}\left(\theta^{\prime}\right)\right) \cos \left(\theta-\theta^{\prime}\right) \\
& -\frac{2}{2 n-1} \sum_{j>i}\left(\cos \left[\left(\theta_{i}-\theta_{j}\right)-\left(\theta_{i}^{\prime}-\theta_{j}^{\prime}\right)\right]+\cos \left[\left(\theta_{i}+\theta_{j}\right)-\left(\theta_{i}^{\prime}+\theta_{j}^{\prime}\right)\right]\right) \\
& +\frac{1}{2} \sum_{j>i}\left(h_{i j}(\theta)+h_{i j}\left(\theta^{\prime}\right)\right)\left(\cos \left[\left(\theta_{i}-\theta_{j}\right)-\left(\theta_{i}^{\prime}-\theta_{j}^{\prime}\right)\right]-\cos \left[\left(\theta_{i}+\theta_{j}\right)-\left(\theta_{i}^{\prime}+\theta_{j}^{\prime}\right)\right]\right)
\end{aligned}
$$

We will not be able to work out expressions for $\mu$ or $\sigma^{2}$ in closed form, but let us see how the calculation would proceed. Using the trick $\langle\cos (\theta-\mu)\rangle_{\theta}=\Re\left\{\left\langle e^{i \theta}\right\rangle_{\theta} e^{-i \mu}\right\}$, we can write

$$
\begin{aligned}
\left\langle d_{\psi+\tilde{\psi}}(\theta, \mu)^{2}\right\rangle_{\theta}= & \frac{2 n^{2}}{2 n-1}-\frac{2}{2 n-1} \sum_{i=1}^{n} \Re\left\{\left\langle e^{i \theta_{i}}\right\rangle_{\theta} e^{-i \mu_{i}}\right\} \\
& -\frac{2}{2 n-1} \sum_{j>i} \Re\left\{\left\langle e^{i\left(\theta_{i}-\theta_{j}\right)}\right\rangle_{\theta} e^{-i\left(\mu_{i}-\mu_{j}\right)}+\left\langle e^{i\left(\theta_{i}+\theta_{j}\right)}\right\rangle_{\theta} e^{-i\left(\mu_{i}+\mu_{j}\right)}\right\} \\
& +\langle h(\theta)\rangle_{\theta}+h(\mu)-\sum_{i=1}^{n} \Re\left\{\left\langle h_{i i}(\theta) e^{i \theta_{i}}\right\rangle_{\theta} e^{-i \mu_{i}}+h_{i i}(\mu)\left\langle e^{i \theta_{i}}\right\rangle_{\theta} e^{-i \mu_{i}}\right\} \\
& +\frac{1}{2} \sum_{j>i} \Re\left\{\left\langle h_{i j}(\theta) e^{i\left(\theta_{i}-\theta_{j}\right)}\right\rangle_{\theta} e^{-i\left(\mu_{i}-\mu_{j}\right)}+h_{i j}(\mu)\left\langle e^{i\left(\theta_{i}-\theta_{j}\right)}\right\rangle_{\theta} e^{-i\left(\mu_{i}-\mu_{j}\right)}\right. \\
& \left.-\left\langle h_{i j}(\theta) e^{i\left(\theta_{i}+\theta_{j}\right)}\right\rangle_{\theta} e^{-i\left(\mu_{i}+\mu_{j}\right)}-h_{i j}(\mu)\left\langle e^{i\left(\theta_{i}+\theta_{j}\right)}\right\rangle_{\theta} e^{-i\left(\mu_{i}+\mu_{j}\right)}\right\}
\end{aligned}
$$

Of course this formula is rather unusable in its general form, but it is simple in principle. In specific cases, given a probability distribution one would first calculate $\left\langle e^{i \theta_{i}}\right\rangle_{\theta},\left\langle e^{i\left(\theta_{i} \pm \theta_{j}\right)}\right\rangle_{\theta}$, $\langle h(\theta)\rangle_{\theta},\left\langle h_{i i}(\theta) e^{i \theta_{i}}\right\rangle_{\theta}$, and $\left\langle h_{i j}(\theta) e^{i\left(\theta_{i} \pm \theta_{j}\right)}\right\rangle_{\theta}$. These would then be plugged into the above expression. The mean is the value of $\mu=\left(\mu_{i}\right)_{i=1}^{n}$ which minimises this expression. The value of the expression at the minimum will equal the variance $\sigma^{2}$.

Note that in the process of solving the perturbative problem, we concocted an embedding of the flat $n$-torus which is different than the simple one presented at the beginning of this section. It turns out that the induced distances for these two embeddings are not the same, thus giving an example relevant to the discussion at the end of the last section. Explicitly, for $n=2$, let $\psi_{1}: T^{2} \rightarrow \mathbb{R}^{4}$ be the embedding $\left(\theta_{1}, \theta_{2}\right) \mapsto\left(\cos \theta_{1}, \sin \theta_{1}, \cos \theta_{2}, \sin \theta_{2}\right)$
and let $\psi_{2}: T^{2} \rightarrow \mathbb{R}^{8}$ be the embedding associated with the zeroth order solution to the perturbation problem we have been considering, given by (4.42). Then,

$$
\left\|\psi_{1}(\theta)-\psi_{1}\left(\theta^{\prime}\right)\right\|^{2}=4-2 \cos \left(\theta_{1}-\theta_{1}^{\prime}\right)-2 \cos \left(\theta_{2}-\theta_{2}^{\prime}\right)
$$

whereas,

$$
\begin{aligned}
\left\|\psi_{2}(\theta)-\psi_{2}\left(\theta^{\prime}\right)\right\|^{2} & =\frac{8}{3}-\frac{2}{3} \cos \left(\theta_{1}-\theta_{1}^{\prime}\right)-\frac{2}{3} \cos \left(\theta_{2}-\theta_{2}^{\prime}\right)-\frac{4}{3} \cos \left(\theta_{1}-\theta_{1}^{\prime}\right) \cos \left(\theta_{2}-\theta_{2}^{\prime}\right) \\
& =\frac{2}{3}\left\|\psi_{1}(\theta)-\psi_{1}\left(\theta^{\prime}\right)\right\|^{2}-\frac{4}{3} \cos \left(\theta_{1}-\theta_{1}^{\prime}\right) \cos \left(\theta_{2}-\theta_{2}^{\prime}\right)
\end{aligned}
$$

One can also easily show that these two induced distance functions can lead to different values for the mean. For example, consider three sample data points $\left(\theta_{1}, \theta_{2}\right)=$ $(0,0),\left(\frac{\pi}{4}, \frac{\pi}{4}\right),\left(\frac{\pi}{4}, \frac{7 \pi}{4}\right)$. One can calculate numerically that the point $\mu$ that minimises the average dispersion of these points is $\mu \approx(0.530,0)$ using the induced distance from the first embedding, and $\mu \approx(0.489,0)$ using the second. Therefore, although before we discussed how the intrinsic and induced distance functions will generally lead to different values for the mean and variance of a distribution, here we have demonstrated that two different induced distance functions can as well.

## Chapter 5

## Subsystem localization in bandlimited field theory

In this chapter, we will be revisiting some observations made in [100, 102] regarding the localization and density of degrees of freedom in Euclidean-bandlimited quantum field theory. In this previous work, we elucidated how one should think about information density in the context of sampling theory for fields, as it turns out to be subtle because the sample points are not fixed. Nevertheless, it was shown that there is a fundamental incompressibility of the degrees of freedom of the fields. We will review this work in the first section of this chapter.

In the following section, we will build on these observations to develop a more explicit notion of a local density of degrees of freedom in a bandlimited field theory, which quantifies the ideas of $[100,102]$ more precisely. This notion of local density will be in contrast to the global notions of sample density discussed in Chapter 2. In the case of a flat background, we will find that these two notions coincide because the theory is translation-invariant. In this chapter, we will focus on the case of a flat background in order to first establish these ideas where everything is rather simple. However, the interest is primarily in applying them to non-symmetric cases, which we will begin to investigate in Chapter 6, where we examine perturbing the background geometry away from flat.

### 5.1 Previous work on subsystem localization

In $[100,102]$, we showed that the Euclidean bandlimit regulates the ground state correlations of a free scalar field theory (in $1+1$ dimensional flat spacetime), as well as the
ground state entanglement entropy between localized spatial degrees of freedom. In ordinary quantum field theory, often one is interested in entanglement between continuous spatial regions, such as left and right Rindler wedges, for example. In bandlimited quantum field theory, the natural notion of a localized subsystem is of a collection of sample points (see $[100,102]$ ). The simplest choice of subsystem is a set of Nyquist-spaced points. In $[100,102]$, it was shown that the ground state entanglement entropy of such a set of spatially-separated points for a free, scalar, massless field in $1+1$ dimensional flat spacetime varies with the number of points, $N$, as

$$
\begin{equation*}
S(N) \sim \frac{1}{3} \log N \tag{5.1}
\end{equation*}
$$

which is a fit to the curve in Figure 5.1. This theory has an infrared divergence, so for these results an infrared cutoff $\omega \ll \Lambda$ was also introduced. Including the dependence of $S(N)$ on $\omega$, in $[100,102]$ it was found that, as $\omega / \Lambda \rightarrow 0$, we have $S \sim \frac{1}{3} \log N+\frac{1}{2} \log (\log (\Lambda / \omega))$.


Figure 5.1: Entanglement entropy of a free, scalar, massless bandlimited quantum field theory in $1+1$ dimensional flat spacetime in the ground state for a set of Nyquist-spaced sample points, as a function of the number of samples. The blue dots are the values of the numerically-calculated entropy, and the red line passing through them is the fit to $c_{0} \log N+c_{1}$.

Intuitively, $N$ Nyquist-spaced sample points occupy a region of size $L=\frac{\pi}{\Lambda} N$, in which case the above result can be written $S(N) \sim \frac{1}{3} \log (\Lambda L)$. This is consistent with other results for a conformal field theory obtained using other methods [53].

The difference between bandlimited QFT and QFT on a spatial lattice is that one is not committed to a particular lattice, and any finite number of sample points can be moved
anywhere (the only requirement is that the average density is sufficiently large). Choosing samples at points different from a Nyquist lattice will not correspond to an orthonormal frame, but they still span a closed subspace of the space of field configurations, and can be identified as a subsystem of the full field theory. That is, we can factorize the full Hilbert space of the field theory with one tensor factor associated with this subset of degrees of freedom.

In $[100,102$ ], we then investigated how the entropy of a subset of points depends on their relative spacing. Specifically, we were interested in how the entropy changes as the points are moved closer together, below the Nyquist spacing, which is something that could not occur in a lattice theory.


The coincidence limit of these points corresponds to a degenerate case where there is only one degree of freedom. Hence, one might expect that the entanglement entropy of these points decreases continuously down to match that of a single point in the coincidence limit. Indeed, physically one would expect the bandlimit to be a regulator for the information density of the field theory. By moving the degrees of freedom closer together, they intuitively occupy a smaller region of space. Hence one might expect the entropy to decrease and retain a roughly constant information density.

Rather, we found Figure 5.2, which shows the entanglement entropy of a fixed number of points $(N=5)$ as a function of their spacing. The entanglement entropy remains roughly constant as the degrees of freedom are pushed together. Recall that we showed $S(N) \sim \frac{1}{3} \log N$ for Nyquist-spaced points, and so even when pushed together, the entropy of these points is larger than that of a single sample point.

For completeness, let us note that as the points are moved far apart, the correlations between them decay, and hence the entropy increases. In $[100,102]$ we observed that this corresponds to a transition to a volume law, $S(N) \sim N$. One could approximate this situation in a simple lattice theory, and this result corresponds to what one would expect on intuitive grounds.

Because the entanglement entropy is roughly constant when the spacing is below Nyquist, the information density would appear to be increasing, if one were to take the subsystem size to be roughly $N$ times the spacing between the points. This seems contradictory to the idea that these fields exhibit a finite information density. But are these


Figure 5.2: Ground state entanglement entropy of $N=5$ sample points as a function of their spacing. The $\Delta x$-axis is in units of the Nyquist spacing, so that $\Delta x=1$ corresponds to a spacing of $\Lambda / \pi$. [100, 102]
points really occupying a smaller region of space as they are pushed together? Let us examine this more closely.

To get a sense of where the information of this subsystem is localized, we extracted a spatial profile from calculating the mutual information between the subsystem and different points in space. Suppose we fix an arrangement of $N$ sample points, which will correspond to the subsystem of interest. Now consider the mutual information between these points and another sample point at some arbitrary $x$,

$$
\begin{equation*}
I(N: x)=S(N)+S(x)-S(N, x) \tag{5.2}
\end{equation*}
$$

When $x$ is far away from the subsystem, we expect the mutual information to be small. If $x$ is brought closer to the subsystem, the mutual information should increase and peak when $x$ lies "within" the subsystem defined by the $N$ sample points. Since we can vary $x$ continuously over $\mathbb{R}, I(N: x)$ as a function of $x$ should give an indication of the spatial profile of the subsystem $N$.


For example, if we choose $N$ adjacent Nyquist lattice points, we find Figure 5.3, which confirms this intuition.


Figure 5.3: Mutual information between a subsystem of $N=5$ Nyquist-spaced sample points and an additional sample point at $x$, as a function of the position $x$ (in units of the Nyquist spacing). [100,102]

Now let us examine how this profile changes with the spacing between the points. Recall that our intuition would suggest that as the spacing decreases below the Nyquist spacing, the profile of the subsystem should become more narrow as the points occupy a smaller region of space. Instead, we found Figure 5.4.

As the points get far apart, naturally they appear as isolated profiles associated with single points. However, notice that below the Nyquist spacing, the profile remains roughly the same. (See Figure 5.5 showing the same result as Figure 5.4 but focused on this region.) Therefore, although the sample points are taken close together, it seems that they occupy roughly the same region of space as if they were placed at a Nyquist density. Hence, in this sense, the degrees of freedom are "incompressible" in space. Further, this indicates that the information density remains roughly constant as the points are pushed together, since their entanglement entropy remains roughly constant as well as the size of the region they occupy. Thus, this resolves the apparent contradiction, and the field theory consistently exhibits a finite information density, despite the fact that we have a continuous underlying space and can move the sample points around as we please.

The idea behind this mutual information profile was that it indicates the localization


Figure 5.4: Mutual information profile for a subsystem of $N=5$ sample points in the global ground state. The $x$-axis corresponds to the position (in units of Nyquist spacing) of the additional sample point included in the calculation of $I(N: x)$, and the $\Delta x$-axis corresponds to the spacing between the $N=5$ sample points, also in units of the Nyquist spacing (so that $\Delta x=1$ corresponds to a spacing of $\Lambda / \pi)$. [100, 102]
of the information in the subsystem. We also noted in $[100,102]$ that one could get a preliminary glimpse of the incompressibility by examining the subsystem projector in the space of classical field configurations. Consider our Hilbert space of bandlimited functions $B(\Lambda)$. We can find a discrete set of $\left.P_{\Lambda} \mid x_{n}\right)$ 's which form a frame for $B(\Lambda)$, but let us choose some finite subset $\left.\left\{P_{\Lambda} \mid x_{n}\right)\right\}_{n=1}^{N}$ corresponding to (distinct) sample points of a subsystem. These span a closed subspace of $B(\Lambda)$, so let us construct the projector onto this subspace in the (non-orthogonal) basis $\left.\left\{P_{\Lambda} \mid x_{n}\right)\right\}_{n=1}^{N}$. First, let $\left.\left\{\mid e_{\ell}\right)\right\}_{\ell=1}^{N}$ be an orthonormal basis for this subspace, expanded in terms of the basis $\left.\left\{P_{\Lambda} \mid x_{n}\right)\right\}_{n=1}^{N}$ as

$$
\begin{equation*}
\left.\left.\mid e_{\ell}\right)=\sum_{n=1}^{N} B_{\ell n} P_{\Lambda} \mid x_{n}\right) \tag{5.3}
\end{equation*}
$$

where $B_{\ell n}$ is some appropriate set of coefficients. Now the projector onto this subspace of


Figure 5.5: Mutual information profile for a subsystem of $N=5$ sample points in the global ground state, focused on a range of spacings below the Nyquist spacing. The $x$-axis corresponds to the position (in units of Nyquist spacing) of the additional sample point included in the calculation of $I(N: x)$, and the $\Delta x$-axis corresponds to the spacing between the $N=5$ sample points, also in units of the Nyquist spacing (so that $\Delta x=1$ corresponds to a spacing of $\Lambda / \pi$ ).
$N$ sample points can be written

$$
\begin{aligned}
P_{N} & \left.=\sum_{\ell} \mid e_{\ell}\right)\left(e_{\ell} \mid\right. \\
& \left.=\sum_{\ell, n, n^{\prime}} B_{\ell n} B_{\ell n^{\prime}}^{*} P_{\Lambda} \mid x_{n}\right)\left(x_{n^{\prime}} \mid P_{\Lambda}\right. \\
& \left.=\sum_{n, n^{\prime}}\left(B^{\dagger} B\right)_{n^{\prime} n} P_{\Lambda} \mid x_{n}\right)\left(x_{n^{\prime}} \mid P_{\Lambda} .\right.
\end{aligned}
$$

We want a more useful expression for the matrix $B^{\dagger} B$. Consider the matrix $Q_{n n^{\prime}}:=$ $\left(x_{n}\left|P_{\Lambda}\right| x_{n^{\prime}}\right)$. This matrix is the inverse of $B^{\dagger} B$,

$$
\begin{aligned}
Q_{n n^{\prime}} & =\left(x_{n}\left|P_{\Lambda}\right| x_{n^{\prime}}\right) \\
& =\sum_{\ell, \ell^{\prime}}\left[\left(e_{\ell} \mid\left(B^{-1}\right)_{n \ell}^{*}\right]\left[\left(B^{-1}\right)_{n^{\prime} \ell^{\prime}} \mid e_{\ell^{\prime}}\right)\right] \\
& =\left(B^{-1}\left(B^{-1}\right)^{\dagger}\right)_{n^{\prime} n} .
\end{aligned}
$$

So $Q^{T}=\left(B^{\dagger} B\right)^{-1}$, then we can write

$$
\begin{equation*}
\left.P_{N}=\sum_{n, n^{\prime}=1}^{N}\left(Q^{-1}\right)_{n n^{\prime}} P_{\Lambda} \mid x_{n}\right)\left(x_{n^{\prime}} \mid P_{\Lambda}\right. \tag{5.4}
\end{equation*}
$$

If we examine the diagonal elements of $P_{N}$ in the continuous overcomplete basis (whose elements are $\left.P_{\Lambda} \mid x\right)$ for each $x \in \mathbb{R}$ ), we obtain a function

$$
\begin{equation*}
P_{N}(x):=\left(x\left|P_{N}\right| x\right)=\sum_{n, n^{\prime}=1}^{N}\left(Q^{-1}\right)_{n n^{\prime}}\left(x\left|P_{\Lambda}\right| x_{n}\right)\left(x_{n^{\prime}}\left|P_{\Lambda}\right| x\right) . \tag{5.5}
\end{equation*}
$$

Recall from Chapter 2 that $\left(x\left|P_{\Lambda}\right| x^{\prime}\right)=\frac{\Lambda}{\pi} \operatorname{sinc}\left[\Lambda\left(x-x^{\prime}\right)\right]$ in the case of sampling in $\mathbb{R}$. Figure 5.6 is a plot of this function for a similar setup as the mutual information profile we examined above. Namely, the sample points are taken to be equally spaced, and we look at how it changes as the spacing between the points is varied. We see that it is qualitatively similar to the mutual information profile for the same arrangement of points. In particular, we notice how the width remains roughly constant as we decrease below the Nyquist spacing.

This ends the review of the work in $[100,102]$. In this thesis, we will build on some of these observations. First, can we obtain a more precise characterization of the localization of these subsystems, beyond merely a visual assessment of plots? Is it possible to give a more careful demonstration of the incompressibility of the degrees of freedom? This is especially important because of the apparent numerical instability of the calculation at very small spacings (note the truncation of the plot in the $\Delta x$ direction in Figures 5.4 and 5.5), which is the region in which we are interested. (Note, some measures were taken in $[100,102]$ to ensure that the incompressibility feature was not simply due to this instability, but here we would like to establish it analytically.)

### 5.2 Quantifying subsystem size and local sample density

Intuitively, we expect that the incompressibility of the information in the field theory, as expressed by the mutual information profile, should be a kinematical feature and not depend on the state of the field. Indeed, the expectation that the bandlimit imposes a finite information density is not specific to the ground state. The fact that the subsystem


Figure 5.6: Plot of the spatial profile, $\left(x\left|P_{n}\right| x\right)$, of a subset of $N=5$ equally-spaced sample points. The $x$-axis corresponds to the argument of the spatial profile $\left(x\left|P_{n}\right| x\right)$, and the $\Delta x$-axis corresponds to the spacing between the sample points. Both axes are in units of the Nyquist spacing. [100, 102]
projector in the space of field configurations exhibits this incompressibility is an indication of this.

For example, this can be shown for the quantum field in a thermal state, $\rho=\frac{1}{Z} e^{-\beta H}$. Indeed, in $[100,102]$, we showed that these states exhibit the same behaviour that the entanglement entropy does not significantly decrease below the Nyquist spacing (Figure 5.7). We can also show that they exhibit a similar incompressibility below the Nyquist spacing, as demonstrated by the mutual information profile of Figure 5.8. This feature can also be reproduced for a thermal state of the classical bandlimited field theory, where the entropy of a subsystem is taken to be the entropy of the probability distribution $p\left(\left\{\phi_{n}, \pi_{n}\right\}_{n}\right)=\frac{1}{Z} e^{-\beta H\left(\left\{\phi_{n}, \pi_{n}\right\}_{n}\right)}$ after marginalizing out all but the sample points in the subsystem. (For details, see [100,102], particularly with regards to the phase space measure for the samples.) The result is shown in Figure 5.9, which looks identical to the quantum case. Therefore, this indicates that the incompressibility is simply a kinematical feature, sourced in the fact that the field configurations are drawn from the space of bandlimited functions $B(\Lambda)$.

With some appropriate measure of size, $\sigma$, one could define a notion of information


Figure 5.7: Entanglement entropy of $N=5$ sample points as a function of their spacing, for a global thermal state at an assortment of temperatures (in units of the cutoff $\Lambda$ ). Also included is the entropy of the same collection of sample points for a classical field theory in a thermal state of temperature $T / \Lambda=1$. The $\Delta x$-axis is in units of the Nyquist spacing. [100,102]
density in the field as something of the form $S(N) / \sigma$. Despite the fact that the bandlimit acts as a regulator for the field theory, there will not be an upper bound to the information density, since we can artificially increase the entropy of the oscillators. For example, one could put the system in a thermal state with a very large temperature, hence making $S(N)$ arbitrarily large. Therefore, this demonstration of the incompressibility would appear to be showing an incompressibility of the degrees of freedom of the field, rather than an upper bound on the information density. Although questions about the information density should be investigated further, we will proceed to focus on quantifying the incompressibility of the degrees of freedom of the field theory. Specifically, we will quantify the size of a subsystem of sample points and investigate how this quantity changes as the sample points are brought close together. Because this is a kinematical feature of the field configurations, instead of focusing on the mutual information profile, we want express the subsystem sizes solely in terms of objects in $B(\Lambda)$.

We will begin by revisiting our observation that the diagonal elements of the subsystem projector in the frame $\left.\left\{P_{\Lambda} \mid x\right)\right\}_{x \in \mathbb{R}}$, given by (5.5), shows the incompressibility of the degrees of freedom below the Nyquist spacing, as illustrated in Figure 5.6. Let us posit that this function derived from the projector onto the subsystem defined by the samples $\left.\left\{P_{\Lambda} \mid x_{n}\right)\right\}_{n=1}^{N}$


Figure 5.8: Mutual information profile for a subsystem of $N=5$ sample points in a global thermal state of temperature $T / \Lambda=10^{-1}$. Here we focus on a range of spacings below the Nyquist spacing. The $x$-axis corresponds to the position of the additional sample point included in the calculation of $I(N: x)$, and the $\Delta x$-axis corresponds to the spacing between the $N=5$ sample points. Both axes are in units of the Nyquist spacing.
characterizes the manner in which these degrees of freedom are distributed through space. Note that our development of the function $\left(x\left|P_{N}\right| x\right)$ in terms of $Q_{n n^{\prime}}:=\left(x_{n}\left|P_{\Lambda}\right| x_{n^{\prime}}\right)$ and $\left(x\left|P_{\Lambda}\right| x_{n}\right)$ did not depend in any way on the fact that the underlying manifold was $\mathbb{R}$. Indeed, this general form will apply to any function space with the sampling property. The function $\left(x\left|P_{N}\right| x\right)$ only involves combinations of $\left(x\left|P_{\Lambda}\right| x^{\prime}\right)$ evaluated at certain points, hence the particular function space under consideration simply provides the form of $\left(x\left|P_{\Lambda}\right| x^{\prime}\right)$. Therefore the spatial profile is in principle simple to calculate, since all we need to know are components of the bandlimited projector in the position representation.

Given $\left(x\left|P_{N}\right| x\right)$ as a definition of the spatial distribution of the subsystem, we would like to extract some quantities which summarize its location and size. Athough it appears from Figure 5.6 that the distribution is sharply localized to a particular region, we know in the case of $\mathbb{R}$ that it decays only as $1 / x^{2}$. One could begin to introduce thresholds, deciding that the subsystem is located in a region where $\left(x\left|P_{N}\right| x\right)$ is larger than a certain value, but then the size will depend on this arbitrary threshold. We would like to find something better. Notice that $\left(x\left|P_{N}\right| x\right) \geq 0$ and $\operatorname{tr} P_{N}=\int d x\left(x\left|P_{N}\right| x\right)=N$, so if we


Figure 5.9: Mutual information profile for a subsystem of $N=5$ sample points in a global thermal state of a classical bandlimited field theory, with temperature $T / \Lambda=1$. Here we focus on a range of spacings below the Nyquist spacing. The $x$-axis corresponds to the position of the additional sample point included in the calculation of $I(N: x)$, and the $\Delta x$-axis corresponds to the spacing between the $N=5$ sample points. Both axes are in units of the Nyquist spacing.
divide by $N$, then

$$
\begin{equation*}
p(x):=\frac{1}{N}\left(x\left|P_{N}\right| x\right)=\frac{1}{N} \sum_{n, n^{\prime}=1}^{N}\left(Q^{-1}\right)_{n n^{\prime}}\left(x\left|P_{\Lambda}\right| x_{n}\right)\left(x_{n^{\prime}}\left|P_{\Lambda}\right| x\right), \tag{5.6}
\end{equation*}
$$

is a normalized probability distribution. Therefore, we can use the mean and variance as summary measures of the location and size of the subsystem. Recall from Chapter 4 that the variance is a proportionality factor indicating how far one has to go away from the mean to enclose a certain proportion of the measure of the distribution (quantified by the Chebyshev inequality). This is why the variance will be a good measure of size, as it captures the same idea as introducing a threshold, but without the arbitrariness of choosing a particular value. Note that in dimensions larger than 1 the variance corresponds to a characteristic linear size (squared) of the subsystem and not a volume.

Although we will be using this probability distribution extracted from the subsystem projector, as well as calculating the associated mean and variance, we will not be assigning any kind of probabilistic or statistical interpretation to the distribution. This would be applicable, for example, if one were considering $B(\Lambda)$ as a space of bandlimited wavefunctions in quantum mechanics. However, here this space represents the space of classical field configurations, which are not considered to be wavefunctions in any sense. Hence, the
"variance" does not correspond to any kind of uncertainty. We are merely using the fact that the object $p(x)$ satisfies the mathematical definition of a probability distribution, and so we can employ the techniques of probability theory to characterize its location and size.

This course seems appealing, however there is a problem with applying it to the sampling theory on $\mathbb{R}$ since the distribution is heavy-tailed, and the mean and variance do not exist. To see this, let us choose the sample points to be Nyquist-spaced, and so $Q_{n n^{\prime}}=\left(x_{n}\left|P_{\Lambda}\right| x_{n^{\prime}}\right)=\frac{\Lambda}{\pi} \delta_{n n^{\prime}}$ and

$$
\begin{equation*}
p(x)=\frac{1}{N} \frac{\Lambda}{\pi} \sum_{n=1}^{N} \frac{\sin ^{2}\left[\Lambda\left(x-x_{n}\right)\right]}{\Lambda^{2}\left(x-x_{n}\right)^{2}} \tag{5.7}
\end{equation*}
$$

Hence $p(x)$ decays only as $1 / x^{2}$ and so $\int d x p(x) x$ and $\int d x p(x) x^{2}$ both diverge.
Therefore, in the case of sampling on $\mathbb{R}$, this method does not seem to work. However, we would not have an issue with divergences of this kind for sampling on $S^{1}$, for example, so let us proceed to study this case. One could then approximate the case of $\mathbb{R}$ by taking the size of the circle $S^{1}$ to be very large. Note that in order to calculate the mean and variance of $p(x)$ on $S^{1}$ (or generally manifolds other than $\mathbb{R}^{N}$ ), we will need to employ techniques discussed in Chapter 4.

Let us calculate the size of the subsystem consisting of a single sample point $x_{1} \in S^{1}$, to illustrate the method. Recall, on $S^{1}$ the position representation of the bandlimited projector is

$$
\begin{aligned}
\left(x\left|P_{\Lambda}\right| x^{\prime}\right) & =\sum_{m=-M}^{M}\left(x \mid k_{m}\right)\left(k_{m} \mid x^{\prime}\right) \\
& =\frac{1}{L} \sum_{m=-M}^{M} e^{i k_{m}\left(x-x^{\prime}\right)} \\
& =\frac{1}{L} \frac{\sin \left[(2 M+1)\left(x-x^{\prime}\right) \frac{\pi}{L}\right]}{\sin \left[\left(x-x^{\prime}\right) \frac{\pi}{L}\right]}
\end{aligned}
$$

where $L$ is the length of the circle, and $M:=\left\lceil\frac{L \Lambda}{2 \pi}\right\rceil$. Then $Q_{11}=\left(x_{1}\left|P_{\Lambda}\right| x_{1}\right)=(2 M+1) / L$, and

$$
\begin{equation*}
p(x)=\frac{1}{L(2 M+1)} \frac{\sin ^{2}\left[(2 M+1)\left(x-x^{\prime}\right) \frac{\pi}{L}\right]}{\sin ^{2}\left[\left(x-x^{\prime}\right) \frac{\pi}{L}\right]} \tag{5.8}
\end{equation*}
$$

Now we can use the methods of the previous chapter to calculate a mean and variance for this distribution. In fact, this distribution was used as an example in Section 4.1. Using
an isometric embedding $\psi: x \mapsto\left(L \cos \left(\frac{2 \pi x}{L}\right), L \sin \left(\frac{2 \pi x}{L}\right)\right)$, we calculate

$$
\begin{equation*}
\phi:=\int_{0}^{L} d x p(x) L e^{\frac{2 \pi i}{L} x}=L \frac{2 M}{2 M+1} e^{\frac{2 \pi i}{L} x_{1}} . \tag{5.9}
\end{equation*}
$$

Then the mean is $\mu=\frac{L}{2 \pi} \arg \phi=x_{1}$ and the variance is

$$
\begin{equation*}
\sigma^{2}=2 L(L-|\phi|)=\frac{2 L^{2}}{2 M+1} \tag{5.10}
\end{equation*}
$$

Recall that $L /(2 M+1)$ is the Nyquist spacing for $S^{1}$, with bandlimit $\left|k_{m}\right| \leq \Lambda$ (and $M=\left\lceil\frac{L \Lambda}{2 \pi}\right\rceil$ ). Note that as $L \rightarrow \infty$, we find $\sigma^{2} \sim 2 L \frac{\pi}{\Lambda}$, where $\frac{\pi}{\Lambda}$ is the Nyquist density for $\mathbb{R}$.

In order to verify the incompressibility of degrees of freedom, we will only demonstrate using two points. We will calculate the size of a subsystem of two points as a function of their separation. Let $x_{1}=x_{0}-\frac{L}{2 M+1} \frac{\delta}{2}$ and $x_{2}=x_{0}+\frac{L}{2 M+1} \frac{\delta}{2}$, so that their separation is $\delta$ times the Nyquist spacing. We have

$$
Q=\frac{2 M+1}{L}\left(\begin{array}{cc}
1 & D\left(\frac{\pi \delta}{2 M+1}\right)  \tag{5.11}\\
D\left(\frac{\pi \delta}{2 M+1}\right) & 1
\end{array}\right), \quad \text { with } D(z):=\frac{\sin [(2 M+1) z]}{(2 M+1) \sin (z)} .
$$

Then

$$
\begin{equation*}
p(x)=\frac{1}{2} \frac{L}{2 M+1} \frac{1}{1-D\left(\frac{\pi \delta}{2 M+1}\right)^{2}}\left[\left(x\left|P_{\Lambda}\right| x_{1}\right)^{2}+\left(x\left|P_{\Lambda}\right| x_{2}\right)^{2}-2 D\left(\frac{\pi \delta}{2 M+1}\right)\left(x\left|P_{\Lambda}\right| x_{1}\right)\left(x\left|P_{\Lambda}\right| x_{2}\right)\right], \tag{5.12}
\end{equation*}
$$

and we find

$$
\begin{aligned}
\phi & :=\int_{0}^{L} d x p(x) L e^{\frac{2 \pi i}{L} x} \\
& =e^{\frac{2 \pi i}{L} x_{0}} \frac{L}{2 M+1} \frac{1}{1-D\left(\frac{\pi \delta}{2 M+1}\right)^{2}}\left[2 M \cos \left(\frac{\pi \delta}{2 M+1}\right)-D\left(\frac{\pi \delta}{2 M+1}\right) \frac{\sin [2 M \pi \delta /(2 M+1)]}{\sin [\pi \delta /(2 M+1)]}\right] .
\end{aligned}
$$

Then the mean is the intuitive result, $\mu=\frac{L}{2 \pi} \arg \phi=x_{0}=\left(x_{1}+x_{2}\right) / 2$, and the variance is given by $\sigma^{2}=2 L(L-|\phi|)$.

Figure 5.10 shows a plot of $\sigma^{2}$ as a function of $\delta$ for a particular choice of $M=50$. Notice that the size of the subsystem does not decrease, but in fact increases below the Nyquist spacing, $\delta \leq 1$. If we increase $M$ further to $10^{3}$ (Figure 5.11 ), we notice the variance behaves even more peculiarly, as it takes its largest value in the coincidence limit, and


Figure 5.10: Size of a subsystem of $N=2$ sample points as quantified by $\sigma^{2} / 2 L$ (in Nyquist units, hence divided by another $L /(2 M+1)$ ), as a function of the separation of the two points $\delta$ (in Nyquist units). The cutoff is $M=50$.
oscillates around the single sample point value of $\sigma^{2}=2 L^{2} /(2 M+1)$ for $\delta \geq 1$ (note that the vertical axis is in Nyquist units, so 1 on the axis corresponds to $\sigma^{2}=2 L^{2} /(2 M+1)$ ). Intuitively it is not clear why this happens. The probability distributions for the cases of $\delta=0.01$ (close to the coincidence limit) and $\delta=1$ (Nyquist-spacing) are plotted in Figure 5.12 (with the distribution for a single point for comparison). Visually these cases for two samples appear to be localized to the same region, which is larger than the region occupied by a single sample point. However, clearly this is not reflected in the variance, which perhaps is simply sensitive to the "fringes" that appear outside of the main interval (between -1.5 and 1.5 Nyquist spacings away from the mean). This behaviour seems to persist for larger $N$, although the inversion of $Q$ becomes numerically unstable for small $\delta$.

Regardless, we can calculate $\sigma^{2}$ for the coincidence limit $\delta \rightarrow 0$, and show that it does not reduce to the value of a single sample point, hence demonstrating the incompressibility. From the plots, it appears to be twice the value of a single point. Note that in this limit, the matrix $Q$ is not invertible, yet it turns out that $\sigma^{2}$ is continuous there, so taking this limit yields the resulting size of the subsystem when the two points are taken arbitrarily


Figure 5.11: Size of a subsystem of $N=2$ sample points as quantified by $\sigma^{2} / 2 L$ (in Nyquist units, hence divided by another $L /(2 M+1)$ ), as a function of the separation of the two points $\delta$ (in Nyquist units). The cutoff is $M=1000$.
close together. Using,

$$
\begin{aligned}
D\left(\frac{\pi \delta}{2 M+1}\right) & =1-\frac{2}{3} \frac{M(M+1)}{(2 M+1)^{2}} \pi^{2} \delta^{2}+\mathcal{O}\left(\delta^{4}\right), \\
\frac{\sin [2 M \pi \delta /(2 M+1)]}{\sin [\pi \delta /(2 M+1)]} & =2 M+\frac{1}{3} \frac{M(1-2 M)}{2 M+1} \pi^{2} \delta^{2}+\mathcal{O}\left(\delta^{4}\right),
\end{aligned}
$$

we find,

$$
\begin{equation*}
\sigma^{2}=\frac{4 L^{2}}{2 M+1}+\mathcal{O}\left(\delta^{2}\right) \tag{5.13}
\end{equation*}
$$

So, we see in the limit $\delta \rightarrow 0, \sigma^{2}$ is twice the value of the subsystem consisting of a single sample point.

If we were to take $\sigma^{2} / 2 L$ as the size of a subsystem, then the subsytem consisting of a single point has size $L /(2 M+1)$ (the Nyquist spacing) and that of two points in the coincidence limit is $2 L /(2 M+1)$. Note that this division by $2 L$ to identify the subsystem size as $\sigma^{2} / 2 L$ seems appropriate since it gives the intuitive results in these cases, as well as the case of a uniform distribution $p(x)=1 / L$ associated with a complete set of samples, which gives $\phi=0$ and $\sigma^{2}=2 L^{2}$, and so the subsystem size would be $L$.

Hence we have established a quantity that characterizes the size of a subsystem of sample points for bandlimited functions on $S^{1}$. We verified more carefully the incompressibility of degrees of freedom for bandlimited functions, which corresponds in a way to the


Figure 5.12: Probability distributions characterizing the spatial profile of $N=2$ sample points at separation $\delta=0.01$ (near the coincidence limit) and $\delta=1$ (Nyquist spacing). The distribution for a single sample point is shown for comparison. The vertical axis is the probability (multiplied by the Nyquist spacing $L /(2 M+1)$ ) and the horizontal axis is Nyquist spacings away from the mean $x_{0}$.
incompressibility of information in bandlimited classical and quantum field theory. Now let us see how the density of degrees of freedom in bandlimited field theory is modulated by geometric perturbations of the underlying manifold.

We will conclude this chapter by introducing a notion of local density of degrees of freedom for bandlimited fields, which we will call the local sample density. The local sample density at a point $x$ will be identified with the inverse size of a single sample point located at $x$. For the case of $S^{1}$, this would be $2 L / \sigma^{2}=(2 M+1) / L$ for all $x \in S^{1}$. Because the space of bandlimited fields on $S^{1}$ is translation-invariant, it is natural that the local sample density should be constant in space, and equal to the global sample density $(2 M+1) / L$. However, in cases where one does not have translation invariance, one would expect the subsystem size of a single sample point to depend on its position. This will be the subject of the investigation in Chapter 6.

The local sample density is different than the notions of sample density discussed in Chapter 2, which indicate requirements for global reconstruction of bandlimited functions.

In contrast, because the subsystem profiles are fairly localized, this local sample density gives a sense of how many samples are required in a particular region to capture the majority of the content of a function contained in that region. The incompressibility of the degrees of freedom supports the consistency of this idea, since $N$ samples placed at the Nyquist density or higher seem to occupy a region of size $N$ times the size of a single sample. There appear to be issues with using $\sigma^{2}$ to quantify the size of a region occupied by $N>1$ samples, and this should be investigated further to determine whether this measure is generally appropriate.

## Chapter 6

## Subsystem localization with geometric perturbations

Here we are going to conduct an investigation into bandlimitation on a curved manifold. Specifically, we will explore how the local sample density, introduced at the end of the previous chapter, depends on the geometry of the manifold.

In [71], it was recognized that the number of samples required to reconstruct a bandlimited function on a (compact) curved space can be written, using an asymptotic expansion for the heat kernel, as:

$$
\begin{equation*}
N=\frac{1}{(4 \pi)^{n / 2}} \int d^{n} x \sqrt{|g|}\left[\frac{\Lambda^{n}}{\Gamma(n / 2+1)}+\frac{\Lambda^{n-2}}{\Gamma(n / 2)} \frac{R}{6}+\mathcal{O}\left(\Lambda^{n-4}, R^{2}\right)\right] \tag{6.1}
\end{equation*}
$$

where $\mathcal{O}\left(R^{2}\right)$ stands for terms quadratic in the curvature, such as $R_{\rho \sigma \mu \nu} R^{\rho \sigma \mu \nu}, R_{\mu \nu} R^{\mu \nu}$, $R^{2}$, etc. (see also $[42,43,49]$ as well as [40] Section 5.4). This expression is derived as the number of eigenvalues of the Laplacian below a cutoff $\Lambda^{2}$. For a compact manifold, this gives the (finite) dimension of the bandlimited Hilbert space in terms of the volume of the manifold plus curvature corrections. Note that the leading-order term is simply the Weyl law.

As discussed in Chapter 2, since the Hilbert space is finite-dimensional, we expect to be able to generally reconstruct a function in the bandlimited subspace by a finite number of sample values. Dividing by the volume, we get the sample density,

$$
\begin{equation*}
\frac{N}{V}=\frac{1}{(4 \pi)^{n / 2}}\left[\frac{\Lambda^{n}}{\Gamma(n / 2+1)}+\frac{\Lambda^{n-2}}{\Gamma(n / 2)} \frac{\langle R\rangle}{6}+\mathcal{O}\left(\Lambda^{n-4},\left\langle R^{2}\right\rangle\right)\right] \tag{6.2}
\end{equation*}
$$

where $\langle R\rangle \equiv\left(\int d^{n} x \sqrt{|g|} R\right) /\left(\int d^{n} x \sqrt{|g|}\right)$. The leading order term gives the sample density for a flat geometry, but here we will pursue an investigation of the nature of the corrections due to the curvature. In particular, rather than focusing on the global sample density, we would like to know to what extent the local curvature affects the local sample density, as defined in the previous chapter. In Chapter 5, we discussed how this is related to the information density and incompressibility of the degrees of freedom of bandlimited fields.

Of course, since bandlimitation is fundamentally nonlocal, we expect that the local sample density will also be affected by the curvature throughout the manifold. We would like to also investigate the importance of local versus nonlocal contributions (for example, how the dependence decays with distance), particularly when the cutoff is large (for example, near the Planck scale). For example, from the above formula, we see that the sample density increases with increasing average Ricci curvature. Is this also true locally? I.e., does the local sample density at a point increase with the curvature in the neighbourhood of that point? We would like to verify this, and ultimately would be interested in how quickly the nonlocal influences decay.

In this chapter we will only be considering Riemannian manifolds and bandlimitation of the associated Laplace-Beltrami operator. As we have described in Chapter 2, the pseudoRiemannian case is qualitatively different, as it requires an infinite sample density and hence the present investigation would not make sense. (If we were to consider finding the spatial profile of a finite number of samples, (5.6) is ill-defined since the projected position vectors, $\left.\left\{P_{\Lambda} \mid x\right)\right\}_{x}$, are not normalizable.)

In this chapter, we will only look at perturbations of the geometry away from the flat geometry, in order to simplify the analysis. We will not obtain a result in closed form, but hopefully the tools we develop here will help to push this work further in the future.

### 6.1 General perturbations

Let $(\mathcal{M}, g)$ be a Riemannian manifold, and $\Delta_{g}$ the associated Laplacian. We will take $\mathcal{M}$ to be the $n$-torus $T^{n}$, with coordinates $\left(x^{1}, \ldots, x^{n}\right) \in[0, L)^{n}$. The choice of a compact manifold is so that we can employ the methods of Chapter 4 and 5 . We can then consider $L$ to be large in order to approximate the case of a manifold with the topology of $\mathbb{R}^{n}$, if desired.

The Laplacian will act on the space of square-integrable functions $L^{2}\left(T^{n}, g\right)$, which are $L$-periodic in each coordinate $x^{i}$. We then impose a bandlimit $\Lambda^{2}$ on the eigenvalues of
$\Delta_{g}$, and get the bandlimited subspace $B(\Lambda):=P_{\Lambda} L^{2}\left(T^{n}, g\right)$. The projector onto this bandlimited subspace, $P_{\Lambda}$, can be used to construct the probability distribution corresponding to the spatial profile of a subsystem of sample points using (5.6) from Chapter 5. We can then calculate the mean and variance of this distribution as measures of the location and size of a particular subsystem. The variance of a subsystem of a single sample point is inversely proportional to the notion of local sample density introduced at the end of the last chapter. Recall that in order to calculate a diffeomorphism-invariant variance for a probability distribution on $T^{n}$, we will need to employ the methods of Chapter 4. In particular, we will require the isometric embeddings developed in Section 4.3.

Note that our definition of local sample density does not require us to find a sampling lattice for $B(\Lambda):=P_{\Lambda} L^{2}\left(T^{n}, g\right)$, only position-space components of the bandlimited projector, $\left(x\left|P_{\Lambda}\right| x^{\prime}\right)$. Although it is clear in principle what needs to be done for an arbitrary metric $g$, it is not generally possible to find a concrete representation of $\left(x\left|P_{\Lambda}\right| x^{\prime}\right)$ that can be used to proceed with the calculation. Therefore, here we will be considering perturbations away from the flat Euclidean metric on $T^{n}, g_{i j}=\delta_{i j}+h_{i j}$, and perform all calculations only to first order in $h_{i j}$. It may be interesting in the future to consider a similar, non-perturbative, calculation for certain cases of Riemannian manifolds.

We will break the calculation into steps contained in the following subsections. The main task is to calculate $\left(x\left|P_{\Lambda}\right| x^{\prime}\right)$. This begins by calculating the perturbed spectrum and eigenvectors. The perturbed eigenvectors within the bandlimited subspace are combined to find the perturbed bandlimited projector.

### 6.2 Unperturbed problem

We begin with the unperturbed problem, i.e., with metric $g_{i j}=\delta_{i j}$, in order to review the basic setup and to establish notation and normalization conventions. Sampling theory with a flat metric on $T^{n}$ is a straightforward generalization of sampling on $S^{1}$, except that we will not obtain an explicit expression for $\left(x\left|P_{\Lambda}\right| x^{\prime}\right)$ nor an explicit reconstruction formula.

Using coordinates $x \equiv\left(x^{1}, \ldots, x^{n}\right) \in[0, L)^{n}$ on $T^{n}$, the functions in $L^{2}\left(T^{n}, \delta\right)$ have position space representation $\phi(x) \equiv(x \mid \phi)$, with $\left(x \mid x^{\prime}\right)=\delta^{(n)}\left(x-x^{\prime}\right)$ and $\left.\int_{T^{n}} d x \mid x\right)(x \mid=1$. The Laplacian in position space is $\Delta_{\delta}=\partial^{2}=\partial_{i} \partial^{i}$, with domain consisting of elements of $L^{2}\left(T^{n}, \delta\right)$ which are $L$-periodic in each $x^{i}$. With this domain, the eigenvalues of $\Delta_{\delta}$ are $\lambda_{m}=-\left(k_{m}\right)^{2}=-\left(\frac{2 \pi m}{L}\right)^{2}$ with $m \in \mathbb{Z}^{n}$. Note that the spectrum of $\Delta_{\delta}$ is degenerate. For example, changing the sign of a component of $m \in \mathbb{Z}^{n}$ or permuting the components typically yields an $m^{\prime} \neq m$ such that $\lambda_{m}=\lambda_{m^{\prime}}$. The dimension of each degenerate
eigenspace is finite-dimensional (see, e.g., [28]). The eigenvectors are

$$
\begin{equation*}
\left(x \mid k_{m}\right)=\frac{1}{L^{n / 2}} e^{i k_{m} \cdot x}, \quad \text { where } k_{m} \cdot x=\left(k_{m}\right)^{i} x_{i} \tag{6.3}
\end{equation*}
$$

with normalization $\left(k_{m} \mid k_{m^{\prime}}\right)=\delta_{m m^{\prime}}$ and resolution of identity $\left.\sum_{m \in \mathbb{Z}^{n}} \mid k_{m}\right)\left(k_{m} \mid=1\right.$.
Now impose a bandlimit $\left|\lambda_{m}\right| \leq \Lambda^{2}$ (or $\left|k_{m}\right| \leq \Lambda$ ). Let the set of $m$ 's satisfying the bandlimit be denoted

$$
\begin{equation*}
M_{\Lambda}:=\left\{m \in \mathbb{Z}^{n}: m^{2}=\delta_{i j} m^{i} m^{j} \leq\left(\frac{L \Lambda}{2 \pi}\right)^{2}\right\} \tag{6.4}
\end{equation*}
$$

An arbitrary bandlimited function can be written,

$$
\begin{equation*}
\phi(x)=\frac{1}{L^{n / 2}} \sum_{m \in M_{\Lambda}} \phi_{m} e^{i k_{m} \cdot x}, \quad \text { with } \phi_{m}:=\left(k_{m} \mid \phi\right) \tag{6.5}
\end{equation*}
$$

The projector onto bandlimited subspace is $\left.P_{\Lambda}:=\sum_{m \in M_{\Lambda}} \mid k_{m}\right)\left(k_{m} \mid\right.$. The projected position vectors will be written $\left.\left\{P_{\Lambda} \mid x\right)\right\}_{x \in T^{n}}$. These are no longer orthonormal, and the overlaps given by

$$
\begin{equation*}
\left(x\left|P_{\Lambda}\right| x^{\prime}\right)=\frac{1}{L^{n}} \sum_{m \in M_{\Lambda}} e^{i k_{m} \cdot\left(x-x^{\prime}\right)} \tag{6.6}
\end{equation*}
$$

In dimension $n=1$, this evaluates to a Dirichlet kernel. Note that $\left(x\left|P_{\Lambda}\right| x\right)=\frac{\left|M_{\Lambda}\right|}{L^{n}}$, where $L^{n}$ is the position space volume. We also have a continuous resolution of identity using these position vectors $\left.\int_{T^{n}} d x P_{\Lambda} \mid x\right)\left(x \mid P_{\Lambda}=P_{\Lambda}\right.$.

### 6.3 Scalar densities and Laplacian perturbation

The typical setting for a perturbation problem is to consider two operators, $A$ and $A+\delta A$, acting on some Hilbert space $\mathcal{H}$. If the perturbation $\delta A$ is small, then the spectra and eigenvectors of the two operators should be close, and those of $A+\delta A$ can be solved for order-by-order in the size of the perturbation.

In our problem, the Laplacian, $\Delta_{g}$, for an arbitrary metric, $g$, acts on (a dense domain of) the Hilbert space $\mathcal{H}_{S}(g):=L^{2}(\mathcal{M}, g)$, which is a space of scalar functions on the manifold such that $(\phi \mid \phi)_{g}=\int_{\mathcal{M}} \sqrt{|g|} d x|\phi(x)|^{2}<\infty$. Notice that the definition of the inner product, which determines the functions admitted to the Hilbert space, depends on the choice of metric. Therefore, our perturbation problem does not adhere to the typical
setup, because the operator $\Delta_{\delta}$ acts on the Hilbert space $\mathcal{H}_{S}(\delta)$, whereas the perturbed operator $\Delta_{\delta+h}$ acts on a different Hilbert space $\mathcal{H}_{S}(\delta+h)$. Therefore, for example, it is not necessarily clear what it means to say that an eigenvector of $\Delta_{\delta+h}=\Delta_{\delta}+\delta \Delta_{h}$ is close to one of $\Delta_{\delta}$ because they lie in different Hilbert spaces. Therefore, it is not clear what something like

$$
\begin{equation*}
\left.\left.\left|\phi_{\lambda}\right|=\mid \phi_{\lambda}^{(0)}\right)+\mid \phi_{\lambda}^{(1)}\right)+\cdots \tag{6.7}
\end{equation*}
$$

should mean, since $\left.\mid \phi_{\lambda}^{(0)}\right) \in \mathcal{H}_{S}(\delta)$ but $\left.\mid \phi_{\lambda}\right) \in \mathcal{H}_{S}(\delta+h)$.
There are a couple of different ways to approach this problem. One is to consider a family of inner products on some fixed linear space, as in [95]. Here we will use an approach inspired by [91] (Subsection 12.3.1), where we represent both $\Delta_{\delta}$ and $\Delta_{\delta+h}$ on a common Hilbert space of scalar densities rather than scalars, which does not depend on any choice of geometry, and then we solve the perturbation problem there.

Let $\mathcal{H}_{D}$ denote the Hilbert space of scalar densities, which are functions $\psi(x)$ such that $\int_{\mathcal{M}} d x|\psi(x)|^{2}<\infty$. The difference between these and scalar functions is that they are defined to transform under coordinate changes $x^{i} \rightarrow \bar{x}^{i}$ by

$$
\begin{equation*}
\psi(x) \mapsto \bar{\psi}(\bar{x})=\left|\frac{\partial x^{i}}{\partial \bar{x}^{j}}\right|^{1 / 2} \psi(x) \tag{6.8}
\end{equation*}
$$

In this way, the inner product on $\mathcal{H}_{D}$,

$$
\begin{equation*}
\left\langle\psi \mid \psi^{\prime}\right\rangle:=\int_{\mathcal{M}} d x \psi^{*}(x) \psi^{\prime}(x) \tag{6.9}
\end{equation*}
$$

is diffeomorphism-invariant. Thus, the definition of $\mathcal{H}_{D}$ is independent of any choice of metric. Note that for the next few sections, we will be using angled brackets $|\psi\rangle$ to denote elements of $\mathcal{H}_{D}$ in order to distinguish from elements $\left.\mid \phi\right)$ of $\mathcal{H}_{S}(g)$. We will not be dealing with quantum states at any point in this chapter, so hopefully this temporary notation will not cause any confusion.

Now for a particular choice of metric, $g$, there is a Hilbert space isomorphism between the space of scalars and scalar densities, which we shall denote $V_{g}: \mathcal{H}_{S}(g) \rightarrow \mathcal{H}_{D}$, and which is given by $V_{g}: \phi(x) \mapsto|g(x)|^{1 / 4} \phi(x)$. Clearly, this preserves the inner product,

$$
\begin{equation*}
\left\langle V_{g} \phi \mid V_{g} \phi^{\prime}\right\rangle_{\mathcal{H}_{D}}=\int_{\mathcal{M}} d x \sqrt{|g|} \phi^{*}(x) \phi^{\prime}(x)=\left(\phi \mid \phi^{\prime}\right)_{\mathcal{H}_{S}(g)} \tag{6.10}
\end{equation*}
$$

This can be represented somewhat more abstractly by introducing

$$
\begin{equation*}
\left.\left(x \mid x^{\prime}\right)=\frac{1}{\sqrt{|g|}} \delta^{(n)}\left(x-x^{\prime}\right) \quad \text { and } 1=\int d x \sqrt{|g|} \mid x\right)\left(x \mid \quad \text { on } \mathcal{H}_{S}(g)\right. \tag{6.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle x \mid x^{\prime}\right\rangle=\delta^{(n)}\left(x-x^{\prime}\right), \quad 1=\int d x|x\rangle\langle x| \quad \text { on } \mathcal{H}_{D} \tag{6.12}
\end{equation*}
$$

We see that these position-type vectors are consistent with the identification of functions in $\mathcal{H}_{S}(g)$ as $\phi(x)=(x \mid \phi)$ and functions in $\mathcal{H}_{D}$ as $\psi(x)=\langle x \mid \psi\rangle$. Then,

$$
\begin{equation*}
V_{g}=\int_{\mathcal{M}} d x|g(x)|^{1 / 4}|x\rangle\left(x \mid: \mathcal{H}_{S}(g) \rightarrow \mathcal{H}_{D}\right. \tag{6.13}
\end{equation*}
$$

The inverse of $V_{g}$ is simply $\left.V_{g}^{-1}=V_{g}^{\dagger}=\int_{\mathcal{M}} d x|g(x)|^{1 / 4} \mid x\right)\langle x|: \mathcal{H}_{D} \rightarrow \mathcal{H}_{S}(g)$.
Now any operator, such as $\Delta_{g}$, on $\mathcal{H}_{S}(g)$ can be represented by another operator, $\tilde{\Delta}_{g}:=V_{g} \Delta_{g} V_{g}^{\dagger}$, on $\mathcal{H}_{D}$. To any eigenvector $\left.\mid \lambda\right) \in \mathcal{H}_{S}(g)$ of $\Delta_{g}$, there is a corresponding eigenvector $V_{g}(\lambda) \in \mathcal{H}_{D}$ of $\tilde{\Delta}_{g}$ with the same eigenvalue:

$$
\begin{equation*}
\left.\left.\tilde{\Delta}_{g} V_{g}(\lambda)=V_{g} \Delta_{g} V_{g}^{\dagger} V_{g} \mid \lambda\right)=\lambda V_{g} \mid \lambda\right) . \tag{6.14}
\end{equation*}
$$

Conversely, if $|\lambda\rangle$ is an eigenvector of $\tilde{\Delta}_{g}$, then $V_{g}^{\dagger}|\lambda\rangle$ is an eigenvector of $\Delta_{g}$ with the same eigenvalue.

Returning to the perturbation problem, we see now that the benefit of introducing this space of scalar densities is that we can represent both $\Delta_{\delta}$ and $\Delta_{\delta+h}$ by new operators $\tilde{\Delta}_{\delta}:=V_{\delta} \Delta_{\delta} V_{\delta}^{\dagger}$ and $\tilde{\Delta}_{\delta+h}:=V_{\delta+h} \Delta_{\delta+h} V_{\delta+h}^{\dagger}$ (respectively), which have the same spectra and corresponding eigenvectors as the original operators, but are now both acting on the same Hilbert space $\mathcal{H}_{D}$. Now, schematically, we can solve for the spectrum and eigenvectors of $\tilde{\Delta}_{\delta+h}$ perturbatively in $h_{i j}$,

$$
\begin{aligned}
\lambda & =\lambda^{(0)}+\lambda^{(1)}+\mathcal{O}\left(h^{2}\right) \\
|\lambda\rangle & =\left|\lambda^{(0)}\right\rangle+\left|\lambda^{(1)}\right\rangle+\mathcal{O}\left(h^{2}\right) .
\end{aligned}
$$

The eigenvectors can then be mapped back to $\mathcal{H}_{S}(\delta+h)$ using $V_{\delta+h}^{\dagger}$. Note that this map can also be expanded in orders of $h_{i j}$, so that

$$
\begin{equation*}
V_{\delta+h}^{\dagger}|\lambda\rangle=V_{\delta}^{\dagger}\left|\lambda^{(0)}\right\rangle+\delta V_{h}^{\dagger}\left|\lambda^{(0)}\right\rangle+V_{\delta}^{\dagger}\left|\lambda^{(1)}\right\rangle+\mathcal{O}\left(h^{2}\right) \tag{6.15}
\end{equation*}
$$

where $\left.\delta V_{h}^{\dagger}: \left.=\int_{\mathcal{M}} d x \frac{1}{4} h(x) \right\rvert\, x\right)\langle x|$ with $h(x):=\delta^{i j} h_{i j}(x)$. Note that one has to be careful when working with position vectors $\mid x)$ in $\mathcal{H}_{S}(\delta+h)$ since their normalization and resolution of identity include factors of $\sqrt{|g|}=1+\frac{1}{2} h+\mathcal{O}\left(h^{2}\right)$. Thus, in the position representations, we have

$$
\begin{equation*}
\left(x\left|V_{\delta+h}^{\dagger}\right| \lambda\right\rangle=\left(1-\frac{1}{4} h(x)\right)\left\langle x \mid \lambda^{(0)}\right\rangle+\left\langle x \mid \lambda^{(1)}\right\rangle+\mathcal{O}\left(h^{2}\right) . \tag{6.16}
\end{equation*}
$$

Now that we have a handle on the formulation of the problem, before proceeding with the calculation let us work out the explicit representations of the operator $\tilde{\Delta}_{\delta+h}=\tilde{\Delta}_{\delta}+\delta \tilde{\Delta}_{h}$ on $\mathcal{H}_{D}$. First, it is clear that in the coordinates we have chosen where the zeroth order metric is $\delta_{i j}$, the zeroth order Laplacian is represented in the same way on $\mathcal{H}_{D}$ as on $\mathcal{H}_{S}(\delta)$. Namely, $\tilde{\Delta}_{\delta}=\partial^{2}$. For an arbitrary metric, $g$, in the position representation of $\tilde{\Delta}_{g}=V_{g} \Delta_{g} V_{g}^{\dagger}$ we have

$$
\begin{aligned}
\langle x| \tilde{\Delta}_{g}\left|x^{\prime}\right\rangle & =|g(x)|^{1 / 4}\left(x\left|\Delta_{g}\right| x^{\prime}\right)\left|g\left(x^{\prime}\right)\right|^{1 / 4} \\
& =|g(x)|^{1 / 4}\left[\frac{1}{\sqrt{|g|}} \partial_{i}\left(\sqrt{|g|} g^{i j} \partial_{j} \cdot\right)\right]_{x}|g(x)|^{-1 / 4} \delta^{(n)}\left(x-x^{\prime}\right)
\end{aligned}
$$

Note that this representation of $\tilde{\Delta}_{g}$ is manifestly symmetric. Let us ignore the $\delta^{(n)}(x-$ $x^{\prime}$ ) and have the position representation of $\tilde{\Delta}_{g}$ be understood as a differential operator. Expanding the above expression, we find

$$
\begin{aligned}
\left(\tilde{\Delta}_{g}\right)_{x}= & g^{i j} \partial_{i} \partial_{j}+g^{i j}{ }_{, i} \partial_{j} \\
& \quad-\frac{1}{4}\left[\frac{1}{4} g^{i j}\left(\partial_{i} \ln |g|\right)\left(\partial_{j} \ln |g|\right)+g_{, i}^{i j}\left(\partial_{j} \ln |g|\right)+g^{i j}\left(\partial_{i} \partial_{j} \ln |g|\right)\right] .
\end{aligned}
$$

Now writing $g_{i j}=\delta_{i j}+h_{i j}$, we find

$$
\begin{equation*}
\left(\tilde{\Delta}_{\delta+h}\right)_{x}=\partial^{2}-h^{i j} \partial_{i} \partial_{j}-h^{i j}{ }_{, i} \partial_{j}-\frac{1}{4}\left(\partial^{2} h\right)+\mathcal{O}\left(h^{2}\right) . \tag{6.17}
\end{equation*}
$$

Note that to first order the indices are raised and lowered with $\delta_{i j}$. Let us write the first order perturbation as $\left(\delta \tilde{\Delta}_{h}\right)_{x}:=-h^{i j} \partial_{i} \partial_{j}-h^{i j}{ }_{, i} \partial_{j}-\frac{1}{4}\left(\partial^{2} h\right)$. One can also write an arbitrary matrix element of $\delta \tilde{\Delta}_{h}$ as:

$$
\begin{equation*}
\langle\psi| \delta \tilde{\Delta}_{h}|\phi\rangle=\int d x\left[\left(\partial_{i} \psi^{*}\right)\left(\partial_{j} \phi\right)-\frac{1}{4} \delta_{i j} \partial^{2}\left(\psi^{*} \phi\right)\right] h^{i j} . \tag{6.18}
\end{equation*}
$$

### 6.4 Spectrum and eigenvectors

Recall at zeroth order, we have $\tilde{\Delta}_{\delta}\left|k_{m}\right\rangle=\lambda_{m}\left|k_{m}\right\rangle$, with $\lambda_{m}=-\left(k_{m}\right)^{2}=-\left(\frac{2 \pi m}{L}\right)^{2}$ for $m \in$ $\mathbb{Z}^{n}$, and $\left\langle x \mid k_{m}\right\rangle=\frac{1}{L^{n / 2}} e^{i k_{m} \cdot x}$. The nonzero eigenvalues of $\tilde{\Delta}_{\delta}$ are degenerate. Let $E_{\lambda}^{(0)} \subset \mathcal{H}_{D}$ denote the eigenspace associated with some fixed eigenvalue $\lambda$ of $\tilde{\Delta}_{\delta}$. It is guaranteed that this eigenspace is finite-dimensional (see, e.g., [28]). Let $\left\{\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle\right\}_{\zeta}$ be a general orthonormal basis for this space, indexed by $\zeta=1, \ldots, \operatorname{dim} E_{\lambda}^{(0)}$. The set $\left\{\left|k_{m}\right\rangle\right\}_{m: \lambda_{m}=\lambda}$ is of course a
basis for this eigenspace, but it is not necessarily the orientation in which any degeneracies are potentially resolved, so we need to consider a general basis.

Now we want to find some $\left|\psi_{\lambda, \zeta}\right\rangle \in \mathcal{H}_{D}$ which is an eigenvector of $\tilde{\Delta}_{\delta+h}$ such that $\left|\psi_{\lambda, \zeta}\right\rangle \rightarrow\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle$ as $h_{i j} \rightarrow 0$. Expanding in a perturbation series, to first order we have

$$
\begin{aligned}
\left(\tilde{\Delta}_{\delta}+\delta \tilde{\Delta}_{h}+\cdots\right)\left(\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle+\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle+\cdots\right) & =\left(\lambda+\delta \lambda_{\zeta}+\cdots\right)\left(\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle+\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle+\cdots\right) \\
\left(\lambda-\tilde{\Delta}_{\delta}\right)\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle & =\left(\delta \tilde{\Delta}_{h}-\delta \lambda_{\zeta}\right)\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle+\mathcal{O}\left(h^{2}\right) .
\end{aligned}
$$

Contracting this last line with another basis vector $\left|\psi_{\lambda, \zeta^{\prime}}^{(0)}\right\rangle \in E_{\lambda}$ with $\zeta^{\prime} \neq \zeta$, one obtains the standard eigenvalue equation

$$
\begin{equation*}
\left\langle\psi_{\lambda, \zeta^{\prime}}^{(0)}\right| \delta \tilde{\Delta}_{h}\left|\psi_{\lambda, \zeta^{(0)}}^{(0)}\right\rangle=\delta \lambda_{\zeta} \delta_{\zeta, \zeta^{\prime}} . \tag{6.19}
\end{equation*}
$$

This determines $\delta \lambda_{\zeta}$ and the parametrization $\zeta$, giving the preferred basis in $E_{\lambda}^{(0)}$ for the perturbation problem. Explicitly solving this eigenvalue equation would be difficult in general, but we will see in a later section that one may not need to, provided $h_{i j}$ (or, more precisely, $\delta \lambda_{\zeta}$ ) satisfies some appropriate condition.

Contracting instead with some $\left|\psi_{\lambda^{\prime}, \zeta^{\prime}}^{(0)}\right\rangle \in E_{\lambda^{\prime}}^{(0)}\left(\right.$ where $\left.\lambda^{\prime} \neq \lambda\right)$, one obtains

$$
\begin{equation*}
\left\langle\psi_{\lambda^{\prime}, \zeta^{\prime}}^{(0)} \mid \psi_{\lambda, \zeta}^{(1)}\right\rangle=\frac{1}{\lambda-\lambda^{\prime}}\left\langle\psi_{\lambda^{\prime}, \zeta^{\prime}}^{(0)}\right| \delta \tilde{\Delta}_{h}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle . \tag{6.20}
\end{equation*}
$$

This determines the components of the perturbed eigenstates $\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle$ in directions orthogonal to $E_{\lambda}^{(0)}$. Notice that since $\left\{\left|\psi_{\lambda^{\prime}, \zeta^{\prime}}^{(0)}\right\rangle\right\}_{\zeta^{\prime}}$ forms an orthonormal basis of the eigenspace $E_{\lambda^{\prime}}^{(0)}$, we can write:

$$
\begin{aligned}
P_{\lambda^{\prime}}^{(0)}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle & =\sum_{\zeta^{\prime}}\left|\psi_{\lambda^{\prime} \zeta^{\prime}}^{(0)}\right\rangle\left\langle\psi_{\lambda^{\prime} \zeta^{\prime}}^{(0)} \mid \psi_{\lambda, \zeta}^{(1)}\right\rangle \\
& =\sum_{\zeta^{\prime}}\left|\psi_{\lambda^{\prime}, \zeta^{\prime}}^{(0)}\right\rangle \frac{1}{\lambda-\lambda^{\prime}}\left\langle\psi_{\lambda^{\prime}, \zeta^{\prime}}^{(0)}\right| \delta \tilde{\Delta}_{h}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle \\
& =\frac{1}{\lambda-\lambda^{\prime}} P_{\lambda^{\prime}}^{(0)} \delta \tilde{\Delta}_{h}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle,
\end{aligned}
$$

where $P_{\lambda^{\prime}}^{(0)}$ is the projector onto the subspace $E_{\lambda^{\prime}}^{(0)} \subset \mathcal{H}_{D}$. Since the full set of eigenvectors of $\tilde{\Delta}_{\delta}$ resolve the identity on $\mathcal{H}_{D}, \sum_{\lambda} P_{\lambda}^{(0)}=1$, let us write $P_{\lambda}^{(0) \perp}:=1-P_{\lambda}^{(0)}=\sum_{\lambda^{\prime} \neq \lambda} P_{\lambda^{\prime}}^{(0)}$.

Then we see

$$
\begin{aligned}
P_{\lambda}^{(0) \perp}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle & =\sum_{\lambda^{\prime} \neq \lambda} P_{\lambda^{\prime}}^{(0)}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle \\
& =\frac{1}{\lambda-\tilde{\Delta}_{\delta}} P_{\lambda}^{(0) \perp} \delta \tilde{\Delta}_{h}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle,
\end{aligned}
$$

where we note that $\left(\lambda-\tilde{\Delta}_{\delta}\right)$ is invertible on $E_{\lambda}^{(0) \perp}$, and is bounded since the spectrum of $\tilde{\Delta}_{\delta}$ is discrete on $\mathcal{M}=T^{n}$. One may notice that this form for $P_{\lambda}^{(0) \perp}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle$ is a discrete analogy of the Lippmann-Schwinger equation, which is used in scattering theory for the perturbed eigenfunctions of an operator with a continuous spectrum (see, e.g., [90, 108]). Let us denote

$$
\begin{equation*}
\tilde{G}_{\lambda}:=\frac{1}{\lambda-\tilde{\Delta}_{\delta}} P_{\lambda}^{(0) \perp} \delta \tilde{\Delta}_{h} \tag{6.21}
\end{equation*}
$$

in analogy with the Lippmann-Schwinger kernel. Therefore we can succinctly write

$$
\begin{equation*}
P_{\lambda}^{(0) \perp}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle=\tilde{G}_{\lambda}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle . \tag{6.22}
\end{equation*}
$$

Note that $\tilde{G}_{\lambda}$ does not depend on $\zeta$.
So far, we have identified (6.19) as the equation necessary to determine the appropriate basis $\left\{\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle\right\}_{\zeta}$ in the subspace $E_{\lambda}^{(0)}$ for the perturbation problem (as well as the first order eigenvalue corrections $\delta \lambda_{\zeta}$ ). This is difficult to solve explicitly, but once this basis is obtained, then $\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle$ is determined by $P_{\lambda}^{(0) \perp}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle=\tilde{G}_{\lambda}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle$ up to a component in $E_{\lambda}^{(0)}$. The vector $\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle$ will typically have nonzero components within the subspace $E_{\lambda}^{(0)}$, but their determination (even to first order) requires going to higher order in perturbation theory [90].

Fortunately, we will not be required to explicitly determine either the parametrization $\zeta$ nor the components of $\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle$ within $E_{\lambda}^{(0)}$. Recall that our current aim is to find the bandlimited projector $P_{\Lambda}$ to first order. This is built from summing over projectors onto the eigenspaces associated with eigenvalues below some bandlimit. We will not need the actual eigenvectors, but only the projector onto the subspace they span. Why this is the case requires further discussion provided in the next section, but for now let us just demonstrate how these stated dependencies drop out. We have established that to first order, the eigenvector $\left|\psi_{\lambda, \zeta}\right\rangle$ that reduces to $\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle$ as $h_{i j} \rightarrow 0$ is given by

$$
\begin{equation*}
\left|\psi_{\lambda, \zeta}\right\rangle=\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle+P_{\lambda}^{(0)}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle+\tilde{G}_{\lambda}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle, \tag{6.23}
\end{equation*}
$$

where $P_{\lambda}^{(0)}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle$ remains undetermined. Now let us write $\Pi_{\lambda}$ as the projector onto the subspace spanned by the full eigenvectors $\left\{\left|\psi_{\lambda, \zeta}\right\rangle\right\}_{\zeta}$. Although at zeroth order $\left\{\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle\right\}_{\zeta}$ spans the eigenspace $E_{\lambda}^{(0)}$ corresponding to eigenvalue $\lambda$ of $\tilde{\Delta}_{\delta}$, the projector $\Pi_{\lambda}$ is not projecting onto some eigenspace associated with a single eigenvalue of $\tilde{\Delta}_{\delta+h}$, since the eigenvalues $\left\{\lambda+\delta \lambda_{\zeta}\right\}_{\zeta}$ are generically different if some degeneracy is lifted. Nevertheless, we will see in the following section that this projector will still be useful. Now, to see the claims, to first order

$$
\begin{aligned}
\Pi_{\lambda}= & \sum_{\zeta}\left|\psi_{\lambda, \zeta}\right\rangle\left\langle\psi_{\lambda, \zeta}\right| \\
= & P_{\lambda}^{(0)}+P_{\lambda}^{(0)}\left(\sum_{\zeta}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle\left\langle\psi_{\lambda, \zeta}^{(0)}\right|\right)+\left(\sum_{\zeta}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle\left\langle\psi_{\lambda, \zeta}^{(1)}\right|\right) P_{\lambda}^{(0)} \\
& +P_{\lambda}^{(0)} \tilde{G}_{\lambda}^{\dagger}+\tilde{G}_{\lambda} P_{\lambda}^{(0)}+\mathcal{O}\left(h^{2}\right) .
\end{aligned}
$$

Note that the first three terms simply map $E_{\lambda}^{(0)}$ back into itself, whereas the last two involve maps between $E_{\lambda}^{(0)}$ and $E_{\lambda}^{(0) \perp}$, since this is the range of $\tilde{G}_{\lambda}$ (which can be seen from the definition). Since $P_{\lambda}^{(0)}$ is already a projector onto the subspace $E_{\lambda}^{(0)}$, the only possibility for the part of $\Pi_{\lambda}$ mapping $E_{\lambda}^{(0)}$ back into itself is to project out a certain subspace of $E_{\lambda}^{(0)}$. However, we will see that this will not happen at first order. Because we know $\Pi_{\lambda}$ should be a projector, it must satisfy $\Pi_{\lambda}^{2}=\Pi_{\lambda}$. We find that

$$
\begin{aligned}
\Pi_{\lambda}^{2}= & P_{\lambda}^{(0)}+2 P_{\lambda}^{(0)}\left(\sum_{\zeta}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle\left\langle\psi_{\lambda, \zeta}^{(0)}\right|\right)+2\left(\sum_{\zeta}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle\left\langle\psi_{\lambda, \zeta}^{(1)}\right|\right) P_{\lambda}^{(0)} \\
& +P_{\lambda}^{(0)} \tilde{G}_{\lambda}^{\dagger}+\tilde{G}_{\lambda} P_{\lambda}^{(0)}+\mathcal{O}\left(h^{2}\right)
\end{aligned}
$$

using $P_{\lambda}^{(0)} \tilde{G}_{\lambda}=0$. Comparing to the expression for $\Pi_{\lambda}$, we see that this implies

$$
\begin{equation*}
P_{\lambda}^{(0)}\left(\sum_{\zeta}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle\left\langle\psi_{\lambda, \zeta}^{(0)}\right|\right)+\left(\sum_{\zeta}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle\left\langle\psi_{\lambda, \zeta}^{(1)}\right|\right) P_{\lambda}^{(0)}=0+\mathcal{O}\left(h^{2}\right) . \tag{6.24}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\Pi_{\lambda} & =\sum_{\zeta}\left|\psi_{\lambda, \zeta}\right\rangle\left\langle\psi_{\lambda, \zeta}\right| \\
& =P_{\lambda}^{(0)}+\tilde{G}_{\lambda} P_{\lambda}^{(0)}+P_{\lambda}^{(0)} \tilde{G}_{\lambda}^{\dagger}+\mathcal{O}\left(h^{2}\right) .
\end{aligned}
$$

Notice that the contribution from the component $P_{\lambda}^{(0)}\left|\psi_{\lambda, \zeta}^{(1)}\right\rangle$ has dropped out. Also, there is no need to solve (6.19) to find the appropriate basis $\left\{\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle\right\}_{\zeta}$ for the perturbation problem since we can write $P_{\lambda}^{(0)}$ in terms of the $\left|k_{m}\right\rangle$ 's and $\tilde{G}_{\lambda}$ is independent of $\zeta$ :

$$
\begin{aligned}
P_{\lambda}^{(0)} & =\sum_{\zeta}\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle\left\langle\psi_{\lambda, \zeta}^{(0)}\right|=\sum_{m:-\left(k_{m}\right)^{2}=\lambda}\left|k_{m}\right\rangle\left\langle k_{m}\right|, \\
\tilde{G}_{\lambda} & =\frac{1}{\lambda-\tilde{\Delta}_{\delta}} P_{\lambda}^{(0) \perp} \delta \tilde{\Delta}_{h} .
\end{aligned}
$$

Now we will see how to use the projectors $\Pi_{\lambda}$ in order to construct the bandlimited projector of $\tilde{\Delta}_{\delta+h}$ to first order in $h_{i j}$.

### 6.5 Bandlimited projector

Now we want to construct the bandlimited projector $\tilde{P}_{\Lambda}$ onto the subspace of $\mathcal{H}_{D}$ spanned by eigenvectors of $\tilde{\Delta}_{\delta+h}$ whose corresponding eigenvalues have a magnitude smaller than $\Lambda^{2}$. To first order, we denoted the eigenvalues of $\tilde{\Delta}_{\delta+h}$ by $\lambda+\delta \lambda_{\zeta}$, where $\lambda$ is some eigenvalue of $\tilde{\Delta}_{\delta}=\partial^{2}$ and $\left\{\delta \lambda_{\zeta}\right\}_{\zeta}$ are a set of solutions to (6.19). Ideally, we would like to determine which of these satisfy $\left|\lambda+\delta \lambda_{\zeta}\right|<\Lambda^{2}$. However, since we do not have a general solution to (6.19), let us simply consider the case where $\left|\lambda+\delta \lambda_{\zeta}\right|<\Lambda^{2}$ if and only if $|\lambda|<\Lambda^{2}$. (Note this is only possible since the operators we are considering have a discrete spectrum.)

Such an assumption will make it tractable, and in fact very simple, to determine which eigenvectors to include in the bandlimited projector, since it would simply be all of the solutions $\left|\psi_{\lambda, \zeta}\right\rangle$ to the perturbation problem which tend to $\left|\psi_{\lambda, \zeta}^{(0)}\right\rangle$ as $h_{i j} \rightarrow 0$ where $|\lambda|<\Lambda^{2}$. By making this assumption, it is possible to work out the bandlimited projector using $\Pi_{\lambda}$ of the previous section,

$$
\begin{aligned}
\tilde{P}_{\Lambda} & =\sum_{|\lambda|<\Lambda^{2}, \zeta}\left|\psi_{\lambda, \zeta}\right\rangle\left\langle\psi_{\lambda, \zeta}\right| \\
& =\sum_{|\lambda|<\Lambda^{2}} \Pi_{\lambda} \\
& =P_{\Lambda}^{(0)}+\sum_{|\lambda|<\Lambda^{2}}\left(\tilde{G}_{\lambda} P_{\lambda}^{(0)}+P_{\lambda}^{(0)} \tilde{G}_{\lambda}^{\dagger}\right) .
\end{aligned}
$$

This assumption is asserting that, for a fixed cutoff $\Lambda^{2}$, no eigenvectors enter or leave the bandlimited subspace. The eigenvectors can still change their form under the perturbation, even by acquiring components along directions which were outside of the bandlimit (encoded in the operator $\tilde{G}_{\lambda}$ ). The point is that no vector will be included if the unperturbed eigenvector lay outside of the bandlimited subspace, nor will one be excluded if the unperturbed vector lay inside this subspace.

Although it seems one must make this assumption to proceed on general grounds, it is not yet clear what kind of restriction this imposes on the perturbation $h_{i j}$. Recall at the beginning of this chapter we stated that the number of eigenvalues below a cutoff $\Lambda^{2}$ is $N=\frac{1}{(4 \pi)^{n / 2}}\left[\frac{\Lambda^{n}}{\Gamma(n / 2+1)} V+\frac{\Lambda^{n-2}}{\Gamma(n / 2)} \frac{V\langle R\rangle}{6}+\cdots\right]$. If we assume that nothing leaves or enters the bandlimited subspace under the perturbation, then its dimension will remain the same. Therefore, from this formula, we see that for our simplifying assumption it is necessary that $\langle R\rangle=0$ (or at least $\langle R\rangle \ll \frac{1}{\Lambda^{n-2} V}$, which is very small in dimensions $n \geq 3$ with $\Lambda$ at the Planck scale). Although this is a significant limitation, it would still allow us to investigate our question of how the local curvature affects the local sample density. That is, we can still look at whether the sample density increases or decreases for geometries where there are pockets of positive or negative scalar curvature, provided that the total curvature averaged over the manifold vanishes. Strictly speaking one would need to show that $\langle R\rangle=0$ is also sufficient to allow for this assumption, although we will not attempt this here. We will leave it as future work to analyze this further, as well as attempting to push beyond these assumptions by studying examples where (6.19) can be solved explicitly.

Returning to the expression for $\tilde{P}_{\Lambda}$, we can simplify it slightly by using the definition of $\tilde{G}_{\lambda}$, and splitting the factor of $P_{\lambda}^{(0) \perp}$ contained in $\tilde{G}_{\lambda}$ into a sum over eigenvalues below and above the bandlimit:

$$
\begin{aligned}
\tilde{P}_{\Lambda}= & P_{\Lambda}^{(0)}+\sum_{|\lambda|<\Lambda^{2}}\left(\frac{1}{\lambda-\tilde{\Delta}_{\delta}} P_{\lambda}^{(0) \perp} \delta \tilde{\Delta}_{h} P_{\lambda}^{(0)}+\text { h.c. }\right) \\
= & P_{\Lambda}^{(0)}+\sum_{|\lambda|<\Lambda^{2},\left|\lambda^{\prime}\right|<\Lambda^{2}: \lambda^{\prime} \neq \lambda}\left(\frac{1}{\lambda-\lambda^{\prime}} P_{\lambda^{\prime}}^{(0)} \delta \tilde{\Delta}_{h} P_{\lambda}^{(0)}+\text { h.c. }\right) \\
& +\sum_{|\lambda|<\Lambda^{2},\left|\lambda^{\prime}\right| \geq \Lambda^{2}} \sum_{\lambda}\left(\frac{1}{\lambda-\lambda^{\prime}} P_{\lambda^{\prime}}^{(0)} \delta \tilde{\Delta}_{h} P_{\lambda}^{(0)}+\text { h.c. }\right) .
\end{aligned}
$$

Notice that the term $\frac{1}{\lambda-\lambda^{\prime}}$ for $\left|\lambda^{\prime}\right|,|\lambda|<\Lambda^{2}$ and $\lambda^{\prime} \neq \lambda$ maps the unperturbed bandlimited subspace back into itself. By the same argument used for $\Pi_{\lambda}$ at the end of the last section,
we can conclude that these terms vanish to first order. In the end, we have

$$
\begin{equation*}
\tilde{P}_{\Lambda}=P_{\Lambda}^{(0)}+\sum_{|\lambda|<\Lambda^{2} \leq\left|\lambda^{\prime}\right|}\left(\frac{1}{\lambda-\lambda^{\prime}} P_{\lambda^{\prime}}^{(0)} \delta \tilde{\Delta}_{h} P_{\lambda}^{(0)}+\text { h.c. }\right) \tag{6.25}
\end{equation*}
$$

If desired, one can rewrite the first order corrections to $\tilde{P}_{\Lambda}$ using

$$
\begin{equation*}
\int_{0}^{\infty} d \tau e^{\left(\lambda^{\prime}-\lambda\right) \tau}=\frac{1}{\lambda-\lambda^{\prime}} \tag{6.26}
\end{equation*}
$$

given that $\lambda, \lambda^{\prime}<0$ and $\left|\lambda^{\prime}\right|>|\lambda|$. Then

$$
\begin{aligned}
\sum_{|\lambda|<\Lambda^{2}} & \sum_{\left|\lambda^{\prime}\right| \geq \Lambda^{2}}\left(\frac{1}{\lambda-\lambda^{\prime}} P_{\lambda^{\prime}}^{(0)} \delta \tilde{\Delta}_{h} P_{\lambda}^{(0)}\right) \\
& =\sum_{|\lambda|<\Lambda^{2}} \sum_{\left|\lambda^{\prime}\right| \geq \Lambda^{2}}\left(\int_{0}^{\infty} d \tau e^{\left(\lambda^{\prime}-\lambda\right) \tau} P_{\lambda^{\prime}}^{(0)} \delta \tilde{\Delta}_{h} P_{\lambda}^{(0)}\right) \\
= & \int_{0}^{\infty} d \tau\left(\sum_{\left|\lambda^{\prime}\right| \geq \Lambda^{2}} e^{\lambda^{\prime} \tau} P_{\lambda^{\prime}}^{(0)}\right) \delta \tilde{\Delta}_{h}\left(\sum_{|\lambda|<\Lambda^{2}} e^{-\lambda \tau} P_{\lambda}^{(0)}\right) \\
= & : \int_{0}^{\infty} d \tau K_{\Lambda}^{\prime}(\tau) \delta \tilde{\Delta}_{h} K_{\Lambda}(-\tau),
\end{aligned}
$$

where $K_{\Lambda}$ is the heat kernel of the unperturbed operator $\partial^{2}$ with sum restricted to $|\lambda|<\Lambda^{2}$, and $K_{\Lambda}^{\prime}$ is restricted to $\left|\lambda^{\prime}\right| \geq \Lambda^{2}$. In the position representation,

$$
\begin{aligned}
K_{\Lambda}(x, x ; \tau) & =\langle x| K_{\Lambda}(\tau)\left|x^{\prime}\right\rangle \\
& =\sum_{|\lambda|<\Lambda^{2}} e^{\lambda \tau}\langle x| P_{\lambda}^{(0)}\left|x^{\prime}\right\rangle \\
& =\frac{1}{L^{n}} \sum_{m \in M_{\Lambda}} e^{-\left(k_{m}\right)^{2} \tau+i k_{m} \cdot\left(x-x^{\prime}\right)}
\end{aligned}
$$

where we recall $P_{\lambda}^{(0)}=\sum_{m:-\left(k_{m}\right)^{2}=\lambda}\left|k_{m}\right\rangle\left\langle k_{m}\right|$ and $\left\langle x \mid k_{m}\right\rangle=\frac{1}{L^{n / 2}} e^{i k_{m} \cdot x}$, since these were the eigenvectors of $\tilde{\Delta}_{\delta}$ which were mapped from $\mathcal{H}_{S}(\delta)$ to $\mathcal{H}_{D}$ under $V_{\delta}$. Recall also that $M_{\Lambda}$ is defined as the set of $m \in \mathbb{Z}^{n}$ such that $\left(k_{m}\right)^{2}=\left(\frac{2 \pi m}{L}\right)^{2}<\Lambda^{2}$. One can obtain an analogous expression for $K_{\Lambda}^{\prime}$.

Now that we have the bandlimited projector on $\mathcal{H}_{D}$, let us map to $\mathcal{H}_{S}(\delta+h)$ using $V_{\delta+h}^{\dagger}$ to obtain the bandlimited projector for scalar functions. Recall that since $V_{\delta+h}^{\dagger}$ depends on the metric, we also pick up additional factors of $h$. Above we noted that for a state of the form $|\psi\rangle=\left|\psi^{(0)}\right\rangle+\left|\psi^{(1)}\right\rangle+\mathcal{O}\left(h^{2}\right)$, we have

$$
\begin{equation*}
\left(x\left|V_{\delta+h}^{\dagger}\right| \psi\right\rangle=\left(1-\frac{1}{4} h(x)\right)\left\langle x \mid \psi^{(0)}\right\rangle+\left\langle x \mid \psi^{(1)}\right\rangle+\mathcal{O}\left(h^{2}\right) . \tag{6.27}
\end{equation*}
$$

Therefore, to first order, the position representation of the bandlimited projector $P_{\Lambda}:=$ $V_{\delta+h}^{\dagger} \tilde{P}_{\Lambda} V_{\delta+h}$ in $\mathcal{H}_{S}(\delta+h)$ is

$$
\begin{aligned}
&\left(x\left|P_{\Lambda}\right| x^{\prime}\right)=\left(x\left|V_{\delta+h}^{\dagger} P_{\Lambda}^{(0)} V_{\delta+h}\right| x^{\prime}\right) \\
&+\left(x\left|V_{\delta+h}^{\dagger} \sum_{|\lambda|<\Lambda^{2} \leq\left|\lambda^{\prime}\right|} \frac{1}{\lambda-\lambda^{\prime}}\left(P_{\lambda^{\prime}}^{(0)} \delta \tilde{\Delta}_{h} P_{\lambda}^{(0)}+h . c .\right) V_{\delta+h}\right| x^{\prime}\right) \\
&=\left(1-\frac{1}{4} h(x)-\frac{1}{4} h\left(x^{\prime}\right)\right)\langle x| P_{\Lambda}^{(0)}\left|x^{\prime}\right\rangle \\
&+\sum_{|\lambda|<\Lambda^{2} \leq\left|\lambda^{\prime}\right|} \frac{1}{\lambda-\lambda^{\prime}}\left(\langle x| P_{\lambda^{\prime}}^{(0)} \delta \tilde{\Delta}_{h} P_{\lambda}^{(0)}\left|x^{\prime}\right\rangle+\langle x| P_{\lambda}^{(0)} \delta \tilde{\Delta}_{h} P_{\lambda^{\prime}}^{(0)}\left|x^{\prime}\right\rangle\right)
\end{aligned}
$$

Inserting $\int d x|x\rangle\langle x|=1$ for $\mathcal{H}_{D}$ on either side of the $\delta \tilde{\Delta}_{h}$ 's, and recalling that

$$
\begin{aligned}
\langle x| \delta \tilde{\Delta}_{h}\left|x^{\prime}\right\rangle & =\left(\delta \tilde{\Delta}_{h}\right)_{x} \delta^{(n)}\left(x-x^{\prime}\right) \\
\left(\delta \tilde{\Delta}_{h}\right)_{x} & =-h^{i j} \partial_{i} \partial_{j}-h^{i j}{ }_{, i} \partial_{j}-\frac{1}{4}\left(\partial^{2} h\right),
\end{aligned}
$$

we have

$$
\begin{equation*}
\left(x\left|P_{\Lambda}\right| x^{\prime}\right)=\frac{1}{|g(x)|^{1 / 4}\left|g\left(x^{\prime}\right)\right|^{1 / 4}}\langle x| P_{\Lambda}^{(0)}\left|x^{\prime}\right\rangle+\langle x| P_{\Lambda}^{(1)}\left|x^{\prime}\right\rangle+\mathcal{O}\left(h^{2}\right) \tag{6.28}
\end{equation*}
$$

with

$$
\begin{equation*}
\langle x| P_{\lambda}^{(0)}\left|x^{\prime}\right\rangle=\frac{1}{L^{n}} \sum_{m:-\left(k_{m}\right)^{2}=\lambda} e^{i k_{m} \cdot\left(x-x^{\prime}\right)} \tag{6.29}
\end{equation*}
$$

and $P_{\Lambda}^{(0)}=\sum_{|\lambda|<\Lambda^{2}} P_{\lambda}^{(0)}$, as well as

$$
\begin{aligned}
\langle x| P_{\Lambda}^{(1)}\left|x^{\prime}\right\rangle:=\sum_{|\lambda|<\Lambda^{2} \leq\left|\lambda^{\prime}\right|} \frac{1}{\lambda-\lambda^{\prime}} \int d x^{\prime \prime}[ & \langle x| P_{\lambda^{\prime}}^{(0)}\left|x^{\prime \prime}\right\rangle\left(\delta \tilde{\Delta}_{h}\right)_{x^{\prime \prime}}\left\langle x^{\prime \prime}\right| P_{\lambda}^{(0)}\left|x^{\prime}\right\rangle \\
& \left.+\langle x| P_{\lambda}^{(0)}\left|x^{\prime \prime}\right\rangle\left(\delta \tilde{\Delta}_{h}\right)_{x^{\prime \prime}}\left\langle x^{\prime \prime}\right| P_{\lambda^{\prime}}^{(0)}\left|x^{\prime}\right\rangle\right] .
\end{aligned}
$$

In order to simplify the notation, we write $|g|^{-1 / 4}=1-\frac{1}{4} h+\mathcal{O}\left(h^{2}\right)$. Although we are writing $P_{\Lambda}^{(1)}$ with the superscript 1, it clearly does not contain all of the first order influence of the
perturbation because of the factors of $|g|^{-1 / 4}$ in front of $\langle x| P_{\Lambda}^{(0)}\left|x^{\prime}\right\rangle$. One can check that $P_{\Lambda}$ is indeed a projector. However, one must be careful to use the appropriate resolutions of identity: $\left.\int d x \sqrt{|g|} \mid x\right)\left(x \mid=1\right.$ and $\int d x|x\rangle\langle x|=1$.

### 6.6 Local sample density

Using the position representation of the (first order) bandlimited projector in $\mathcal{H}_{S}(\delta+h)$, we can construct the subsystem projector associated with a finite subset of sample points as in Chapter 5. Let $\left\{x_{n}\right\}_{n=1}^{N}$ be a collection of sample points on $T^{n}$, then the projector onto the subsystem spanned by $\left.\left\{P_{\Lambda} \mid x_{n}\right)\right\}_{n=1}^{N}$ is

$$
\begin{equation*}
\left.P_{N}=\sum_{n, n^{\prime}=1}^{N}\left(Q^{-1}\right)_{n n^{\prime}} P_{\Lambda} \mid x_{n}\right)\left(x_{n^{\prime}} \mid P_{\Lambda},\right. \tag{6.30}
\end{equation*}
$$

where $Q_{n n^{\prime}}:=\left(x_{n}\left|P_{\Lambda}\right| x_{n^{\prime}}\right)$.
In order to arrive at the local sample density, we will examine the associated probability distribution associated with a single sample point at $x_{0}$,

$$
\begin{equation*}
p(x)=\frac{\sqrt{|g(x)|}}{\left(x_{0}\left|P_{\Lambda}\right| x_{0}\right)}\left|\left(x\left|P_{\Lambda}\right| x_{0}\right)\right|^{2} \tag{6.31}
\end{equation*}
$$

where the factor of $\sqrt{|g(x)|}$ is included so that the distribution is normalized using the flat measure, $\int d x p(x)=1$. Expanding to first order, we find

$$
\begin{aligned}
\left(x_{0}\left|P_{\Lambda}\right| x_{0}\right)= & \frac{1}{\sqrt{\mid g\left(x_{0}\right)}}\left\langle x_{0}\right| P_{\Lambda}^{(0)}\left|x_{0}\right\rangle+\left\langle x_{0}\right| P_{\Lambda}^{(0)}\left|x_{0}\right\rangle \\
= & \frac{\left|M_{\Lambda}\right|}{\sqrt{\left|g\left(x_{0}\right)\right|} L^{n}}\left[1+\frac{L^{n}}{\left|M_{\Lambda}\right|}\left\langle x_{0}\right| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle\right] \\
\left|\left(x\left|P_{\Lambda}\right| x_{0}\right)\right|^{2}= & \left.\frac{1}{\sqrt{|g(x)|} \sqrt{\left|g\left(x_{0}\right)\right|}}\left|\langle x| P_{\Lambda}^{(0)}\right| x_{0}\right\rangle\left.\right|^{2} \\
& \quad+\left\langle x_{0}\right| P_{\Lambda}^{(0)}|x\rangle\langle x| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle+\left\langle x_{0}\right| P_{\Lambda}^{(1)}|x\rangle\langle x| P_{\Lambda}^{(0)}\left|x_{0}\right\rangle
\end{aligned}
$$

Then we find

$$
\begin{aligned}
& p(x)= \sqrt{|g(x)|} \sqrt{\left|g\left(x_{0}\right)\right|} \frac{L^{n}}{\left|M_{\Lambda}\right|}\left[1-\frac{L^{n}}{\left|M_{\Lambda}\right|}\left\langle x_{0}\right| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle\right] \\
& \times\left.\left[\frac{1}{\sqrt{|g(x)|} \sqrt{\left|g\left(x_{0}\right)\right|}}\left|\langle x| P_{\Lambda}^{(0)}\right| x_{0}\right\rangle\right|^{2} \\
&\left.\quad+\left\langle x_{0}\right| P_{\Lambda}^{(0)}|x\rangle\langle x| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle+\left\langle x_{0}\right| P_{\Lambda}^{(1)}|x\rangle\langle x| P_{\Lambda}^{(0)}\left|x_{0}\right\rangle\right] \\
&\left.=\frac{L^{n}}{\left|M_{\Lambda}\right|}\left|\langle x| P_{\Lambda}^{(0)}\right| x_{0}\right\rangle\left.\right|^{2} \\
&+\left.\frac{L^{n}}{\left|M_{\Lambda}\right|}\left[-\left\langle x_{0}\right| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle \frac{L^{n}}{\left|M_{\Lambda}\right|}\left|\langle x| P_{\Lambda}^{(0)}\right| x_{0}\right\rangle\right|^{2} \\
&\left.\quad+\left\langle x_{0}\right| P_{\Lambda}^{(0)}|x\rangle\langle x| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle+\left\langle x_{0}\right| P_{\Lambda}^{(1)}|x\rangle\langle x| P_{\Lambda}^{(0)}\left|x_{0}\right\rangle\right] .
\end{aligned}
$$

We will write this as $p(x)=p^{(0)}(x)+p^{(1)}(x)$ with $\left.p^{(0)}(x):=\frac{L^{n}}{\left|M_{\Lambda}\right|}\left|\langle x| P_{\Lambda}^{(0)}\right| x_{0}\right\rangle\left.\right|^{2}$.
It is easy to show that $\int d x p^{(0)}(x)=1$, and using the definition of $\langle x| P_{\Lambda}^{(1)}\left|x^{\prime}\right\rangle$ one can show that

$$
\begin{equation*}
\int d x\left[\left\langle x_{0}\right| P_{\Lambda}^{(0)}|x\rangle\langle x| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle+\left\langle x_{0}\right| P_{\Lambda}^{(1)}|x\rangle\langle x| P_{\Lambda}^{(0)}\left|x_{0}\right\rangle\right]=\left\langle x_{0}\right| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle \tag{6.32}
\end{equation*}
$$

and subsequently, $\int d x p^{(1)}(x)=0$. This verifies that $p(x)$ is appropriately normalized.
Now we want to calculate the mean and variance to determine the location and size of this subsystem. Once we have the variance $\sigma^{2}$, the linear size of the subsystem will be taken to be $\sigma^{2} / 2 L$, which is the inverse of our notion of local sample density. Given some distance function $d_{T^{n}}$ on our manifold $T^{n}$, we recall from Chapter 4 that the mean and variance are defined by

$$
\begin{align*}
\mu & :=\operatorname{argmin}_{\tilde{\mu} \in T^{n}}\left\langle d_{T^{n}}(x, \tilde{\mu})^{2}\right\rangle_{x}  \tag{6.33}\\
\sigma^{2} & :=\left\langle d_{T^{n}}(x, \mu)^{2}\right\rangle_{x}, \tag{6.34}
\end{align*}
$$

where we denote $\langle f(x)\rangle_{x}:=\int d x p(x) f(x)$. Since our distribution $p(x)$ is split into zeroth and first order parts, let us denote

$$
\begin{equation*}
\langle f(x)\rangle_{x, 0}:=\int d x p^{(0)}(x) f(x), \quad \text { and }\langle f(x)\rangle_{x, 1}:=\int d x p^{(1)}(x) f(x) \tag{6.35}
\end{equation*}
$$

so that $\langle f(x)\rangle_{x}=\langle f(x)\rangle_{x, 0}+\langle f(x)\rangle_{x, 1}$.

In order to calculate these quantities, according to the discussion of Chapter 4, we will use the isometric embedding of $T^{n}$ into $\mathbb{R}^{2 n^{2}}$ found in Section 4.3 and take $d_{T^{n}}$ to be the distance function induced by the Euclidean distance in $\mathbb{R}^{2 n^{2}}$. The first order embedding, modified for coordinates $x \in[0, L)^{n}$ rather than $\theta \in[0,2 \pi)^{n}$, is

$$
\begin{align*}
\psi+\tilde{\psi}:\left(x^{i}\right)_{i=1}^{n} \mapsto\left(\frac{L}{2 \pi}\right) & {\left[\bigoplus_{i=1}^{n}\left(\frac{1}{\sqrt{2 n-1}}+\frac{\sqrt{2 n-1}}{2} h_{i i}(x)\right)\binom{\cos \left(2 \pi x^{i} / L\right)}{\sin \left(2 \pi x^{i} / L\right)},\right.} \\
& \bigoplus_{j>i}\left(\frac{1}{\sqrt{2 n-1}}-\frac{\sqrt{2 n-1}}{4} h_{i j}(x)\right)\binom{\cos \left[2 \pi\left(x^{i}-x^{j}\right) / L\right]}{\sin \left[2 \pi\left(x^{i}-x^{j}\right) / L\right]}, \\
& \left.\bigoplus_{j>i}\left(\frac{1}{\sqrt{2 n-1}}+\frac{\sqrt{2 n-1}}{4} h_{i j}(x)\right)\binom{\cos \left[2 \pi\left(x^{i}+x^{j}\right) / L\right]}{\sin \left[2 \pi\left(x^{i}+x^{j}\right) / L\right]}\right] \tag{6.36}
\end{align*}
$$

The expectation value we need to work with is, to first order,

$$
\begin{aligned}
& \left(\frac{2 \pi}{L}\right)^{2}\left\langle d_{\psi+\tilde{\psi}}(x, \mu)^{2}\right\rangle_{x}= \\
& \quad \frac{2 n^{2}}{2 n-1}-\frac{2}{2 n-1} \sum_{i=1}^{n} \Re\left\{\left\langle e^{\frac{2 \pi i}{L} x^{i}}\right\rangle_{x} e^{-\frac{2 \pi i}{L} \mu^{i}}\right\} \\
& \quad-\frac{2}{2 n-1} \sum_{j>i} \Re\left\{\left\langle e^{\frac{2 \pi i}{L}\left(x^{i}-x^{j}\right)}\right\rangle_{x} e^{-\frac{2 \pi i}{L}\left(\mu^{i}-\mu^{j}\right)}+\left\langle e^{\frac{2 \pi i}{L}\left(x^{i}+x^{j}\right)}\right\rangle_{x} e^{-\frac{2 \pi i}{L}\left(\mu^{i}+\mu^{j}\right)}\right\} \\
& \quad+\langle h(x)\rangle_{x, 0}+h(\mu)-\sum_{i=1}^{n} \Re\left\{\left\langle h_{i i}(x) e^{\frac{2 \pi i}{L} x^{i}}\right\rangle_{x, 0} e^{-\frac{2 \pi i}{L} \mu^{i}}+h_{i i}(\mu)\left\langle e^{\frac{2 \pi i}{L} x^{i}}\right\rangle_{x, 0} e^{-\frac{2 \pi i}{L} \mu^{i}}\right\} \\
& \quad+\frac{1}{2} \sum_{j>i} \Re\left\{\left\langle h_{i j}(x) e^{\frac{2 \pi i}{L}\left(x^{i}-x^{j}\right)}\right\rangle_{x, 0} e^{-\frac{2 \pi i}{L}\left(\mu^{i}-\mu^{j}\right)}+h_{i j}(\mu)\left\langle e^{\frac{2 \pi i}{L}\left(x^{i}-x^{j}\right)}\right\rangle_{x, 0} e^{-\frac{2 \pi i}{L}\left(\mu^{i}-\mu^{j}\right)}\right. \\
& \left.\quad-\left\langle h_{i j}(x) e^{\frac{2 \pi i}{L}\left(x^{i}+x^{j}\right.}\right\rangle_{x, 0} e^{-\frac{2 \pi i}{L}\left(\mu^{i}+\mu^{j}\right)}-h_{i j}(\mu)\left\langle e^{\frac{2 \pi i}{L}\left(x^{i}+x^{j}\right)}\right\rangle_{x, 0} e^{-\frac{2 \pi i}{L}\left(\mu^{i}+\mu^{j}\right)}\right\}
\end{aligned}
$$

which is a combination of simpler expectation values. Let us collect the objects one would need to proceed:

$$
\begin{aligned}
\langle x| P_{\Lambda}^{(0)}\left|x^{\prime}\right\rangle & =\sum_{|\lambda|<\Lambda^{2}} P_{\lambda}^{(0)}=\frac{1}{L^{n}} \sum_{m \in M_{\Lambda}} e^{i k_{m} \cdot\left(x-x^{\prime}\right)} \\
\langle x| P_{\Lambda}^{(1)}\left|x^{\prime}\right\rangle & =\sum_{|\lambda|<\Lambda^{2} \leq\left|\lambda^{\prime}\right|} \frac{1}{\lambda-\lambda^{\prime}} \int d x^{\prime \prime}\langle x|\left[P_{\lambda^{\prime}}^{(0)}\left|x^{\prime \prime}\right\rangle\left(\delta \tilde{\Delta}_{h}\right)_{x^{\prime \prime}}\left\langle x^{\prime \prime}\right| P_{\lambda}^{(0)}+h . c .\right]\left|x^{\prime}\right\rangle
\end{aligned}
$$

with $\left(\delta \tilde{\Delta}_{h}\right)_{x}=-h^{i j} \partial_{i} \partial_{j}-h^{i j}{ }_{, i} \partial_{j}-\frac{1}{4}\left(\partial^{2} h\right)$, and

$$
\begin{aligned}
& \left.p^{(0)}(x)=\frac{L^{n}}{\left|M_{\Lambda}\right|}\left|\langle x| P_{\Lambda}^{(0)}\right| x_{0}\right\rangle\left.\right|^{2} \\
& p^{(1)}(x)=\frac{L^{n}}{\left|M_{\Lambda}\right|}\left[-\left\langle x_{0}\right| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle p^{(0)}(x)+\left\langle x_{0}\right| P_{\Lambda}^{(0)}|x\rangle\langle x| P_{\Lambda}^{(1)}\left|x_{0}\right\rangle+\left\langle x_{0}\right| P_{\Lambda}^{(1)}|x\rangle\langle x| P_{\Lambda}^{(0)}\left|x_{0}\right\rangle\right] .
\end{aligned}
$$

Alas, this expression is somewhat intractable, so we will leave this here and try to push this further in future work, perhaps by reducing to some subclass of perturbations and working out some examples. At least we have worked out some tools and have taken some preliminary steps towards answering the questions posed at the beginning of this chapter.

## Chapter 7

## Lorentzian bandlimitation from Generalized Uncertainty Principles

Lorentzian bandlimitation was introduced in [69] by direct analogy with the Euclidean case. Formulating bandlimitation as a restriction to a subset of eigenspaces of a covariant differential operator generalizes naturally to pseudo-Riemannian manifolds. We discussed in Chapter 2 the nature of the sampling theory one obtains for the case of Minkowski spacetime.

The application of Euclidean bandlimitation to quantum field theory was originally motivated by the Generalized Uncertainty Principle (GUP). Before proceeding to further study Lorentzian-bandlimited QFT in the following chapters, here we ask whether Lorentzian bandlimitation can similarly be motivated from a kind of GUP. Schematically, the question is whether one would arrive at a similar conclusion through a different set of arguments?


The purpose of such an endeavour is both to further support the motivation for such a generalization, as well as to expose and map out some other possibilities, by thinking about what assumptions are being made in order to arrive at this idea.

The work in this chapter and the next is based on the publication [101]. First, we will briefly review how one can think about employing GUPs in field theory, which requires a little consideration because the motivation for the GUP comes from thinking about the uncertainty principle between $X$ and $P$, which are operators in nonrelativistic quantum mechanics, not quantum field theory. We will then present our Lorentzian analogue of the Generalized Uncertainty principle. Following this, we will show how one can obtain Lorentzian bandlimitation by a suitable change of representation of this Lorentzian GUP. Finally, we will conclude this chapter with some discussion.

### 7.1 GUPs and field theory

Recall that a Generalized Uncertainty Principle of the form $\Delta X \Delta P \geq \frac{1}{2}\left(1+\ell_{P}^{2} \Delta P^{2}\right)$ (where $\ell_{P}$ is the Planck length) implies that the uncertainty in position has a finite minimum, $\Delta X \geq \ell_{P}[65,73]$. For purposes of simplicity, here we will discuss the one-dimensional version of the GUP, although it can be extended to higher dimensions. There are also many other modifications one can consider that yield similar qualitative behaviour, but we will consider this one explicitly since it is the simplest.

One can arrive at a GUP of the above form through a modification of the commutation relation between the operators $X$ and $P[65,73]$ :

$$
\begin{equation*}
[X, P]=i\left(1+\ell_{P}^{2} P^{2}\right) \tag{7.1}
\end{equation*}
$$

This implies an uncertainty principle of the above form (up to a term proportional to $\langle P\rangle^{2}$, although this does not significantly change the above conclusion). Hence, if we consider states in a representation of this modified Heisenberg algebra, they will automatically exhibit the feature of a minimum uncertainty in position. For example, one such representation is:

$$
\begin{equation*}
(X \tilde{\psi})(p)=i\left(1+\ell_{P}^{2} p^{2}\right) \frac{d}{d p} \tilde{\psi}(p), \quad(P \tilde{\psi})(p)=p \tilde{\psi}(p) \tag{7.2}
\end{equation*}
$$

with inner product, $\langle\tilde{\phi} \mid \tilde{\psi}\rangle=\int \frac{d p}{2 \pi}\left(1+\ell_{P}^{2} p^{2}\right)^{-1} \tilde{\phi}^{*}(p) \tilde{\psi}(p)$. The physical states are those in a dense subset of this Hilbert space (typically the common domain of $[X, P]$ and various powers of $X, P$, and their products).

There have been many papers studying various implications of GUPs (e.g., see [23, $30,56,66,99,106,107]$ ), including extensions to relativistic quantum mechanics (with a noncommutative geometry) [123]. Our interest here is rather to study Lorentz-covariant
modifications of quantum field theory as one approaches the Planck scale. In order to apply the GUP to QFT, one must first identify how the ordinary uncertainty principle of nonrelativistic quantum mechanics manifests itself in QFT.

The classical space of field configurations (on flat spacetime) is taken to be a representation space of the Poincaré group. From the Poincaré generators $L_{\mu \nu}$ and $P^{\Lambda}$, one can build momentum space representations of the fields $\tilde{\phi}(p) \equiv(p \mid \phi)$, with $\left.\left.P^{\lambda} \mid p\right)=p^{\lambda} \mid p\right)$. The position or spacetime representation of the fields is then naturally obtained via a Fourier transform. The assumption that position and momentum space are Fourier-related presumes an underlying Heisenberg algebra structure, $\left[X_{\mu}, P^{\nu}\right]=i \delta_{\mu}{ }^{\nu}$, with position representation $\phi(x) \equiv(x \mid \phi)$, where $\left.\left.X^{\mu} \mid x\right)=x^{\mu} \mid x\right)$. This is formally similar to the typical account in quantum mechanics. Naturally, this is the step at which one can introduce a modification of the Heisenberg algebra. That is, one can continue to build momentum space representations for the Poincaré group, but a modified Heisenberg algebra may alter the relationship between position and momentum space.

Notice that in the position representation, $x$ is simply a label for an element in the joint spectrum of the $X^{\mu}$ operators. Hence, field configurations in the spacetime representation reside on the joint spectra of these operators. A modification of the Heisenberg algebra may change the structure of these spectra. For example, if the spectra become discrete after a modification, then these field configurations could be thought of as living on a lattice.

Let us first consider how our approach would apply using the one-dimensional version of the GUP at a fixed time, before moving on to arbitrary spacetime dimensions. Above we presented the momentum space representation of the GUP corresponding to $[X, P]=$ $i\left(1+\ell_{P}^{2} P^{2}\right)$. In order to find the position space representation, we must find the eigenvalues and eigenvectors of $X$. However, the finite minimum uncertainty, $\Delta X \geq \ell_{P}$, implies that $X$ has no eigenvectors in the domain where the GUP is represented, since the uncertainty for an eigenvector would vanish (or in the case of a continuous spectrum could be made arbitrarily close to zero).

This situation can be made more clear by performing a momentum space diffeomorphism in the $p$-representation. Using the functional calculus of $P$, we define an operator,

$$
\begin{equation*}
K:=\frac{1}{\ell_{P}} \arctan \left(\ell_{P} P\right) \tag{7.3}
\end{equation*}
$$

which can be easily shown satisfies the canonical commutation relation with $X:[X, K]=i$. It may appear that this simply reverts the GUP to the ordinary uncertainty principle, with $x$-space and $k$-space being Fourier-related. However, because arctan has a finite range, the
fields in $k$-space have finite support, i.e., are bandlimited. The $k$-space representation consists of fields on the interval $[-\Lambda, \Lambda]$ with $\Lambda:=\frac{\pi}{2 \ell_{P}}$, obeying Dirichlet boundary conditions (and with the usual measure $d k / 2 \pi$ ). Therefore, by focusing solely on the $x$ - and $k$-space representations, we can view the deformation as equivalent to simply restricting to a subset of $k$-space. In other words, we are restricting the spectrum of the $K$ operator (ordinarily represented in position space as the derivative operator $-i d / d x$ ). Note that one can also perform this diffeomorphism when considering the GUP for wavefunctions in quantum mechanics, and think of the resulting system as a particle in a box in momentum space.

Do we still have finite minimum uncertainty in position? Does the position operator continue to lack eigenvectors? Of course this should be the case, since we have not changed the abstract algebraic properties enforcing these features. Although the operators $X$ and $K$ are canonically related, the bandlimitation implies a maximum uncertainty in $K$. Therefore, the uncertainty in $X$ continues to exhibit a finite minimum since $\Delta X \geq 1 / 2 \Delta K \geq 1 / 2 \Delta K_{\max }$. As we reviewed in Chapter 2 , after considering a family of the extensions of the domain of $X$, one obtains a discrete spectrum for each extension. From this, one can construct the sampling theorem for bandlimited functions.

Hence, we arrive at the conclusion that implementing the one-dimensional GUP to quantum fields yields the one-dimensional version of Euclidean-bandlimited quantum field theory. Indeed, this construction is another way to motivate the premise of applying bandlimitation to quantum field theory in the way discussed in Chapter 3. Now let us examine a Lorentzian version of the GUP, and see how one can arrive at Lorentzianbandlimited QFT.

### 7.2 Lorentzian GUPs

The strategy of the GUP was to introduce a minimum length scale by modifying the commutation relation between $X$ and $P$ to give a finite minimum uncertainty in position. Now we will attempt to do this Lorentz-covariantly. By Lorentz-covariant, we mean that the coordinates, and not necessarily the momenta, transform appropriately under an infinitesimal Lorentz transformation. This is because we are primarily concerned with symmetries of spacetime, rather than the space described by the momenta. At the very least, we can begin with this level of generality to see what kind of structure we end up with.

We will continue to focus primarily on the kinematical structure of the fields, postponing a discussion of dynamics until Chapter 8. Indeed, if we are interested in a regulator for
the entanglement entropy, it should arise from the kinematics, as entanglement is typically thought of as between regions of space at a fixed time.

We will consider a somewhat general set of deformations of the Heisenberg algebra:

$$
\begin{equation*}
\left[X_{I}, P^{\mu}\right]=i \theta_{I}^{\mu}(P), \quad\left[X_{I}, X_{J}\right]=0, \quad\left[P^{\mu}, P^{\nu}\right]=0 \tag{7.4}
\end{equation*}
$$

where we assume $\theta_{I}{ }^{\mu}$ is a smooth function of the $P^{\mu}$ operators, and as a matrix is pointwiseinvertible (i.e., $\operatorname{det} \theta \neq 0$ ). (Note that $\theta_{I}{ }^{\mu}$ should be a function of the dimensionless quantity $\ell_{P} P^{\mu}$, however, to keep the notation compact, we will omit an explicit reference to $\ell_{P}$.) We take $\theta_{I}{ }^{\mu}$ to be a function of the $P^{\mu}$ operators and not the $X_{I}$ operators for both simplicity and in analogy with the one-dimensional GUP (where $X$-dependence yields an infrared, rather than an ultraviolet, cutoff [65]). Both sets of indices traverse all spacetime dimensions, $I, \mu=0,1,2, \ldots, n-1$. We label the $X_{I}$ operators and $P^{\mu}$ operators differently since we only require the upper-case Latin indices to transform appropriately under Lorentz transformations.

The requirements of commuting coordinates and commuting momenta are made solely as simplifying assumptions in order to make conclusive statements. If this prevents the model from producing a suitable cutoff, then one could take this as an indication that these assumptions (such as the commutative geometry assumption) should be relaxed in order to obtain a cutoff in a model of this kind. Indeed, we are attempting to determine whether one can obtain a minimum length without resorting to non-commutative geometry.

Of course, we will also assume that the Jacobi identities are satisfied. This introduces the following restriction for $\theta:\left[X_{I}, \theta_{J}{ }^{\mu}(P)\right]=\left[X_{J}, \theta_{I}{ }^{\mu}(P)\right]$. With this structure, it is simple to build a $p$-space representation for this algebra as:

$$
\begin{equation*}
\left(X_{I} \phi\right)(p)=i \theta_{I}^{\mu}(p) \frac{\partial}{\partial p^{\mu}} \phi(p), \quad\left(P^{\mu} \phi\right)(p)=p^{\mu} \phi(p) \tag{7.5}
\end{equation*}
$$

with inner product: $(\phi \mid \psi)=\int \frac{d^{n} p}{(2 \pi)^{n}}(\operatorname{det} \theta(p))^{-1} \phi^{*}(p) \psi(p)$. Note that throughout we assume the summation convention. In this representation, the condition for the Jacobi identity becomes: $\theta_{I}^{\nu} \partial_{\nu} \theta_{J}^{\mu}=\theta_{J}^{\nu} \partial_{\nu} \theta_{I}{ }^{\mu}$. This ensures that the coordinates commute and are symmetric operators. One can write the Lorentz generators in this representation as:

$$
\begin{equation*}
L_{I J}:=X_{I} \int^{p} d p^{\mu}\left(\theta^{-1}\right)_{\mu J}\left(p^{\prime}\right)-X_{J} \int^{p} d p^{\mu}\left(\theta^{-1}\right)_{\mu I}\left(p^{\prime}\right) \tag{7.6}
\end{equation*}
$$

where the upper-case Latin indices are lowered using the Minkowski metric,

$$
\begin{equation*}
\eta_{I J}:=\operatorname{diag}(+1,-1,-1, \ldots,-1) . \tag{7.7}
\end{equation*}
$$

It is straightforward to show that these indeed satisfy the Lorentz algebra, and that the $X_{I}$ operators transform appropriately as: $\left[X_{K}, L_{I J}\right]=i \eta_{J K} X_{I}-i \eta_{I K} X_{J}$. Note that the integration makes sense because $\left(\theta^{-1}\right)_{\mu I}(p) d p^{\mu}$ is an exact one-form, which we will now see.

In the one-dimensional case, we made a simplification by enacting a coordinate change in momentum space to recover canonical commutation relations, but with a restriction of the spectrum of the new momentum operator. We can also establish such a diffeomorphism here for an arbitrary deformation $\theta_{I}{ }^{\mu}(P)$ (with the already-mentioned assumptions). Notice that the operators $-i X_{I}$ provide a basis of vector fields on $p$-space. Because these vector fields commute with each other, they can be written as a coordinate basis after a suitable diffeomorphism (see, e.g., [80]). That is, there is some diffeomorphism $k^{I}(p)$ for which we can write $X_{I} \phi(k)=i\left(\partial / \partial k^{I}\right) \phi(k)$. The functions parametrizing the deformation of the Heisenberg algebra can then simply be associated with the (inverse) Jacobian of this diffeomorphism, $\theta_{I}{ }^{\mu}(p)=\left(\partial k^{I}(p) / \partial p^{\mu}\right)^{-1}$. We can define multiplication operators in $k$ space as $K^{I} \phi(k)=k^{I} \phi(k)$ (or in $p$-space as $K^{I} \phi(p)=k^{I}(p) \phi(p)$ ), which satisfy: $\left[X_{I}, K^{J}\right]=$ $i \delta_{I}{ }^{J}$. Notice that with the $K^{I}$ operators, the Lorentz generators take their familiar form: $L_{I J}=X_{I} K_{J}-X_{J} K_{I}$.

### 7.3 From Lorentzian GUPs to bandlimitation

We have established that a deformation of the commutator between $X_{I}$ and $P^{\mu}$ in the Heisenberg algebra can be reverted to the canonical commutation relations (provided the coordinate and momentum operators remain commuting among themselves). Therefore, with regards to the kinematical structure of the classical field configurations, we are only left with the possibility of modifying the global properties of momentum space. Can we restrict to a subset of $k$-space in order to achieve a kind of bandlimitation, as in the one-dimensional case?

Of course, we cannot make an arbitrary restriction. Because $x$ - and $k$-space are Fourierrelated, Lorentz transformations act on $k$-space in the usual way. Therefore, in order to maintain Lorentz-symmetry, the hypersurfaces $k^{2}=$ const must remain unmodified. This leaves only the possibility of restricting $k$-space to a subset of these hypersurfaces, i.e., we can restrict the set of admissible mass shells. For example, we can constrain the quantity $\left|k^{2}\right|=\left|k_{0}^{2}-\vec{k}^{2}\right|<1 / \ell_{P}^{2}$. This can be achieved, for example, by the following deformation (similar to [66]):

$$
\begin{equation*}
\theta_{I}^{J}(p)=f\left(p^{2}\right) \delta_{I}^{J}+p_{I} p^{J} \frac{2 f\left(p^{2}\right) f^{\prime}\left(p^{2}\right)}{f\left(p^{2}\right)-2 p^{2} f^{\prime}\left(p^{2}\right)} \tag{7.8}
\end{equation*}
$$

where $p^{2}:=p_{0}^{2}-\vec{p}^{2}$, with diffeomorphism $k^{I}=p^{I} / f\left(p^{2}\right)$ and inverse denoted $p^{I}=b\left(k^{2}\right) k^{I}$. To achieve the desired restriction of $k^{2}$, we can choose $b\left(k^{2}\right)=\sum_{n=0}^{\infty}\left(\ell_{P}^{2} k^{2}\right)^{2 n}$. Due to the finite radius of convergence of this series, fields in the domain of $P^{I}$ are confined to the region $\left|k^{2}\right|<1 / \ell_{P}^{2}$. One can check that this indeed defines a diffeomorphism in this region, and by writing $\theta_{I}^{J}(p(k))=b\left(k^{2}\right) \delta_{I}^{J}+2 k_{I} k^{J} b^{\prime}\left(k^{2}\right)$, that $\theta$ satisfies the required properties.

The result is of course the same as Lorentzian bandlimitation that we discussed in Chapter 2. Recall that this was introduced in previous works [27,69, 72] as a restriction of the spectrum of the covariant d'Alembertian operator, in analogy with the restriction of the spectrum of $-i d / d x$ in the one-dimensional case. Here we have shown that one is also led to covariant bandlimitation by a class of deformations of the Heisenberg algebra.

### 7.4 Discussion

Let us now review some of the assumptions that were made in order to arrive at Lorentzian bandlimitation, and where one might proceed to consider alternatives. We chose a GUP of the form,

$$
\begin{equation*}
\left[X_{I}, P^{\mu}\right]=i \theta_{I}^{\mu}(P), \quad\left[X_{I}, X_{J}\right]=0, \quad\left[P^{\mu}, P^{\nu}\right]=0 \tag{7.9}
\end{equation*}
$$

with the only assumptions on $\theta_{I}{ }^{\mu}$ being that the Jacobi identities are satisfied and $\operatorname{det} \theta \neq 0$. We saw that this leads to fields (i.e., elements in a representation space of this algebra) whose Fourier transforms have support on some subset of mass shells (possibly all of them). The simplest modification of the usual case is Lorentzian bandlimitation.

Of course, this GUP we chose to examine is not the most general one. First, we made a major assumption that the position and momenta are mutually commuting. In noncommutative geometry, there is the idea that non-commutativity is dual to curvature [83]. Since here we were simply looking at modifications for Minkowski spacetime, it was natural to choose the momenta to commute among themselves. We will not pursue this here, but it may be worth considering whether one recovers bandlimitation associated with the LaplaceBeltrami operator for some curved spacetime by introducing a GUP to an analogue of the Heisenberg algebra where the momenta do not commute.

The case of non-commuting coordinates is the subject of Non-Commutative Geometry [29,81]. This is a qualitatively different approach to considering Planck-scale modifications to the structure of spacetime. In bandlimitation and sampling theory, the idea is to restrict the space of functions one is considering while keeping the underlying manifold unchanged. Our investigation in this thesis is restricted to this perspective, but perhaps it is necessary
to move to non-commutative geometry if one insists on obtaining a stronger regulator for the degrees of freedom in QFT.

Another assumption we made is that $\theta_{I}{ }^{\mu}$ is a function of $P^{\mu}$ and not $X^{I}$. This simplification was made since in the analogous one-dimensional case, $P$-dependence generically yields an ultraviolet cutoff, whereas $X$-dependence yields an infrared cutoff. It is not clear whether the same happens in this generalization of the GUP, hence this is possibly a line of further investigation.

We noted in Chapter 2 that the obstruction to obtaining discrete spacetime representations was due to the infinite volume of momentum space. If we consider restricting to a finite volume of momentum space (through whatever means), then in spacetime one obtains a space of analytic functions (see, e.g., [104]). Analytic functions exhibit a severe non-locality since all of the degrees of freedom are contained in a small volume around any point in spacetime (as the Taylor series can be evaluated in a neighborhood). Hence it seems that anything akin to ordinary sampling theory would allow for superluminal signalling, and thus would be inappropriate for the configuration space of a relativistic field theory. In practical applications of sampling theory (e.g., in communications engineering $[93,110,111])$ this non-locality does not appear as realistic signals are only approximately bandlimited. In any case, practically one could not fully evaluate the Taylor series coefficients to arbitrary precision. Therefore, instead of attempting to model the fundamental configuration space of the field theory, one could adopt these analytic functions as an approximation, and perhaps prevent superluminal effects in the model by introducing other practical limitations (such as finite precision of measurements).

Despite the infinite density of degrees of freedom one obtains under Lorentzian bandlimitation, we can still ask what implications this has for the structure of quantum field theory. We already saw how the Feynman propagator is modified in Chapter 3, but what other properties of these fields are changed? Does the bandlimit still provide a regulator for the field theory in some sense? We will now turn to these questions in the remaining two chapters of this thesis, with a brief discussion for free fields in Chapter 8, and then interacting theories in Chapter 9.

## Chapter 8

## Lorentzian bandlimitation in free field theory

In previous chapters, we saw how Lorentzian bandlimitation is a natural generalization of the Euclidean-signature case, as well as made some preliminary investigations as to how this modification would appear in quantum field theory. Now we will examine more thoroughly how Lorentzian bandlimitation can be integrated into the framework of QFT, in order to see what other impacts it might have. Naturally, we will begin with free theories, both to build up some intuition for interacting theories, but also because free theories are relevant for studies of entanglement, in the context of black hole physics, for example. Some of the observations in this chapter were discussed briefly in [101].

### 8.1 Classical solutions and Fock space

As we mentioned in the opening of Chapter 3, the simplest way of implementing bandlimitation in field theory is to simply restrict the space of fields one inserts into the action (for a classical field theory) or integrates over in the path integral (for a quantum field theory). However, first let us briefly discuss possibilities for modifications of the action itself. We will continue to focus on the case of a real scalar field theory, for which the simplest choice of action is the Klein-Gordon action,

$$
\begin{equation*}
S[\phi]=\frac{1}{2}\left(\phi \mid K_{I} K^{I} \phi\right)-\frac{1}{2} m^{2}(\phi \mid \phi), \tag{8.1}
\end{equation*}
$$

where $K_{I}:=-i \partial / \partial x^{I}$. In Chapter 7, we had two different sets of momentum operators, $K^{I}$ and $P^{\mu}$, which motivates one to consider using the $P^{\mu}$ operators in the action instead.

After arriving at the conclusion that the Lorentzian GUP is equivalent to Lorentzian bandlimitation, for kinematic considerations one can simply ignore the $P^{\mu}$ operators and focus on the $k$-space representations. However, now that we are considering dynamics, there is a choice of which of the $K^{I}$ or $P^{\mu}$ operators should feature in the action. For example, one generalization could be

$$
\begin{equation*}
S[\phi]=\left(\phi \mid \sigma\left(P, p_{0}\right) \phi\right)-\left(\phi \mid \sigma\left(p_{m}, p_{0}\right) \phi\right), \tag{8.2}
\end{equation*}
$$

where $\sigma$ is the Synge world function in $p$-space (i.e., half of the squared geodesic distance), and we define $p_{0}$ and $p_{m}$ as points in $p$-space that satisfy $k^{I}\left(p_{0}\right)=0$ and $k_{I}\left(p_{m}\right) k^{I}\left(p_{m}\right)=m^{2}$. Due to the coordinate-invariance of $\sigma$, if we choose the $p$-space metric to be the pullback of the Minkowski metric on $k$-space, that is, $g_{\mu \nu}(p)=\eta_{I J}\left(\theta^{-1}\right)_{\mu}{ }^{I}\left(\theta^{-1}\right)_{\nu}{ }^{J}$ (where $\theta_{I}{ }^{\mu}$ is the GUP deformation from the previous chapter), then this simply reduces to the Klein-Gordon action. One could alternatively introduce another metric on $p$-space for this purpose. For example, with the deformation example used to arrive at Lorentzian bandlimitation, $p^{I}=b\left(k^{2}\right) k^{I}$ with $b\left(k^{2}\right)=\sum_{n=0}^{\infty}\left(\ell_{P}^{2} k^{2}\right)^{2 n}$, one could use $\eta_{I J}$ in $p$-space to obtain the action:

$$
\begin{equation*}
S[\phi]=\frac{1}{2}\left(\phi \mid P_{I} P^{I} \phi\right)-\frac{1}{2} b\left(m^{2}\right)^{2} m^{2}(\phi \mid \phi) \tag{8.3}
\end{equation*}
$$

This can be viewed as a replacement of the d'Alembertian operator $\square \rightarrow \square /\left(1-\ell_{P}^{4} \square^{2}\right)^{2}$ along with a re-scaling of the mass. However, regardless of the choice, to retain covariance in $x$-space one is restricted to using functions of the d'Alembertian operator in the action. A locally analytic function whose power series has a finite radius of convergence will yield Lorentzian bandlimitation [69]. One could entertain many possibilities here, many of which have been studied elsewhere under the name of nonlocal theories (see, e.g., $[11,19,33,34,94,112]$ ). We are not aware of any of these references considering the property of Lorentzian bandlimitation. In the following, we will proceed by simply considering the ordinary Klein-Gordon action restricted to field configurations that are Lorentzian-bandlimited. We simply wanted to mention here the connection with these nonlocal theories, since, for example, certain deformations considered here could be viewed as equivalent to the nonlocal d'Alembertian operators arising from averaging over causal sets [10, 14].

Now let us consider the implications of Lorentzian bandlimitation in the classical field theory. With the Klein-Gordon action, the equation of motion for the fields is

$$
\begin{equation*}
\left(\square+m^{2}\right) \phi(x)=0 \tag{8.4}
\end{equation*}
$$

We notice immediately that the solution space for this equation is simply the eigenspace of $\square$ corresponding to the eigenvalue $\lambda=-m^{2}$. Because Lorentzian bandlimitation is
simply a restriction of these eigenspaces to those with eigenvalue $|\lambda|<\Lambda^{2}$, it does not make any difference whether or not we begin with the space of Lorentzian-bandlimited fields (provided that the mass is smaller than the Planck scale, otherwise the equation of motion has no nontrivial solutions in this space). Therefore, we see that the on-shell classical fields are already Lorentzian-bandlimited in ordinary field theory.

How then can we think about the corresponding reconstruction properties discussed in Chapter 2? Well, recall that one manner in which we framed the reconstruction property is that all fixed spatial modes, $\phi(x)=\psi(t) e^{i \vec{k} \cdot \vec{x}}$ ( $\vec{k}$ fixed), have a sampling property in time. (Figure 2.1 is reproduced here for convenience.) Furthermore, there is a sampling lattice


Figure 8.1: Illustration of the region $\left|k_{0}^{2}-\vec{k}^{2}\right|<\Lambda^{2}$ in $1+1$ dimensions. A mass shell is shown as a series of $\times$ 's. The vertical red line indicates a surface of fixed $\vec{k}$.
in time with density $\sqrt{2} \Lambda / \pi$ which suffices to reconstruct all the spatial modes, although there is no restriction on the spatial configurations. However, a solution to the above equation of motion is completely specified by fixing the spatial field configuration at two different times, so in this sense it has a very simple sampling theory in time. What about sampling in space? Remember before we said that a fixed temporal mode, $\phi(x)=\psi(\vec{x}) e^{i k^{0} t}$ ( $k^{0}=$ const, fixed), has a sampling property in space, since it has finite spatial bandwidth, i.e., the region $\max \left\{0,\left(k^{0}\right)^{2}-\Lambda^{2}\right\}<\vec{k}^{2}<\left(k^{0}\right)^{2}+\Lambda^{2}$ has a finite volume. (Although recall that for spatial dimensions greater than two, the volume as a function of $k^{0}$ is not bounded above; hence there is no sampling lattice that suffices for all $k^{0}$.) However, for
on-shell fields, there is no corresponding sampling theory in space because we are not fixing $k^{0}=$ const in $k$-space, but rather $k^{0}=\omega_{k}:=\sqrt{\vec{k}^{2}+m^{2}}$, and this region (the mass shell) has an infinite volume. (Using coordinates $\vec{k}$ on the mass shell, the hypersurface volume is $\int \frac{m}{\omega_{k}} \frac{d \vec{k}}{(2 \pi)^{n-1}}=\infty$.)

Therefore, the Lorentzian bandlimit has no impact on the space of classical solutions, since fields obeying the equation of motion are already Lorentzian-bandlimited in ordinary field theory. This is also true for quantum field operators, since they also satisfy the Klein-Gordon equation, $\left(\square+m^{2}\right) \phi(x)=0$. For instance, using the expansions

$$
\begin{aligned}
& \phi(x)=\int \frac{d \vec{k}}{(2 \pi)^{n-1}} \frac{1}{\sqrt{2 \omega_{k}}}\left(a_{k} e^{-i k \cdot x}+a_{k}^{\dagger} e^{i k \cdot x}\right) \\
& \pi(x)=\int \frac{d \vec{k}}{(2 \pi)^{n-1}}(-i) \sqrt{\frac{\omega_{k}}{2}}\left(a_{k} e^{-i k \cdot x}-a_{k}^{\dagger} e^{i k \cdot x}\right)
\end{aligned}
$$

where $k=\left(k^{0}, \vec{k}\right)$ and $k \cdot x=k^{0} x^{0}-\vec{k} \cdot \vec{x}$, we see that applying the bandlimited projector,

$$
\begin{equation*}
\left(x\left|P_{\Lambda}\right| x^{\prime}\right)=\int_{\left|k^{2}\right|<\Lambda^{2}} \frac{d^{n} k}{(2 \pi)^{n}} e^{i k \cdot\left(x-x^{\prime}\right)}, \tag{8.5}
\end{equation*}
$$

simply acts as the identity on these operators.
Because of this, the corresponding Fock space one constructs with the above creation and annihilation operators is also the same, which can be seen directly from the above expansions. Alternatively, in general the Fock space of a free field theory can be constructed using the (complexified) classical solution space [127] (see also [37]). The procedure is to first choose a space of positive frequency solutions inside the (complexified) classical solution space (corresponding to solutions with initial data having compact support). Upon completion, this gives a Hilbert space $\mathcal{H}$, which is identified with the single-particle subspace of the Fock space, $\mathcal{F}[\mathcal{H}]$, corresponding to the quantum state space of the field. From either perspective, we see that the Fock space of the field theory is unaffected by the Lorentzian bandlimit, due to the fact that the classical solution space is unchanged.

Note that because the Fock space is unmodified, it seems that we do not get issues associated with the construction of multiparticle states that occurs in other kinds of modifications of momentum space (the so-called "soccer-ball problem" [9, 54, 55]).

Therefore, we have seen that Lorentzian bandlimitation does not change the classical solution space, the field operators, nor the structure of the Hilbert space of quantum states. It seems then that everything in the quantum field theory is unmodified by the Lorentzian bandlimit. Then how can we understand the modification to the Feynman propagator that we obtained in Chapter 3?

### 8.2 Two-point functions

Typically the quantities one is interested in computing for a free field theory are two-point functions. These can be divided into two classes: homogeneous and inhomogeneous.

Examples of homogeneous two-point functions are the Wightman function, commutator, and covariance:

$$
\begin{equation*}
\langle 0| \phi(x) \phi(y)|0\rangle, \quad\langle[\phi(x), \pi(y)]\rangle, \quad \frac{1}{2}\langle\{\phi(x), \phi(y)\}\rangle . \tag{8.6}
\end{equation*}
$$

These quantities are all on-shell, e.g., satisfy $\left(\square+m^{2}\right)\langle\phi(x) \phi(y)\rangle=0$. For example, if we write the Wightman function in the non-bandlimited theory as

$$
\begin{aligned}
\langle 0| \phi(x) \phi(y)|0\rangle & =\int \frac{d \vec{k}}{(2 \pi)^{n-1}} \frac{1}{2 \omega_{k}} e^{-i \omega_{k}\left(x^{0}-y^{0}\right)+i \vec{k} \cdot(\vec{x}-\vec{y})} \\
& =\int \frac{d^{n} k}{(2 \pi)^{n-1}} \theta\left(k^{0}\right) \delta\left(k^{2}-m^{2}\right) e^{-i k \cdot(x-y)},
\end{aligned}
$$

we see that applying the bandlimited projector does nothing because of the $\delta\left(k^{2}-m^{2}\right)$. Therefore, we can conclude that anything depending on these on-shell quantities is not modified by the Lorentzian bandlimit. This includes the entanglement entropy between spatial regions, since this can be calculated from only the commutator and covariance function [109], which are both on-shell. Hence, not only is the entanglement entropy not regulated, but it is completely unchanged. Note that if we were to use a nonlocal action to impose the Lorentzian bandlimit, as we discussed above, then this observation about the entanglement entropy is consistent with calculations for nonlocal theories and modified dispersion relations using the path integral approach [13, 92, 114].

What about the inhomogeneous two-point functions? These include the Feynman, advanced, and retarded propagators, which ordinarily satisfy

$$
\begin{equation*}
\left(\square+m^{2}\right) G(x, y)=-i \delta^{(n)}(x-y) \tag{8.7}
\end{equation*}
$$

Now $\delta^{(n)}(x-y)$ is not a bandlimited function, as can be seen by expressing it as:

$$
\begin{equation*}
\delta^{(n)}(x-y)=\int \frac{d^{n} k}{(2 \pi)^{n}} e^{i k \cdot(x-y)} \tag{8.8}
\end{equation*}
$$

We saw in Chapter 3 that the modified Feynman propagator satisfies

$$
\begin{equation*}
\left(\square+m^{2}\right) G_{F}(x-y)=-i\left(x\left|P_{\Lambda}\right| y\right) \tag{8.9}
\end{equation*}
$$

That is, it is a (pseudo-)inverse of $\left(\square+m^{2}\right)$ restricted to the bandlimited subspace, on which the identity is $P_{\Lambda}$.

Indeed, these propagators are not on-shell quantities. Recall that in order to obtain a more explicit form for the Feynman propagator in Chapter 3, we integrated over the usual $k^{0}$ contour and then subtracted a contribution coming from the region $\left|k^{2}\right|>\Lambda^{2}$. This gave us an expression which differs from the one in the non-bandlimited QFT. Therefore, we see that these propagators indeed do get modified by the Lorentzian bandlimit.

Typically one can also calculate these propagators from the homogeneous two-point functions as well. For example, in ordinary QFT, the Feynman propagator is simply the time-ordered Wightman function:

$$
\begin{aligned}
G_{F}(x, y) & =\langle 0| \mathcal{T} \phi(x) \phi(y)|0\rangle \\
& :=\theta\left(x^{0}-y^{0}\right)\langle 0| \phi(x) \phi(y)|0\rangle+\theta\left(y^{0}-x^{0}\right)\langle 0| \phi(y) \phi(x)|0\rangle .
\end{aligned}
$$

Clearly this can no longer be the case in the bandlimited theory, since the Feynman propagator is modified by the bandlimit, but the Wightman function is not. We will discuss this more thoroughly in the next chapter, but the fact is that when one multiplies the Wightman function by a step function in time, the resulting function is no longer bandlimited. Hence, we must modify the time-ordering operator in order to be consistent with the Lorentzian bandlimit.

Thus, one must be careful when assuming the ordinary relationships between the homogeneous and inhomogeneous two-point functions after applying the Lorentzian bandlimit. For example, in ordinary QFT, the Feynman propagator evaluated at equal times is equal to the (equal-time) covariance function (using $\theta(0)=1 / 2$ ):

$$
\begin{equation*}
G_{F}(t=0, \vec{x}-\vec{y})=\frac{1}{2}\langle 0|\{\phi(\vec{x}), \phi(\vec{y})\}|0\rangle \quad \text { (without bandlimit). } \tag{8.10}
\end{equation*}
$$

However, this is no longer the case with the Lorentzian bandlimit, since as we have seen, the equal-time Feynman propagator is modified by the bandlimit, but the covariance function is not.

One may recall that in the Wightman approach to axiomatic QFT, the Wightman reconstruction theorem tells us that any theory is distinguished by a specification of the $n$-point Wightman functions (see, e.g., [45]). More precisely, these functions determine the Hilbert space of the theory as well as the action of the field operators on this space. As we have shown, the Wightman functions of the QFT with a Lorentzian bandlimit are unchanged from the ordinary case without the bandlimit (as they are on-shell). Consistent with the reconstruction theorem, the Hilbert space and mode expansion of the fields are also
unchanged. The manner in which Lorentzian-bandlimited QFT differs from the ordinary case can be seen as a modification of the time-ordering operator, which is an ingredient that one does not typically consider deforming.

By thinking of the effect of the Lorentzian bandlimit in terms of which quantities are onor off-shell, it is also possible to extrapolate the conclusions to the case of curved spacetime. On a general pseudo-Riemannian manifold, recall from Chapter 2 that bandlimitation can be analogously defined in terms of cutting off the spectrum of a covariant differential operator, such as the Laplace-Beltrami operator, $\square_{g}=|g|^{-1 / 2} \partial_{\mu}\left(|g|^{1 / 2} g^{\mu \nu} \partial_{\nu} \cdot\right)$. However, even in this case, the eigenvalues correspond to allowable masses in the Klein-Gordon equation, $\square_{g} \phi=-m^{2} \phi$. Therefore, restricting the allowable masses has no effect on the homogeneous solutions to the Klein-Gordon equation here as well. One would then not expect the entanglement entropy to be modified either (for example, between the interior and exterior regions of a black hole). Despite this, perhaps it would be interesting to examine field theories with different equations of motion, for example if we included a direct curvature coupling: $\left(\square_{g}+m^{2}+\xi R\right) \phi=0$.

We have seen that the Lorentzian bandlimit only appears as changes to the propagators of the field theory. Therefore, we expect that any modifications will primarily be featured in interacting theories, where the propagators play a central role. Considering the bandlimit as a restriction of the set of allowable mass shells can give us some preliminary intuition for which interaction processes one should look at in order to see effects of the bandlimit. For example, a simple interacting theory one could consider is a field operator linearly coupled to an accelerated detector, through which one can study the Unruh effect [124]. However, because the Unruh effect corresponds to a first-order response, there are no internal field lines (i.e., factors of the Feynman propagator) which could be affected by the covariant bandlimit (drawn schematically below, reading the figure left to right).


Therefore, it seems that there would be no modification to the usual leading-order thermal response of an accelerated detector.

Suppose we instead considered the $s$-channel of a $\phi \phi \rightarrow \phi \phi$ scattering process at treelevel in a $\phi^{3}$ theory:


The matrix element for this diagram is:

$$
\begin{equation*}
i \mathcal{M}=\frac{-i g^{2}}{\left(k_{1}+k_{2}\right)^{2}-m^{2}+i \epsilon}, \tag{8.11}
\end{equation*}
$$

where $g$ is the coupling constant. If the momenta of the incoming particles are localized in momentum space far from the Planck scale (which would be the case in realistic collision experiments), then one would expect the corrections to this amplitude due to the bandlimit to be very small. Even though we saw that there are corrections to the Feynman propagator (shown in Figure 3.1), there we looked at $\tilde{G}_{F}(t=0, \vec{k})$, which is highly delocalized in the $k^{0}$ direction. This is in contrast with the above matrix element, which is evaluated at the point $k_{1}+k_{2}$ in momentum space. Even if we were to consider localized wavepackets for the incoming particles, one would expect that the truncation which occurs at the Planck scale to contribute very little in realistic scenarios.

Therefore, from these examples we see that we expect significant contributions from the Lorentzian bandlimit in processes where the corresponding Feynman diagram contains internal field lines (i.e., factors of the Feynman propagator) which venture far off-shell, and hence have the possibility of running into the bandlimit, $\left|k^{2}\right|<\Lambda^{2}$. This leads us to the investigation of what happens to loop diagrams, in which one typically integrates over all of $k$-space. In the next chapter we will take some first steps in this pursuit. In particular, we will examine whether the Lorentzian bandlimit helps to tame the divergences occuring in these loop integrals.

## Chapter 9

## Interactions with Lorentzian bandlimitation

At the end of the last chapter, we argued that one would expect to see contributions of the Lorentzian bandlimit primarily for loop integrals in interacting field theories. Here we will take some preliminary steps in examining this.

How do we expect these integrals to be affected? Each loop in a diagram comes with an undetermined momentum that must be integrated over, $d^{n} \ell$, and each internal line comes with a propagator, $1 /\left(\ell^{2}-m^{2}\right)$. For a diagram with $L$ loops and $I$ internal lines, the superficial degree of divergence is $D=n L-2 I$, with an expected divergence when $D \geq 0$. However, with the covariant bandlimit, we are restricting the momentum space. Recall, for fixed $\vec{k}$, we have $k^{0}$ restricted to the interval $I(\vec{k})$, where

$$
I(\vec{k}):= \begin{cases}{\left[-r_{+}(\vec{k}), r_{+}(\vec{k})\right]} & \text { if } \vec{k}^{2} \leq \Lambda^{2}  \tag{9.1}\\ {\left[-r_{+}(\vec{k}),-r_{-}(\vec{k})\right] \cup\left[r_{-}(\vec{k}), r_{+}(\vec{k})\right]} & \text { if } \vec{k}^{2}>\Lambda^{2}\end{cases}
$$

with $r_{ \pm}(\vec{k}):=\sqrt{\vec{k}^{2} \pm \Lambda^{2}}$. If we assume this applies to the loop integrals (we will demonstrate this later), we see that this is restricting one of the dimensions of the $d^{n} \ell$ integral to a finite interval, while leaving the remaining integral ranges the same. Naively, one would expect this to change the power counting, to something like $D=(n-1) L-2 I$, thus suppressing some of the divergences. For example, perhaps the quadratic divergences become linear, linear divergences become logarithmic, logarithmic divergences become finite. Our goal here is to carefully investigate what happens, since it would be interesting to know if it improves the renormalizability of a theory.

We saw briefly in the previous chapter that the Lorentzian bandlimit interacts with the time-ordering operator in a nontrivial way. We will begin by showing how the bandlimit can be interpreted as a deformation of the time-ordering operator appearing in the propagators for the Klein-Gordon equation. Because the time-ordering operator is ubiquitous in deriving the Feynman rules for scattering amplitudes, we will revisit the arguments to see how the rules should be modified. It turns out to be rather simple in the end; we argue that it basically amounts to replacing the propagators with the bandlimited ones. However, we will examine this closely, as it needs to be justified. Note that we did not give any background on these kinds of calculations at the beginning of the thesis. This is because we will be following the usual derivations very closely here, highlighting any differences along the way. We will then proceed to examine loop integrals, in order to determine whether the power counting changes in the way described above.

### 9.1 Off-shellness and bandlimited time-ordering

We begin by examining how time-ordering is affected by the Lorentzian bandlimit. We will begin with the Feynman propagator,

$$
\begin{aligned}
G_{F}(x, y) & =\langle 0| \mathcal{T} \phi(x) \phi(y)|0\rangle \\
& =\theta\left(x^{0}-y^{0}\right)\langle 0| \phi(x) \phi(y)|0\rangle+\theta\left(y^{0}-x^{0}\right)\langle 0| \phi(y) \phi(x)|0\rangle
\end{aligned}
$$

Recall that $\langle 0| \phi(x) \phi(y)|0\rangle$ is on-shell, hence already Lorentzian-bandlimited. Then the reason that $G_{F}$ has off-shell components is simply due to the presence of the step functions implementing the time-ordering. After all, since bandlimitation affects localizability, it may not make sense to try and localize a function at a $t=t_{0}$ hypersurface. (Although this may be true, it certainly does not prevent us from evaluating a function at a particular time, at least in principle.)

One would then expect a similar effect on the retarded and advanced Greens' functions, which are also combinations of the on-shell Wightman function with step functions in time. We see that, although one can intuitively think of the covariant bandlimit as projecting out certain off-shell fluctuations, the effect will appear throughout calculations as a modification of the propagators.

How exactly is the time-ordering modified by the bandlimit? It is straightforward to project the step function $\theta(t)$ onto the bandlimited subspace and arrive at $\left(P_{\Lambda} \theta\right)(t)=$ $\frac{1}{2}+\frac{1}{\pi} \operatorname{Si}(\Lambda t)$, where $\operatorname{Si}(\Lambda t):=\int_{0}^{\Lambda t} \frac{d y}{y} \sin (y)$ is the sine integral. However, if we multiply this bandlimited step function by another covariantly bandlimited function, $f(x)$, the
product $\left(P_{\Lambda} \theta\right)(t) f(x)$ will generally not be bandlimited, since in Fourier space it would be the convolution of $\tilde{f}(k)$ and $\left(\frac{1}{i k^{0}} \chi_{[-\Lambda, \Lambda]}\left(k^{0}\right)+\pi \delta\left(k^{0}\right)\right)(2 \pi)^{n-1} \delta^{(n-1)}(\vec{k})$, which generally has support outside of the bandlimited region. Note that $\chi_{I}\left(k^{0}\right)$ is defined as 1 if $k^{0} \in I$ and 0 if $k^{0} \notin I$. Therefore, in order to obtain a bandlimited $\theta(t) f(x)$, we must apply the bandlimited projector after the multiplication. Using the following integral representation for $\theta(t)$,

$$
\begin{equation*}
\theta(t)=\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{2 \pi i} \int \frac{d \nu}{\nu-i \epsilon} e^{i \nu t} \tag{9.2}
\end{equation*}
$$

and the bandlimited projector (signature $+--\cdots-$ )

$$
\begin{equation*}
P_{\Lambda}\left(x-x^{\prime}\right):=\int_{\left|k^{2}\right|<\Lambda^{2}} \frac{d^{n} k}{(2 \pi)^{n}} e^{i k \cdot\left(x-x^{\prime}\right)}, \tag{9.3}
\end{equation*}
$$

we find that the projection of $\theta\left(x^{0}-\tau\right) f(x)$ for arbitrary $f(x)$ and some fixed $\tau$ can be implemented by multiplying the function $f(x)$ in Fourier space by an appropriate momentumdependent modification of the step function:

$$
\begin{equation*}
\int d^{n} x^{\prime} P_{\Lambda}\left(x-x^{\prime}\right) \theta\left(x^{0}-t_{0}\right) f\left(x^{\prime}\right)=\int \frac{d^{n} k}{(2 \pi)^{n}} \tilde{f}(k) e^{i k \cdot x} \theta_{I(\vec{k})-k^{0}}\left(x^{0}-t_{0}\right) \tag{9.4}
\end{equation*}
$$

Here, $I(\vec{k})$ is the temporal bandwidth for mode $\vec{k}$, given by (9.1), and $\theta_{[a, b]}$ for an arbitrary interval $[a, b] \subset \mathbb{R}$ is defined to be

$$
\theta_{[a, b]}(t):=\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{2 \pi i} \int_{a}^{b} \frac{d \nu}{\nu-i \epsilon} e^{i \nu t}
$$

which can be written in terms of exponential integrals, if desired. We see that if $[a, b] \rightarrow \mathbb{R}$, then we recover the usual step function. One can also show that $\lim _{t \rightarrow \infty} \theta_{[a, b]}(t)=1$ and $\lim _{t \rightarrow-\infty} \theta_{[a, b]}(t)=0$, hence the corrections due to the bandlimit vanish at asymptotic times. This will be useful when we examine scattering.

Now let us apply this to the Feynman propagator. Recall that the Fourier transform of $\langle 0| \phi(x) \phi(y)|0\rangle$ is $(2 \pi) \theta\left(-k^{0}\right) \delta\left(k^{2}-m^{2}\right)=(2 \pi) \frac{1}{2 \omega_{k}} \delta\left(k^{0}+\omega_{k}\right)\left(\right.$ with $\left.\omega_{k}:=\sqrt{\overrightarrow{k^{2}}+m^{2}}\right)$, so

$$
\begin{equation*}
\theta\left(x^{0}-y^{0}\right)\langle 0| \phi(x) \phi(y)|0\rangle \stackrel{P_{A}}{\mapsto} \int \frac{d \vec{k}}{(2 \pi)^{n-1}} \frac{1}{2 \omega_{k}} e^{-i \omega_{k}\left(x^{0}-y^{0}\right)+i \vec{k} \cdot(\vec{x}-\vec{y})} \theta_{I(\vec{k})+\omega_{k}}\left(x^{0}-y^{0}\right) . \tag{9.5}
\end{equation*}
$$

Then the spatial Fourier transform of the projected Feynman propagator is, with $\tau:=$ $x^{0}-y^{0}$,

$$
\begin{equation*}
\tilde{G}_{F}^{\Lambda}(\vec{k}, \tau)=\frac{1}{2 \omega_{k}}\left[e^{-i \omega_{k} \tau} \theta_{I(\vec{k})+\omega_{k}}(\tau)+e^{i \omega_{k} \tau} \theta_{I(\vec{k})+\omega_{k}}(-\tau)\right] . \tag{9.6}
\end{equation*}
$$

In the limit $\tau=0$, we can recover the formula (3.37) we discussed in Chapter 3.
The advanced and retarded propagators differ from the Feynman propagator by additions of homogeneous solutions (this can be seen by examining the $k^{0}$ integral contours). Since the homogeneous solutions are already within the bandlimited subspace, they are not affected by the projection. Therefore, the modification due to the bandlimit will be the same for all of these propagators.

The particular form for the bandlimited time ordering will not be used much in the following. The message here is that the Lorentzian bandlimit manifests itself through a modification of time ordering. Since the time-ordering operator is used extensively in quantum field theory derivations, these must be carefully reexamined in light of this modification. We will begin with the LSZ reduction formula.

## 9.2 $S$-matrix and LSZ reduction formula

In this section we will derive the LSZ (Lehmann-Symanzik-Zimmermann) reduction formula for Lorentzian-bandlimited QFT. Our treatment is based on [108, 118], with some details taken from [122]. First we will review how it works in ordinary field theory, and then we will consider what might change in the bandlimited field theory. We will find that the usual formula applies as-is also to the bandlimited case, so most of the content of this section is simply a review of background material.

Consider a real scalar field theory,

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} \phi\left(\square+m^{2}\right) \phi+\mathcal{L}_{\text {int }}(\phi) \tag{9.7}
\end{equation*}
$$

Let us write a quantum field $\phi(x)$ as

$$
\begin{equation*}
\phi(x)=\int \frac{d \vec{k}}{(2 \pi)^{3}} \frac{1}{\sqrt{2 \omega_{k}}}\left(a_{k}(t) e^{-i k \cdot x}+a_{k}^{\dagger}(t) e^{i k \cdot x}\right) \tag{9.8}
\end{equation*}
$$

where at any fixed time, $\left[a_{k}(t), a_{k^{\prime}}^{\dagger}(t)\right]=(2 \pi)^{3} \delta^{(3)}\left(\vec{k}-\vec{k}^{\prime}\right)$, so we get the usual Fock space at any fixed time. The time dependence is from evolving the fields in the Heisenberg picture under the full interacting Hamiltonian. Rearranging the above expression,

$$
\begin{equation*}
\sqrt{2 \omega_{k}} a_{k}(t)=i \int d \vec{x} e^{i k \cdot x}\left(\partial_{t}-i \omega_{k}\right) \phi(x) \tag{9.9}
\end{equation*}
$$

For simplicity of notation, for this section, let us absorb the factor of $\sqrt{2 \omega_{k}}$ into the $a_{k}(t)$ operators.

One can therefore obtain,

$$
\begin{equation*}
a_{k}(+\infty)-a_{k}(-\infty)=\int_{-\infty}^{\infty} d t \frac{d}{d t} a_{k}(t)=i \int d^{n} x e^{i k \cdot x}\left(\square+m^{2}\right) \phi(x) \tag{9.10}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{k}^{\dagger}(+\infty)-a_{k}^{\dagger}(-\infty)=\int_{-\infty}^{\infty} d t \frac{d}{d t} a_{k}^{\dagger}(t)=-i \int d^{n} x e^{-i k \cdot x}\left(\square+m^{2}\right) \phi(x) \tag{9.11}
\end{equation*}
$$

Note that for a free theory, we have $\left(\square+m^{2}\right) \phi(x)=0$ in the Heisenberg picture, and consequently $a_{k}(t)$ and $a_{k}^{\dagger}(t)$ are time-independent.

Now let us consider the $S$-matrix for an example of $\phi \phi \rightarrow \phi \phi$ scattering. Generalizations of the following are striaghtforward. We begin with,

$$
\begin{equation*}
\langle f| S|i\rangle=\langle 0| a_{p_{1}^{\prime}}(+\infty) a_{p_{2}^{\prime}}(+\infty) a_{p_{1}}^{\dagger}(-\infty) a_{p_{2}}^{\dagger}(-\infty)|0\rangle \tag{9.12}
\end{equation*}
$$

Note that for the derivation, we will only consider cases where the incoming and outgoing momenta are different (no forward scattering), although the resulting formula still applies to those cases $[108,118]$. Now since these are time-ordered, we can introduce $\mathcal{T}$ without changing anything,

$$
\begin{aligned}
&\langle f| S|i\rangle=\langle 0| \mathcal{T}\left\{a_{p_{1}^{\prime}}(+\infty) a_{p_{2}^{\prime}}(+\infty) a_{p_{1}}^{\dagger}(-\infty) a_{p_{2}}^{\dagger}(-\infty)\right\}|0\rangle \\
&=\langle 0| \mathcal{T}\left\{\left[a_{p_{1}^{\prime}}(+\infty)-a_{p_{1}^{\prime}}(-\infty)\right]\left[a_{p_{2}^{\prime}}(+\infty)-a_{p_{2}^{\prime}}(-\infty)\right]\right. \\
&\left.\quad\left[a_{p_{1}}^{\dagger}(-\infty)-a_{p_{1}}^{\dagger}(+\infty)\right]\left[a_{p_{2}}^{\dagger}(-\infty)-a_{p_{2}}^{\dagger}(+\infty)\right]\right\}|0\rangle \\
&=\langle 0| \mathcal{T}\left[i \int d x_{1}^{\prime} e^{i p_{1}^{\prime} \cdot x_{1}^{\prime}}\left(\square_{1^{\prime}}+m^{2}\right) \phi\left(x_{1}^{\prime}\right)\right]\left[i \int d x_{2}^{\prime} e^{i p_{2}^{\prime} \cdot x_{2}^{\prime}}\left(\square_{2^{\prime}}+m^{2}\right) \phi\left(x_{2}^{\prime}\right)\right] \\
& \quad \quad\left[i \int d x_{1} e^{-i p_{1} \cdot x_{1}}\left(\square_{1}+m^{2}\right) \phi\left(x_{1}\right)\right]\left[i \int d x_{2} e^{-i p_{2} \cdot x_{2}}\left(\square_{2}+m^{2}\right) \phi\left(x_{2}\right)\right]|0\rangle
\end{aligned}
$$

In the first step, the operators introduced vanish acting on $\langle 0|$ or $|0\rangle$ because of the presence of $\mathcal{T}$. Now we want to show

$$
\begin{aligned}
&\langle f| S|i\rangle=\left[i \int d x_{1}^{\prime} e^{i p_{1}^{\prime} \cdot x_{1}^{\prime}}\left(\square_{1^{\prime}}+m^{2}\right)\right]\left[i \int d x_{2}^{\prime} e^{i p_{2}^{\prime} \cdot x_{2}^{\prime}}\left(\square_{2^{\prime}}+m^{2}\right)\right] \\
& {\left[i \int d x_{1} e^{-i p_{1} \cdot x_{1}}\left(\square_{1}+m^{2}\right)\right]\left[i \int d x_{2} e^{-i p_{2} \cdot x_{2}}\left(\square_{2}+m^{2}\right)\right] } \\
& \times\langle 0| \mathcal{T}\left\{\phi\left(x_{1}^{\prime}\right) \phi\left(x_{2}^{\prime}\right) \phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\}|0\rangle .
\end{aligned}
$$

The issue with doing this is that $\mathcal{T}$ does not commute with either $\left(\square+m^{2}\right)$ or $\int d x^{0}$, however, as shown in [122], these problems cancel out. Because the formula depends intricately on the nature of the time-ordering operator, it is worth going through the details in order to expose any points that may change when replaced with the bandlimited time-ordering.

The key is to consider one $\phi(x)$ and the corresponding derivatives and integrals involving $x$. Let $t_{N}>t_{N-1}>\cdots>t_{1}$ and $B_{j}\left(t_{j}\right)$ some operator at $t_{j}$. Then for arbitrary $x$, we have $\mathcal{T}\left\{\phi(x) B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right)\right\}=\sum_{j=0}^{N} B_{N}\left(t_{N}\right) \cdots B_{j+1}\left(t_{j+1}\right) \theta\left(t_{j+1}-x^{0}\right) \phi(x) \theta\left(x^{0}-t_{j}\right) B_{j}\left(t_{j}\right) \cdots B_{1}\left(t_{1}\right)$,
where we identify $t_{N+1}=+\infty$ and $t_{0}=-\infty$, as well as $B_{N+1}\left(t_{N+1}\right)=B_{0}\left(t_{0}\right)=1$. In these cases, we simply omit the step functions by identifying $\theta\left(t_{N+1}-x^{0}\right) \equiv 1$ and $\theta\left(x^{0}-t_{0}\right) \equiv 1$. For example, in our above problem, if we identify $x=x_{2}$, then for fixed $x_{1}, x_{1}^{\prime}$, and $x_{2}^{\prime}$, the $B_{j}\left(t_{j}\right)$ 's will correpond to $\phi\left(x_{1}\right), \phi\left(x_{1}^{\prime}\right)$, and $\phi\left(x_{2}^{\prime}\right)$ in the appropriate temporal ordering. However, let us keep the formula general.

Now we will apply $i \int d x e^{ \pm i p \cdot x}\left(\square+m^{2}\right)$ to $\mathcal{T}\left\{\phi(x) B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right)\right\}$. Start with

$$
\begin{aligned}
\left(\square+m^{2}\right)\left[\theta\left(t_{j+1}-x^{0}\right) \phi(x) \theta\left(x^{0}-t_{j}\right)\right]= & \theta\left(t_{j+1}-x^{0}\right) \theta\left(x^{0}-t_{j}\right)\left(\square+m^{2}\right) \phi(x) \\
& -2\left[\delta\left(t_{j+1}-x^{0}\right)-\delta\left(x^{0}-t_{j}\right)\right] \partial_{x^{0}} \phi(x) \\
& +\left[\delta^{\prime}\left(t_{j+1}-x^{0}\right)+\delta^{\prime}\left(x^{0}-t_{j}\right)\right] \phi(x) .
\end{aligned}
$$

Note that the delta functions involving $t_{N+1}$ and $t_{0}$ are dropped. Now apply the integral. We get, using the above relations for $a_{p}(t)$

$$
\begin{aligned}
& i \int d x e^{i p \cdot x} \theta\left(t_{j+1}-x^{0}\right) \theta\left(x^{0}-t_{j}\right)\left(\square+m^{2}\right) \phi(x) \\
& =\int_{t_{j}}^{t_{j+1}} d x^{0} \frac{d}{d x^{0}} a_{p}\left(x^{0}\right)=a_{p}\left(t_{j+1}\right)-a_{p}\left(t_{j}\right) \\
& i \int d x e^{i p \cdot x}\left[\delta^{\prime}\left(t_{j+1}-x^{0}\right) \phi(x)-2 \delta\left(t_{j+1}-x^{0}\right) \partial_{x^{0}} \phi(x)\right] \\
& \quad=i \int d x e^{i p \cdot x} \delta\left(t_{j+1}-x^{0}\right)\left(i \omega_{p}-\partial_{x^{0}}\right) \phi(x)=-a_{p}\left(t_{j+1}\right) \\
& i \int d x e^{i p \cdot x}\left[\delta^{\prime}\left(x^{0}-t_{j}\right) \phi(x)+2 \delta\left(x^{0}-t_{j}\right) \partial_{x^{0}} \phi(x)\right] \\
& \quad=i \int d x e^{i p \cdot x} \delta\left(x^{0}-t_{j}\right)\left(-i \omega_{p}+\partial_{x^{0}}\right) \phi(x)=a_{p}\left(t_{j}\right)
\end{aligned}
$$

Therefore, the sum of these cancel, except for the cases $t_{N+1}$ and $t_{0}$ where the delta functions are dropped and we do not get the latter two terms.

$$
i \int d x e^{i p \cdot x}\left(\square+m^{2}\right)\left[\theta\left(t_{j+1}-x^{0}\right) \phi(x) \theta\left(x^{0}-t_{j}\right)\right]= \begin{cases}-a_{p}(-\infty) & \text { if } j=0  \tag{9.14}\\ a_{p}(+\infty) & \text { if } j=N \\ 0 & \text { if } 0<j<N\end{cases}
$$

Then

$$
\begin{aligned}
& i \int d x e^{i p \cdot x}\left(\square+m^{2}\right) \mathcal{T}\left\{\phi(x) B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right)\right\} \\
& \quad=i \int d x e^{i p \cdot x}\left(\square+m^{2}\right) \sum_{j=0}^{N} B_{N}\left(t_{N}\right) \cdots B_{j+1}\left(t_{j+1}\right) \theta\left(t_{j+1}-x^{0}\right) \phi(x) \theta\left(x^{0}-t_{j}\right) B_{j}\left(t_{j}\right) \cdots B_{1}\left(t_{1}\right) \\
& \quad=a_{p}(+\infty) B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right)-B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right) a_{p}(-\infty)
\end{aligned}
$$

Similarly, for the opposite sign in the exponential,

$$
\begin{aligned}
& i \int d x e^{-i p \cdot x}\left(\square+m^{2}\right) \mathcal{T}\left\{\phi(x) B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right)\right\} \\
& \quad=-a_{p}^{\dagger}(+\infty) B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right)+B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right) a_{p}^{\dagger}(-\infty)
\end{aligned}
$$

Take vacuum expectation values,

$$
\begin{align*}
& i \int d x e^{i p \cdot x}\left(\square+m^{2}\right)\langle 0| \mathcal{T}\left\{\phi(x) B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right)\right\}|0\rangle=\langle 0| a_{p}(+\infty) B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right)|0\rangle \\
& i \int d x e^{-i p \cdot x}\left(\square+m^{2}\right)\langle 0| \mathcal{T}\left\{\phi(x) B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right)\right\}|0\rangle=\langle 0| B_{N}\left(t_{N}\right) \cdots B_{1}\left(t_{1}\right) a_{p}^{\dagger}(-\infty)|0\rangle \tag{9.15}
\end{align*}
$$

Then for the LSZ formula, we apply these in turn, keeping the other coordinates fixed:

$$
\left.\begin{array}{l}
{\left[i \int d x_{1}^{\prime} e^{i p_{1}^{\prime} \cdot x_{1}^{\prime}}\left(\square_{1^{\prime}}+m^{2}\right)\right]\left[i \int d x_{2}^{\prime} e^{i p_{2}^{\prime} \cdot x_{2}^{\prime}}\left(\square_{2^{\prime}}+m^{2}\right)\right]} \\
\quad\left[i \int d x_{1} e^{-i p_{1} \cdot x_{1}}\left(\square_{1}+m^{2}\right)\right]\left[i \int d x_{2} e^{-i p_{2} \cdot x_{2}}\left(\square_{2}+m^{2}\right)\right] \\
\times\langle 0| \mathcal{T}\left\{\phi\left(x_{1}^{\prime}\right) \phi\left(x_{2}^{\prime}\right) \phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\}|0\rangle \\
=\left[i \int d x_{1}^{\prime} e^{i p_{1}^{\prime} \cdot x_{1}^{\prime}}\left(\square_{1^{\prime}}+m^{2}\right)\right]\left[i \int d x_{2}^{\prime} e^{i p_{2}^{\prime} \cdot x_{2}^{\prime}}\left(\square_{2^{\prime}}+m^{2}\right)\right] \\
\quad\left[i \int d x_{1} e^{-i p_{1} \cdot x_{1}}\left(\square_{1}+m^{2}\right)\right] \times\langle 0| \mathcal{T}\left\{\phi\left(x_{1}^{\prime}\right) \phi\left(x_{2}^{\prime}\right) \phi\left(x_{1}\right)\right\} a_{p_{2}}^{\dagger}(-\infty)|0\rangle \\
=\left[i \int d x_{1}^{\prime} e^{i p_{1}^{\prime} \cdot x_{1}^{\prime}}\left(\square_{1^{\prime}}+m^{2}\right)\right]\left[i \int d x_{2}^{\prime} e^{i p_{2}^{\prime} \cdot x_{2}^{\prime}}\left(\square_{2^{\prime}}+m^{2}\right)\right] \\
\quad \times\langle 0| \mathcal{T}\left\{\phi\left(x_{1}^{\prime}\right) \phi\left(x_{2}^{\prime}\right)\right\} a_{p_{1}}^{\dagger}(-\infty) a_{p_{2}}^{\dagger}(-\infty)|0\rangle
\end{array}\right] \begin{aligned}
& =\langle 0| a_{p_{1}^{\prime}}(+\infty) a_{p_{2}^{\prime}}(+\infty) a_{p_{1}}^{\dagger}(-\infty) a_{p_{2}}^{\dagger}(-\infty)|0\rangle .
\end{aligned}
$$

We end up directly with the $S$-matrix element $\langle f| S|i\rangle$. It is straightforward to generalize this to different numbers of incoming and outgoing particles.

For bandlimited fields, the expression

$$
\begin{equation*}
\phi(x)=\int \frac{d \vec{k}}{(2 \pi)^{3}} \frac{1}{\sqrt{2 \omega_{k}}}\left(a_{k}(t) e^{-i k \cdot x}+a_{k}^{\dagger}(t) e^{i k \cdot x}\right) \tag{9.17}
\end{equation*}
$$

will be covariantly bandlimited provided the temporal Fourier transform of $a_{k}(t)$ has support in $I(\vec{k})+\omega_{k}$ and $a_{k}^{\dagger}(t)$ has support in $I(\vec{k})-\omega_{k}$, where $I(\vec{k})$ is the bandlimited interval defined in (9.1). We can still write

$$
\begin{equation*}
\sqrt{2 \omega_{k}} a_{k}(t)=\int d \vec{x} e^{i k \cdot x}\left(\partial_{t}-i \omega_{k}\right) \phi(x) \tag{9.18}
\end{equation*}
$$

Naturally this obeys the appropriate bandlimitation condition as long as $\phi(x)$ is bandlimited. Recall that we argued commutation relations of $\phi$ and $\pi$ do not change after the bandlimit, so we also have that the creation and annihilation commutation relations at fixed times are unchanged. Hence we still have a Fock space structure at each fixed time. Therefore, the $S$-matrix element should still be identified with

$$
\begin{equation*}
\langle f| S|i\rangle=\sqrt{2 \omega_{1}} \sqrt{2 \omega_{2}} \sqrt{2 \omega_{1^{\prime}}} \sqrt{2 \omega_{2^{\prime}}}\langle 0| a_{p_{1}^{\prime}}(+\infty) a_{p_{2}^{\prime}}(+\infty) a_{p_{1}}^{\dagger}(-\infty) a_{p_{2}}^{\dagger}(-\infty)|0\rangle . \tag{9.19}
\end{equation*}
$$

Now what about the LSZ formula? We expect that one should replace

$$
\langle 0| \mathcal{T}\left\{\phi\left(x_{1}^{\prime}\right) \phi\left(x_{2}^{\prime}\right) \phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\}|0\rangle
$$

with the bandlimited version, where the bandlimited projector $P_{\Lambda}$ is applied to each of the four coordinates. However, this is already applied in the ordinary case. To see this, let us write $(p \mid x)=e^{i p \cdot x}$ with $\left.\int d x \mid x\right)(x \mid=1$, where we write round brackets because these are functions in the space of classical field configurations, not quantum states in the Fock space. Then for some function $f(x)$, we can write

$$
\begin{equation*}
i \int d x e^{i p \cdot x}\left(\square+m^{2}\right) f(x)=i \int d x d x^{\prime}(p \mid x)\left(x\left|\left(\square+m^{2}\right)\right| x^{\prime}\right)\left(x^{\prime} \mid f\right)=i\left(p\left|\left(\square+m^{2}\right)\right| f\right) \tag{9.20}
\end{equation*}
$$

Let us also write

$$
\begin{aligned}
\langle 0| \mathcal{T}\left\{\phi\left(x_{1}^{\prime}\right) \phi\left(x_{2}^{\prime}\right) \phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\}|0\rangle & =: G^{(4)}\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{1}, x_{2}\right) \\
& =\left(x_{1}^{\prime}\left|\otimes\left(x_{2}^{\prime}\left|G^{(4)}\right| x_{1}\right) \otimes\right| x_{2}\right)
\end{aligned}
$$

Then the right-hand side of the LSZ formula can be written

$$
\begin{aligned}
& {\left[i \int d x_{1}^{\prime} e^{i p_{1}^{\prime} \cdot x_{1}^{\prime}}\left(\square_{1^{\prime}}+m^{2}\right)\right]\left[i \int d x_{2}^{\prime} e^{i p_{2}^{\prime} \cdot x_{2}^{\prime}}\left(\square_{2^{\prime}}+m^{2}\right)\right]} \\
& \quad\left[i \int d x_{1} e^{-i p_{1} \cdot x_{1}}\left(\square_{1}+m^{2}\right)\right]\left[i \int d x_{2} e^{-i p_{2} \cdot x_{2}}\left(\square_{2}+m^{2}\right)\right] \\
& \quad \times\langle 0| \mathcal{T}\left\{\phi\left(x_{1}^{\prime}\right) \phi\left(x_{2}^{\prime}\right) \phi\left(x_{1}\right) \phi\left(x_{2}\right)\right\}|0\rangle \\
& =\left[i\left(p_{1}^{\prime} \mid\left(\square+m^{2}\right)\right] \otimes\left[i\left(p_{1}^{\prime} \mid\left(\square+m^{2}\right)\right] G^{(4)}\left[i\left(\square+m^{2}\right) \mid p_{1}\right)\right] \otimes\left[i\left(\square+m^{2}\right) \mid p_{2}\right)\right]
\end{aligned}
$$

Therefore, if we applied the projectors to the Greens' function, $G^{(4)} \mapsto\left(P_{\Lambda} \otimes P_{\Lambda}\right) G^{(4)}\left(P_{\Lambda} \otimes\right.$ $\left.P_{\Lambda}\right)$, they commute past $\left(\square+m^{2}\right)$ and hit the external momentum states, $\left.P_{\Lambda} \mid p\right)$. Of course the external momenta are on-shell, and so the projectors are simply absorbed $\left.\left.P_{\Lambda} \mid p\right)=\mid p\right)$. Therefore, in Lorentzian-bandlimited case, this expression is mathematically equivalent to the ordinary case where there is no bandlimit. Hence the above derivation to obtain the $S$-matrix element (which also takes the same form in both cases) from this expression still holds. Even though at the intermediate stages, we use objects such at step functions in time, which are not bandlimited, we can simply delay applying the bandlimited projectors and absorb them into the external momentum states.

All of that is to say that the LSZ reduction formula with the Lorentzian bandlimit is the same as that without the bandlimit, despite the fact that time-ordering is a prominent
ingredient in the formula and is different in the bandlimited and non-bandlimited cases. Once the $S$-matrix element is calculated, it is clear that proceeding to calculate a crosssection or decay rate would proceed as usual, since all of the external particles are on-shell, hence not affected by the projecting out of off-shell field configurations.

The effect of the bandlimit will appear in the evaluation of $G^{(4)}$. Now let us figure out how the calculation of these using Feynman rules is modified with the bandlimit. The next step is to perturbatively examine the classical time evolution of the interacting field theory, before proceeding to the quantum time evolution.

### 9.3 Classical time evolution and field algebra

Let us consider the following Lagrangian for a real scalar field

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} \phi\left(\square+m^{2}\right) \phi+\mathcal{L}_{\text {int }}(\phi) . \tag{9.21}
\end{equation*}
$$

The classical equation of motion is:

$$
\begin{equation*}
\left(\square+m^{2}\right) \phi=\mathcal{L}_{\text {int }}^{\prime}(\phi) \tag{9.22}
\end{equation*}
$$

where $\mathcal{L}_{\text {int }}^{\prime}(\phi):=\frac{d}{d \phi} \mathcal{L}_{\text {int }}(\phi)$.
In order to solve this equation perturbatively, we set up an iteration by first defining a Greens' function,

$$
\begin{equation*}
\left(\square_{x}+m^{2}\right) G\left(x, x^{\prime}\right)=-i \delta^{n}\left(x-x^{\prime}\right) . \tag{9.23}
\end{equation*}
$$

(We will not specify retarded, advanced, Feynman, etc. at this point, but keep it general.) Of course, this is only a right inverse and we have a choice of how $G$ should map into the kernel of the operator $\square+m^{2}$. This corresponds to a choice of how to navigate around the poles of $1 /\left(\square+m^{2}\right)$ in the complexified $k^{0}$ direction. Later, we will be dealing with the Feynman contour.

Dealing with the kernel of $\left(\square+m^{2}\right)$ is well-understood in ordinary quantum field theory. But now that we are projecting out eigenspaces of $\square$, we have an analogous situation where we can choose how $G$ should act on these directions we have projected out. Perhaps the natural thing to do is to just simply have $G$ project these out, but we want to examine what physical assumption one is making by doing this. Such an assumption would correspond to $G \mapsto P_{\Lambda} G P_{\Lambda}$, where $P_{\Lambda}$ is the projector onto the covariantly bandlimited subspace. Indeed, this is exactly what we did in the previous section. Consider splitting $G$ into four components $P_{\Lambda} G P_{\Lambda}, P_{\Lambda} G\left(1-P_{\Lambda}\right),\left(1-P_{\Lambda}\right) G P_{\Lambda}$, and $\left(1-P_{\Lambda}\right) G\left(1-P_{\Lambda}\right)$.

Since our differential operator is not the ordinary full $\left(\square+m^{2}\right)$, but projected onto the bandlimited subspace, $P_{\Lambda}\left(\square+m^{2}\right) P_{\Lambda}$, we cannot find an inverse on the full space, but only on this bandlimited subspace:

$$
\begin{equation*}
\left(\square+m^{2}\right) G=-i P_{\Lambda} \tag{9.24}
\end{equation*}
$$

This condition implies that $P_{\Lambda} G\left(1-P_{\Lambda}\right)=0$. Note that we only require $G$ to be a right-inverse, so it does not need to be hermitian.

We set up the iteration for the interacting theory,

$$
\begin{equation*}
\phi=\phi_{0}+i G \mathcal{L}_{\text {int }}^{\prime}(\phi) \tag{9.25}
\end{equation*}
$$

where $\phi_{0}$ is some free solution $\left(\square+m^{2}\right) \phi_{0}=0$. Now $\phi$ and $\phi_{0}$ are bandlimited. If we plug these back into the equation, then the input to $\mathcal{L}_{\text {int }}^{\prime}$ is covariantly bandlimited. What about the output?

The issue is that pointwise multiplication does not preserve bandlimitation. For example, if $\mathcal{L}_{\text {int }}(\phi)=\frac{g_{n}}{n!} \phi^{n}$, then the output of $\mathcal{L}_{\text {int }}^{\prime}(\phi)$ will generally not be bandlimited for $n \geq 3$, since in Fourier space it is the convolution of two or more fields. Therefore, in order to ensure that the output of $G$ is bandlimited, so that $\phi$ in the iteration remains in the bandlimited subspace, we must set $\left(1-P_{\Lambda}\right) G=0$. Hence, we are required to choose $G$ of the form $P_{\Lambda} G P_{\Lambda}$. By choosing this way of doing it, just constantly projecting things out, i.e., the assumption is that the Planck scale becomes a sink for modes that venture past it. Intuitively, this indicates that the theory might not be unitary.

Is there a way we can have modes outside of the bandlimit enter into the bandlimited subspace? In the context of this model, it does not make sense for these modes to be dynamical. One can put a non-dynamical source at the Planck boundary, but this would involve a modification of the equations of motion and Lagrangian to include such a source. However, there is no clear guidance for how this should be chosen anyway, so we will not consider it here.

Another option is to keep $G$ acting as the zero operator on the modes above the bandlimit, but deform the field multiplication to some star product $\phi * \phi$ in such a way that the output of $\mathcal{L}_{\text {int }}^{\prime}$ remains bandlimited. In this way, the iteration process is not continually projecting things out that venture beyond the bandlimit, but rather the modes are prevented from leaving the bandlimited subspace. For example, one could do it in such a way that the modes are squeezed up against the boundary, in analogy with velocity addition in special relativity.

### 9.4 Feynman rules

Now that we have the machinery in place, generating the Feynman rules proceeds very closely to usual. We will follow the approach using the Schwinger-Dyson equations, because it is manifestly covariant and directly written in terms of propagators. Also, it is more closely related to classical equations of motion just discussed.

The first step is to determine the equation of motion for the time-ordered $n$-point functions. I.e., we want to evaluate $\left(\square_{x}+m^{2}\right)\langle 0| \mathcal{T}\left\{\phi(x) \phi\left(x_{N}\right) \cdots \phi\left(x_{1}\right)\right\}|0\rangle$. Since the bandlimited time-ordered $n$-point functions are equal to the bandlimited projectors applied to each component of the non-bandlimited one, let us first consider the non-bandlimited case, and then argue that one can retrieve the bandlimited case by applying the projectors at the end. The proof is similar to the proof of the LSZ formula we showed above, except without the integrals. Suppose $x_{1}^{0}>x_{2}^{0}>\cdots>x_{N}^{0}$, then for arbitrary $x$,

$$
\begin{equation*}
\mathcal{T}\left\{\phi(x) \phi\left(x_{N}\right) \cdots \phi\left(x_{1}\right)\right\}=\sum_{j=0}^{N} \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right) \theta\left(x_{j+1}^{0}-x^{0}\right) \phi(x) \theta\left(x^{0}-x_{j}^{0}\right) \phi\left(x_{j}\right) \cdots \phi\left(x_{1}\right) . \tag{9.26}
\end{equation*}
$$

As before, we identify $t_{N+1}=+\infty$ and $t_{0}=-\infty$. First, the time derivative is,

$$
\begin{aligned}
\partial_{x^{0}}\left[\theta\left(x_{j+1}^{0}-x^{0}\right) \phi(x) \theta\left(x^{0}-x_{j}^{0}\right)\right]= & \theta\left(x_{j+1}^{0}-x^{0}\right) \theta\left(x^{0}-x_{j}^{0}\right) \partial_{x^{0}} \phi(x) \\
& +\left[-\delta\left(x_{j+1}^{0}-x^{0}\right)+\delta\left(x^{0}-x_{j}^{0}\right)\right] \phi(x) .
\end{aligned}
$$

Then (still with $x_{N}^{0}>\cdots>x_{1}^{0}$ ),

$$
\begin{aligned}
\partial_{x^{0}} & \langle 0| \\
= & \mathcal{T}\left\{\phi(x) \phi\left(x_{N}\right) \cdots \phi\left(x_{1}\right)\right\}|0\rangle \\
= & \sum_{j=0}^{N}\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right) \theta\left(x_{j+1}^{0}-x^{0}\right)\left[\partial_{x^{0}} \phi(x)\right] \theta\left(x^{0}-x_{j}^{0}\right) \phi\left(x_{j}\right) \cdots \phi\left(x_{1}\right)|0\rangle \\
& +\sum_{j=0}^{N}\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right)\left[-\delta\left(x_{j+1}^{0}-x^{0}\right) \phi(x)+\delta\left(x^{0}-x_{j}^{0}\right) \phi(x)\right] \phi\left(x_{j}\right) \cdots \phi\left(x_{1}\right)|0\rangle .
\end{aligned}
$$

The last term vanishes, since

$$
\begin{aligned}
& \sum_{j=0}^{N}\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right)\left[-\delta\left(x_{j+1}^{0}-x^{0}\right) \phi(x)+\delta\left(x^{0}-x_{j}^{0}\right) \phi(x)\right] \phi\left(x_{j}\right) \cdots \phi\left(x_{1}\right)|0\rangle \\
& \quad=\sum_{j=0}^{N}\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right)\left[\delta\left(x^{0}-x_{j}^{0}\right) \phi\left(x_{j}^{0}, \vec{x}\right)\right] \phi\left(x_{j}\right) \cdots \phi\left(x_{1}\right)|0\rangle \\
& \quad+\sum_{j=1}^{N+1}\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j}\right)\left[-\delta\left(x_{j}^{0}-x^{0}\right) \phi\left(x_{j}^{0}, \vec{x}\right)\right] \phi\left(x_{j-1}\right) \cdots \phi\left(x_{1}\right)|0\rangle \\
& =\sum_{j=1}^{N} \delta\left(x^{0}-x_{j}^{0}\right)\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right)\left[\phi\left(x_{j}^{0}, \vec{x}\right), \phi\left(x_{j}^{0}, \vec{x}_{j}\right)\right] \phi\left(x_{j-1}\right) \cdots \phi\left(x_{1}\right)|0\rangle \\
& =0
\end{aligned}
$$

due to the equal-time commutation relations $\left[\phi\left(x_{j}^{0}, \vec{x}\right), \phi\left(x_{j}^{0}, \vec{x}_{j}\right)\right]=0$. The terms $j=0$ and $j=N+1$ at the ends vanish identically, since we have $x_{0}^{0}=-\infty$ and $x_{N+1}^{0}=+\infty$ and so the delta functions vanish with these arguments (alternatively, recall that we said to omit the theta functions at the beginning, which would give rise to these). Thus, we arrive at a simplified formula (without delta functions),

$$
\begin{aligned}
& \partial_{x^{0}}\langle 0| \mathcal{T}\left\{\phi(x) \phi\left(x_{N}\right) \cdots \phi\left(x_{1}\right)\right\}|0\rangle \\
& \quad=\sum_{j=0}^{N}\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right) \theta\left(x_{j+1}^{0}-x^{0}\right)\left[\partial_{x^{0}} \phi(x)\right] \theta\left(x^{0}-x_{j}^{0}\right) \phi\left(x_{j}\right) \cdots \phi\left(x_{1}\right)|0\rangle
\end{aligned}
$$

Take another time derivative,

$$
\begin{aligned}
\partial_{x^{0}}^{2} & \langle 0| \mathcal{T}\left\{\phi(x) \phi\left(x_{N}\right) \cdots \phi\left(x_{1}\right)\right\}|0\rangle \\
= & \sum_{j=0}^{N}\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right) \theta\left(x_{j+1}^{0}-x^{0}\right)\left[\partial_{x^{0}}^{2} \phi(x)\right] \theta\left(x^{0}-x_{j}^{0}\right) \phi\left(x_{j}\right) \cdots \phi\left(x_{1}\right)|0\rangle \\
& +\sum_{j=0}^{N}\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right)\left[-\delta\left(x_{j+1}^{0}-x^{0}\right) \partial_{x^{0}} \phi(x)+\delta\left(x^{0}-x_{j}^{0}\right) \partial_{x^{0}} \phi(x)\right] \phi\left(x_{j}\right) \cdots \phi\left(x_{1}\right)|0\rangle .
\end{aligned}
$$

but now, we use $\left[\phi\left(x_{j}^{0}, \vec{x}_{j}\right), \partial_{x^{0}} \phi\left(x_{j}^{0}, \vec{x}\right)\right]=i \delta^{(3)}\left(\vec{x}-\vec{x}_{j}\right)$ to obtain

$$
\begin{aligned}
& \sum_{j=0}^{N}\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right)\left[-\delta\left(x_{j+1}^{0}-x^{0}\right) \partial_{x^{0}} \phi(x)+\delta\left(x^{0}-x_{j}^{0}\right) \partial_{x^{0}} \phi(x)\right] \phi\left(x_{j}\right) \cdots \phi\left(x_{1}\right)|0\rangle \\
& =\sum_{j=1}^{N} \delta\left(x^{0}-x_{j}^{0}\right)\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right)\left[\partial_{x_{j}^{0}} \phi\left(x_{j}^{0}, \vec{x}\right), \phi\left(x_{j}^{0}, \vec{x}_{j}\right)\right] \phi\left(x_{j-1}\right) \cdots \phi\left(x_{1}\right)|0\rangle \\
& =\sum_{j=1}^{N}(-i) \delta^{(4)}\left(x-x_{j}\right)\langle 0| \phi\left(x_{N}\right) \cdots \phi\left(x_{j+1}\right) \phi\left(x_{j-1}\right) \cdots \phi\left(x_{1}\right)|0\rangle
\end{aligned}
$$

Applying $-\nabla_{x}^{2}+m^{2}$ to the $n$-point function is simple because it commutes with the time-ordering. Relaxing $x_{N}^{0}>\cdots>x_{1}^{0}$ and combining these results, we have the SchwingerDyson equations

$$
\begin{aligned}
& \left(\square_{x}+m^{2}\right)\langle 0| \mathcal{T}\left\{\phi(x) \phi\left(x_{1}\right) \cdots \phi\left(x_{N}\right)\right\}|0\rangle \\
& \quad=\langle 0| \mathcal{T}\left\{\left(\square_{x}+m^{2}\right) \phi(x) \phi\left(x_{1}\right) \cdots \phi\left(x_{N}\right)\right\}|0\rangle \\
& \quad+\quad \sum_{j=1}^{N}(-i) \delta^{(4)}\left(x-x_{j}\right)\langle 0| \mathcal{T}\left\{\phi\left(x_{1}\right) \cdots \phi\left(x_{j-1}\right) \phi\left(x_{j+1}\right) \cdots \phi\left(x_{N}\right)\right\}|0\rangle .
\end{aligned}
$$

Proceeding, we will simplify the notation to $\phi_{x} \equiv \phi(x), D_{x} \equiv \square_{x}+m^{2}, \delta_{x x^{\prime}} \equiv \delta^{(4)}\left(x-x^{\prime}\right)$, and $\left\langle\phi_{1} \cdots \phi_{N}\right\rangle \equiv\langle 0| \mathcal{T}\left\{\phi(x) \phi\left(x_{1}\right) \cdots \phi\left(x_{N}\right)\right\}|0\rangle$. The Schwinger-Dyson equations are then

$$
\begin{equation*}
D_{x}\left\langle\phi_{x} \phi_{1} \cdots \phi_{N}\right\rangle=\left\langle D_{x} \phi_{x} \phi_{1} \cdots \phi_{N}\right\rangle+\sum_{j=1}^{N}(-i) \delta_{x j}\left\langle\phi_{1} \cdots \phi_{j-1} \phi_{j+1} \cdots \phi_{N}\right\rangle . \tag{9.27}
\end{equation*}
$$

If we want the Schwinger-Dyson equations adapted to the bandlimited field theory, we see that one can simply apply projectors $P_{x x^{\prime}}:=P_{\Lambda}\left(x-x^{\prime}\right)$ to each component. For the bandlimited version, let us first write $P_{x x^{\prime}}:=P_{\Lambda}\left(x-x^{\prime}\right)$. To obtain the bandlimited timeordered $n$-point function, one applies these bandlimited projectors to each component. Let us write this as:

$$
\begin{equation*}
\left\langle\phi_{1} \phi_{2} \cdots \phi_{N}\right\rangle_{\Lambda}:=P_{11^{\prime}} P_{22^{\prime}} \cdots P_{N N^{\prime}}\left\langle\phi_{1^{\prime}} \phi_{2^{\prime}} \cdots \phi_{N^{\prime}}\right\rangle \tag{9.28}
\end{equation*}
$$

leaving sums over repeated indices implicit. Then the left-hand side of the Schwinger-Dyson equation for the bandlimited case is

$$
\begin{equation*}
D_{x} P_{x x^{\prime}} P_{11^{\prime}} \cdots P_{N N^{\prime}}\left\langle\phi_{x^{\prime}} \phi_{1^{\prime}} \cdots \phi_{N^{\prime}}\right\rangle=P_{x x^{\prime}} P_{11^{\prime}} \cdots P_{N N^{\prime}} D_{x^{\prime}}\left\langle\phi_{x^{\prime}} \phi_{1^{\prime}} \cdots \phi_{N^{\prime}}\right\rangle \tag{9.29}
\end{equation*}
$$

since the projectors commute with the operator $\left(\square_{x}+m^{2}\right)$. Therefore, we see that we can simply apply the Schwinger-Dyson equation to the ordinary $n$-point function, and project the components onto the bandlimited subspace after. Hence we arrive at

$$
\begin{equation*}
D_{x}\left\langle\phi_{x} \phi_{1} \cdots \phi_{N}\right\rangle_{\Lambda}=\left\langle D_{x} \phi_{x} \phi_{1} \cdots \phi_{N}\right\rangle_{\Lambda}+\sum_{j=1}^{N}(-i) P_{x j}\left\langle\phi_{1} \cdots \phi_{j-1} \phi_{j+1} \cdots \phi_{N}\right\rangle_{\Lambda} . \tag{9.30}
\end{equation*}
$$

Thus are essentially unchanged, with $\delta \mapsto P$ since $P$ is the identity on the bandlimited subspace.

We use these equations to produce an iteration to perturbatively evaluate a timeordered $n$-point function (which can be inserted into the LSZ formula) in terms of combinations of free Feynman propagators. These will yield the position-space Feynman rules. The key is to use the Heisenberg equation of motion $D_{x} \phi_{x} \equiv\left(\square_{x}+m^{2}\right) \phi_{x}=\mathcal{L}_{i n t}^{\prime}\left(\phi_{x}\right)$, and the Feynman propagator $G_{x x^{\prime}}:=G_{F}\left(x-x^{\prime}\right)$ of the free theory, which satisfies $D_{x} G_{x x^{\prime}}=-i P_{x x^{\prime}}$ (or $P \mapsto \delta$ in the non-bandlimited theory).

At zeroth order, with $D_{x} \phi_{x}=\mathcal{L}_{\text {int }}^{\prime}\left(\phi_{x}\right)=0$,

$$
\begin{aligned}
\left\langle\phi_{1} \phi_{2}\right\rangle & =\int d x P_{1 x}\left\langle\phi_{x} \phi_{2}\right\rangle \\
& =\int d x i\left(D_{x} G_{x 1}\right)\left\langle\phi_{x} \phi_{2}\right\rangle \\
& =\int d x i G_{x 1} D_{x}\left\langle\phi_{x} \phi_{2}\right\rangle \\
& =\int d x i G_{x 1}\left(\left\langle D_{x} \phi_{x} \phi_{2}\right\rangle-i P_{x 2}\right) \\
& =G_{12}
\end{aligned}
$$

For illustration, let us consider $\mathcal{L}_{\text {int }}(\phi)=\frac{g}{3!} \phi^{3}$. Of course, this theory does not have a ground state, but this will not be apparent in perturbation theory, so we will just use it as
a simple example to illustrate the method. Let us evaluate $\left\langle\phi_{1} \phi_{2}\right\rangle$ to second order in $g$.

$$
\begin{aligned}
\left\langle\phi_{1} \phi_{2}\right\rangle & =\int d x P_{1 x}\left\langle\phi_{x} \phi_{2}\right\rangle \\
& =\int d x i G_{1 x} D_{x}\left\langle\phi_{x} \phi_{2}\right\rangle \\
& =\int d x i G_{1 x}\left(\frac{g}{2}\left\langle\phi_{x}^{2} \phi_{2}\right\rangle-i P_{x 2}\right) \\
& =G_{12}+\frac{g}{2} \int d x d y i G_{1 x} P_{2 y}\left\langle\phi_{x}^{2} \phi_{y}\right\rangle \\
& =G_{12}+\frac{g}{2} \int d x d y i^{2} G_{1 x} G_{2 y} D_{y}\left\langle\phi_{x}^{2} \phi_{y}\right\rangle \\
& =G_{12}+\frac{g}{2} \int d x d y i^{2} G_{1 x} G_{2 y}\left(\frac{g}{2}\left\langle\phi_{x}^{2} \phi_{y}^{2}\right\rangle-2 i P_{x y}\left\langle\phi_{x}\right\rangle\right) .
\end{aligned}
$$

Now, to first order

$$
\begin{equation*}
\left\langle\phi_{x}\right\rangle=\int d y P_{x y}\left\langle\phi_{y}\right\rangle=\int d y i G_{x y} D_{y}\left\langle\phi_{y}\right\rangle=\int d y i G_{x y} \frac{g}{2}\left\langle\phi_{y}^{2}\right\rangle=\frac{i g}{2} \int d y G_{x y} G_{y y}, \tag{9.31}
\end{equation*}
$$

and to zeroth order

$$
\begin{aligned}
\left\langle\phi_{1} \phi_{2} \phi_{3} \phi_{4}\right\rangle & =\int d x i G_{1 x} D_{x}\left\langle\phi_{x} \phi_{2} \phi_{3} \phi_{4}\right\rangle \\
& =\int d x i G_{1 x}\left(-i P_{x 2}\left\langle\phi_{3} \phi_{4}\right\rangle-i P_{x 3}\left\langle\phi_{2} \phi_{4}\right\rangle-i P_{x 4}\left\langle\phi_{2} \phi_{3}\right\rangle\right) \\
& =G_{12} G_{34}+G_{13} G_{24}+G_{14} G_{23} .
\end{aligned}
$$

Then, to second order,

$$
\begin{equation*}
\left\langle\phi_{1} \phi_{2}\right\rangle=G_{12}+(i g)^{2} \int d x d y\left(\frac{1}{2} G_{1 x} G_{2 y}\left(G_{x y}\right)^{2}+\frac{1}{4} G_{1 x} G_{2 y} G_{x x} G_{y y}+\frac{1}{2} G_{1 x} G_{2 x} G_{x y} G_{y y}\right) \tag{9.32}
\end{equation*}
$$

These terms correspond to the Feynman diagrams below. The first will be the one-loop contribution to the $\phi^{3}$ propagator, and the last two are tadpole diagrams that will be cancelled by a linear counterterm in the renormalization procedure.


This is identical to the typical derivation of the Feynman rules, but now with bandlimited propagators. Conversion to obtaining momentum space Feynman rules for the $S$-matrix element after inserting into the LSZ formula proceeds similarly to the usual case as well. Namely, they are:

- Internal lines get factors of the propagator: $\frac{i}{p^{2}-m^{2}+i \epsilon}$.
- Vertices get factors of $i$ times the coupling constant.
- Lines connected to external points get factors of 1 , since their propagators are cancelled in the LSZ formula.
- 4-momentum is conserved at each vertex.
- Integrate over undetermined 4-momenta.
- Sum over all diagrams with relevant number of incoming and outgoing particles.

The only difference is that, since the Feynman propagators are covariantly bandlimited, integration over internal momenta will be restricted to the region $\left|k^{2}\right|<\Lambda^{2}$. Therefore, we have carefully justified our intuitive guess in the introduction to this chapter that applying Lorentzian bandlimitation to interacting field theory simply amounts to cutting off the internal momenta of the propagators in the corresponding Feynman graphs.

It is reasonably clear that a path integral approach would yield the same result we have found here, through

$$
\begin{equation*}
\langle 0| \mathcal{T}\left\{\phi\left(x_{1}\right) \cdots \phi\left(x_{N}\right)\right\}|0\rangle=\left.\frac{1}{Z[0]} \frac{1}{i} \frac{\delta}{\delta J\left(x_{1}\right)} \cdots \frac{1}{i} \frac{\delta}{\delta J\left(x_{N}\right)}\right|_{J=0} Z[J] \tag{9.33}
\end{equation*}
$$

with

$$
\begin{equation*}
Z[J]=\exp \left[i \int d x \mathcal{L}_{i n t}\left(\frac{1}{i} \frac{\delta}{\delta J(x)}\right)\right] \exp \left[\frac{1}{2} \int d x d x^{\prime} J(x) G_{F}\left(x, x^{\prime}\right) J\left(x^{\prime}\right)\right] \tag{9.34}
\end{equation*}
$$

Because of the issues with time-ordering, it seems a Hamiltonian approach would be awkward. The time-ordered $n$-point functions are given by

$$
\begin{equation*}
\langle 0| \mathcal{T}\left\{\phi\left(x_{1}\right) \cdots \phi\left(x_{N}\right)\right\}|0\rangle=\frac{\langle\emptyset| \mathcal{T}\left\{\phi_{0}\left(x_{1}\right) \cdots \phi_{0}\left(x_{N}\right) e^{i \int d x \mathcal{L}_{\text {int }}\left(\phi_{0}(x)\right)}\right\}|\emptyset\rangle}{\langle\emptyset| \mathcal{T}\left\{e^{i \int d x \mathcal{L}_{\text {int }}\left(\phi_{0}(x)\right)}\right\}|\emptyset\rangle} \tag{9.35}
\end{equation*}
$$

where $\phi_{0}\left(x_{i}\right)$ are free fields (i.e., evolved under the free Hamiltonian), and we use $|\emptyset\rangle$ to denote the vacuum of the free theory. One would have to carefully consider the use of timeordering here, as well as the use of Wick's theorem to rewrite the time-ordered correlation function in terms of two-point Feynman propagators. Presumably one would arrive at the same answer, since we can just project everything after, although we will not check this explicitly here.

Now we want to see how it affects the loop integrals, and whether the cutoff aids in regulating the diagrams.

### 9.5 Lorentzian-bandlimited loop integrals

Let us now examine some loop integrals, in order to determine how the divergences are affected by the Lorentzian bandlimit. First, we will look at the following integral,

$$
\begin{equation*}
\int_{\left|\ell^{2}\right|<\Lambda^{2}} \frac{d^{n} \ell}{(2 \pi)^{n}} \frac{1}{\ell^{2}-m^{2}+i \epsilon} \tag{9.36}
\end{equation*}
$$

This appears, for example, in the tadpole diagrams of $\phi^{3}$ theory, such as

and the one-loop correction to the propagator of $\phi^{4}$ theory.


Typically (see, e.g., [98, 118]) one would evaluate this integral by first performing a Wick rotation of $\ell^{0} \mapsto i \ell^{0}$, to get a Euclidean vector $q:=\left(i \ell^{0}, \vec{\ell}\right)$. That is, we rotate the $\ell^{0}$ contour counterclockwise:


Then one can use dimensional regularization, by analytically continuing the spacetime dimension $n$. For arbitrary $n$, we have

$$
\begin{equation*}
\int \frac{d^{n} q}{(2 \pi)^{n}} \frac{-1}{q^{2}+m^{2}}=-\frac{\Gamma(1-n / 2)}{(4 \pi)^{n / 2}\left(m^{2}\right)^{(1-n / 2)}} . \tag{9.37}
\end{equation*}
$$

Since $\Gamma(z)$ diverges for $z$ at nonpositive integers, this integral diverges for even dimensions with $n \geq 2$. If one is particularly interested in $n=4$, for example, then set $n=4-\varepsilon$ and expand in orders of $\varepsilon$ to get

$$
\begin{aligned}
\int \frac{d^{n} q}{(2 \pi)^{n}} & =-\Gamma(-1+\varepsilon / 2) \frac{m^{2}}{(4 \pi)^{2}}\left(\frac{4 \pi}{m^{2}}\right)^{\varepsilon / 2} \\
& =\frac{m^{2}}{(4 \pi)^{2}}\left(\frac{2}{\varepsilon}-\gamma+1+\ln \left(\frac{4 \pi}{m^{2}}\right)+\mathcal{O}(\varepsilon)\right)
\end{aligned}
$$

One can then subtract only the piece diverging as $\varepsilon \rightarrow 0$ or the entire quantity depending on which theory one is considering as well as the chosen renormalization scheme (on-shell, minimal subtraction, etc.). Generally, an integral of the form,

$$
\begin{equation*}
\int \frac{d^{n} q}{(2 \pi)^{n}} \frac{\left(q^{2}\right)^{a}}{\left(q^{2}+m^{2}\right)^{b}}=\frac{\Gamma(b-a-n / 2) \Gamma(a+n / 2)}{(4 \pi)^{n / 2} \Gamma(b) \Gamma(n / 2)}\left(m^{2}\right)^{-(b-a-n / 2)}, \tag{9.38}
\end{equation*}
$$

diverges for even $n \geq 2(b-a)$ from $\Gamma(b-a-n / 2)$. We see that a simple counting of the powers of $q$ suffices to determine whether the integral will diverge.

Now let us return to the bandlimited version of this integral. Recall that one can decompose the integration as

$$
\begin{equation*}
\int \frac{d \vec{\ell}}{(2 \pi)^{n-1}} \int_{I(\vec{\ell})} \frac{d \ell^{0}}{2 \pi} \frac{1}{\left(\ell^{0}\right)^{2}-\omega_{\ell}^{2}+i \epsilon}, \tag{9.39}
\end{equation*}
$$

where

$$
I(\vec{\ell}):= \begin{cases}{\left[-r_{+}(\vec{\ell}), r_{+}(\vec{\ell})\right]} & \text { if } \vec{\ell}^{2} \leq \Lambda^{2}  \tag{9.40}\\ {\left[-r_{+}(\vec{\ell}),-r_{-}(\vec{\ell})\right] \cup\left[r_{-}(\vec{\ell}), r_{+}(\vec{\ell})\right]} & \text { if } \vec{\ell}^{2}>\Lambda^{2}\end{cases}
$$

and $r_{ \pm}(\vec{\ell}):=\sqrt{\overrightarrow{\ell^{2}} \pm \Lambda^{2}}$. For some $|\vec{\ell}| \leq \Lambda$, the contour in the complex $\ell^{0}$ plane looks like:


Can this contour be Wick-rotated as before? Of course we can deform the contour (provided we do not pass through the poles), but the endpoints of the contour are fixed on the real axis, so at best we can achieve something like:


Therefore, as opposed to the ordinary case, the contributions from the arcs do not vanish, and so Wick rotation does not help us to evaluate the integral. Also, this means that the usual tricks for evaluating such integrals, such as dimensional or Pauli-Villars regularization, will no longer work, as they both involve a Wick rotation at some stage.

Let us then attempt a more direct evaluation. Note that the $\ell^{0}$ integral is the same as the one we evaluated in Chapter 3 for the equal-time Fourier-transformed Feynman propagator. There, we saw that

$$
i \int_{I(\vec{\ell})} \frac{d \ell^{0}}{2 \pi} \frac{1}{\ell^{2}-m^{2}+i \epsilon}= \begin{cases}\frac{1}{2 \omega_{\ell}}+\frac{1}{2 \pi i} \frac{1}{\omega_{\ell}} \ln \left|\frac{r_{+}(\vec{\ell})+\omega_{\ell}}{r_{+}\left(\vec{\ell}-\omega_{\ell}\right.}\right|, & \text { if }|\vec{\ell}| \leq \Lambda  \tag{9.41}\\ \frac{1}{2 \omega_{\ell}}+\frac{1}{2 \pi i} \frac{1}{\omega_{\ell}}\left(\ln \left|\frac{r_{+}\left(\vec{\ell}+\omega_{\ell}\right.}{r_{+}(\vec{\ell})-\omega_{\ell}}\right|-\ln \left|\frac{\omega_{\ell}+r_{-}(\vec{\ell})}{\omega_{\ell}-r_{-}(\vec{\ell})}\right|\right), & \text { if }|\vec{\ell}|>\Lambda\end{cases}
$$

Now we want to integrate this over all $\vec{\ell}$, i.e.,

$$
\begin{aligned}
\int_{\left|\ell^{2}\right|<\Lambda^{2}} & \frac{d^{n} \ell}{(2 \pi)^{n}} \frac{1}{\ell^{2}-m^{2}+i \epsilon} \\
= & \int_{|\vec{\ell}| \leq \Lambda} \frac{d \vec{\ell}}{(2 \pi)^{n}} \frac{1}{\omega_{\ell}}\left[-i \pi-\ln \left|\frac{r_{+}(\vec{\ell})+\omega_{\ell}}{r_{+}(\vec{\ell})-\omega_{\ell}}\right|\right] \\
& +\int_{|\vec{\ell}|>\Lambda} \frac{d \vec{\ell}}{(2 \pi)^{n}} \frac{1}{\omega_{\ell}}\left[-i \pi-\left(\ln \left|\frac{r_{+}(\vec{\ell})+\omega_{\ell}}{r_{+}(\vec{\ell})-\omega_{\ell}}\right|-\ln \left|\frac{\omega_{\ell}+r_{-}(\vec{\ell})}{\omega_{\ell}-r_{-}(\vec{\ell})}\right|\right)\right] .
\end{aligned}
$$

The first integral is finite, due to the ultraviolet cutoff $|\vec{\ell}|<\Lambda$. Therefore, in order to determine whether the full integral converges, let us focus on the second term. Specifically, we will examine the behaviour of the integrand for large $|\vec{\ell}|$ by expanding in $\Lambda /|\vec{\ell}|$. We find this gives

$$
\begin{aligned}
& \int_{|\overrightarrow{\mid}|>\Lambda} \frac{d \vec{\ell}}{(2 \pi)^{n}} \frac{1}{\omega_{\ell}}\left[-i \pi-\left(\ln \left|\frac{r_{+}(\vec{\ell})+\omega_{\ell}}{r_{+}(\vec{\ell})-\omega_{\ell}}\right|-\ln \left|\frac{\omega_{\ell}+r_{-}(\vec{\ell})}{\omega_{\ell}-r_{-}(\vec{\ell})}\right|\right)\right] \\
& \quad=\frac{\Omega_{n-1}}{(2 \pi)^{n}} \int_{\Lambda}^{\infty} d|\vec{\ell}| \frac{|\vec{\ell}|^{n-2}}{\omega_{\ell}}\left[-i \pi+\ln \left(\frac{1-m^{2} / \Lambda^{2}}{1+m^{2} / \Lambda^{2}}\right)-\frac{\Lambda^{2}}{|\vec{\ell}|^{2}}+\frac{m^{2}}{4 \Lambda^{2}} \frac{\Lambda^{4}}{|\vec{\ell}|^{4}}+\mathcal{O}\left(\frac{\Lambda^{6}}{|\vec{\ell}|^{6}}\right)\right] .
\end{aligned}
$$

where $\Omega_{n-1}=2 \pi^{n / 2} / \Gamma(n / 2)$ is the surface area of the unit $(n-1)$-sphere, and recall $\omega_{\ell}:=\sqrt{\overrightarrow{\ell^{2}}+m^{2}}$. The first two terms in this expansion diverge for $n \geq 2$, similar to the case without the bandlimit. Hence, we see that the Lorentzian bandlimit does not help to tame the divergences in this integral.

Does the power counting argument still hold? For example, in the ordinary case we would find that the integral

$$
\begin{equation*}
\int \frac{d^{n} \ell}{(2 \pi)^{n}} \frac{1}{\left(\ell^{2}-m^{2}+i \epsilon\right)^{2}} \tag{9.42}
\end{equation*}
$$

diverges only for $n \geq 4$. Instead of evaluating a new integral, we can simply use the standard trick,

$$
\begin{equation*}
\frac{\partial}{\partial m^{2}} \int_{\left|\ell^{2}\right|<\Lambda} \frac{d^{n} \ell}{(2 \pi)^{n}} \frac{1}{\ell^{2}-m^{2}+i \epsilon}=\int_{\left|\ell^{2}\right|<\Lambda} \frac{d^{n} \ell}{(2 \pi)^{n}} \frac{1}{\left(\ell^{2}-m^{2}+i \epsilon\right)^{2}}, \tag{9.43}
\end{equation*}
$$

and apply it to the above expansion. We find this gives

$$
\begin{aligned}
& \frac{\Omega_{n-1}}{(2 \pi)^{n}} \int_{\Lambda}^{\infty} d|\vec{\ell}||\vec{\ell}|^{n-2}\left\{\frac{-1}{2 \omega_{\ell}^{3}}\left[-i \pi+\ln \left(\frac{1-m^{2} / \Lambda^{2}}{1+m^{2} / \Lambda^{2}}\right)-\frac{\Lambda^{2}}{|\vec{\ell}|^{2}}+\frac{m^{2}}{4 \Lambda^{2}} \frac{\Lambda^{4}}{|\vec{\ell}|^{4}}+\mathcal{O}\left(\frac{\Lambda^{6}}{|\vec{\ell}|^{6}}\right)\right]\right. \\
& \left.\quad+\frac{1}{\omega_{\ell}}\left[\frac{-2}{\Lambda^{2}} \frac{1}{1-m^{4} / \Lambda^{4}}+\frac{1}{4 \Lambda^{2}} \frac{\Lambda^{4}}{|\vec{\ell}|^{4}}+\mathcal{O}\left(\frac{\Lambda^{6}}{|\vec{\ell}|^{6}}\right)\right]\right\} .
\end{aligned}
$$

The convergence of the first set of terms is improved, occuring for $n \geq 4$. However, the first of the second set of terms still diverges for $n \geq 2$. This term came from the logarithm which is only a function of $m^{2} / \Lambda^{2}$. Indeed, we see that taking even higher derivatives of $m^{2}$ will not improve the convergence of this integral, since we will always have a term of the form $\omega_{\ell}^{-1} f\left(m^{2} / \Lambda^{2}\right)$, which produces another term of this form (plus one with better convergence) after applying $\partial / \partial m^{2}$.

We see then that the simple power-counting argument no longer holds for these integrals that are Lorentzian-bandlimited. This is counterintuitive, since then it would seem that in the ordinary (non-bandlimited) field theory, the far off-shell loop momenta are actually helping in the convergence of some of these integrals.

How about other loop integrals? The next that one would naturally consider would be:

$$
\begin{equation*}
\int_{\left|\ell^{2}\right|,\left|(\ell-k)^{2}\right|<\Lambda^{2}} \frac{d \ell}{(2 \pi)^{n}} \frac{1}{\ell^{2}-m^{2}+i \epsilon} \frac{1}{(\ell-k)^{2}-m^{2}+i \epsilon} \tag{9.44}
\end{equation*}
$$

This appears, for example, in the one-loop correction to the $\phi^{3}$ propagator,

as well as the one-loop correction to the $\phi^{4} 4$-vertex.


We will only give an overview of this calculation, as it becomes quite tedious. For later convenience, we will shift the integration variable by $k / 2$, then

$$
\begin{equation*}
\int_{\left|(\ell+k / 2)^{2}\right|,\left|(\ell-k / 2)^{2}\right|<\Lambda^{2}} \frac{d \ell}{(2 \pi)^{n}} \frac{1}{(\ell+k / 2)^{2}-m^{2}+i \epsilon} \frac{1}{(\ell-k / 2)^{2}-m^{2}+i \epsilon} \tag{9.45}
\end{equation*}
$$

Performing a calculation of this integral is very difficult in general, since it requires integrating over the intersection of the regions $\left|(\ell+k / 2)^{2}\right|<\Lambda^{2}$ and $\left|(\ell-k / 2)^{2}\right|<\Lambda^{2}$, for some arbitrary 4 -momentum $k$. Recall that each of these are regions bounded by four hyperbolas. One can gain a little traction by assuming each component of $k^{\mu}$ is much smaller than $\Lambda$. This is reasonable for considering the one-loop correction to a $\phi \phi \rightarrow \phi \phi$ scattering process in either the $\phi^{3}$ or $\phi^{4}$ theories, where $k$ in the above diagrams would consist of sums or differences of the momenta of the external particles. In this case, these two regions are slightly shifted from one another. In fact, the tails of the hyperbolas can intersect one another, yielding an ultraviolet cutoff for $|\vec{\ell}|$.

Calculating all the points of intersection of the boundaries of these two regions is tedious, but one can approximate where the ultraviolet cutoff occurs by considering the intersection of the boundaries $\ell^{0}=-\frac{k^{0}}{2}+r_{ \pm}(\vec{\ell}+\vec{k} / 2)$ and $\ell^{0}=\frac{k^{0}}{2}+r_{\mp}(\vec{\ell}-\vec{k} / 2)$. The cutoff occurs in the tails of the hyperbolas, i.e., for $|\vec{\ell}| \gg \Lambda \gg|\vec{k}|$, so we will neglect any occurrences of $|\vec{k}| /|\vec{\ell}|$. We find that the cutoff occurs roughly at

$$
\begin{equation*}
|\vec{\ell}|=\frac{\Lambda^{2}}{\left|k^{0}-|\vec{k}| \cos \theta\right|}, \tag{9.46}
\end{equation*}
$$

where $\theta$ is the angle between $\vec{\ell}$ and $\vec{k}$. This is finite provided $k^{0} \neq|\vec{k}| \cos \theta$. If $k$ is timelike, then $k^{0} \neq|\vec{k}| \cos \theta$ for all $\theta$, and the loop integral will be finite. If $k$ is spacelike, it is possible that this vanishes, and hence the ultraviolet cutoff for $|\vec{\ell}|$ disappears. Since we are integrating over $\theta$ in the loop integral, it is possible that this singularity is integrable, so let us try to evaluate it.

Let us focus on the region $\ell^{0} \in\left[r_{-}(\vec{\ell}), r_{+}(\vec{\ell})\right]$ and $|\vec{\ell}|>\Lambda$. We find that

$$
\begin{aligned}
& \int_{|\overrightarrow{\mid}|>\Lambda} \frac{d \vec{\ell}}{(2 \pi)^{n}} \int_{r_{-}(\vec{\ell})}^{r_{+}(\vec{\ell})} d \ell^{0} \frac{1}{(\ell+k / 2)^{2}-m^{2}+i \epsilon} \frac{1}{(\ell-k / 2)^{2}-m^{2}+i \epsilon} \\
& \quad=\int_{\Lambda}^{\left(\Lambda^{2}-m^{2}\right) / 2\left|k^{0}-|\vec{k}| \cos \theta\right|} \frac{d \vec{\ell}}{(2 \pi)^{n}}\left[-i \pi F\left(\omega_{+}, \omega_{-}\right)+i \pi F\left(-\omega_{-}, \omega_{+}\right)\right] \\
& \quad+\int_{\Lambda}^{\Lambda^{2} /\left|k^{0}-|\vec{k}| \cos \theta\right.} \frac{d \vec{\ell}}{(2 \pi)^{n}}\left\{F\left(\omega_{+}, \omega_{-}\right) \ln \left|\frac{r_{+}(\vec{\ell})+k^{0} / 2-\omega_{+}}{r_{-}(\vec{\ell})+k^{0} / 2-\omega_{+}}\right|\right. \\
& \quad-F\left(-\omega_{-}, \omega_{+}\right) \ln \left|\frac{r_{+}(\vec{\ell})-k^{0} / 2-\omega_{-}}{r_{-}(\vec{\ell})-k^{0} / 2-\omega_{-}}\right|+F\left(-\omega_{+}, \omega_{-}\right) \ln \left|\frac{r_{+}(\vec{\ell})+k^{0} / 2+\omega_{+}}{r_{-}(\vec{\ell})+k^{0} / 2+\omega_{+}}\right| \\
& \left.\quad-F\left(\omega_{-}, \omega_{+}\right) \ln \left|\frac{r_{+}(\vec{\ell})-k^{0} / 2+\omega_{-}}{r_{-}(\vec{\ell})-k^{0} / 2+\omega_{-}}\right|\right\},
\end{aligned}
$$

where $\omega_{ \pm}:=\sqrt{(\vec{\ell} \pm \vec{k} / 2)^{2}+m^{2}}$, and

$$
\begin{equation*}
F\left(\omega_{+}, \omega_{-}\right):=\frac{1}{2 \omega_{+}} \frac{1}{\left(k^{0}-\omega_{+}\right)^{2}-\omega_{-}^{2}} \tag{9.47}
\end{equation*}
$$

In $n=4$ dimensions, the first integral gives a finite value

$$
\begin{aligned}
& \int_{\Lambda}^{\left(\Lambda^{2}-m^{2}\right) / 2\left|k^{0}-|\vec{k}| \cos \theta\right|} \frac{d \vec{\ell}}{(2 \pi)^{n}}\left[-i \pi F\left(\omega_{+}, \omega_{-}\right)+i \pi F\left(-\omega_{-}, \omega_{+}\right)\right] \\
& \quad=\frac{i}{32 \pi^{2}}\left(2+\ln \left|\frac{\left(\Lambda^{2}-m^{2}\right)^{2}}{4 \Lambda^{2}\left|k^{2}\right|}\right|+\frac{k^{0}}{|\vec{k}|} \ln \left|\frac{k^{0}-|\vec{k}|}{k^{0}+|\vec{k}|}\right|\right) .
\end{aligned}
$$

However, we find the second integral, to leading order, behaves as

$$
\begin{aligned}
& \sim \int_{\Lambda}^{\Lambda^{2} /\left|k^{0}-|\vec{k}| \cos \theta\right|} \frac{d^{3} \vec{\ell}}{(2 \pi)^{4}} \frac{-\Lambda^{2}}{|\vec{\ell}|^{3}\left(k^{0}-|\vec{k}| \cos \theta\right)^{2}} \\
& \quad=\frac{-\Lambda^{2}}{(2 \pi)^{3}} \int_{-1}^{1} d \cos \theta \frac{1}{\left(k^{0}-|\vec{k}| \cos \theta\right)^{2}} \ln \left|\frac{\Lambda}{k^{0}-|\vec{k}| \cos \theta}\right| \\
& \quad \rightarrow \infty \quad \text { if } k \text { spacelike. }
\end{aligned}
$$

So we find the peculiar situation where this loop integral, for $\left|k^{\mu}\right| \ll \Lambda$, is finite if $k$ is timelike, and diverges if $k$ is spacelike. If this were included in the one-loop correction to the $\phi^{4} 4$-vertex, for a $\phi \phi \rightarrow \phi \phi$ scattering process, we would find that the one-loop correction to the $s$-channel requires only a finite renormalization, whereas the $t$ - and $u$-channels require an infinite renormalization. However, because of the issues with Wick rotation of these Lorentzian-bandlimited integrals, it is not apparent how this renormalization should be done, unless one introduces a simple non-covariant ultraviolet cutoff for $\vec{\ell}$. We leave such an investigation as future work.

There are also many other questions regarding loop integrals with the Lorentzian bandlimit. For example, the next loop integral one would consider after those we saw here would be the one-loop integral with three propagators, as occuring in the correction to the $\phi^{3} 3$-vertex. This would involve the intersection of three hyperbolic regions, which seems would be even more tedious. Furthermore, in order to use these corrections in other scenarios, one should consider how they should be calculated for arbitrary $k$, not only $\left|k^{\mu}\right| \ll \Lambda$.

## Chapter 10

## Conclusion

In this thesis, we have examined various aspects of the application of Euclidean- and Lorentzian-bandlimitation to quantum field theory. For Euclidean-bandlimited fields, we investigated a notion of subsystem localization and developed some tools to help study this idea further. For Lorentzian-bandlimited fields, we developed some understanding of which quantities of these field theories are modified from the usual case and which are not.

We have seen that the entanglement in quantum fields is not affected by the Lorentzian bandlimit, and therefore cannot be used to address some of the motivations stated in the introduction. It would be interesting to flip this problem to get an idea of what kinds of conditions one would have to impose in order to regulate the entanglement entropy while preserving some aspects of the underlying spacetime structure. For example, one could simply assume that the formula from Gaussian state quantum mechanics that one uses to calculate the entropy holds, and determine conditions for the two-point functions so that the symplectic spectrum of the covariance matrix yields a finite entropy. Perhaps there is another kind of restriction of the ordinary function space which would produce this.

There are also many further aspects of interacting theories with a Lorentzian bandlimit which should be studied further, some of which we mentioned in the text. One should especially work towards finding low-energy manifestations of the Lorentzian bandlimit.

It would also be interesting to consider non-perturbative effects of the Lorentzian bandlimit in interacting theories. In this work, we gave intuitive interpretations of the Lorentzian bandlimit in terms of either cutting out modes which are highly off-shell, or as a modification of the time-ordering operator. This led us to consider interacting theories, since these are concepts which occur in perturbation theory. However, the discovery of
non-perturbative consequences of the bandlimit could provide a different perspective on the effect it has on the structure of QFT.

We also left many open questions in the text in regards to developing our notion of subsystem localization for Euclidean-bandlimited fields. Even in the case of a flat geometry, the variance of the distributions we considered seems to have some properties which do not match our intuition from the visualizations. Also, clearly more work needs to be done to further proceed with the calculation for nontrivial geometry. Some aspects of the calculation may be simpler in cases of a non-compact manifold, however the point was that we did not have a good notion of variance for the heavy-tailed distributions one obtains in these cases. Perhaps there is some other way of dealing with this issue.

It would also be interesting to perform the calculation to second order in the perturbation. For geometries which are Ricci-flat and only have nontrivial Weyl curvature, the effects of the geometry on the local sample density would only appear at this order.
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[^0]:    ${ }^{1}$ In the next chapter, we will be discussing the quantum field theory one obtains by choosing the space of classical field configurations to be the Hilbert space of bandlimited functions. This differs from the Hilbert space of quantum states (Fock space) of the quantum field. To avoid confusion, throughout this thesis we will be using angular brackets $|\cdot\rangle$ to denote quantum states, and round brackets $\mid \cdot$ ) to denote elements in the Hilbert space of classical field configurations, or, in other words, a space of" $c$-number" functions.

[^1]:    ${ }^{1}$ Note that we are abusing the notation slightly by writing $\mathcal{H}_{\vec{k}}=L^{2}(\mathbb{C}, d \tilde{\phi}(\vec{k}))$. Since these fields are real-valued, they are also subject to the constraint $\tilde{\phi}(\vec{k})^{*}=\tilde{\phi}(-\vec{k})$. However, this technical point will not cause any issues, and can be accounted for implicitly by writing $\tilde{\phi}(\vec{k})=\frac{1}{\sqrt{2 \omega_{k}}}\left(a_{\vec{k}}+a_{-\vec{k}}^{\dagger}\right)$.

[^2]:    ${ }^{2}$ That being said, the ubiquity of unitary inequivalent representations in quantum field theory can cause theoretical obstacles. For example, the infamous theorem of Haag [45] states that the Hilbert spaces of free and interacting theories are generally unitarily inequivalent, implying that the interaction picture is ill-defined.

[^3]:    ${ }^{1}$ Note that although we have been extensively discussing "sampling theory" in this thesis, our use of the term "sample" in this chapter will be exclusively in the statistical sense, as opposed to the appearance of the term elsewhere in the text.

[^4]:    ${ }^{2}$ Of course, generally one will require multiple coordinate charts to cover the manifold $\mathcal{M}$. For notational simplicity we will proceed formally using only one chart, but it should be clear how to apply these ideas more generally.

[^5]:    ${ }^{3}$ For a very simple demonstration using only the metric space structure, see [103].

