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Abstract 

In this thesis, two novel methods are introduced to advance the study of gas phase clusters. The structure 

similarity method is a computational technique that is able to quantify the structure difference for a pair 

of isomers, with a structure interpolation technique capable of finding intermediates in-between the 

isomer pair. A new experimental method, which couples differential mobility spectrometry with 

ultraviolet photodissociation spectroscopy (DMS-UVPD), is also developed and tested. Three test cases 

are discussed herein. These test cases showcase new theoretical techniques for mapping and visualizing 

potential energy surface (PES) and finding transition state (TS) structures, as well as experimental 

techniques of measuring UVPD spectra of DMS-MS isolated ion populations. Introduce of structure 

similarity, a technique developed for unsupervised machine learning (ML), enables effective domain 

of mapping PESs, which may subsequently be used to interpret experimental observations for systems 

of high geometric complexity. The experimental DMS-UVPD technique is shown capable of isolating 

ion species such that UVPD spectra may be recorded for characterization of analytes of interest. For 

the test cases described herein, these new methods provide meaningful (sometimes anti-intuitive) 

directions for future work. 

For the structure similarity method, its PES mapping capability is tested in Chapter 3 with a collection 

of protonated serine dimer cations, [Ser2 + H]+ to rationalize its infrared multiphoton dissociation 

(IRMPD) spectrum. Eventually, the spectral carrier is assigned to a non-global minimum (GM) isomer 

based on the partitioning information of the PES and spectral similarity. In Chapter 4, the 

accompanying structural interpolation method is employed to find TSs that can rationalize a 

regioselective alkylation reaction between a barbituric acid derivative and an alkyl-tricarbastannatrane 

complex. By combining the interpolation method together with chemical intuition, a total of 3 reaction 

channels are found, and the regioselectivity of the alkylation is identified as a kinetic effect. In Chapter 

5, an acylhydrazone (AY) derivative, a photoswitch candidate, is examined using the DMS-UVPD 

technique. Experimentally, the protonated [AY + H]+ cation is injected into the instrument for DMS 

separation and laser interrogation, while theoretically, a number of neutral and protonated isomers are 

sampled. Eventually, separation of the ion population is observed and attributed to some ion-solvent 

cluster. Four isomers are found from theoretical calculation that may account for the UVPD spectra.  
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Chapter 1 

Introduction 

Clusters are aggregates of atoms, ions, or molecules, with a size ranging between a diatomic system 

and bulk matter. Formation of weakly bound clusters is driven mainly by intermolecular electrostatic 

interactions such as charge-dipole, hydrogen bonding, and cation-𝜋 interactions,1–3 in contrast to the 

relatively strong intramolecular interactions present within a molecule. Understanding the impact of 

these interactions is crucial in determining the structural evolution and properties of cluster series, and 

eventually in developing new materials. 

Research on weakly-bound clusters usually involves both experimental and theoretical approaches 

in tandem. Experimentally, mass spectrometry (MS) is the central method to the detection of analyte 

species owning to its high resolution and low detection limit.4 A variety of research scheme can be 

generated by coupling MS with other components such as ion source,5 ion mobility,6 and action 

spectroscopy.7 The results of these experimental investigations are usually interpreted and understood 

by comparing to quantum chemical calculations, where information on the thermodynamics, electronic 

structure, and energetics of the cluster systems can be obtained. In this thesis, a new methodology for 

studying cluster systems in the gas phase is presented. First, an overview of the experimental techniques 

used throughout the thesis and the instrumentation setup required for these experiments to be performed 

is provided. Afterwards, the theoretical models employed within this thesis is outline, to gain further 

understanding of the experimental results.  

The focus of this research centres around ions in the gas phase as most compounds can be easily 

ionized and gas phase ions have negligible matrix effects. Whereas ions can be quantified with great 

sensitivity and selectivity using MS techniques, coupling MS with other means for orthogonal 

characterization enables the investigation of isomeric species, which are otherwise indistinguishable by 

MS alone. Differential mobility spectrometry (DMS), a variant of ion mobility spectrometry, allows 

for the study of ion behaviour under alternating electric field strength. More importantly, the study of 

ions under atmospheric pressure in the DMS and the incorporation of solvent molecules in the carrier 

gas provide opportunities to investigate the gas-phase behavior and properties of the bare ion and its 

corresponding ion-solvent cluster species. The inclusion of action spectroscopy techniques to the DMS-

MS setup further expands the ability to characterize isomeric species and clusters by probing their 

electronic structures. In this work, a state-of-the-art instrumentation is demonstrated, in which a 
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commercial mass spectrometer that supports DMS is coupled with a bench-top optical parametric 

oscillator (OPO) laser system. This instrumentation setup enables ultraviolet-visible photodissociation 

(UVPD) experiments over DMS-selected ions. In addition, an accompanying software package is also 

developed to enable high-performance data extraction and processing in different projects. 

Extensive use of computational chemistry calculations throughout the thesis allows for 

rationalization of experimental observations. In most instances, structural sampling is performed to 

identify energetically low-lying conformers of a given species. The structures of the low-lying isomers 

are then obtained and used in further ab initio calculations to determine valuable structural information 

(e.g., binding motifs) for the characterization of cluster species. Extraction of structural information 

from experimental studies to complement computational findings requires geometric analysis, i.e., 

finding structural similarities. Herein, to enable rapid structural comparison, a pairwise dissimilarity 

function between molecular structures is proposed as an alternative means to accomplish quantitative 

structure comparison in a consistent and automatic manner. In addition, unsupervised machine learning 

(ML) methods, namely hierarchical clustering (HC) and multidimensional scaling (MDS) is introduced 

to visualize the relative distribution of the isomers within the conformation space. MDS provides a 

simplified method for the classification of isomers and their relative distribution, providing information 

that can be used as an orthogonal argument to the relative energies of the isomers. In addition, a 

structure interpolation mechanism is also introduced, with its capability in finding transition states (TSs) 

demonstrated. 

The rest of this thesis is structured as follows: Chapter 2 introduces the theoretical and experimental 

approaches that are involved. In Chapters 3-5, three different molecular systems are analysed with the 

newly implemented theoretical and experimental methods applied. Details of each work are discussed 

in the corresponding chapters. 

In Chapter 3, the dissimilarity functions are tested with protonated serine dimer ([Ser2+H]+)  clusters, 

a system with well documented IRMPD spectra.8,9 However, its global minimum (GM) structure has 

not been firmly determined as calculations under different level of theory suggests a different GM 

structure. In this work, the dimer structures in literature are collected and augmented with additional 

BH simulations. The isomers are further optimized with high level DFT calculations and corrected the 

electronic energy with that from single point energy corrected at DLPNO-CCSD/def2-TZVPP level. 

The electronic calculation results in a total of 40 low-lying isomers and the resulting GM matches that 
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form Seo, et al.8 However, it is also found that the second lowest-energy isomer (Isomer 2) matches the 

GM proposed by Kong, et al.10 Its relative Gibbs energy is only +5.6 kJ/mol above the calculated global 

minimum at the DFT level, and +1.3 kJ/mol with CCSD corrected electronic energy. This partially 

explains the discrepancy in the identity of the GM from different literature sources, as the energy 

between the first and the second lowest isomers might be quite close. Considering the possible error in 

the relative energy, however, there is no deterministic assignment for the GM from a pure relative 

energy argument. Additionally, the structural dissimilarities of the 40 isomers are calculated using the 

distance matrix (DM) distance defined earlier and projected the resulting DM using hierarchical 

clustering (HC) and multidimensional scaling (MDS). The HC gave four principle groups, from which 

four binding motifs are extracted from the representative structures. Both the HC and MDS suggests 

that the GM and Isomer 2 belong to basins that are distant from one another on the potential energy 

landscape. By calculating the cosine distance between the scaled harmonic IR spectrum of the 40 

isomers with the IRMPD spectra, Isomer 2 is found to give the best match among all isomers and is 

thus assigned as the spectral carrier.  

In Chapter 4, a theoretical investigation is carried out in explaining the regioselectivity of a recently 

reported alkylation reaction between barbituric acid with 3-methylbut-2-en-1-yl tricarbastannatrane.11 

The purpose of choosing this project is to test the structural interpolation method as well as to 

demonstration its capability in dealing complicated TS search problem. The reaction shown here tests 

the method in two ways: (1) the system is geometrically large for quantum calculation but is 

electronically simple, and (2) its reactive center is proposed as a 6- or 8-membered ring, and the initial 

guess is not easy to construct from intuition. 

Experimentally, the formation of the thermodynamically favored product is not observed.11,12 

Theoretically, the initial guesses of the TSs are constructed with the aid of a dissimilarity function-

based structural interpolation approach, and three types of TSs are found after geometric optimizations 

using a high-level density functional theory (DFT) method. The result indicates that the absence of the 

thermodynamically favored product is a kinetic effect. 

In Chapter 5, a joint theoretical and DMS-UVPD experiment is conducted for (E)-N'-

benzylidenebenzohydrazide, an acylhydrazone photoswitch (abbreviated AY) that has been studied 

previously in the condensed-phase.13 The phothswich is a type of molecule that can undergo rapid 

photoisomerization upon exposure to light of certain wavelength.13 They have wide application in 
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scenarios in which the state/property of a system is controlled with light irradiation.14–16 Meanwhile, 

development of new photoswitches suffers from the absent of effective theoretical model, which 

involves understanding of the PES. 

Experimentally, separation of the gaseous [AY + H]+ ions are achieved using differential mobility 

spectrometry (DMS), under both a pure nitrogen and a methanol (1.5%) modified environment. Further 

experimental investigations indicate that the resolved ion populations show almost identical response 

to the experiments conducted and are thus attributed to some ion solvent clusters of [AY + H]+. 

Theoretically, a number of [AY + H]+ low energy conformers under both gas phase and methanol 

solvated condition are examined using a combination of DFT calculations with coupled cluster singles 

and doubles (CCSD) single point energy corrections. A total of nine relevant [AY + H]+ isomers and 

eight TSs are found, and the resulting PES model suggests four possible species that are subject to 

kinetic trapping. Further comparison of their UV-Vis absorption spectra with the experimental UVPD 

spectra show that the UVPD can be effectively covered by the theoretical spectra.  

To summarize, this thesis presents the efforts to develop novel experimental and theoretical 

methodologies to study weakly bound clusters, including coupling DMS-MS with UVPD, and 

introducing unsupervised machine learning into the routine of mapping PESs. This work demonstrates 

the efficacy of these approaches and provides directions for future efforts in this regard. 
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Chapter 2 

Experimental and Theoretical Methods 

2.1 Mass Spectrometry and Associated Experimental Techniques 

There are two essential tasks in the paradigm of gas phase species analysis: one is to bring the analyte 

of interest into gas phase, and the other is its characterization. In principle, the analyte can be brought 

to the gas phase in its neutral form and characterized spectroscopically, as is in the analysis of iodine 

vapor.17 However, this scheme cannot be generalized to arbitrary analytes as most compounds are not 

volatile and chemically stable enough. In contrast, gas phase ions can be easily generated from solution 

for most substances and guided with electro-magnetic force through vacuum. This grants mass 

spectrometry (MS) and its associated techniques tremendous flexibility in analyzing gaseous ions. 

2.1.1 A General Introduction to Mass Spectrometry. 

A diagram of modern MS analysis scheme is shown in Figure 2-1. When fitted to the two-component 

paradigm discussed earlier, the two slot-fitting tasks of modern MS turn out to be the generation of 

gaseous analyte ions and their separation based on the mass to charge ratio (m/z). The ion 

characterization capability of MS can be further enhanced by the tandem mass spectrometer (MS/MS) 

setup. MS can also be coupled with other sample preparation or separation techniques, such as time 

resolved mixing,18 gas/liquid chromatography (GC/LC),4 and ion mobility spectrometry (IMS)6, to gain 

additional dimensions in the analysis scheme. 

 
Figure 2-1 General analysis scheme of modern MS system 

To generate gas phase ions, the electrospray ionization (ESI) technique5 is a popular choice. As is 

shown in Figure 2-2, large charged analyte droplets are formed when applying high voltage between 

the spray needle and the counter-electrode. These droplets undergo evaporation and explosion when hit 

their Rayleigh limit19 until eventually become desired analyte ions. There are two ends for the formation 

mechanism of gaseous ions from charged droplets: one is the ion evaporation mechanism,20 during 

which light analyte ions are ejected from the charged droplet as it evaporates, and the other is the charge 

residue mechanism,21 stating that heavy gaseous ions are the remaining cores of the evaporated droplet. 
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Most of the time, the analyte is sprayed as protonated cations or deprotonated anions from its acidic or 

basic solution. When spraying analyte solution contains some inorganic salt, such as sodium chloride, 

the ion-analyte complex can also be formed in the gas phase.22,23 

 
Figure 2-2 Schematic diagram of ESI 

In addition to ESI, there are other means to generate gas phase ions. For instance, chemical ionization 

techniques, like atmospheric pressure chemical ionization (APCI)24 utilizes gas phase acid-base 

reactions to generate protonated or deprotonated analyte ions. Another famous technique to ionize large 

biomolecules is matrix-assisted laser desorption/ionization (MALDI),25 in which the analyte is 

crystallized on an inert surface and is then ionized via laser irradiation. Moreover, hard ionization 

techniques like electron ionization (EI)26 or inductively coupled plasma (ICP)27 could also generate gas 

phase ions, but with the high likeliness of significant analyte decomposition. 

Mass analyzers can resolve gas phase ions based on their m/z utilizing rules of electromagnetic 

interactions. Considering that most small (<1000 m/z) analyte ions in gas phase are singly or doubly 

charged cations or anions, peak resolution (Δm) of 0.5 m/z unit is the minimum requirement to resolve 

peaks of the doubly charged isotopologues. This in turn gives a lower boundary of 2000 at m=1000 m/z 

(calculated using m⁄Δm) for the resolving power requirement of routine MS analysis. This requirement 

can be met by the transmission quadrupole mass filter,4 which can cover up to 4000 m/z with a constant 

resolution of 0.3 m/z unit. The orbitrap ion analyser can cover up to 6000 m/z with a resolving power 

of up to 150,0004 and is powerful in processing highly charged molecules, such as small peptides and 

protein, within its covered m/z range. Molecules with large m/z (105-106) can be handled by either a 

time-of-flight (TOF) mass analyser (Δm≈0.001, mass range up to 106)4 or by Fourier transform ion 

cyclotron resonance (FTICR).28 
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In the routines of tandem mass spectrometry (MS/MS) analysis, two or more mass analysis steps are 

sequentially linked by ion fragmentation steps. Effective execution of such routines is usually ensured 

in modern MS instruments by integrating several ion analysers along the ion beam pathway within the 

instrument. These routines give the fragmentation pattern of an analyte ion, which is useful in 

identifying and characterizing the analyte. There are several types of fragmentation techniques. The 

most popular one is collision induced dissociation (CID), in which the precursor ions collides with a 

neutral buffer gas and decomposes under the influence of external electric field.29 Another collision-

based fragmentation method is surface-induced dissociation (SID), in which the analyte ions collide 

with a solid surface.30  Alternatively, the analyte ions can also be dissociated via charge transfer. 

Analyte ions can be effectively fragmented by both the Coulomb energy released when they collide 

with the oppositely charged species and the potential destabilization upon being oxidized or reduced. 

Concrete examples of such method include the electron capture dissociation (ECD) and the electron 

transfer dissociation (ETD).31,32 Lastly, photo excitations can also be utilized to dissociate the analyte 

ions. Examples of this category includes the infrared multiple photon dissociation (IRMPD) 33 , 

ultraviolet photodissociation (UVPD),34,35 and the blackbody infrared radiative dissociation (BIRD)36 

method. 

2.1.2 Differential Mobility Spectrometry 

In the analysis scheme shown in Figure 2-1, differential mobility spectrometry (DMS) is a post 

ionization separation technique. DMS can resolve gaseous ion species under atmospheric pressure 

based on the non-linear dependence of their ion mobility on the external electric field.37 Ion mobility, 

K(E), is defined as the ratio between the drift velocity, 𝑣𝑑, of the ion and the field strength when ions 

drift through a pressurized region under external electric field, E:38 

 𝐾(𝐸) =
𝑣𝑑
𝐸

 (2.1) 

Under low field strength, K is usually (essentially) a constant, and the drift velocity depends linearly 

on the field strength.6 However, K is field dependent, and this can be observed as differences in ion 

mobility between high and low field conditions. Typically, K is expressed as:37 

 𝐾(𝐸)= 𝐾(0)(1+𝛼(𝐸)) (2.2) 

The 𝛼(𝐸) term describes the non-linear change of ion mobility as a function of electric field and it 

is usually expressed as an empirical polynomial that is fitted to experimental measurements.6 As is 
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shown in Figure 2-3, the on-board DMS cell of the Qtrap 5500 system consists of two parallel planar 

electrodes of dimensions 3 cm × 1 cm with a gap separation of 0.1cm.39,40 The cell is usually filled with 

nitrogen carrier gas at atmospheric pressure, but solvent vapors may also be doped in the N2 carrier to 

“chemically modify” the environment (vide infra). Analyte ions generated from the ESI source are 

introduced and travel axially through the cell along with the carrier gas towards the detector. 

Perpendicular to the carrier gas flow, the separation voltage (SV), an AC voltage combined from two 

sinusoidal waves, is applied between the two electrodes.37 The SV parameter is commonly described 

by the peak-to-peak voltage of the waveform. Each period of the waveform is divided into two portions: 

high field and low field. The high field portion of the waveform is of greater magnitude and acts for 

shorter duration than the low field portion. The two conditions are of opposite polarity and timed such 

that integration of the electric field over a complete SV period is zero.37 

 

Figure 2-3 Schematic diagram of a DMS cell. 

During the SV cycle, analyte ions migrate towards one of the electrodes, due to the variation of the 

ion mobility as a function of field strength. Accumulation of the displacements for each duty cycle 

leads to the separation of the analyte ions different in differential ion mobility behaviour. Analyte ions 

that collide with an electrode while traversing the cell are neutralize and lost to detection. To selectively 

allow an analyte ion which adopts a unique trajectory to pass through the DMS cell, an additional DC 

voltage, referred to as the compensation voltage (CV), can be applied.37 
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There are three typical working modes for DMS. The first is the transmittance mode, in which both 

SV and CV are fixed at certain specific values to selectively transmit a target ion through the DMS. 

This mode is meant for sample filtration / purification before the MS analysis. The second mode of 

operation is single scan mode, in which the CV is ramped at a fixed value of SV. The output of this 

mode is an ionogram (see Figure 2-4a), a record showing the abundance of the eluted ions at different 

values of CV for the selected value of SV.  The third mode is full scan mode wherein ionograms are 

collected for a series of SV values. For the eluted peaks in each ionogram, their optimal CV values and 

full width at half maximum (FWHM) are determined and then plotted as a function of SV. Full scan 

mode yields a dispersion plot (see Figure 2-4b), which provides information that can be interpreted in 

terms of the type of clustering behavior experienced by each of the observed ion species. 

 
Figure 2-4. a) An example ionogram and b) Three types of DMS behavior 

Three ion clustering conditions / behaviours are typically observed in DMS, as is shown in Figure 2-

4b.40 Under pure nitrogen conditions, field dependent ion differential mobility arises mostly from the 

non-linear relation between the ion’s speed and the collision with carrier gas molecules. Ions in a pure 

N2 environment usually exhibit hard-sphere collisions, referred to here as (Type C) behaviour. In such 

a collision environment, the mass of the ion can be treated as constant since the charge-induced 

interaction between the ion and nitrogen is negligible. The drift velocity of the ion, and thus the ion-

nitrogen collision frequency, is determined by and proportional to the electric field strength. At the high 

field portion of the wave form, the increased collision frequency due to the higher field strength would 

eventually decrease the ion mobility given negligible ion deformation. Example ions of this category 

can be found in41. In contrast, when an appropriate chemical modifier is introduced to the carrier gas, 

the analyte ions form ion-solvent clusters under the low field condition and their low field mobility is 
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thus reduced compared to the high field condition (where solvent evaporates) due to the increased 

cluster size.41 If this behaviour persists across the entire range of SV values, it is termed Type A (strong 

clustering) behaviour. In some cases, however, the high field condition imparts enough energy such 

that ion-solvent clusters cannot form even under the low field component of the SV waveform. The 

resulting dispersion curve adopts Type A behaviour at low SV values, reaches a minimum value of CV 

at some relatively high value of SV, then adopts Type C behaviour at the upper end of the SV range. 

This intermediate behaviour is known as Type B (weak clustering) behaviour. It should be noted that 

ion differential mobility behavior is not limited to Types A-C. Certain species, like the 

tricarbastannatrane cation, exhibit very strong clustering with modifier molecules and produce ion-

solvent clusters that can survive the high field portion of the wave form at low SV, giving rise to the so 

called Type D behavior.42 

As is discussed above, an ion’s DMS behavior is correlated with its clustering ability with modifier. 

To evaluate this ability at molecular level, one has to consider the population and properties of the ion 

solvent clusters, including the composition of possible clusters, the possible conformation and the 

relative energy of each cluster, and the collision cross section of each relevant species. In addition, the 

temperature dependence of the above properties is also required (e.g. 43). The two-temperature theory 

is a convenient model to account for the field induced heating in the high field and low field portion of 

a working cycle.41 An example first principle model with the above considerations is forwarded by 

Haack et al., in which the DMS behavior of tetramethylammonium cation is predicted.44  The theoretical 

dispersion plot of tetramethylammonium cation agree qualitatively with experimental measurements, 

but still deviates in the CV value required for ion transmission.  

In principle, the DMS resolved ion populations are kinetically trapped species under the experimental 

separation condition, otherwise, under ergodic assumption, all the ion species should convert to the 

lowest energy structure, and no separation will occur. Several concrete examples demonstrate the 

resolution, characterization, and re-equilibration of such kinetically trapped ions.45–47 This implies that 

exploring theoretically those kinetically trapped species may be useful in refining the theoretical model. 

A further application of the DMS behavior is that the turning point (or SV@CVmin) of an ion’s 

dispersion plot is correlated with the ion-solvent binding energy.48 This binding interaction is related 

not only the electronic and the steric effect of the analyte ion,48,49 but also the binding affinity of the 
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modifier.50 This binding affinity information, together with the collision cross section of each ion 

species, can be used to predict other molecular properties of pharmaceutical relevance.49,51 

2.1.3 Action Spectroscopy 

Action spectroscopy is a technique that probes the spectroscopic features of gas phase ions. In 

conventional infrared (IR) or ultraviolet-visible (UV-Vis) absorption spectroscopy, samples are usually 

prepared in solid or liquid phase, and the spectrum is generated by monitoring the depletion of incident 

IR or UV-Vis light.4,52 However, this scheme is only effective for a limited number of neutral gas-phase 

species since most analytes do not yield vapor concentrations high enough to induce significant levels 

of light absorption. The response of action spectroscopy originates from the photo-induced 

fragmentation of the analyte ions, which can be captured with high sensitivity using the MS technique. 

As is shown in Figure 2-5, the procedure for a laser-induced photodissociation analysis usually involves 

three steps: (1) analyte ion isolation within an ion trap, (2) irradiation with a laser of frequency 𝜔 and, 

(3) photon absorption and subsequent dissociation of the parent ions, followed by detection of the 

product ions and remaining parent species. Based on the extent of dissociation ( i.e., the ratio of 

remaining parent ions and fragments), the spectroscopic response at frequency 𝜔 can be determined. 

Repeating the above three steps for a range of laser frequencies yields an action spectrum for the ion. 

In this work, two types of action spectroscopic techniques, IRMPD and UVPD (see Figure 2-6), are 

utilized. 

 
Figure 2-5. The process of photo-induced dissociation 
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Figure 2-6. The a) single photon absorption and the b) multiple-photon absorption process 

The fundamental difference between IRMPD and UVPD is the photon energy of the probe laser. 

IRMPD employs an IR laser and probes the ions’ vibrational spectrum, while UVPD uses a UV-Vis 

laser and probes the ions’ vibronic spectrum. This difference directly influences the efficiency of ion 

fragmentation. For UVPD, photofragmentation of an analyte can be initiated by absorbing a single 

photon34, while for IRMPD fragmentation involves both absorption of multiple photons and the 

intramolecular vibrational energy redistribution (IVR) process,53 as is shown in Figure 2-6. 

Consequently, the power of a bench-top laser is usually adequate to handle UVPD experiments,54 while 

for some species IRMPD experiments requires the use of powerful free electron lasers55 which are only 

available in a limited number of facilities. 

For the work described in this thesis, a modified commercial Qtrap 5500 mass spectrometer (SCIEX) 

has been coupled with a bench-top Nd:YAG pumped Horizon optical parametric oscillator (OPO) laser 

system (Continuum Horizon II, 10 Hz). As is shown in Figure 2-7, the Qtrap 5500 system features a 

triple quadrupole mass analyzer that has been fitted with a Selexion DMS cell. An optical viewport, P, 

is opened at the rear of the vacuum chamber, and two sets of reflective mirrors, M1 and M2, are fitted 

on opposite sides of Q3 to create an optical path that intersects perpendicularly with ions trapped within 

the linear ion trap. This enables UVPD spectroscopy of DMS-separated mass-selected species. For 

routine UVPD experiments, ions are collected in Q3 for 1 – 3 ms depending on their abundancy. Then 

the trapped ions are exposed to ten retro-reflected laser pulses per second for 500 ms. The resulting 

fragments are ejected to the detector using a mass selective axial ion ejection protocol56. Further details 

of the instrumentation can be found elsewhere.57 
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Figure 2-7. Schematic Diagram of Qtrap 5500 Coupled with Horizon OPO Laser 

After each round of laser interrogation, ion intensities for the parent (Ipar,λ) and all fragment (Ifrag,λ) 

ions are determined via MS. The optical response, I(λ), for this measurement is calculated as a 

fragmentation efficiency: 

 𝐼(𝜆) = −log (
𝐼𝑝𝑎𝑟,𝜆

𝐼𝑝𝑎𝑟,𝜆 +∑𝐼𝑓𝑟𝑎𝑔,𝜆
) (2.3) 

The signal-to-noise ratio of the spectrum can be improved by averaging repeated measurements at 

the same wavelength. The power of the laser pulses is measured at each wavelength by inserting a 

power meter (Gentec QE25LP/ Maestro) in the optical pathway between P and the OPO laser. The 

averaged laser power and its standard deviation are determined and the response (calculated from eq. 

2.3) is scaled using the laser power, P(λ) in mJ/pulse. Often, the spectrum is then normalized to a range 

of 0 to 1. Further details regarding data acquisition and processing can be found in Section 2.1.4 

 𝐼𝑠𝑐𝑎𝑙𝑒𝑑(𝜆) =
𝐼(𝜆)𝜆

𝑃(𝜆)
 (2.4) 

 𝐼𝑛𝑜𝑟𝑚(𝜆) =
𝐼𝑠𝑐𝑎𝑙𝑒𝑑(𝜆)

𝑚𝑎𝑥⁡(𝐼𝑠𝑐𝑎𝑙𝑒𝑑)
 (2.5) 

2.1.4 Automated DMS-MS Data Extraction and Processing 

A single dispersion plot incorporates data from several (about a dozen) ionograms, and can be 

extracted, transferred, and processed manually in about four hours. A more efficient means of data 

extraction and processing is desirable for several reasons. Firstly, the DMS behavior of an ion is usually 
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studied against several factors such as sample preparation conditions (e.g. 58), DMS conditions (e.g. 

modifiers), and MS conditions (e.g. DMS-UVPD). Secondly, it is demonstrated that DMS data can be 

incorporated in databases for supervised machine learning models to predict pharmaceutically relevant 

quantities such as pKa and cell permeability.49 Improving the accuracy of such model usually requires 

massive amount of data.  Lastly, one may need to integrate over multiple ranges along certain axes (e.g. 

improve the quality of an ionogram by excluding signal from irrelevant mass channels). To improve 

the efficiency of data extraction and processing, a customized multidimensional data array (named 

RawData) was designed. With a supporting gadget from SCIEX, RawData was implemented in a 

python program named dispersion plot extractor, or DPE, that can directly process the .wiff files 

produced by the DMS-MS controlling software, Analyst. 

The RawData array has three components: (1) an n-dimensional data array, (2) a list of 1D array 

storing axis values of the corresponding dimension of the data array, and (3) a list of axis names. For 

storage efficiency and data accuracy, the axis values may not be equally spaced. Based on the data 

structure, the multidimensional array have two featured methods; one is the “truncation” method that 

gives another RawData object whose data range along each axis is truncated based on the input 

parameter; The other is the “integration” method which integrates the ion signal, y, over all dimensions 

except one that is given, and converts the integrated data into x-y arrays. In the following two examples, 

the effectiveness of this RawData in the DMS related tasks is demonstrated. 

Example 1, which stems from the original purpose of the DPE program, is automation of the data 

extraction process. This was instigated by the desire to create a database of DMS data for a variety of 

biologically active small molecules for the purpose of machine learning.59 This process involves DMS 

data extraction, ionogram peak fitting, and dispersion plot fitting. As is discussed earlier, in the first 

step, the RawData is constructed as a 3d Raw data array from the .wiff files containing three axes: CV, 

MS, and ion intensity. One can then select the mass channel of interest with the ‘truncation” method 

and “integrate” to generate the ionogram data array. With the ionogram data collection at hand, the data 

smoothing and peaks fitting tasks are mostly delegated to the scipy package.60 For ionogram fitting, 

Gaussian smoothing is applied to the raw data points from last step and the peaks are fitted to Gaussian 

peaks of the form: 
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 𝐺(𝑥; 𝐴, 𝜇,𝑤) =
𝐴

𝑤
√
2

𝜋
𝑒
−2(

(𝑥−𝜇)
𝑤

)
2

 (2.6) 

By adapting this form, the peak area is A, the peak center is 𝜇, and the full width at half maximum 

(FWHM) is √2𝑙𝑛2𝑤. The fitting is assessed in reduced 𝜒2: 

 𝜒2 =
1

𝑑
∑(𝑥𝑖,𝑑𝑎𝑡𝑎 − 𝑥𝑖,𝑓𝑖𝑡)

2

𝑖

 (2.7) 

In eq. 2.7, 𝑑 is the degree of freedom of the fit, which is the difference between the number of data 

points and the number of parameters in the Gaussian peak functions (3 per function; i.e., 𝐴,𝜇,𝑤  ). The 

initial guesses of the peaks are determined utilizing the first order derivative information of the 

smoothed data, and the optimization is delegated to the scipy module.60 When a desired fit is found 

with satisfactory 𝜒2, the center and the FWHM of the peak are extracted for the next step to generate 

dispersion plot. 

With the peak data from ionograms extracted, the next step is to construct dispersion plots. Prior to 

commencing any data fitting, the first task is to determine the number of data series and the peaks 

included. The number of series can be determined from the maximum number of peaks within one 

ionogram but categorizing the peaks in each ionogram can be tricky if there are more than three data 

series present. Currently, a scoring system has been implemented that considers the consistency in the 

position, the area, and the FWHM of the peaks. However, there are still circumstances in which the 

scoring system fails; in these cases, the fit must be done manually. 

Based on the discussion in section 2.1.2, two empirical functions are employed to fit the dispersion 

data. One is shared by Type-A and Type-B ions, having the following form: 

 𝑓(𝑥; 𝑎, 𝑏, 𝑐, 𝑑) =
1

𝑑
(1 − (𝑎 − 𝑥)𝑒

−
𝑎−𝑥
𝑏+𝑐𝑥 ) (2.8) 

The other is for Type-C: 

 𝑓(𝑥; 𝐴, 𝑅) = 𝐴(𝑒𝑅𝑥
2
−1) (2.9) 

The initial guess for the two functions is hard-coded, and the fitting is again delegated to scipy.60 

Note that for Type-A ions, the inflection point from the fitted function may not be accurate. With all 

the three steps coded, the time required to process one set of monster mix data (including ionograms, 
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dispersion plots, and peak information summary of 205 compounds) is approximately 10 min, in 

contrast with the half-day-time scale needed per compound (i.e., ca. 103 days total per experimental 

run).  

Example 2 is the automatic generation of UVPD spectra from experimental data. The structure of 

the experimental data has three dimensions: the UV laser wavelength, the MS data for the parent ion 

and its dissociated product under laser irradiation, and the multiple measurements at each wavelength 

(to improve S/N). Note that a set of power measurement data as is described in section 2.1.3 are also 

recorded. 

To begin generation of a UVPD spectrum, the MS data (ca. 10-12 repeated measurements) at each 

UV wavelength is archived into a single RawData array containing three axes: m/z, index of 

measurement, and wavelength. With the fragment mass of the dissociated product determined, a 

truncation is performed using mass ranges of length 1 m/z centered at the fragment masses. Then, for 

each MS measurement, integration over each desired mass range is conducted to find the total ion count 

for the species of interest. Following this, the optical response is calculated as described in eq. 2.3. With 

the 𝑁 responses calculated from different MS spectrum, the average, 𝑟̅, and the standard deviation,4 𝑠𝑟, 

of the response is determined using the following equation: 

 𝑠𝑟 = √
∑ |𝑟𝑖 − 𝑟̅|2𝑁
𝑖=1

𝑁−1
 (2.10) 

The above procedure is repeated for data at each wavelength. Eventually, a crude UVPD spectrum 

is obtained along with standard deviation in fragmentation efficiency. Similar calculations can be done 

for laser power. Using the error propagation rule for division4 (eq. 2.11b, 𝑟𝑒 means relative error), one 

can eventually generate a power normalized UVPD spectrum. For better visualization, UVPD spectra 

are smoothed with a 7-point Savitzky-Golay filter.61 

 𝑒(𝑎 ± 𝑏) = √𝑒(𝑎)2 +𝑒(𝑏)2 (2.11a) 

 𝑟𝑒(𝑎× 𝑏) = 𝑟𝑒(𝑎 𝑏⁄ )= √𝑟𝑒(𝑎)2 +𝑟𝑒(𝑏)2 (2.11b) 
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2.2 Theoretical Calculation Methods 

Quantum calculations are conducted to both rationalize at microscopic level the experimental 

observations and reveal the nature of the problem under investigation. The most useful information 

drawn from quantum calculations is the geometry and the relative energies of the low energy species, 

especially of the GM whose energy is the lowest among all isomers. This information can then be used 

to predict the equilibrium ion population under the experimental conditions. If kinetic effects are to be 

investigated, the intermediate isomers and the TSs interconnecting the low energy isomers are to be 

found as well. In this chapter, the theoretical methods used to search and determine these structures are 

introduced. 

2.2.1 The Basin Hopping Simulation 

The first step of a theoretical investigation is to sample the molecular structures of interest. For simple 

systems, this can be done with chemical intuition. For complicated molecular systems, whose sampling 

is beyond human intuition, the basin-hopping (BH)62 simulation can be employed. The pre-screened 

structures are further optimized under higher level of theory. The BH algorithm is a biased Monte-

Carlo sampling method toward low energy structures. As is shown in Figure 2-8: 

 
Figure 2-8. General procedure of a BH simulation. 
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A BH cycle has two major steps: one is finding new structures from the currently focused structure 

from random distortion and optimization, and the other is evaluating if the new structure is valuable 

enough to be a new focus. A focus replacement is definite if the new structure has lower energy than 

the current GM or conditional if its energy lies within a predefined energy threshold. In practice, the 

energy threshold is defined as a Boltzmann window (in K), and a focus replacement is commenced if 

the following equation is True: 

 𝑟𝑎𝑛𝑑𝑜𝑚(0,1) < 𝑒
−⁡
𝐸𝑛𝑒𝑤−𝐸𝐺𝑀

𝑘𝐵𝑇
⁡
 (2.12) 

where the random function generates a number between 0 and 1, 𝐸𝑛𝑒𝑤  and 𝐸𝐺𝑀 is the energy for the 

newly obtained structure and the GM, and the 𝑘𝐵𝑇 is the Boltzmann window. Additionally, three 

constrains are imposed to the new isomers: 1) newly obtained isomers should be unique to the existing 

isomers, 2) the interatomic distance should be no less than 0.7 Å, and 3) the overall cluster should be 

enclosed within a sphere of a given box size. For each BH simulation, around 105 to 106 BH cycles are 

conducted depending on the acceptance ratio of individual simulation. Considering the tremendous 

number of optimizations, the molecular mechanics (MM) force field is employed most of the time. In 

a MM force field, molecules are usually described in a classical ball-and-spring picture, in which the 

nuclei are treated as charged point mass and the chemical bonds are described in springs. The total 

energy of the molecule is the sum of the potential energy in each spring and other interactions such as 

van der Waals interactions and electrostatic attraction and repulsion. For instance, the AMBER force 

field has the following form:63 

𝐸𝑡𝑜𝑡 = ∑ 𝐾𝑟(𝑟 −𝑟𝑒𝑞)
2

𝑏𝑜𝑛𝑑

+ ∑ 𝐾𝜃(𝜃 − 𝜃𝑒𝑞)
2

𝑎𝑛𝑔𝑙𝑒

+ ∑
𝑉𝑛

2
[1 + cos(𝑛𝜙 − 𝛾)] +∑ [

𝐴𝑖𝑗

𝑅𝑖𝑗
12 −

𝐵𝑖𝑗

𝑅𝑖𝑗
6 +

𝑞𝑖𝑞𝑗

𝜀𝑅𝑖𝑗
]

𝑖<𝑗𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙

 (2.13) 

Despite an efficient algorithm sampling molecular structures, obtaining the true GM structure is not 

deterministic. This is due to both the nature of the Monte-Carlo simulation and the systematic 

deficiencies. For instance, because the MM force field does not allow bond breaking, sampling different 

protonic isomers is impossible within a single BH simulation. Another example is that if the specified 

Boltzmann window is too low, the search may be kinetically trapped within a local region of the PES 

and is thus unable to sample structures belonging to other PES regions. To partially overcome the 

systematic deficiencies, unsupervised machine learning (ML) methods are inserted into the original BH 

algorithm. 
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2.2.2 Structure Similarity and Unsupervised Machine Learning 

If an analogy is drawn between the isomer search problem and an adventurer searching for the lowest 

basin of a region, the basin hopping algorithm does not seem an intelligent strategy: the adventurer 

simply keeps walking around, record the lowest basin visited so far, and occasionally climb up a hill. 

However, one obvious necessity for the adventurers, the map, is completely missing. In the context of 

isomer search, the adventurer’s map should give the “location” of an isomer with respect to the 

previously located isomers. It should also be able to show a reasonable path if the adventurer wishes to 

travel from one isomer to another. Lastly, it should keep a record of the visited PES regions and direct 

the adventurer to those that have not. The idea of building this adventurer’s map based on the pairwise 

distances between isomers coincide with the essence of unsupervised ML methods, the dissimilarity 

function. 

Unsupervised machine learning methods rely on the intrinsic dissimilarities between data entities to 

achieve classification, and an interpolation mechanism between entities to enable model evolution. In 

a number of global optimization and unsupervised ML algorithms, such as particle swarm optimization, 

differential evolution, self-organizing map, and growing neural gas,64–67 a commonly shared feature is 

the distance, or the dissimilarity between entities. To enable treating molecular structures as entities of 

unsupervised ML data, a dissimilarity function and an interpolation mechanism is essential. Thus, the 

focus of this work is quantifying molecular structure differences and extrapolation methods to find 

intermediate structures. Here two types of dissimilarity functions are proposed: one is the distance 

matrix-based dissimilarity (or DM distance), and the other is the so-called cosine distance.68 

To calculate the DM distance, the pair of molecules are converted to their distance matrix form: 

 𝑫𝑖𝑗 = |𝑟𝑖 − 𝑟𝑗| (2.14) 

With the two distance matrices, the DM distance can be calculated in the following: 

 𝑑(𝑫1 ,𝑫2) = ∑ |𝑫1,𝑖𝑗 − 𝑫2,𝑖𝑗|

𝑖,𝑗>𝑖

 (2.15) 

Note that the permutation for 𝐷1 and 𝐷2 in eq. 2.15 is aligned such that the minimum d is generated. 

Similarly, in calculating the CoM distance, the molecule is converted to a mass-weighted vector, 𝑅⃑⃑. 
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 𝑅⃑⃑𝐶𝑂𝑀 =
∑ 𝑚𝑖𝑟𝑖𝑖

∑ 𝑚𝑖𝑖
 (2.16) 

 𝑅⃑⃑𝑖 = 𝑚𝑖|𝑟𝑖 − 𝑅⃑⃑𝐶𝑂𝑀| (2.17) 

The cosine distance is then given by: 

 d(𝑅⃑⃑1, 𝑅⃑⃑2) ⁡= ⁡
cos−1(s(𝑅⃑⃑1, 𝑅⃑⃑2))

π
 (2.18) 

 s(𝑅⃑⃑1, 𝑅⃑⃑2) =
𝑅⃑⃑1  ̇𝑅⃑⃑2

|𝑅⃑⃑1||𝑅⃑⃑2|
 (2.19) 

Both distances can quantify the structural difference between two molecules. In addition, if the 

response of two spectra within the same frequency region are vectorized, the cosine distance can also 

give a quantitative difference between two normalized spectra. This quantitative difference grants 

certain level of automation in spectra comparison, which is particularly helpful when the number of 

isomers grows large.68 Given the distance matrix representation of two molecules, 𝐺1  and 𝐺2 , an 

interpolation mechanism via linear addition of 𝐺1 and 𝐺2  is proposed: 

 𝐺𝑖𝑛𝑡𝑒𝑟 = 𝜆𝐺1 + (1− 𝜆)𝐺2 ,(0 < 𝜆 < 1) (2.20) 

Finding the corresponding real space structure of 𝐺𝑖𝑛𝑡𝑒𝑟⁡is difficult or even impossible for most large 

molecular systems. Instead, one can optimize over a real space structure, 𝐶, to best reproduce 𝐺𝑖𝑛𝑡𝑒𝑟. 

This is equivalent to minimizing a residual force-field of the form: 

 𝑉(𝐺𝐶; 𝜒) =
𝜒

𝑟𝑖𝑗
(𝐺𝐶,𝑖𝑗 − 𝐺𝑖𝑛𝑡𝑒𝑟,𝑖𝑗)

2
 (2.21) 

The 𝜒 parameter can be an arbitrary positive number to facilitate calculation, and 𝐺𝐶 is the DM 

representation of 𝐶. This technique is particularly useful when an exact interpolated structure is not 

required, such as generating initial guess for transition state optimization. 

With the pairwise distance between structures determined, one can eventually construct the 

multidimensional map for the adventurers. To better visualize this map, two common data processing 

techniques, namely hierarchical clustering (HC)69 and multidimensional scaling (MDS),70 are employed. 

HC is a type of data analysis technique that groups data entity based on their common feature defined 

by a similarity function. The HC process can be performed in two strategies: agglomerative clustering, 

in which singletons of data entity merge to ultimately form a single collection, and divisive clustering, 
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in which a set containing all data entities is formed initially and is then split into desired number of 

subsets. 

 For agglomerative approaches, the decision of linking a data set is controlled by the linkage method, 

which gives the distance between merged data sets based on the elements they contain. there are simple 

linkage methods like single and complete, which uses the minimum and the maximum pairwise element 

distance of two data sets, respectively. There are also several complicated algorithms such as the 

UPGMA/WPGMA71 and Ward’s method.69 On the contrary, the divisive approach is implemented in 

the DIANA algorithm.72 The result of HC is usually represented in a dendrogram, as is shown in Figure 

2-9. Note that in this thesis, the following equation is used to update the Ward’s distance (𝑣, 𝑠, 𝑡 is the 

data sets before grouping, 𝑢 = 𝑠∪ 𝑡, |𝑣|  is the number of elements in 𝑣 , T is the total number of 

elements in 𝑣, 𝑠, 𝑡): 

 𝑑(𝑢, 𝑣) = √
|𝑣| + |𝑠|

𝑇
𝑑(𝑣, 𝑠)2

|𝑣| + |𝑡|

𝑇
𝑑(𝑣,𝑡)2 −

|𝑣|

𝑇
𝑑(𝑠, 𝑡)2 (2.22) 

In addition to visualization, one could also find the common features among the clustered structures 

in a much more efficient and systematic manner than manually iterating though each structure. The 

common structure features from small molecules and clusters can potentially help predict structures of 

large ones if they have similar components that could constitute the features.  

 
Figure 2-9. a) An example dengrogram and b) the corresponding data points on a 2D plane.  

In parallel with HC, MDS is an alternative technique to visualize the multidimensional map on a 2D 

plane. The essence of MDS is to find a mapping between a set of points  𝒙𝒊 ∈ ℝ2and the structures in 

the multidimensional map such that the distance between 𝒙𝒊  and 𝒙𝒋  best reproduces 𝑫𝑖𝑗 , the 
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dissimilarity between structure i and j. Mathematically, this criteria is met by minimizing the stress 

function, 𝑆:73 

 𝑆(𝒙,𝑫)= ∑(|𝒙𝒊 −𝒙𝒋| −𝑫𝒊𝒋)
𝟐

𝑖<𝑗

 (2.23) 

Optimization of this stress function is achieved by iterative majorization method.74,75 Since the result 

of the optimization is sensitive to the initial position of 𝑥𝑖, the initialization uses principle coordination 

analysis (also known as Torgerson-Gower scaling).76 It should be noted that the axis of the resulting 

2D plot may not have implication, as the distances between 𝑥𝑖  and 𝑥𝑗  are invariant to arbitrary 

translation and rotation. However, the distribution of the projected points provides visualization of the 

clustering of the structures. 

2.2.3 The Paradigm of Quantum Calculation 

The traditional picture of molecules comes from the Born-Oppenheimer approximation,77 in which 

motions of nuclei and electrons can be treated separately. The nuclei within molecules are simply 

represented by positional vectors, while the electrons are represented by (complex) wave functions, 

Ψ(𝑟1 ,𝑟2 ,… , 𝑟𝑛).  Since electrons are fermions, the wave function must be anti-symmetric with respect 

to the exchange of any two variables: 

 Ψ(𝑟1 , 𝑟2, … , 𝑟𝑎 ,… , 𝑟𝑏 ,… , 𝑟𝑛) = −Ψ(𝑟1 , 𝑟2,… , 𝑟𝑏 ,… , 𝑟𝑎 ,… , 𝑟𝑛, ) (2.24) 

To evaluate the total electronic energy of a molecule at their equilibrium, the time independent 

Schrödinger equation is used: 

 𝐻Ψ= 𝐸Ψ  (2.25) 

In eq. 2,25,  𝐻̂ is the Hamiltonian operator for total energy. A typical electronic Hamiltonian shown 

below includes both the kinetic energy of the electrons and the potential energy arises from the 

electrostatic interactions.  

 𝐻 = −∑
1

2
∇𝑖
2

𝑁

𝑖=1

−∑∑
𝑍𝐴
𝑟𝑖𝐴

𝑀

𝐴=1

𝑁

𝑖=1

+∑∑
1

𝑟𝑖𝑗

𝑁

𝑗>𝑖

𝑁

𝑖=1

 (2.26) 

Currently, there are two branches of ab initio calculation methods: one is the density functional theory 

(DFT), and the other is Hartree-Fock (HF) and post HF methods. Each branch of method has different 
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mathematical representations in both the wave function and the Hamiltonian and is briefly introduced 

in the subsequent sections. 

2.2.4 Density Functional Theory and Time-dependent DFT 

In DFT, the many-body total wave function is projected as one-body electron density, 𝜌(𝑟): 

 𝜌(𝑟) = 𝑁∫𝑑3𝑟2…∫𝑑3𝑟𝑁Ψ
∗(𝑟, 𝑟2, … , 𝑟𝑁)Ψ(𝑟, 𝑟2, … , 𝑟𝑁) (2.27) 

where N is the total number of electrons. The two Hohenberg-Kohn theorems78 state that the 

correspondence between the electron density of a non-degenerate ground state and the external potential 

is also unique, and that the electron density can be optimized variationally. In the Kohn-Sham 

formalism, the total density, 𝜌(𝑟), is reproduced by a collection of non-interacting particles, represented 

in single particle orbitals, 𝜑𝑗(𝑟): 

 𝜌(𝑟) =⁡∑ |𝜑𝑗(𝑟)
2|

𝑁

𝑗=1

 (2.28) 

The orbitals satisfy the time independent Schrödinger equation: 

 (−
∇2

2
+ 𝑣𝑠[𝜌](𝑟)) 𝜑𝑗(𝑟) = 𝜀𝑗𝜑𝑗(𝑟) (2.29) 

The potential energy, 𝑣𝑠 , consists the external electrostatic potential (usually the electron-nuclei 

attraction), the Hartree potential, and the exchange-correlation potential, all of which are a functional 

of the total electron density, 𝜌(𝑟): 

 𝑣𝑠[𝜌] = 𝑣𝑛𝑒[𝜌] + 𝑣𝐻[𝜌] + 𝑣𝑥𝑐[𝜌] (2.30) 

 𝑣𝑛𝑒[𝜌] =∑
𝑍𝐴

|𝑟 − 𝑟𝐴|
𝐴

 (2.31) 

 𝑣𝐻[𝜌] = ∫ 𝑑𝑟′
𝜌

|𝑟 − 𝑟′|
 (2.32) 
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The solution to the above equation is the one that minimizes the total energy of the system, which 

can then be written as: 

 𝐸[𝑛(𝑟)] =−
1

2
∑𝜑𝑗

∗(𝑟)∇2𝜑𝑗(𝑟)

𝑗

+∫𝑣𝑛𝑒(𝑟)𝑛(𝑟)𝑑𝑟+
1

2
∬

𝑛(𝑟)𝑛(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟𝑑𝑟′+𝐸𝑥𝑐 [𝑛(𝑟)] (2.33) 

The only unknown term in the total energy is the exchange-correlation energy, 𝐸𝑥𝑐 , and 

approximating 𝐸𝑥𝑐  is central to the development of a DFT method. According to John Perdew’s 

‘Jacob’s Ladder’,79 the density functionals can be divided into five hierarchical levels. The first level is 

the local density approximation (LDA), which treats the electron as uniform electron gas: 

 𝐸𝑥
𝐿𝐷𝐴 = −

3

2
(
3

8𝜋
)

1
3
∫𝑛(𝑟)

3
4𝑑𝑟 (2.34) 

The next level of improvement over the LDA approximation includes the gradient of the electron 

density, ∇𝑛(𝑟), and is referred to as the general gradient approximation (GGA). Furthermore, inclusion 

of electron density Laplacian (∇2𝑛) and electron kinetic energy density in the functional brings the third 

level known as the meta-GGA. Functionals in the next hyper (or hybrid) – GGA level features the 

partial inclusion of the exact Hartree-Fock exchange functional. In the last double-hybrid functionals, 

wavefunction based expressions are used both in the electron correlation and wave function exchange.  

In this work, two density functionals are employed: one is the B3LYP functional,80,81 and the other 

is the 𝜔B97XD/𝜔B97XD3 functionals.82,83 Both functionals belong to the hybrid-GGA level. Specially, 

the 𝜔B97XD and the 𝜔B97XD3 are range separated functionals, having a HF exact exchange of 22.2% 

at short range, and up to 100% at long range. In comparison, the B3LYP functional has a constant 20% 

HF exact exchange at all ranges.84 

To find the excitation energy of a molecule, the time dependent DFT (TDDFT) method is also 

employed. Similar to the Hohenberg-Kohn theorem, the Ronge-Gross theorem proves the unique 

correspondence between a time dependent electron density, 𝑛(𝑟,𝑡),⁡and a time dependent potential, 

𝑣(𝑟, 𝑡).85–87 ⁡Like the ground state Kohn-Sham equation, its time-dependent version is written as86,87  
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 𝑖
𝜕

𝜕𝑡
𝜑𝑗(𝑟, 𝑡) = (−

𝛻2

2
+ 𝑣𝑠[𝑛(𝑟, 𝑡),𝛹0 ,𝛷0](𝑟, 𝑡))𝜑𝑗(𝑟, 𝑡) (2.35) 

 𝑛(𝑟, 𝑡) = ⁡∑ |𝜑𝑗(𝑟, 𝑡)
2|

𝑁

𝑗=1

 (2.36) 

Note that the 𝑣𝑠 potential is a functional of all the historical electron density (from 0 to t), n, the initial 

interacting wave function, Ψ0  (in wave function of N electrons), and the initial Kohn-Sham wave 

function, Φ0 (constructed from 𝜑𝑗). 

 𝑣𝑠(𝑛(𝑟, 𝑡),𝛹0 ,𝛷0) = 𝑣𝑒𝑥𝑡(𝑛(𝑟, 𝑡)) + 𝑣𝐻(𝑛(𝑟, 𝑡)) + 𝑣𝑥𝑐(𝑛(𝑟, 0~𝑡), 𝛹0, 𝛷0) (2.37) 

If the initial state is the ground state, the dependence on the initial states are removed, as they 

themselves are a functional of 𝑛(𝑟, 𝑡). In addition, adiabatic approximation can remove the dependence 

of 𝑣𝑥𝑐 on the past electron density, which means at arbitrary time t, the system is always in its ground 

state. 

 𝑣𝑥𝑐(𝑛(𝑟, 𝑡), 𝛹0, 𝛷0)→ 𝑣𝑥𝑐
𝐺𝑆(𝑛(𝑟, 0~𝑡)) → 𝑣𝑥𝑐

𝐺𝑆,𝐴𝐷𝐼𝐴(𝑛(𝑟, 𝑡)) (2.38) 

Fundamentally, the electronic spectrum of a molecule is a measurement of how strong the resonance 

between the electron density change and the frequency of the external field. In the context of TDDFT, 

this is achieved by finding the poles of the density-density response function: 

𝜒(𝑟,𝑟′ ,𝜔) = 𝜒𝐾𝑆(𝑟,𝑟
′,𝜔) +∫𝑑3𝑟1∫𝑑3𝑟2𝜒𝐾𝑆(𝑟,𝑟1, 𝜔){

1

|𝑟1 −𝑟2|
+ 𝑓𝑥𝑐(𝑟1 ,𝑟2, 𝜔)} 𝜒(𝑟2, 𝑟

′ ,𝜔) (2.39) 

 𝜒𝐾𝑆(𝑟,𝑟
′ ,𝜔) = 2 𝑙𝑖𝑚

𝜂→0+
∑{

𝜑𝑖
∗(𝑟)𝜑𝑎(𝑟)𝜑𝑎

∗(𝑟′)𝜑𝑖(𝑟
′)

𝜔 − 𝜀𝑎 + 𝜀𝑖 + 𝑖𝜂
−
𝜑𝑎
∗(𝑟)𝜑𝑖(𝑟)𝜑𝑖

∗(𝑟′)𝜑𝑎(𝑟
′)

𝜔 + 𝜀𝑎 − 𝜀𝑖 − 𝑖𝜂
}

𝑖𝑎

 (2.40) 

 𝑓𝑥𝑐(𝑛𝐺𝑆(𝑟))(𝑟, 𝑟
′ , 𝑡 − 𝑡′) =

𝛿𝑣𝑥𝑐(𝑟, 𝑡)

𝛿𝑛(𝑟′ , 𝑡′)
|
𝑛𝐺𝑆

 (2.41) 

In quantum calculation programs, this process is converted to an eigenvalue problem using the 

method suggested by Casida and coworkers.88  
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2.2.5 Hartree-Fock and Post Hartree-Fock Methods 

Alongside the electron density approaches discussed above, the many-body problem of the electrons 

can also be expressed in an explicit wavefunction form. In modern quantum calculations, the total 

molecular wavefunction is usually expressed as a linear combination of primitive Gaussian type orbitals 

(GTOs) centered at the nuclei.89 Adopted from atomic orbitals, these functions usually have the 

following form:89 

 ϕ(𝒓) = 𝑅(𝑟)𝑌(𝜃,𝜙) (2.42) 

In eq. 2.42, 𝑅(𝑟) and 𝑌(𝜃,𝜙) are the radial and the angular portion of the function in spherical 

coordinate space. To perfectly simulate the true wavefunction, one in principle needs an infinite number 

of GTO. However, only a limited number of GTOs are employed in concrete calculations due to 

computation resource limitations. The collection of employed GTOs is termed the basis set. Due to the 

antisymmetric nature of electrons, the total wavefunction is usually written as Slater determinants: 

 Ψ(𝑟1,𝑟2 , … , 𝑟𝑛) =
1

√𝑛!
|

𝜒1(𝑟1) 𝜒2(𝑟1) … 𝜒𝑛(𝑟1)
𝜒1(𝑟2) 𝜒2(𝑟2) … 𝜒𝑛(𝑟2)
⋮ ⋮ ⋱ ⋮

𝜒1(𝑟𝑛) 𝜒2(𝑟𝑛) … 𝜒𝑛(𝑟𝑛)

|≡ |𝜒1𝜒2…𝜒𝑛⟩ (2.43) 

In eq. 2.43, the 𝜒𝑖(𝑟) are one-electron orthonormal wavefunctions, or in the word of a chemist, 

molecular orbitals (MOs) constructed from the GTOs. Note that if one swaps the position of two 

arbitrary electrons, the sign of the wavefunction flips. 

 Among the wavefunction based methods, the Hartree-Fock (HF)89 method lies is the most 

fundamental. In the HF method, the Hamiltonian is written as the sum of single electron contributions: 

 𝐻̂ =∑𝑓𝑖
𝑖

=∑[−
1

2
∇𝑖
2 −∑

𝑍𝐴
𝑟𝑖𝐴

𝑀

𝐴=1

+ 𝑣𝐻𝐹(𝑖)]

𝑖

 (2.44) 

The 𝑣𝐻𝐹(𝑖) is the averaged electron-electron repulsion felt by the ith orbital from the other orbitals 

and is inaccurate due to the ignorance of dynamic electron correlations. With both the Hamiltonian 

setup and the wavefunction initialized, the Schrödinger equation is then solved in an iterative manner, 

known as the self-consistent field (SCF) approach.89 Despite the resulting total energy being inaccurate, 
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the HF calculation gives a series of orthonormal MOs and associated energies that is reusable in post 

HF methods. 

As is discussed earlier, the source of inaccuracy of the HF method is due to the ignorance of electron 

correlation in the 𝑣𝐻𝐹(𝑖) term. In a classic system containing multiple charged particles, the term 

correlation means the force exerted on one particle depends not only on its own location, but also on 

the position of other particles in the system. In the context of post HF calculations, the quantum analogy 

to this classic interpretation suggests that the total wavefunction should not contain only one Slater 

determinant, but a linear combination of them with different electron configurations. As is shown in 

the rest of this section, the scheme of linear combination is central and unique to each post HF 

calculation method. 

To effectively iterate through the possible determinants, the second quantization90 approach is 

usually employed. The idea of second quantization is to construct and interconvert the determinants 

using creation and annihilation operators: 

 

𝑖̂†|𝑉𝐴𝐶⟩= |𝜒𝑖⟩ 

⁡⁡𝑖̂|𝜒𝑖⟩ = |𝑉𝐴𝐶⟩ 

⁡⁡𝑎̂†𝑖|̂𝜒𝑖 ⟩ = |𝜒𝑎⟩ 

(2.45) 

As is shown in eq. 2.45, the effect of these creation and annihilation operator is to create or eliminate 

an election from a specified orbital. Conventionally, index label i, j, k, l… are for occupied orbitals and 

a, b, c, d… are for virtual orbitals. The |𝑉𝐴𝐶⟩ is the vacuum state which satisfies ⟨𝑉𝐴𝐶|𝑉𝐴𝐶⟩ = 1. 

Following the Pauli’s exclusion principle,89 there are several cases in which the determinant will be 

zeroized: 

 𝑖̂|𝑉𝐴𝐶⟩ = 𝑎̂|𝑉𝐴𝐶⟩= 𝑖̂†|𝜒𝑖⟩ = 𝑎̂†|𝜒𝑎⟩ = 0 (2.46) 

Additionally, these creation and annihilation operators follow anticommutation relations: 

 

𝑖𝑗̂̂ + 𝑗̂𝑖̂ = 0 

𝑖†̂ 𝑗̂† + 𝑗̂† 𝑖̂† = 0 

𝑖𝑗̂̂† + 𝑗̂†𝑖̂ = 𝛿𝑖𝑗 

(2.47) 
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In most calculations, the HF ground state, |𝐻𝐹⟩ is usually used as the reference state while the 

remaining determinants are expressed in normal ordered90 product (in curved brackets) of creation and 

annihilation operators. For simplicity, the hat over the creation and annihilation operator is omitted in 

the following discussion. 

Of the various post HF methods, one straightforward improvement is configuration interaction (CI)89: 

 

|𝛹𝐶𝐼 ⟩ = 𝐶̂|𝛹𝐻𝐹⟩ = (1+ 𝐶̂1+ 𝐶̂2+ ⋯+ 𝐶̂𝑁)|𝛹𝐻𝐹⟩ 

𝐶̂1 = (
1

1!
)∑𝑐𝑖

𝑎{𝑎†𝑖}

𝑖𝑎

, 𝐶̂2 = (
1

2!
)∑ 𝑐𝑖𝑗

𝑎𝑏{𝑎†𝑖𝑏†𝑗}

𝑖𝑗𝑎𝑏

, … (2.48) 

The coefficients, 𝑐, is determined by solving a series of equations constructed in the following: 

 

⟨Ψ𝐻𝐹|𝐻̂𝐶̂ − 𝐸𝐻𝐹|Ψ𝐻𝐹⟩ = 𝐸𝑐𝑜𝑟𝑟 

⟨Ψ𝑖
𝑎|𝐻̂𝐶̂ − 𝐸𝐻𝐹|Ψ𝐻𝐹⟩ = 𝑐𝑖

𝑎𝐸𝑐𝑜𝑟𝑟 

⟨Ψ𝑖𝑗
𝑎𝑏|𝐻̂𝐶̂ − 𝐸𝐻𝐹|Ψ𝐻𝐹⟩ = 𝑐𝑖𝑗

𝑎𝑏𝐸𝑐𝑜𝑟𝑟 

…  

(2.49) 

 

Once the coefficients are determined, one can find the correlation energy using the first equation in 

eq 2.49. The upper limit of the correlation energy can be found if the projection outlined in eq. 2.49 

includes all the possible excited state determines, and the resulting method is termed full CI (FCI).89 

However, the FCI approach quickly becomes computationally prohibitive as the number of electrons 

and the size of the basis set increases. To simplify the calculation, the CI singles and doubles (CISD) 

approach includes only the singly and doubly excited determinants: 

 |𝛹𝐶𝐼𝑆𝐷⟩ = (1+ 𝐶̂1+ 𝐶̂2)|𝛹𝐻𝐹⟩ (2.50) 

The truncated CISD method suffers from size extensivity issue,89 i.e., the total energy of a system 

containing two infinitely-far-away fragments A and B does not equal to the sum of their individual total 

energy: 

 𝐸𝐴𝐵 ≠ 𝐸𝐴 +𝐸𝐵  (2.51) 

To resolve the size extensivity issue, the exponential ansatz, which is the core to the coupled cluster 

(CC) method,90 is introduced: 
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 |𝛹𝐶𝐶 ⟩ = 𝑒 𝑇̂|𝛹𝐻𝐹⟩ (2.52) 

The 𝑒 𝑇̂ ansatz can be expanded in Maclaurin series (Taylor series at x=0): 

 
𝑒 𝑇̂ = 1 + 𝑇̂ +

1

2!
𝑇̂2+

1

3!
𝑇̂3 +⋯ (2.53) 

𝑇̂ = 𝑇̂1 + 𝑇̂2 + 𝑇̂3 +⋯  

Like CISD, the series is usually truncated at the second order for computation efficiency. The 

resulting method is the coupled cluster singles and doubles (CCSD):90 

 
𝑇̂ = 𝑇̂1 + 𝑇̂2 =∑𝑡𝑖

𝑎{𝑎†𝑖}

𝑖,𝑎

+
1

4
∑ 𝑡𝑖𝑗

𝑎𝑏{𝑎†𝑖𝑏†𝑗}

𝑖𝑗,𝑎𝑏

 
(2.54) 

The exponential ansatz can also be viewed as a transformation of the HF Hamiltonian. By applying 

the exponential ansatz to the Schrödinger equation involving the Hartree-Fock Hamiltonian, one gets 

eq. 2.55a: 

 𝐻̂𝐻𝐹𝑒
𝑇̂|𝛹𝐻𝐹⟩ = 𝐸𝐶𝐶𝑆𝐷𝑒

𝑇̂|𝛹𝐻𝐹⟩ (2.55a) 

Multiplying 𝑒−𝑇̂to both sides of eq. 2.55a: 

 𝑒−𝑇̂𝐻̂𝐻𝐹𝑒
𝑇̂|𝛹𝐻𝐹⟩ = 𝐸𝐶𝐶𝑆𝐷𝑒

−𝑇̂𝑒 𝑇̂|𝛹𝐻𝐹⟩ = 𝐸𝐶𝐶𝑆𝐷|𝛹𝐻𝐹 ⟩ (2.55b) 

Defining 𝐻̅ = 𝑒−𝑇̂𝐻̂𝐻𝐹𝑒
𝑇̂, one gets: 

 𝐻̅|𝛹𝐻𝐹 ⟩ = 𝐸𝐶𝐶|𝛹𝐻𝐹⟩ (2.55c) 

The t amplitudes can be solved by projection methods, or more precisely, by solving the following 

series of equations: 

 

⟨𝛹𝑖
𝑎 |𝐻̅|𝛹𝐻𝐹⟩ = 0 

⟨𝛹𝑖𝑗
𝑎𝑏 |𝐻̅|𝛹𝐻𝐹⟩ = 0 

(2.56) 

The canonical CCSD method outlined above has a time complexity of O(N6),90,91 which means this 

method is not very affordable for medium sized molecular systems (composed of 1-2 dozen of first and 

second row atoms). As is expected from eq. 2.56, the major contributors to the overall O(N6) time 
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complexity comes from the number doubly excited determinants. Recently, however, the importation 

of pair natural orbitals could significantly reduce the time complexity of the coupled cluster methods. 

Introduction of this approach will come in the later sections. 

 To improve the CCSD correlation energy, an obvious move is to include contribution from the triply 

excited determinants (set 𝑇̂ = 𝑇̂1 + 𝑇̂2 + 𝑇̂3  and add ⟨𝛹𝑖𝑗𝑘
𝑎𝑏𝑐|𝐻̅|𝛹𝐻𝐹 ⟩ = 0 to eq. 2.56). However, the 

expected time complexity for the resulting CCSDT method would be O(N8)91,92 as a consequence of 

iterating through the triply excited determinants. To compensate between the accuracy of the correlation 

energy and the time complexity, Raghavachari et al. proposes an augmentation to account for the 

missing 𝐸𝑆𝑇
(5)

 and 𝐸𝐷𝑇
(5)

 component in the correlation energy.91,92 With the t amplitudes from CCSD 

calculation, the energy correction, Δ𝐸𝑇 , can be calculated in a non-iterative way:91 

 
Δ𝐸𝑇 =

1

36
∑∑(Δ𝑖𝑗𝑘

𝑎𝑏𝑐)
−1
[𝑢̅𝑖𝑗𝑘

𝑎𝑏𝑐+ 𝑢̅̅𝑖𝑗𝑘
𝑎𝑏𝑐]𝑢̅̅𝑖𝑗𝑘

𝑎𝑏𝑐

𝑎𝑏𝑐𝑖𝑗𝑘

 
(2.57) 

 𝑢̅𝑖𝑗𝑘
𝑎𝑏𝑐 =

1

4
𝒜𝑖𝑗𝑘

𝑎𝑏𝑐𝑡𝑖
𝑎〈𝑗𝑘||𝑏𝑐〉 (2.57a) 

 𝑢̅̅𝑖𝑗𝑘
𝑎𝑏𝑐 =

1

4
𝒜𝑖𝑗𝑘

𝑎𝑏𝑐 (∑𝑡𝑖𝑗
𝑎𝑒〈𝑏𝑐||𝑒𝑘〉

𝑒

−∑𝑡𝑖𝑚
𝑎𝑏〈𝑚𝑐||𝑗𝑖〉

𝑚

) (2.57b) 

Note that 𝒜𝑖𝑗𝑘
𝑎𝑏𝑐 is the permutation operator that can iterate through all possible triple excitations with 

proper signs.  The leading term in the time complexity is the evaluation of 𝑢̅̅𝑖𝑗𝑘
𝑎𝑏𝑐, which is O(N7). The 

resulting CCSD(T) method is well balanced between time complexity and accuracy and is thus 

considered the “Gold Standard” in quantum chemistry calculations.93  

Recently, pair natural orbital (PNO) based method, particularly the domain-based local pair natural 

orbital (DLPNO)94–98 approach has been integrated with the canonical CC method. The resulting 

DLPNO-CC method has a significantly reduced time complexity95,96,99 that scales linearly with 

molecular size. As a demonstration, the DLPNO-CCSD(T) method is applied to Crambin, a small 

protein having more than 600 atoms.96 The idea of PNO is first forwarded by Meyer et al. to speed up 

CI.94,100 For a linear combination of slater determinates, they can be written in a single compact 

determinant: 
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 ∑𝐶𝑎|𝜓1…𝜓𝑎…𝜓𝑁⟩= |𝜓1…(∑𝐶𝑎

𝑎

𝜓𝑎)…𝜓𝑁⟩

𝑎

 (2.58) 

The summation shown in eq. 2.58 is equivalent to defining a new pseudo natural orbital. Obviously, 

the new orbitalis no longer orthogonal to the original basis, 𝜓 . The sum of doubles in the CI 

wavefunction then becomes: 

 
∑∑𝐶𝑖𝑗

𝑎𝑏|Ψ𝑖𝑗
𝑎𝑏⟩

𝑎𝑏𝑖𝑗

=∑∑𝐶𝑖𝑗
𝑎

𝑎

|Ψ𝑖𝑗

𝑎𝑎𝑖𝑗⟩
𝑖𝑗

 
(2.59) 

An obvious improvement by introducing PNO applied in eq. 2.59 is that the time complexity to 

iterate over the doubles reduces from O(N4) to O(N3). However, one compensation of the PNO 

approach is that one need additional storage space for the extra PNOs. Another drawback of PNO is 

the additional recanonicalization procedure needed if one wishes to obtain the canonical coefficients. 

In the DLPNO scheme, the PNOs are constructed over projected atomic orbitals (PAO).96 These PNO 

orbitals are highly localized and thus most of the correlation energy comes from electrons occupying 

neighbouring PNOs. By employing this domain localization, the DLPNO-CCSD method could achieve 

linear scaling with respect to the size of the molecule.96 

The excited states can be treated with the equation of motion coupled cluster (EOM-CC)101 method. 

The excited state wave functions can be expressed in an excitation operator, 𝑅̂, act on the ground state: 

 |Ψ𝑒𝑥𝑐𝑖𝑡𝑒𝑑 ⟩ = 𝑅̂|Ψ0⟩ = 𝑅̂𝑒 𝑇̂|Ψ𝐻𝐹⟩, 𝑅̂ = 𝑅̂0 + 𝑅̂1 + 𝑅̂2 +⋯ (2.60) 

Since 𝑅̂ and 𝑇̂ commutes with each other, the Schrödinger equation then becomes: 

 𝐻̂𝑅̂𝑒 𝑇̂|𝛹𝐻𝐹⟩ = 𝐸𝑒𝑥𝑐𝑖𝑡𝑒𝑑 𝑅̂𝑒
𝑇̂|𝛹𝐻𝐹⟩ (2.61) 

Left multiplying 𝑒−𝑇̂on both sides,  

 𝐿𝑒𝑓𝑡 = 𝑒−𝑇̂𝐻̂𝑅̂𝑒 𝑇̂|𝛹𝐻𝐹⟩ = 𝑒−𝑇̂ 𝐻̂𝑒 𝑇̂𝑅̂|𝛹𝐻𝐹⟩ = 𝐻̅𝑅̂|𝛹𝐻𝐹⟩ (2.62a) 

 𝑅𝑖𝑔ℎ𝑡 = 𝑒−𝑇̂𝐸𝑒𝑥𝑐𝑖𝑡𝑒𝑑 𝑅̂𝑒
𝑇̂|Ψ𝐻𝐹⟩ = 𝐸𝑒𝑥𝑐𝑖𝑡𝑒𝑑𝑒

−𝑇̂𝑒 𝑇̂𝑅̂|Ψ𝐻𝐹⟩ = 𝐸𝑒𝑥𝑐𝑖𝑡𝑒𝑑 𝑅̂|Ψ𝐻𝐹⟩ (2.62b) 

 𝐿𝑒𝑓𝑡 = 𝑅𝑖𝑔ℎ𝑡→ 𝐻̅𝑅̂|Ψ𝐻𝐹⟩ = 𝐸𝑒𝑥𝑐𝑖𝑡𝑒𝑑 𝑅̂|Ψ𝐻𝐹⟩ (2.62c) 
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At this step, one could find that the excitation energy can be found by solving for the eigenvalues of 

𝐻̅. In practice, only a few excitation energies are found using the Davidson method.102 Since the ground 

state CC and the EOM-CC method are both finding (different) eigenvalues and eigenvectors of the 

same Hamiltonian, one should expect the time complexity for both methods to be O(N6). However, 

implementing DLPNO for excited state calculation is more complicated than to the ground state.101 

Given the canonical solution to the ground state, the excited state calculation can be facilitated by the 

similarity transformed EOM (STEOM) procedure.101,103,104 The heart of STEOM is a second similarity 

transformation over 𝐻̅: 

 𝐺̂ = {𝑒𝑆}
−1
𝐻̅{𝑒𝑆} (2.63) 

The 𝑆̂ operator has the following components: 

 𝑆̂ = 𝑆̂−+ 𝑆̂+ (2.64) 

 𝑆̂− =∑ 𝑆𝑖′
𝑚{𝑚†𝑖′}

𝑖′,𝑚

+
1

2
∑ 𝑆𝑖𝑗

𝑚𝑏{𝑚†𝑖𝑏†𝑗}

𝑖,𝑚,𝑗,𝑏

 (2.64a) 

 
𝑆̂+ =∑𝑆𝑒

𝑎′ {𝑎′ †𝑒}

𝑒,𝑎′

+
1

2
∑ 𝑆𝑒𝑗

𝑎𝑏{𝑎†𝑒𝑏†𝑗}

𝑒,𝑎,𝑗,𝑏

 
(2.64b) 

Note that the 𝑆̂ operator is defined over an active space whose active occupied and virtual orbitals 

are labeled m, n, … and e, f, , respectively The inactive orbitals, on the other hand, have a prime (’) at 

the top-right corner of their labels. This second similarity transformation can be viewed mainly as a 

pre-diagonalization procedure of the ⟨𝐷|𝐻̅|𝑆⟩ block of the transformed Hamiltonian, 𝐻̅. However, the 

{𝑒𝑆} transformation could also account for the contribution of triples (via the 1/2𝑆̂2 ⁡term) and is thus 

more accurate than the canonical EOM-CCSD method.105 The determination of the S coefficients is 

converted to solving IP-EOM-CC and EA-EOM-CC problems defined over Hilbert space of rank N-1 

and N+1 (N is the number of electrons of the reference state), respectively. By selecting a relatively 

small active space, the time complexity of the excited state calculation (and thus the overall calculation) 

can be reduced to O(N5). After the second transformation, the excited eigenstates can be found by 

diagonalizing a portion of the ⟨𝑆|𝐺̂|𝑆⟩  block. The IP-EOM-CC and EA-EOM-CC can be also 

accelerated with the DLPNO approach,101 and the resulting STEOM-DLPNO-CCSD is quite affordable 

for the molecular systems of interest in this work. 
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2.2.6 Modelling the Potential Energy Surface 

With the Born-Oppenheimer approximation, the energy profile of a molecular system can be 

summarized as a multi-dimensional function of the nuclei conformation. If one plots the energy 

function with respect to independent geometric coordinates, one could eventually get a potential energy 

surface (PES), as is illustrated in Figure 2-10. 

 
Figure 2-10. The PES of ethane with respect to the H-C-C-H dihedral angle. 

To model a PES, one usually needs two components: the minimum structure of the surface, and the 

transition states (TS) that interconnects the minima. To obtain the conformation of minima and TS, one 

need to perform geometric optimizations, which utilizes the energy gradient, 𝒈, and the energy Hessian, 

𝑯, of the molecular conformation, 𝑹: 

 𝑔𝑖 =
𝜕𝐸(𝑹)

𝜕𝑅𝑖
 (2.65) 

 𝐻𝑖𝑗 =
𝜕2𝐸(𝑹)

𝜕𝑅𝑖𝜕𝑅𝑗
 (2.66) 

To perform a geometric optimization, one usually starts with a reasonable initial guess structure 

generated from chemical intuition. Then in each subsequent step, one calculates (or approximates) the 

energy gradient and energy Hessian of the current structure, and updates the structure based on the 

gradient and Hessian. The loop is terminated if the norm of the gradient falls below the predefined 

threshold, or the maximum number of iterations is hit. Mathematically, both the minimum and the TS 

have an energy gradient of zero on the PES. For a minimum structure, all the eigenvalues of 𝑯 must be 

positive, while for TS structures, there is one and only one negative eigenvalue. Additionally, for a TS 

optimization, an intrinsic reaction coordinate (IRC)106 calculation is conducted to determine if the TS 



 

 34 

connects the desired minima on the PES. The geometric optimization algorithms generally fall into 

three categories: the Newtown and quasi-Newtown method (e.g. the BFGS update method 107 and the 

quadratic synchronous transit (QST) method108), the conjugate gradient method (e.g. the BERNY 

algorithm109) and the direct inversion of the iterative subspace (DIIS) (e.g. generalized energy-

represented DIIS (GEDIIS)110).  

With the optimized minima and TSs, one can either construct an energy diagram or a disconnectivity 

graph.111 The energy diagram constructed by simply connecting the TSs with the corresponding minima 

pair that they connect. It can visualize the highest energy barrier along a reaction pathway. The 

disconnectivity graph is generated by ramping up the energy from the global minimum by a constant 

interval and group the isomers that can interconvert at each energy threshold. The disconnectivity graph 

can reveal the partition of the PES by the transition energy barrier and isomeric species that are subject 

to local kinetic trapping.112 An illustrative energy diagram and disconnectivity graph is shown in Figure 

2-11. 

 
Figure 2-11. The correspondence between a) energy diagram, b) PES, and c) disconnectivity 

graph. The energy diagram (a) and the disconnectivity graph (c) is drawn from the PES in b. 
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2.2.7 Simulating vibrational and vibronic spectra 

In addition to the ground state properties, the spectroscopic behavior of a molecule is also of great 

interest. In conjugation with the gas phase photodissociation spectroscopy, the vibrational and vibronic 

absorption spectra are usually simulated theoretically. However, the photodissociation process is a 

convolution of both photon absorption and molecular dissociation, and thus absorption spectrum alone 

may not be adequate to fully model the experimental spectrum. Consequently, a difference in the 

relative signal intensity between experimental and theoretical spectra is inevitable. Depending on the 

individual project, the vibrational and the electronic spectra are simulated to compare against either the 

IRMPD or the UVPD spectra. Thus, in this section, theory of vibrational and vibronic spectra 

simulation is covered. 

The IR absorption spectrum originates from the resonance between the incident IR light and the 

vibration of the nuclei. To find the vibrational frequencies, one need to construct and diagonalize the 

second order Hessian of the PES at the minimum structure. To model the PES at the vicinity of the 

minimum structure, 𝑹𝒆, the harmonic oscillator approximation is usually employed, in which the PES 

is expressed in terms of a multi-dimensional quadradic potential: 

 𝑉(𝑹) =
1

2
(𝑹−𝑹𝒆)

𝑇𝑲(𝑹−𝑹𝒆) (2.67) 

 𝐾𝑖𝑗 =
𝜕2𝐸

𝜕𝑅𝑖𝜕𝑅𝑗
|
𝑹=𝑹𝒆

 (2.67a) 

In the eq. 2.67a, 𝑲 is the Hessian matrix at molecular conformation 𝑹𝟎. This matrix is symmetric 

and can be calculated either analytically if the calculation method permits or numerically by performing 

single point energy calculations over the 6N perturbed structures (N is the number of nuclei in the 

molecule). Substituting the quadratic potential into the time-independent Schrödinger equation, the 

resulting Hamiltonian for nuclear motion is: 

 𝐻̂ = 𝐸(𝑹𝒆)−
ℏ2

2
∑

𝜕2

𝑀𝑖𝜕𝑅𝑖
2

3𝑁

𝑖=1

+
1

2
∑ (𝑅𝑖 − 𝑅𝑒,𝑖)𝐾𝑖𝑗(𝑅𝑗 −𝑅𝑒,𝑗)

3𝑁

𝑖,𝑗=1

 (2.68) 

First by introducing 𝑄𝑖 = √𝑀𝑖(𝑅𝑖− 𝑅𝑒,𝑖), eq. 2.68 can be simplified into 
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𝐻̂ = 𝐸(𝑹𝒆)−
ℏ2

2
∑

𝜕2

𝑀𝑖 ×
1
𝑀𝑖

𝜕𝑄𝑖
2

3𝑁

𝑖=1

+
1

2
∑ 𝑄𝑖

1

√𝑀𝑖

𝐾𝑖𝑗
1

√𝑀𝑗

𝑄𝑗

3𝑁

𝑖,𝑗=1

 

= 𝐸(𝑹𝒆)−
ℏ2

2
∑

𝜕2

𝜕𝑄𝑖
2

3𝑁

𝑖=1

+
1

2
∑ 𝑄𝑖𝐺𝑖𝑗𝑄𝑗

3𝑁

𝑖,𝑗=1

 

= 𝐸(𝑹𝒆)−
ℏ2

2
∇𝑄
2 +

1

2
𝑸𝑻𝑮𝑸 

(2.69) 

𝛁𝑸 is the gradient operator under Q coordinate, whose result is a column vector. The matrix 𝑮 is 

simply the transformed force constant under Q coordinate. In the second step, 𝑮 is decomposed into its 

diagonal form: 

 𝑮 = 𝑼𝚲𝑼𝑇 (2.70) 

For a symmetric matrix 𝑮, the matrix 𝑼 is composed of orthonormal basis, and has the following 

property: 

 𝑼𝑼𝑇 = 𝑼𝑇𝑼 = 𝑰 (2.71) 

Now introducing the 𝒒 = 𝑼𝑇𝑸, since the 𝑼 matrix is constant,  

 𝛁𝐪 = 𝑼𝑇𝛁𝑸, (𝛁𝐪)
𝑇
= (𝑼𝑇𝛁𝑸)

𝑇
= (𝛁𝑸)

𝑇
𝑼 (2.72) 

Given that 𝑞 is column vector, one gets: 

 ∇𝑞
2= (𝛁𝐪)

𝑇̇
𝛁𝐪= (𝛁𝑸)

𝑇
𝑼𝑼𝑇𝛁𝑸 = (𝛁𝑸)

𝑇
𝑰𝛁𝑸 = (𝛁𝐪)

𝑇̇
𝛁𝐪 = ∇𝑄

2  (2.73) 

Substituting eq. 2.70, 2.72 and 2.73 to eq. 2.69, the Hamiltonian is written in a normal mode 

coordinate: 

 

𝐻̂ = 𝐸(𝑹𝒆)−
ℏ2

2
∇𝑞
2 +

1

2
𝒒𝑻𝚲𝒒 

= 𝐸(𝑹𝒆)−
ℏ2

2
∑

𝜕2

𝜕𝑞𝑘
2+

1

2
∑𝜆𝑘𝑞𝑘

2

𝑘𝑘

 

= 𝐸(𝑹𝒆)+∑(−
ℏ2

2

𝜕2

𝜕𝑞𝑘
2 +

1

2
𝜆𝑘𝑞𝑘

2)

𝑘

 

(2.74) 
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= 𝐸(𝑹𝒆)+∑ℏ𝜔𝑘 (−
1

2

𝜕2

𝜕𝑞̃𝑘
2+

1

2
𝑞̃𝑘
2)

𝑘

⁡⁡⁡⁡⁡(𝜔𝑘 = √𝜆𝑘 , 𝑞̃𝑘 = √
𝜔𝑘

ℏ
𝑞𝑘) 

Using the harmonic approximation, the many-body vibrational problem can be decomposed into 

multiple one-dimensional harmonic oscillator problems. Using the solution for a 1D-harmonic 

oscillator,38 the vibrational energy for the multidimensional harmonic potential is: 

 𝐸𝑣𝑖𝑏=∑ℏ𝜔𝑘 (𝑣𝑘+
1

2
)

𝑘

 (2.75) 

For non-linear molecules, the number of vibrational degrees of freedom (DoF) is 3N-6. The 

remaining 6 modes correspond to translational and rotational motions and should be treated separately. 

For linear molecule, the vibrational DoF is 3N-5. To go beyond the harmonic oscillator approximation, 

one could introduce anharmonicity to the harmonic potential by adding higher order terms to eq. 2.67.113 

The UV-Vis absorption spectrum of a molecule is associated with possible electronic excitations, 

which can be qualitatively pictured as the resonance between the incident light and the change in 

electron density distribution within a molecule. The transition rate, 𝑘, from an initial state, Ψ𝑖 to a final 

state, Ψ𝑓 under incident light of wavelength 𝜔 is given by the Fermi’s golden rule:114,115 

 𝑘(𝜔)𝑖→𝑓 =
4𝜔3𝑛2

3ℏ𝑐3
|⟨Ψ𝑖|𝜇̂|Ψ𝑓⟩|

2
𝛿(𝐸𝑖 − 𝐸𝑓± ℏ𝜔) (2.76) 

In eq. 2.76, 𝑛 is the refractive index of the medium, which is 1 in vacuum, and  𝜇̂ is the electric dipole 

operator. For a molecular system, both the electrons and the nuclei contribute to the overall dipole 

moment: 

 𝜇̂ = 𝜇̂𝑒(𝒓)+ 𝜇̂𝑁(𝑹)= −𝑒(∑𝒓𝒊
𝑖

+∑𝑍𝛼𝑹𝜶

𝛼

) (2.77) 

Assuming the Born-Oppenheimer approximation holds, the initial and the final state wavefunction 

can be decoupled into the following form: 

 |Ψ𝑖⟩ = |𝜒𝑖(𝑹)𝜓𝑖(𝒓;𝑹)⟩, |Ψ𝑓⟩ = |𝜒𝑓(𝑹)𝜓𝑓(𝒓;𝑹)⟩ (2.78) 

Substituting eq. 2.77 and 2.78 into ⟨Ψ𝑖|𝜇̂|Ψ𝑓⟩, one gets: 
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⟨Ψ𝑖|𝜇̂|Ψ𝑓⟩ = ⟨𝜒𝑖𝜓𝑖|𝜇̂𝑒 + 𝜇̂𝑁|𝜒𝑓𝜓𝑓⟩ 

= ⟨𝜒𝑖𝜓𝑖|𝜇̂𝑒|𝜒𝑓𝜓𝑓⟩ + ⟨𝜒𝑖𝜓𝑖|𝜇̂𝑁|𝜒𝑓𝜓𝑓⟩ 

= ⟨𝜒𝑖 |𝜒𝑓⟩⟨𝜓𝑖|𝜇̂𝑒|𝜓𝑓⟩ + ⟨𝜓𝑖|𝜓𝑓⟩⟨𝜒𝑖 |𝜇̂𝑁|𝜒𝑓 ⟩ 

(2.79) 

Obviously, ⟨𝜓𝑖|𝜓𝑓⟩ = 0 since they are different electronic states at the same nuclear conformation. 

Thus, the term ⟨Ψ𝑖|𝜇̂|Ψ𝑓⟩ eventually becomes: 

 ⟨Ψ𝑖|𝜇̂|Ψ𝑓⟩ = ⟨𝜒𝑖|𝜒𝑓⟩⟨𝜓𝑖|𝜇̂𝑒|𝜓𝑓⟩ (2.80) 

Most of the time, the equilibrium conformation of the initial and the final state is defined over a 

different molecular frame, while photon absorption occurs in lab frame. In the context of this thesis, 

the molecular frame refers to a singular coordinate system with its origin at the centre of mass of the 

molecule in either its ground or excited state, whereas the lab frame refers to a universal coordinate 

system that encompasses both the ground state and the excited states.  Thus, the first step before 

calculating the inter-state overlap integrals is to properly align the initial and the final state 

conformation in a common lab frame. Herein, the two conformations are superimposed at their center 

of mass. Their relative orientation satisfies the Eckart condition:116,117 

 ∑𝑚𝛼𝑻𝑹𝜶 × 𝑹̅𝜶 = 0
𝛼

 (2.81) 

Once the rotation matrix, 𝑻, is determined, the atomic coordinates and the total wavefunction of the 

two states is also transformed accordingly. After the transformation, the electronic and the nuclear 

portion of the integral in eq. 2.80 are treated separately. To facilitate discussion, 𝑸 is used to represent 

molecular conformation in mass weighted coordinates (𝑸𝟎 is the equilibrium conformation), 𝒒 is used 

to represented normal mode coordinates, and 𝑼 is used for the vibrational normal mode eigenvectors. 

𝒒,𝑸, and 𝑼 satisfies 𝒒 = 𝑼𝑇𝑸. Variables for the final state is represented with a bar over the variables. 

The electronic portion of the integral, ⟨𝜓𝑖|𝜇̂𝑒|𝜓𝑓⟩, is denoted the transition dipole moment (𝜇𝑒), 

whose magnitude influences the overall transition rate and thus the intensity of an absorption band on 

a UV-Vis spectrum. Since the dipole operator is related to the position operator (𝜇̂𝑒 = −𝑒𝑟̂), the parity 

of the electronic states plays a crucial role in the magnitude of the integral. The dipole operator, 𝜇̂𝑒, can 

be written in a Taylor expansion centered at the equilibrium conformation of the initial state, 𝒒𝟎: 
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𝜇̂𝑒(𝒒) = 𝜇̂𝑒(𝒒𝟎)+∑

𝜕𝜇̂𝑒(𝒒)

𝜕𝑞𝑖
|
𝒒𝟎𝑖

𝑞𝑖+⋯ 
(2.82) 

If only the first term is included, one approximates that the transition dipole is constant with respect 

to nuclear motions, obtaining the Franck-Condon approximation.38,118 If the initial and the final 

electronic state has the same parity, or the transition is symmetry forbidden, inclusion of the linear 

(second) term is crucial in accounting for the Hertzberg-Teller effect.119 

In principle, the conformational wavefunction, 𝜒, consists of translational, rotational, and vibrational 

motions. Since the rotational and translational energy level spacing is quite small in the energy scale of 

electronic excitation, only the vibrational part is considered when calculating the UV-Vis absorption 

spectrum. However, it is worth noting that the change in rotational state is one possible placeholder for 

the angular momentum of an absorbed photon. Using the harmonic oscillator approximation, 𝜒 can be 

expanded into the product of individual 1D harmonic oscillator wavefunctions: 

 
|𝜒𝑖(𝒒)⟩ =∏|𝜓𝑘(𝑞𝑘)⟩

𝑘

, |𝜒𝑓(𝒒̅)⟩ =∏|𝜓𝑘(𝑞̅𝑘)⟩

𝑘

 
(2.83) 

In eq. 2.83, the index k iterates through the normal modes, 𝑞𝑘 is the vibrational displacement in the 

kth mode. Most of the time, the q coordinates in the initial and the final state are not aligned in laboratory 

frame. To calculate overlap integrals, one need to determine the offset between the two q coordinates. 

This can be achieved by a linear transformation: 

 𝒒 = 𝑱𝒒̅ +𝑲 (2.84) 

The 𝐽 matrix is the Duschinsky rotation matrix113 and 𝐾 is the displacement between the initial and 

the final state equilibrium. With the Eckart condition satisfied, the matrix 𝑱  and 𝑲  can be 

determined:116,117 

 𝑱 = 𝑼𝑇𝑼̅,𝑲 = 𝑼′𝑇(𝑸̅𝟎− 𝑸𝟎) (2.85) 

⟨𝜒𝑖|𝜒𝑓⟩ then becomes: 

 ⟨𝜒𝑖(𝒒)|𝜒𝑓 (𝒒̅)⟩ = ⟨𝜒𝑖(𝑱𝒒̅+ 𝑲)|𝜒𝑓 (𝒒̅)⟩ = ∏∫𝜓𝑘
∗((𝑱𝒒̅+𝑲)𝑘)𝜓𝑘(𝑞̅𝑘)𝑑𝑞̅𝑘

𝑘

 (2.86) 
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In eq. 2.86, the shape of each 𝜓𝑘 is determined by its own vibrational quantum number, 𝜈𝑘. Since 

most spectroscopic experiments are conducted under room temperature, 𝜓 is usually in its ground state 

(𝜈𝑘  =  0)  while 𝜓  may be in some vibrationally excited state ( 𝜈̅𝑘 ≥ 0). By iterating through all 

meaningful vibrational levels of the excited state, one can generate a list of integrals following eq. 2.86, 

whose square are termed Franck-Condon factors. This factor gives the relative intensity of individual 

vibronic peak within one electronic excitation band series and is thus related to the band shape.  

To successfully apply Fermi’s golden rule in eq. 2.76 following the Adiabatic Hessian (AH) approach 

listed above, structure and Hessian matrix for both the initial and the final state minimum is required. 

However, due to the complexity in both the geometric and the electronic structure, proper minimum on 

the excited state PES may not be available. Alternatively, since the Franck-Condon window is localized 

in real space, one can simulate the FC spectrum using an artificial harmonic PES for the excited state. 

The orientation of the surface in lab frame can be determined using vertical approaches with energy 

and the energy gradient of the vertical excitation, while the excited state Hessian can also be 

approximated in a variety of ways.120 For instance, the simplest vertical approach is the Vertical 

Gradient (VG), which assumes the initial and the final state Hessian are of the same. More complicated 

methods include using final state Hessian at the initial state equilibrium geometry, or geometry 

optimized from the initial state by one step. These two strategies are employed in the Vertical Hessian 

(VH) and the Adiabatic Hessian After Step (AHAS) approach, respectively. However, since the final 

state Hessian is not from a minimum structure, it is prone to imaginary frequencies. Finally, it should 

be noted that methods for simulating vibronic spectrum discussed so far are still within the Born-

Oppenheimer approximation. For systems with intense surface crossing (e.g. in 121), the BO 

approximation breaks down and off-diagonal non-adiabatic coupling should be considered.  

2.2.8 Errors in the Ab Initio Methods 

As is discussed in the previous sections, two molecular properties are of particular interest in this 

work: ground state thermochemistry and vibrational/electronic absorption spectroscopy. From 

thermodynamic study, one eventually obtains the relative population, 𝑃𝑖, of each contributing isomer, 

which is determined using Boltzmann distribution using the relative free energy of the isomer to the 

global minimum: 
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 𝑃𝑖 = 𝑒
−⁡
Δ𝐺
𝑘𝐵𝑇 (2.87) 

The accuracy of the overall free energy depends on that of its individual components, namely 

translational, rotational, vibrational, and electronic energy. Since the rotational and translational energy 

contribution depends mostly on the temperature and is thus likely the same among different isomers, 

the major source of error in the total energy difference is from the electronic and the vibrational (zero-

point) energy. However, before any discussion on the potential errors in each component, it is important 

to note that the error in the relative population is extremely sensitive to the error in the free energy 

difference. Taking the logarithm of both sides of eq. 2.87, one gets: 

 𝑙𝑛𝑃𝑖 = −
Δ𝐺

𝑘𝐵𝑇
 

 

(2.88) 

Taking the derivative of both sides with respect to Δ𝐺, and rearrange, one gets: 

 
𝜕𝑃𝑖
𝑃𝑖

= −
𝜕Δ𝐺

𝑘𝐵𝑇
, 𝑟𝑒(𝑃𝑖) =

𝑒(Δ𝐺)

𝑘𝐵𝑇
 

 

(2.89) 

In eq. 2.89, e(X) means the absolute error of X, while re(X) means relative error. Eq. 2.89 shows that 

a seemingly small absolute error in the relative energy can cause a huge deviation in the resulting isomer 

population. Quantitatively, at 298.15K, one kJ/mol deviation from the true free energy difference will 

result in a 40% error in the population, 𝑃𝑖, while for one kcal/mol deviation, the uncertainty in 𝑃𝑖 grows 

to 170%.  

To benchmark some theoretical method, the ideal data source is some experimental measurements. 

However, for ground state ab initio calculations, a direct measurement of the corresponding quantity, 

i.e. the total energy of a molecular system, is not possible. Thus instead, results from high-level 

theoretical calculations are usually employed. In addition, the error in the calculation method are 

systematic error due to ignoring some trivial interactions. Although one can argue that the single point 

energy should deviate in a similar way among isomeric species, error cancellation in calculating relative 

energies can hardly be assessed without knowing the exact value. In the following discussion, the error 

in the total energy are treated as random error across different molecular species, and their accumulation 

are assumed additive (following eq. 2.11a). For DFT methods, a popular choice is to benchmark against 

results from CCSD(T) calculations at MP2 minima (e.g. in 122). For post HF methods, the reference 

data usually come from FCI.90,123 For excited state calculations, spectroscopic measurement can be used 
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as a good experimental data source124. However, depending on the spectroscopic region, the quality of 

the experimental spectra may vary, and theoretical data may also be used instead.93,124 

In a recent publication, Mardirossian et al. evaluated the accuracy over 200 density functionals in 

four scenarios, including non-covalent interaction, isomerization, thermochemistry, and barrier 

heights.84 Their reference values are mainly from CCSD(T)/CBS calculations, which they claim to have 

much better accuracy than the DFT methods. Of the two functionals employed in this work, namely 

B3LYP-D3 and 𝜔B97X-D/𝜔B97X-D3, the energy obtained using def2-QZVPPD basis set deviation 

from reference level is generally smaller than 3 kcal/mol for all the isomerization cases except for one 

particular case involving C20 and C24 clusters.125 The authors also show that the deviation using def2-

TZVPPD level is of similar magnitude. For barrier heights, 𝜔B97X-D/𝜔B97X-D3 shows an energy 

deviation of 2.3 kcal/mol, which outperforms that of B3LYP-D3 functional, 8.7 kcal/mol. Thus, for the 

cases in this project, a good estimation of the expected energy deviation from DFT calculations is 

3 kcal/mol (12.6 kJ/mol). 

As the “gold standard” method that provides benchmark data, CCSD(T) is usually assessed in two 

perspectives: one is the comparison with higher level calculation , such as CCSDT and full CI, and the 

other is the comparison with the energy at complete basis set (CBS) limit. In a benchmark study by 

Eriksen et al., it is found that the CCSD(T) method could in average reproduce 100.2% of the triples 

contribution of CCSDT with 0.9% standard deviation.126  Benchmarks against FCI, however, are only 

performed on very few diatomic or triatomic molecules due its high computational cost,124,127 and thus 

a general conclusion regarding the deviation of CCSD(T) energy from the exact value is not viable. 

Meanwhile, several basis set extrapolation methods are proposed to determine CCSD(T) energy at the 

CBS limit within an error of 1 kJ/mol.128–130 If the CCSD(T) electronic energies are trusted as the true 

energy in an ab initio calculation, the above discussion indicates a maximum error of 1.4 kJ/mol is 

expected in the electronic energy difference of isomers.  

Due to the O(N7) time complexity, canonical CCSD(T) is only practical for molecules having up to 

about a dozen of first and second row atoms. Recently, with the introduction of the DLPNO approach, 

CCSD(T) becomes affordable for larger molecular systems. Thus, the associated error brough by 

DLPNO needs to be considered. The expected deviation brought by DLPNO is reported in literature95 

as 0.4 - 0.5 kcal/mol (1.7 - 2.1 kJ/mol) from canonical result using the aug-cc-pVTZ basis set and the 
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TightPNO threshold. In another publication,131 the authors found that the DLPNO-CCSD(T) energy 

reproduces that from canonical CCSD(T) within a deviation of 0.65 kcal/mol (2.7 kJ/mol) using cc-

pVTZ basis. Since the reference of these deviations is the canonical energy, error from DLPNO should 

be added to that from canonical CCSD(T). The error in the DLPNO-CCSD(T) energy can then be 

estimated as 2.2 kJ/mol (√12 +22 kJ/mol) if the calculations are conducted using a TightPNO setup 

and CCSD(T) energies are extrapolated to the CBS limit. For relative isomer energy, the error grows 

to 3.1 kJ/mol (√2 × 2.2 kJ/mol) 

Besides the electronic energy difference, another significant source of error of the isomer energy 

comes from vibrational contribution, i.e. zero-point energy (ZPE). Frequency calculation in this thesis 

is conducted with DFT as the size of the molecule considered in this project is not applicable for coupled 

cluster theory. With the harmonic approximation, one can expect that the error in the ZPE is less than 

0.4 kJ/mol132,133 for molecules without hydrogen. For molecules containing hydrogen bonds, however, 

inclusion of anharmonicities is important.133 To sum up, when error in ZPE is included, the deviation 

in relative Gibbs energy from DFT calculations is approximately 13 kJ/mol, while that from the 

DLPNO-CCSD(T) calculations are reduced to 3.1 kJ/mol. The much smaller error from CCSD(T) 

energies demonstrates its superiority over the DFT methods. However, even the CCSD(T) corrected 

relative Gibbs energy is far from accurate in determining the relative isomer population (124% error). 

Thus, the relative energy of isomers serves more as a qualitative tool to hint the existence of certain 

isomer in the ion population rather than as a quantitative predictor of the relative isomer weight that 

one must comply when comparing theoretical-experimental results. 

Besides relative isomer energy, spectroscopic behavior of the ions is another powerful tool to 

elucidate the structure information of the isomers. The infrared spectra are predicted by vibrational 

calculations, while the vibronic spectra are a convolution of electronic excitations and vibrations. 

Electronic excitations predicted by TDDFT generally have a ca. 0.3 eV deviation,134 while that from 

EOM-CCSD method is 0.14 eV.103 Depending on the benchmark dataset, the STEOM-CCSD has 

comparable93,103 or less105 error than conventional EOM-CCSD. Particularly, due to the implicit 

inclusion of triples, STEOM-CCSD is charge transfer separable and outperforms EOM-CCSD for 

charge transfer excitations.93 With inclusion of DLPNO technique, another ca. 0.007 eV error is 

introduced using the TghtPNO threshold (0.03 eV for NormalPNO).101 Each excitation can be 
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simulated either as pure FC band or as FCHT band. However, an accurate reproduction of the 

experimental band shape is difficult.135 

2.2.9 Electron Density Based Analysis Methods 

In addition to the total energy, ab initio calculations also give the real space electron density distribution 

of within a molecular system, which can be utilized to quantify the chemistry concepts such as bonding 

and weak interactions. In this section, the atom-in-molecules (AIM) analysis, the non-covalent 

interaction (NCI) analysis (also known as the reduced density gradient (RDG) analysis), and the natural 

difference orbitals (NDO) analysis are introduced. 

The foundation of the AIM analysis is Bader’s quantum theory of atom in molecules (QTAIM).136,137 

Briefly, this method aims to build a topological network over the real space electron density, 𝜌(𝑟;𝑅), 

of a molecule obtained from either a DFT or a post HF calculation. The vertices of the network are 

chosen those whose electron density gradient, ∇𝜌, is zero, and is termed the critical points (CPs). These 

CPs are classified into four categories based on the number of negative eigenvalues in their electron 

density hessian, namely the nuclear CP (NCP), bond CP (BCP), ring CP (RCP), and cage CP (CCP). 

The name of the category is based on the typical location of their appearance. With the CPs found, the 

edges of the topological map are the viral paths, or the maximal density gradient paths connecting 

neighbouring NCPs and BCPs. These bonding paths usually suggest some bonding interactions that 

can range from the strong covalent bonds to the weaker interactions like hydrogen bonding. 

Conveniently, interactions between different moieties of a molecule, like hydrogen bonding, can be 

read from the topological analysis. In addition, by collecting different observables, such as the electron 

density, 𝜌, and the density Laplacian, ∇2𝜌, at the CPs and compare them against known literature values 

(e.g.137–141) from other well-known system, the nature of the interaction at the CP can be assigned.  

Despite a powerful method identifying interactions, AIM analysis may fail to identify potential weak 

interactions as CPs in some cases.142 Thus, the NCI method143 is included as a parallel method to 

visualize weak interactions. The NCI method utilizes the magnitude of the reduced density gradient 

(RDG), s, to determine the strength of the weak interaction and the sign of the second largest eigenvalue 

of the electron density hessian, 𝑠𝑖𝑔𝑛(𝜆2), to determine whether the interaction is attractive or repulsive. 

A positive λ2 implies a repulsive, non-bonding interaction, and vice versa. 
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 𝑠 = 𝑠𝑖𝑔𝑛(𝜆2)
1

2(3𝜋2)1 3⁄

|∇𝜌|

𝜌4 3⁄ ⁡ (2.90) 

As eq. 2.48 implies, in regions associated with intramolecular interactions, like bonding or van der 

Waals interactions, small RDG value could be obtained from near-zero electron density gradient and 

electron density of significant magnitude. When outside the boundary of a system, however, the RDG 

value goes to infinity due to the near-zero electron density. The weak interaction region of interest can 

be separated from the strong ones by applying an upper limit to the electron density. The resulting 

reduced density can be visualized in a 3D isosurfaces alongside with the AIM topological network.  

For most molecular systems, an electronic transition may receive comparable contributions from 

multiple electronic configurations (Slater determinants), and characterization of such excitation with a 

list of molecular orbital pair is tedious. To efficiently demonstrate the overall electron density change 

for a particular transition, the natural difference orbital (NDO) analysis is introduced.144,145 To 

characterize ground state electronic excitations, the electron density difference, 𝜌, between the ground 

and the excited states are of central interest: 

 𝜌Δ
0𝐼(𝑟) = 𝜌𝐼(𝑟) − 𝜌0(𝑟) (2.91) 

 𝜌𝐼(𝑟) = 𝑛∫Ψ𝐼
∗(𝑟, 𝑟2, … , 𝑟𝑛)ΨI(𝑟, 𝑟2, … , 𝑟𝑛)𝑑𝑟2 …𝑑𝑟𝑛 (2.91a) 

 𝜌0(𝑟) = 𝑛∫Ψ0
∗(𝑟, 𝑟2, … , 𝑟𝑛)Ψ0(𝑟, 𝑟2, … , 𝑟𝑛)𝑑𝑟2 …𝑑𝑟𝑛 (2.91b) 

in the above equation, n refers to the total number of electrons, the index ‘0’ refers to the ground state, 

and the index ‘I’ refers to the Ith excited state. The resulting density is plotted as isosurfaces and gives 

information on the spatial distribution of electron detachment and attachment after the excitation. Note 

that since ionization or electron attachment is not likely during the electronic transitions of interest, the 

overall density change should equal to 0: 

 ∫𝜌Δ
0𝐼(𝑟) 𝑑𝑟 = 0 (2.92) 
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Chapter 3 

The Protonated Serine Dimer in the Gas Phase 

3.1 Introduction 

Among the gaseous amino acid clusters, the serine clusters, especially the serine octamer, have drawn 

considerable research attention.2,146 The preference for homo-chiral octamer is believed a crucial 

property that accounts for the chirality of biomolecules.147,148 In recent study, Scutelnic et al.149 found 

that the global minimum (GM) of the homochiral serine octamer is an elliptical cluster of purely 

zwitterionic serine units interconnected by a dense hydrogen bonding network. However, information 

from GM alone may not be adequate to fully understand the role of serine octamer in prebiotic chiral 

separation. Consequently, a complete topological mapping of the octamer PES will eventually be 

required. To better model PES of such large cluster, knowledge of the hydrogen bonding schemes from 

other serine containing species can be potentially useful. 

The protonated serine dimer, [Ser2 + H]+, is a good candidate for studying the role of H-bonding in 

amino acid structure owing to its potential complexity in hydrogen bonding network (each serine unit 

has four H-bond donor and four H bond acceptor site). Moreover, [Ser2 + H]+, is one of the dominant 

fragments produced during dissociation of protonated serine octamers, suggesting that it may be an 

important structural unit of [Ser8 + H]+2. IRMPD spectra of the serine dimer in the mid IR 

(1000 – 1900 cm–1 and 3200 – 3800 cm–1) have been reported by Seo et al.8  and Sunahori et al.9 , 

respectively. These studies proposed isomer structural assignments based on comparison with 

theoretical calculations. However, the proposed spectral carriers and computed low-energy structures 

vary between studies owing to variable results arising from different levels of theory.8–10 Two of the 

proposed structures are shown in Figure 3-1. 

 
Figure 3-1. GM proposed a) by Kong et al.150 and b) Sunahori et al.9 and Seo et al.8 
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 To address the discrepancy between the global minima proposed in the various studies, the current 

investigation surpasses previous work in two aspects: one is the higher-level ab initio DFT calculation 

with CCSD corrected single point energy. The other is the utilization of the PES topology information 

generated using the literature GMs and their neighbouring dimer isomers. Specifically, many isomers 

are sampled by BH and optimized to the same level of theory as is used in the literature. The PES 

topology is built with the dissimilarity function of isomers introduced in section 2.2.2 and is analysed 

using HC and MDS. By considering the similarities between computed and experimental IR spectra 

and the localized distribution of the computed isomers, additional insights are garnered for more 

confident spectral assignment. 

3.2 Method 

In this study, conventional BH simulations are used to sample [Ser2 + H]+ isomers, as is described in 

section 2.2.1. In particular, the AMBER force-field63 is used as the model potential for rapid energy 

evaluation. To prepare reasonable building blocks for the protonated dimer, a number of neutral and 

protonated serine monomers are optimized under B3LYP/6-31I++G(d,p) level of theory. Their atomic 

partial charges are fitted using the CHelpG partition scheme151 and are then used in the electrostatic 

interaction portion of the molecular mechanics force field. To search the potential energy landscape, 

dihedral angles in both moieties are given random rotations of ‒5° ≤ ϕ ≤ +5° in each geometric distortion. 

The neutral moiety is also given random rotations of ‒5° ≤ θ ≤ +5° around its body-fixed x–, y–, and z 

–axes, and random translations of ‒0.5 Å ≤ η ≤ +0.5 Å in each of the x–, y–, and z –directions. This 

ensures that the relative orientations of the two moieties are sampled. Following an initial run of 1,000 

steps at a thermal energy threshold of E ≈ 0.43 eV (T = 5,000 K) to generate candidate structures, 

several parallel BH runs of 10,000 steps are run at a thermal energy threshold of E ≈ 0.09 eV (T = 1,000 

K) to search the PES. In total, more than 50,000 cluster geometries were sampled. Following the BH 

simulation, the first 200 unique lowest energy structures are carried forward to re-optimization at the 

B3LYP/6-31I++G(d,p) + GD3 level of theory. Note that the GD3 term refers to the Grimme’s D3 

empirical correction for dispersion interaction.152  Harmonic frequency calculations are conducted for 

the low energy structures obtained to ensure that these structures are local minima on the PES (rather 

than TSs). These calculations also give the vibrational (viz. IR) spectra as well as the thermal 

corrections to the isomer’s energy. To get more accurate relative energy, the electronic energy of the 

40 isomers is further corrected using those determined at DLPNO-CCSD/def2-TZVPP level. The 
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molecular mechanics and the DFT calculations, including the CHelpG charge fitting, are conducted 

with the Gaussian 09 Rev.D01153 software package, while the DLPNO-CCSD calculation is conducted 

with the ORCA 4.2.0 154–156 software package. The corrected Gibbs energy is calculated in the following 

equation: 

 𝐺𝐶𝐶𝑆𝐷 = 𝐺𝐷𝐹𝑇− 𝐸𝐷𝐹𝑇 ⁡+ 𝐸𝐶𝐶𝑆𝐷 (3.1) 

Using the DFT optimized geometries, the pairwise DM distance of the 40 dimer isomers are 

calculated. Linkages for hierarchical clustering were then determined using Ward’s minimum variance 

method, which at each step finds the pair of clusters that leads to the minimum increase in total within-

cluster variance after merging.157 To better visualize the data, the multi-dimensional scaling (MDS) is 

employed to create a 2D plot of the clustered data.158 To determine which (if any) of the computed [Ser2 

+ H]+ isomers are observed experimentally, calculated harmonic vibrational spectra were compared 

against the experimental IRMPD spectrum using the methodology outlined by Fu et al.68 The 

experimental IRMPD spectrum are digitized from figures in their respective publications, interpolated 

in 2 cm–1 interval, and then normalized such that the maximum intensity in each region was set to 1. 

Calculated IR spectra are first scaled using appropriate frequency scaling factors and broadened with a 

Lorentzian line shape of 15 cm–1 FWHM,68,132 and then are similarly interpolated and normalized. The 

intensity vectors are constructed by appending the normalized spectrum of the high IR region after that 

of the mid IR region. The similarity between the experimental and theoretical spectra is evaluated by 

taking the Euclidian distance (𝑑𝐸𝑢𝑐 ) between the intensity vectors and assigning a scaled similarity 

index as per: 

 𝑆𝑐𝑎𝑙𝑒𝑑⁡𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 1 −
𝑑𝐸𝑢𝑐 − 𝑑𝐸𝑢𝑐

𝑀𝑖𝑛

𝑑𝐸𝑢𝑐
𝑀𝑎𝑥−𝑑𝐸𝑢𝑐

𝑀𝑖𝑛 (3.2) 

where 𝑑𝐸𝑢𝑐
𝑀𝑖𝑛 and 𝑑𝐸𝑢𝑐

𝑀𝑎𝑥 are the minimum and maximum Euclidean distance amongst the set of vectors 

respectively. This treatment generates a scaled similarity index that ranges between 0 (worst match) 

and 1 (best match). 

3.3 Results 

3.3.1  Binding Motifs of the [Ser2 + H]+ Isomers  

Following the procedure described in the method section, a total number of 40 unique isomers are 

obtained within an energy window of 55 kJ/mol. A detailed list of their relative energies is available in 
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Appendix A. The resulting dendrogram from the hierarchical clustering, which is plotted in Figure 3-

2, clearly shows four distinct groups of geometric structures; these groups are highlighted in blue, red, 

green, and orange. Based on this hierarchical clustering analysis, it is clearly seen that the BH algorithm 

identified several local minima associated with four distinct regions of the [Ser2 + H]+ PES. The lowest 

energy isomer in each of these four regions (viz. isomers 1, 2, 13, and 21) are highlighted and labeled 

on the MDS plot. This type of analysis provides insight with respect to how thoroughly a region of the 

PES has been searched. For example, if only one or two data points were identified in the blue region 

of the MDS plot, one might decide to initialize an additional BH run starting from one of the previously 

identified geometries. Moreover, this analysis can help guide interpolation efforts to identify TSs or 

geometries associated with stable intermediates between two previously identified minima. For 

example, upon inspection of the MDS plot shown in Figure 3-2, one can identify two outliers associated 

with the red group (in the top left of the red section) and one outlier associated with the green group 

(bottom left of the green section). 

Having identified four low energy geometric groupings associated with the [Ser2 + H]+ PES, one can 

then visually inspect the structures to rationalize their association via hierarchical clustering. In doing 

so, one finds that the clustered species are associated with four distinct binding motifs, which is labeled 

motifs 1 (orange), 2 (blue), 3 (green), and 4 (red). The 3D structures and 2D chemical structures for the 

lowest energy isomer in each group is provided in Figure 3-3.  Motifs 1 and 3 are associated with 

bidentate complexation between the ammonium group of the protonated moiety and the neutral moiety. 

In the case of motif 1, the ammonium group forms intermolecular hydrogen bonds with the amino group 

and the hydroxyl group of the neutral moiety. In contrast, motif 3 forms intermolecular hydrogen bonds 

with the hydroxyl group and the carboxylic acid group of the neutral moiety. Motifs 2 and 4 are 

associated with monodentate complexation between the ammonium group of the protonated moiety and 

the neutral moiety. These two binding motifs differ in terms of the relative orientations of the two ser ine 

moieties and with respect to the presence of a O–H•••N intramolecular hydrogen bond (IMHB) in the 

neutral moiety (motif 2) versus a O–H•••O IMHB in the neutral moiety (motif 4) as seen on Figure 3-

3 (Right). 
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Figure 3-2. (Left) The distance dendrogram for the protonated serine dimer. Isomer numbers 

are indicated for each branch of the dendrogram. (Right) A MDS 2D projection of the 

hierarchical clustered data. Isomers are numbered in order of increasing relative energy. 
Standard Gibbs’ energies from eq. 3.1 (in parentheses) are reported in kJ mol–1.  

 

 
Figure 3-3. The lowest energy isomers for each low energy binding motif of the protonated 
serine dimer. Motifs 1 and 3 show bidentate coordination between the two moieties, whereas 

motifs 2 and 4 exhibit monodentate coordination between the two moieties.  Standard Gibbs’ 

energies from eq. 3.1 (in parentheses) are reported in kJ mol–1. 
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3.3.2  Spectral Assignment of the Experimental IRMPD  

The scaled similarities for the computed [Ser2 + H]+ isomer spectra are plotted in Figure 3-4. 

Inspection of Figure 3-4 indicates that Isomer 2 yields a significantly better match to the experimental 

spectrum than do other isomers. Moreover, it is found that four of the five best matches are provided 

by isomers associated with binding motif 2. This suggests that, despite the fact that motif 1 is associated 

with the lowest energy region of the [Ser2 + H]+ PES at T = 298 K and P = 1 atm according to free 

energy calculated from pure DFT and from CCSD correction, the region of the PES associated with 

motif 2 is predominantly populated in ion trap experiments. 

 
Figure 3-4. Scaled Euclidean similarities of computed harmonic vibrational spectra to 

experimental IRMPD spectra for the protonated serine dimer. Isomer 2 gives the best match 

and Isomer 39 gives the worst match amongst the 40-isomer set. Isomers are ordered in 
increasing energy from left to right in each motif. 

 

Figure 3-5 plots the experimental IRMPD spectrum for [Ser2 + H]+ and the computed spectra for 

isomers 1, 2 (best match), 13, and 21 – the lowest energy isomers associated with each of the four 

binding motifs. The diagnostic peaks, which are highlighted in blue in Figure 3-5, are associated with 

the HNH angle bending motions (ca. 1450 cm-1) and N–H bond stretching motions (ca. 3250 cm-1) of 

the ammonium and amino groups. Although isomer 1 is the global minimum structure based on 

standard Gibbs’ energies, the spectrum of isomer 2 (+1.3 kJ mol -1) is more consistent with the 

experimental spectrum in both regions. This was also noted by Sunahori et al., who identified isomer 
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2 in their study.9 Kong et al. also identified isomer 6 in their work,10 but apparently did not consider it 

in their spectral assignment. 

 

Figure 3-5. Experimental IRMPD spectra and computed harmonic vibrational spectra for the 
protonated serine dimer. The experimental spectra were adapted from Seo et al.8 and Sunahori 

et al.9 The computed IR spectra are associated with the lowest energy isomer for each of the 

four binding motifs. Scaling factors of 0.9679 and 0.95 were employed for the 1000 – 1900 cm−1 

and 3200 - 3800 cm–1 region, respectively.68,132 

To best determine the relative energy of isomer 1 and isomer 2, single point energy calculations at 

DLPNO-CCSD(T)/def2-QZVPP level of theory is performed for each of the isomers. Replacing the 

CCSD energy correction in eq. 3.1 with that from CCSD(T), it is eventually found that Isomer 2 

becomes the global minimum, while Isomer 1 is only 0.1 kJ/mol above Isomer 2. Since the energy 

difference in Isomer 1 and 2 is 1/10 of the so called sub-chemical accuracy, Boltzmann weighted spectra 

may not be reliable to judge whether Isomer 2 or Isomer 1 is subject to kinetic trapping. To formally 

determine the presence of kinetic trapping, one need to fully map the PES by finding isomerization 

pathways that interconnects the 40 minima. If the CCSD(T) energy is trusted, however, the structure 

similarity argument is proved useful at least in this particular case and can be potentially useful in other 

similar scenarios. Additionally, the protonated serine dimer can be a curious test case for upper-

hierarchy methods like CCSDT. 

It is necessary to highlight three caveats for the above example of identifying the spectral carrier of 

[Ser2 + H]+. First, to assemble the experimental spectrum used in the assignment, the results of two 
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separate studies are collated. It is not necessarily true that the same ensemble populations were 

produced under the experimental conditions employed in both studies. However, given that isomer 2 

provides the best match to both regions of the experimental spectrum, it seems to be that instrument 

conditions were similar in these two cases. A second consideration is the fact that peak intensities in 

IRMPD spectra are not necessarily well-modelled by computed absorption spectra owing to the fact 

that IRMPD intensities are dependent on absorption cross sections and the coupling efficiency for 

accessing dissociative channels.159 The methodology outline above assumes that the computed linear 

absorption intensities are representative of IRMPD intensities or, barring that, that the IRMPD 

intensities for a given band vary similarly from the computed intensity for all isomeric species. Finally, 

the above treatment also assumes that the computed harmonic frequencies suitably model the 

experimental spectrum. The validity of this assumption depends on the accuracy of the model chemistry 

and on the anharmonicity of the system being studied. While the [Ser2 + H]+ is apparently well-

modelled by the joint DFT and CCSD approach employed here, one should in general be aware of the 

anharmonic nature of hydrogen bonds and shared protons.160–163 

3.4 Chapter 3 Summary 

In this chapter, a total of 40 isomers are located in the theoretical investigation of the [Ser2 + H]+ 

cluster within an energy threshold of 55 kJ/mol. Hierarchical clustering analysis over the geometric 

similarity of the 40 isomers reveals four regions on the PES, whose representative bonding motif comes 

from the lowest energy isomer of each cluster. In the subsequent comparison of calculated spectra 

against the experimental IRMPD spectra, it is found that isomer 2 (+1.3 kJ/mol) most likely the spectral 

carrier, regardless of being a higher energy isomer than the global minimum. Single point energy 

calculation at CCSD(T) level reveals that Isomer 2 is the actual GM, with Isomer 1 is only +0.1 kJ/mol 

above the GM. However, this energy difference and thus the resulting Boltzmann population may not 

be reliable considering the potential error in the CCSD(T) energy being 1 kJ/mol even at the complete 

basis set limit. Considering the best relative energy obtained so far and the spectrum resemblance, 

Isomer 2 is assigned the primary carrier of the experimental IRMPD spectrum. To further investigate 

this effect, a thorough investigation of the reaction pathways interconnecting the four regions of the 

PES is required. 
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Chapter 4 

Regioselective Alkylation with Alkyl-tricarbastannatrane Complex 

4.1 Introduction 

Tricarbastannatrane, [N(CH2CH2CH2)3Sn]
+(referred to as triptych herein), is a cationic organotin 

complex that exhibits a highly constrained cage structure, as is shown in Figure 4-1. The first synthesis 

of this cage structure is achieved via the reaction between a Grignard reagent with SnCl4,164 while more 

efficient synthesis can be achieved via thermal redistribution and Schwartz’s reagent.12 The product of 

the synthesis is chloro-triptych, which can then be used to prepare other triptych salts165 and alkyl-

triptych complexes.165,166 

 

Figure 4-1. Tricarbastannatrane cation (left) and its complex (right) 

The sterically hindered cage structure of triptych gives a particularly short N-Sn distance, and thus 

facilitates intramolecular electron pair donation from N to Sn to form a transannular N-Sn dative bond. 

As a result of this N-Sn bonding and the cage structure, the triptych cation has a strong tendency to 

form pentavalent organotin complexes with Lewis bases; the resulting complexes usually adopt 

triangular bipyramidal structures.167,168 

The transannular bonding interaction has been investigated in several condensed phase studies, with 

characterization methods such as X-ray crystallography,167,168 nuclear magnetic resonance (NMR),165,169 

vibrational spectroscopy (IR, Raman).170–172 Crystallographic data reveals longer Sn-X and shorter N-

Sn bonds than those in linear organotin complexes, while solid phase IR and Raman spectroscopy 

estimates that the Sn-X bond energy is in the order of 102 kJ/mol.172 The 119Sn NMR study of a series 

of triptych salts165 gives a semi-quantitative standard to estimate whether the Sn center is in a free or 

bound chemical environment.  

The bonding interactions have also been characterized in gas phase in studies utilizing IRMPD173 

and DMS.42 In the former study, experimental IRMPD spectra and 119Sn NMR shifts of a few triptych-
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solvent complexes are reproduced from the corresponding theoretical calculation using DFT. The 

theoretical interaction energy (including both bond dissociation and accompanied geometry distortion) 

for the N-Sn and Sn-X bonding has a range of 250 - 420 kJ/mol and 335 - 550 kJ/mol, respectively, 

while the overall cluster dissociation energy is estimated 63 - 126 kJ/mol, which is in good agreement 

with literature.172 In the latter study, the ion-solvent clustering behaviour of the bare triptych cation 

with acetone and acetonitrile was studied. Interestingly, the molecular cation was found to exhibit an 

atypical Type D dispersion behavior. Cluster dissociation free energies of ~50 kJ/mol were found at 

gas temperatures of 150°𝐶. 

Current research interest in triptych complexes is associated with two main directions. First is the 

potential of triptych for forming hypervalent Sn complexes having coordination numbers greater than 

five at the Sn center. The second direction of interest is in the application of triptych in organic synthesis.  

Being a group IV element, the Sn center in linear tin and organotin compounds usually adopt 

quadrivalent coordination with a tetrahedral conformation. However, depending on the ligand of the 

complex, organotin compounds adopting penta-,174,175 hexa-,175,176 and even heptavalent176 coordination 

are found. Particularly for the triptych complexes, hexavalent coordination is found in a fluoro-triptych 

water complex.169 Of the compounds studied, however, the determination of coordination number relies 

heavily on the interatomic distances from crystallographic data, while little is done from the theoretical 

side to characterize the bonding interactions. To fill this knowledge gap, this work employs atom-in-

molecule (AIM) and the non-bonding interaction (NCI) analyses are conducted to characterize the 

bonding interactions in a different point of view. 

In organic synthesis, Alkylation with metal-alkyl complexes (e.g., Grignard reagent,11 alkyl copper 

and lithium177) is a foundational approach to carbon-carbon bond formation in organic synthesis. In 

recent studies, the alkyl-triptych complexes are found superior in several cases to the metal-alkyl 

complexes as an alkylation reagent in terms of both stability and reactivity.178–181 Concrete examples 

include the palladium catalysed Stille cross coupling reaction,166,182–184 conjugative addition with 

Meldrum acid derivatives,165 and 1,4-hydrostannylation of 𝛼, 𝛽-unsaturated carbonyls.11 Particularly, 

regioselective alkylation (shown in Scheme 4.1) carried out in 1,2-dichloroethane (DCE) has been 

demonstrated185 between a barbituric acid derivative,  (5-benzylidene-1,3-dimethylpyrimidine-

2,4,6(1H,3H,5H)-trione), 1, and the 3-methylbut-2-en-1-yl tricarbastannatrane complex, 2: 
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Scheme 4-1. The regioselective alkylation reaction. 

While products 3 and 4 are both theoretically possible via eight-membered and six-membered cyclic 

transition states (as is shown in Figure 4-2), respectively, only 4 is observed experimentally. Putting 

aside the main goal of rationalizing this observation, there are two reasons for this particular reaction 

being selected to test the structure interpolation method: one is that the species involved in the reaction 

are of significant geometric complexity and intuitively guessing the TS structure is not feasible (even 

for an experienced personnel); The other is that the ligand transfer process is a Lewis acid-base reaction, 

and thus closed-shell ab initio calculations are adequate. Following the experimental work of Baierl et 

al.,11 a theoretical investigation is conducted to determine the reaction mechanism for the alkylation 

utilizing the structural interpolation method.  

 

Figure 4-2. The proposed TS to form product 3 (left) and 4 (right) 
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4.2 Method 

The experimental work of Baierl et al. is described elsewhere11 and summarized in scheme 4-1. The 

focus for this work is the first reaction step in scheme 4-1. To simplify the discussion for the rest of this 

chapter, compound 1 of Scheme 4.1 is labelled moiety B while the alkyl group and the triptych moiety 

in compound 2 is labelled moiety A and moiety T, respectively. The complex of triptych with product 

3 and 4 are labelled as T3 and T4, as is used in the scheme.  

To perform a structural interpolation described in section 2.2.2, a pair of molecular structures for the 

reagent and the product are required. As is shown in Figure 4-3, to determine these two structures, 

sampling the reagent and product clusters is required. To do this,  10,000 step BH simulation with 

molecular mechanics is conducted each over a B+AT cluster, T3, and T4. For the BH of the B+AT 

cluster, the relative orientation of the B and the AT moiety and the rotation of free dihedrals are sampled. 

Note that free dihedrals are those whose rotation axes are along the bonds that connects to at least one 

sp3 carbon and are not constituting edge of a ring. For the T3 and the T4 complex, clusters in which the 

Sn atom is attached to the O6 and O8 atom are both included. All the free dihedrals as well as the 

dihedral along Sn-O bond is considered during conformation sampling.  

 

Figure 4-3. Schematic diagram of locating candidate structure pairs for extrapolation. 
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The resulting isomers of the above three BH simulations are further optimized at PM6 level, and the 

resulting unique structures spawns the red, blue, and green regions in Figure 4-3, respectively. Unlike 

conventional BH simulations that seeks the lowest energy structure, reagent-product pairs having 

highest geometric similarity in their reactive ring conformation are selected. This is done by 

constructing for each reagent and product conformer a DM representation over their reactive ring, as is 

highlighted in Figure 4-3, and then evaluate the pairwise geometric similarity. After finding the 

candidate pairs for Complex-T3 (the blue line) and Complex-T4 (the green line), the structure 

interpolation is then performed to find an intermediate structure as initial guess. Due to the size of the 

system, the structure interpolation is not performed directly over the whole structure, but only between 

the rings. The orientation of the rest moiety to the center of the ring is reconstructed in a sensible manner. 

The interpolated structure is set as the initial guess of the TS between the corresponding pair of species 

and is subject to further optimizations. 

With the initial guess obtained, unimolecular TS optimizations and subsequent frequency 

calculations are performed under the UB3LYP/6-311G(d,p)+GD3 level of theory with the application 

of the polarizable continuum model (PCM)186 for DCE and the def2-TZVPPD/ECP-28 basis set187,188 

for the Sn atoms. The optimized TSs are verified by the unique imaginary frequency and the IRC 

calculations. With the first two TSs obtained through a complicated process, other possible TSs can be 

iteratively generated following chemical intuition suggested by the two initial TSs and then optimized 

under the same level of theory. The lowest energy BH unique for the two product clusters are also 

processed under the same level of theory. For a more accurate reaction energy profile, the electronic 

energy for the product clusters and the TSs are corrected utilizing single point energy calculations at 

UB3LYP/6-311++G(d,p)+GD3 level, again with the same PCM model and basis set for Sn applied. 

Meanwhile, full geometric optimizations and frequency calculations are conducted at this level for the 

two reagents (B and AT). With all the optimizations done, the reaction energy profile for all the TSs 

and product clusters is recorded in the relative Gibbs energy at 298K from the sum of the two reagents. 

Using the structures and the electron density from the high-level calculations, a geometric analysis 

and a joint AIM+NCI analysis (described in section 2.2.6) are conducted to reveal the nature of the 

bonding interactions within the clusters. There are two properties of interested in this analysis: one is 

the dissociation and formation of the bonds involved in the transfer of the A moiety as well as the 

behavior of the N-Sn transannular bond, and the other is the weak bonding interactions in between the 

B, A, and T moieties. For these purposes, several associated geometric parameters are collected from 
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the optimized TS structures.  The electron density and the density Laplacian at the corresponding BCPs 

are calculated for each frame along the intrinsic reaction coordinate (IRC) pathway, forming a so-called 

IRC profile. 

In this study, the Gaussian 09 Rev.E01 software package141 is employed for all molecular mechanics 

and ab initio quantum calculations while the BH simulation and the TS search routine is implemented 

with Python 3.6. The wavefunction analysis (AIM and NCI) are conducted with the Mulitwfn 

software189 and visualized with the VMD software.190 For the AIM analysis, the CPs initial guesses are 

generated from a reasonable subset of nuclei positions, diatomic midpoints, triatomic centers, and 

tetratomic centers, as is implemented in Multiwfn. Post real space function values are also calculated 

utilizing the default settings. For NCI analysis, the default upper limit of 0.05 a.u. for electron density 

in Multiwfn is maintained. To ensure the quality of the isosurfaces, cuboid grids of 0.04 a.u. grid 

spacing are utilized. 

4.3 Results 

4.3.1 Structures and Relative Energies of the Three TS Series 

With the search technique described earlier, a total of 3 TS series, namely 3-linear (TS3L), 4-linear 

(TS4L), and 4-cyclic (TS4C), are found. Thermodynamic parameters of the TS channels are 

summarized in Table 4-1.  The label “3” and “4” in the series name is inherited from the resulting 

product while the linear (L) and cyclic (C) is defined by whether moiety T and moiety B stays on the 

different or the same side of the plane defined by moiety A. The representative lowest energy TS of 

each series and the resulting reaction energy diagram are shown in Figure 4-4 and Figure 4-5 

respectively. Additional details of the transition state can be found in Appendix B. 

As is shown in Table 4-1, TS4L has the lowest energy barrier of all the reaction channels, followed 

by the TS3L channel whose energy is 7.3 kJ/ mol higher. This result is in qualitative agreement with 

the experimentally determined regioselectivity of the substitution reaction. Meanwhile, optimizations 

on the T3 and T4 show that the former is the more thermodynamically stable product, which agrees 

with the chemical intuition that 𝐶𝛽 is less substituted thus has less steric hindrance than 𝐶𝛿. Another 

trend particularly worth noting is that the relative energy ranking of the TSs within one TS series are 

mostly dominated by their electronic energy difference, even with the entropic partition working against 
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it. This implies tracking the bond breaking and formation at the reactive sites is of crucial for a 

fundamental understanding of the regioselective alkylation. 

 

Figure 4-4. Representative TSs of the three TS series. 

 

 
Figure 4-5. The relative Gibbs energy profile of the alkylation reaction. Energies are in kJ/mol 
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Table 4-1 Thermodynamic properties of the transition states and the product clusters. All 

properties are relative values to the sum of two reagent molecules.  

 ΔEel 

(mHartree) 

ΔEZPE 

(mHartree) 

ΔEel+ZPE 

(kJ mol-1) 

ΔH 

(kJ mol-1) 

ΔS 

(J mol-1 K-1) 

ΔG298.15K 

(kJ mol-1) 

TS3L       

1 3.9 3.1 18.2 7.3 -217.8 82.4 

2 7.7 2.5 26.8 6.7 -196.7 85.5 

3 9.3 3.2 32.8 7.8 -195.4 90.6 

       
TS4L       

1 0.7 3.5 11.0 7.3 -221.2 75.1 

2 2.5 3.3 15.1 7.2 -212.6 77.1 

3 2.8 3.7 16.9 8.0 -216.5 79.8 

4 3.0 3.4 16.7 7.0 -219.0 80.1 
5 5.1 3.5 22.5 7.6 -207.1 82.7 

       

TS4C       

1 5.9 3.9 25.7 7.8 -242.6 95.6 

2 9.1 3.9 34.2 8.2 -235.5 102.3 
       

T3 -62.5 5.8 -148.8 -149.9 -225.1 -82.8 

       

T4 -51.7 6.5 -118.5 -121.4 -259.2 -44.1 

 

4.3.2 Geometric Analysis of the Three TS Series 

As a further step of the investigation, selected geometric parameters are collected and summarized 

in Table 4-2. In addition to the typical bond lengths, angles and dihedrals, a new pucker parameter, 

which is defined by the reactive center and 3 atoms that bond to it, is also introduced. As its name 

implies, this parameter measures the extent of puckering at a reactive site. For instance, the pucker 

parameter at Cδ is calculated in the following way if taken the two methyl groups connected to Cδ as 

M1 and M2 and the angle between them as A(M1,Cδ,M2): 

Pucker(Cδ) = abs(360 – A(M1,Cδ,M2) – A(Cγ,Cδ,M2) – A(M1,Cδ, Cγ)) 

Similarly, Pucker(Cβ) is calculated utilizing the two hydrogen atoms and Cγ. With this parameter, 

one obvious difference between the TS3 and TS4 channels is that both the reactive carbons (Cβ and Cδ) 

in TS4 channel have a puckering of about 10°, while in TS3, puckering at the reactive site (Cβ) is 

impeded. In addition, the NSn and Snβ bond length in TS4 are on average 0.08 Å longer and 0.1 Å 

shorter than those of TS3, which is evidence that the dissociation of T and A is more reluctant in TS4 
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compared to TS3 due to the puckering flexibility granted by its βδ bonding scheme. Looking at TS4 

channels alone, the higher energy of the TS4C channel is mainly due to the steric repulsion imposed by 

the relative position of the B and T moiety in the “C” scheme. This argument is supported by the Snβγ 

angle being almost 20° larger in TS4C than in TS4L. 

Within one channel, the TSs are differentiated by the relative orientation of the A and B moiety (in 

terms of Hαβγ and αβγδ). Generally, the Gibbs free energy variance for the TSs within each channel is 

about 10kJ/mol, whose largest contribution is the electronic energy difference. For each channel, the 

relative energy ranking of the TSs can be rationalized from different aspects. Note that in the following 

discussion, the TSs within one channel is named based on their relative energy ranking, as is labelled 

in Table 4-2. 

For the TS4C channel, only two reasonable structures are obtained due to the steric hindrance 

between the T and B moiety. With intuition from general organic chemistry, one could notice that the 

Sn atom in T and the ortho-oxygens of Cα in B will bear a normal positive and negative charge as the 

reaction process. Thus, the relative energy order can be rationalized with the Sn-O distance (3.46 Å in 

1 vs. 4.29 Å in 2). 

For the TS4C channel, only two reasonable structures are obtained due to the steric hindrance 

between the T and B moiety. With intuition from general organic chemistry, one could notice that the 

Sn atom in T and the ortho-oxygens of Cα in B will bear a normal positive and negative charge as the 

reaction process. Thus, the relative energy order can be rationalized with the Sn-O distance (3.46 Å in 

1 vs. 4.29 Å in 2). 

Like the case of TS4L, the 3 TSs of the TS3L channel also adopts a sandwiched structure. However, 

for these TSs, the conformation at Cβ deviates strongly from the ideal triangular bipyramid shape. This 

distortion is maximized in the lowest energy TS, resulting an Snβα angle of 135°. The source of the 

distortion could be either a steric repulsion between moiety A and B or an electrostatic attraction 

between moiety T and B, the same type between Sn and O in the case of TS4C analyzed above. If one 

further examine the Snβα, Snβγ, αβγ angles of the three TSs, however, one could notice that compared 

to TS 2 and 3, the 25° Snβα decrease in 1 is redistributed to the Snβγ and αβγ angles in an almost equal 

manner. This observation supports the latter argument that the attractive Sn-O interaction between motif 

T and B is the cause of the distortion. 
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Table 4-2 Selected geometric parameters of the transition state 

TS Series Bond(Å) Angle (°) Dihedral (°) Pucker (°) 
TS3L 

 

 NSn Snβ βα NSnβ Snβα Snβγ αβγ Hαβγ αβγδ β δ 

1 2.42 2.53 2.22 178 135 108 116 −73 −82 0.1 0.0 

2 2.41 2.54 2.18 178 157 97 106 95 −79 0.7 0.1 

3 2.41 2.59 2.15 177 161 96 103 158 −88 1.0 0.0 

            

TS4L 

 

 NSn Snβ δα NSnβ Snβδα Snβγ αδγ Hαδγ αδγβ β δ 

1 2.51 2.37 2.15 176 172 104 95 −168 96 12.2 8.0 

2 2.47 2.43 2.13 175 175 102 94 64 89 8.9 11.0 

3 2.48 2.42 2.11 175 180 105 95 −36 −95 10.3 10.9 

4 2.49 2.39 2.10 175 176 105 96 160 −90 11.5 9.9 

5 2.49 2.41 2.12 176 177 104 94 −35 93 11.0 10.3 

            

TS4C 

 

 NSn Snβ δα NSnβ Snβδα Snβγ αδγ Hαδγ αδγβ β δ 

1 2.48 2.40 2.24 174 29 121 97 −25  109 16.8 9.9 

2 2.50 2.42 2.14 171 27 121 96 22 −107 15.0 12.7 

            

            

A-T 

 

 NSn Snβ  NSnβ Snβγ   β δ 

 2.68 2.23  179  111    27.3 0.0 

            

 

4.3.3 AIM-NCI Analysis 

The AIM-NCI analysis results on the reagents and the representative TSs of all channels are shown 

in Figure 4-6 and Figure 4-7, while the electron density, 𝜌 and the density Laplacian, ∇2𝜌, at selected 

BCPs are tabulated in Table 4-3. Generally, the AIM analysis reproduces the covalent bond network 

and additionally signals some unintuitive weak bonding interactions. The NCI analysis, on one hand, 

gives consistent results with AIM regarding bond breaking and formation, but on the other hand, signals 

additional weak interactions missing from the bonding topological network. As a proof of completeness, 
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for each structure analyzed, the number of different CPs satisfies the Poincaré-Hopf relation.191 

Searching within the signified regions by the NCI analysis gives no additional CPs to the best effort.  

As is shown in Figure 4-6, the central Sn atom adopts a pentavalent bonding scheme. All five bounds 

are classified dative bonds after comparing their 𝜌  and ∇2𝜌 values at BCP with literature.190 However, 

the transannular SnN bond is significantly weakened due to the steric repulsion imposed by the triptych 

cage, resulting a smaller 𝜌 at its BCP compared to that of the Sn-C bonds. With the help of NCI analysis,  

one can visualize this steric repulsion as red isosurfaces inside the cage. For the barbituric acid, regions 

of weak interactions are found between the carbonyls and their neighbouring groups while regions for 

repulsive interaction centered around the RCPs. To simplify the TS results in the coming discussion, 

trivial intra-fragment CPs, viral paths, and interaction surfaces, as is originated from the two reagent 

molecules, are omitted. 

To ease visualization, the AIM-NCI results for the TSs in Figure 4-7 are separated into the strong 

bonding interactions (above) along the N-Sn, Sn-β, and β(δ)-α bonds, and the weak ones (below) whose 

isosurfaces spreads in between the fragments within the system, intercepting with several inter-

fragment bonding paths at their CPs. Comparing the  𝜌 and ∇2𝜌 at BCPs in the TSs with those within 

the bare A-T complex in Table 4-3, an increase in these values at BCPNSn and a decrease at BCPSnβ is 

observed, as is expected for the A moiety to transfer. In addition, the 𝜌 at BCPNSn and BCPSnβ in the 

TS4 channel is in average 0.8 a.u. lower and 1.7 a.u. higher than those in the TS3 channel, which 

justifies the order of reluctance in the Sn-β dissociation. Between the TS4L and the TS4C channel, 

however, these values do not have a significant difference, which means it is the steric repulsion in 

between the B, A, and T moieties that account for the energy differences of the two channels. 

All the representative TSs share common types of weak interaction between moiety B and A, and 

moiety A and T, namely AB and AT interactions. For TS4L alone, the BT interaction is missing due to 

the separation of moiety A, and the AT and AB interaction retains approximately shape across all the 

TSs. This explains the small energy difference between the TSs in TS4L series. Another interesting 

discovery is that each of the five TSs in this channel has five bright green attractive regions on their 

AB interaction surface, which is self-consistent with the fact that only 5 TSs have been found for this 

channel regardless the geometric parameters predicting 6.  
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Figure 4-6. AIM and NCI analysis of two reagents: a) A-T complex and b) B, values are in au. 

 
 

 

Table 4-3 Electron density (in a.u.) and density Laplacian (in 10-2 a.u.) at selected critical points. 

Notation follows those used in the geometric analysis.  

 

CPNSn CPSnβ CPβα/ CPδα 

𝜌 ∇2𝜌 𝜌 ∇2𝜌 𝜌 ∇2𝜌 

TS3L       

1 5.4 13.5 4.5 6.2 5.5 4.9 

2 5.5 13.6 4.3 5.8 6.0 3.8 

3 5.5 13.8 4.0 5.4 6.4 3.5 

       
TS4L      

1 4.6 11.0 6.5 7.1 6.5 2.5 

2 4.9 11.9 5.7 6.4 6.9 1.8 

3 4.8 11.7 5.8 6.4 7.1 1.4 

4 4.7 11.3 6.1 6.8 7.2 1.5 

5 4.7 11.4 6.0 6.6 7.0 1.6 
       

TS4C       

1 4.8 11.6 6.1 6.8 5.5 2.9 

2 4.6 11.1 5.8 6.5 6.8 1.6 

       

A-T 3.3   7.6 9.1 8.7 - - 
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For the TS4C channel, the BT interaction can be observed because of the ‘C’ binding scheme. In 

agreement with the finding previously, this interaction is a crucial part of the energy difference between 

TS4L and TS4C. For the TSs in this channel, 1 has 3 bonding paths between fragment T and the oxygen 

site on fragment B, while for 2, there is only 1 (see Figure 4-7). This observation partially verifies the 

conclusion drawn earlier that the BT interaction dominates the TSs’ energy difference. In addition, the 

bonding paths shows no evidence for the existence of additional Sn-O bonding interactions, thus the 

triptych is still pentavalent coordinated in all TSs. 

For TS in the TS3L channel, their relative energy ranking is inversely related to the volume of the 

BT interaction surface and the number of associated bonding paths, which is a good indication that the 

BT interaction is a good descriptor of the relative energy, and the source of distortion to the Snβα angle.  

4.3.4 AIM-NCI Analysis Along the IRC Pathway 

To further examine the reluctance in the ligand dissociation in the TS4L channel, the ρBCP of NSn, 

Snβ, and β(δ)α as a function of IRC coordinate are collected for the three representative structures and 

plotted in Figure 4-8. The bond dissociation limit is chosen when the electron density has committed 

50% of its total variance over the IRC steps of consideration, and label them by the dashed droplines. 

However, this definition may not be a suitable choice for the β(δ)α bond as is shown in the study of 

Popelier et al.192 showing this bonding threshold occurs at about 40% of the overall variance for a 

symmetric X-C-X SN2 transition states. Despite the systematic deficiencies, two observations are still 

worth noting. One is the synchrony between the NSn bond formation and Snβ bond dissociation, as is 

demonstrated in Figure 4-8 a) and b) that approximately both the NSn and the Snβ threshold lies at IRC 

index of 0 for the two TS4 channels and IRC index of -0.5 for the TS3 channel. The other is the overall 

reluctance of Snβ dissociation in the TS4 channels compared to that in the TS3 channel, given that the 

β(δ)α bond formation is of comparable progression. An indication from this observation is that the 

charge separation associated with the Snβ bond breaking is key to the activation energy difference 

between the TS3L and TS4L channel, which implies there is a trade-off between regioselectivity and 

the rate of the alkylation. 

  



 

 68 

 

Figure 4-8. IRC profile of the electron density at BCP for the three representative TSs.  
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4.4 Chapter 4 Summary 

In this study, three reaction channels have successfully been identified for the alkylation of a 

barbituric acid derivative with the 3-methylbut-2-en-1-yl triptych complex utilizing the structure 

interpolation technique. Despite an initially presumed cyclic structure, one eventually found that in all 

TSs, the 𝑁−𝑆𝑛 −𝐶𝛽  atoms tend to remain linear rather than adopting hexavalent coordination as the 

substitution proceeds. The absence of the more thermodynamically stable product 3 is rationalized by 

the identification of a higher activation energy of the TS3L reaction channel than in the TS4L channel. 

Based on comparison with literature results, five dative bonds are found in the complex, with CPs and 

bonding paths originating from the Sn atom, which is consistent with its pentavalent coordination nature 

in the complex. Further examination of the electron density values at the CP of the 𝑁 −𝑆𝑛, 𝑆𝑛 −𝐶𝛽 , 

and 𝐶𝛽/𝐶𝛿−𝐶𝛼  bonds reveal that the bonding strength of the 𝑆𝑛 −𝐶𝛽  and 𝐶𝛽/𝐶𝛿−𝐶𝛼  bonds are 

stronger in the TS4L channel, while the 𝑁 −𝑆𝑛 bond is stronger in the TS3L channel. This suggests 

that in the TS4L channel, the ligand transfer has less impact to the dissociation of 𝑆𝑛 −𝐶𝛽 bond than 

in the TS3L channel, which can be rationalized by the larger extent of puckering at 𝐶𝛽 and 𝐶𝛿 in TS4. 

While the energy difference between TS4L and TS3L is attributed to an electronic effect, energetic 

differences between TS4L and TS4C predominantly arise from steric hindrance.  

Furthermore, the ligand transfer process of the alkyl-triptych complex is monitored by electron 

density at the BCP of the 𝑁 −𝑆𝑛, 𝑆𝑛 −𝐶𝛽, and 𝐶𝛽/𝐶𝛿− 𝐶𝛼 bonds as the transfer proceeds along the 

IRC coordinate. From the electron density profile, the 𝑁 −𝑆𝑛 transannular donation, the 𝑆𝑛 −𝐶𝛽  bond 

dissociation, and the 𝐶𝛽/𝐶𝛿−𝐶𝛼  bond formation is found. With a similar extent of 𝐶𝛽/𝐶𝛿−𝐶𝛼  

formation, further progression in the 𝑁− 𝑆𝑛 donation and 𝑆𝑛 −𝐶𝛽  dissociation is observed in the 

TS3L channel than in the TS4L/TS4C channel. To sum up, this work suggests that the preference of 𝛽 

substitution may be enhanced by increasing steric hindrance at 𝐶𝛿  and introducing electron 

withdrawing groups at 𝐶𝛽, whereas enhancing 𝐶𝛿 substitution may require the opposite. 
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Chapter 5 

Spectroscopic Characterization of an Acylhydrazone Photoswitch 

5.1  Introduction  

Photochromic compounds are those which can reversibly transform between a thermally stable ground 

state and some metastable excited state(s) upon light irradiation.13,193,194 Depending on the mechanism 

of the back transform to the ground state, these compounds can be classified as T-type (thermal-induced) 

or P-type (photo-induced).13 Examples of such compounds include natural proteins like the visual 

pigment Rhodopsin195 and synthetic photoswitches like diarylethene, azobenzene, and acylhydrazone 

derivatives.196 By attaching photoswitch moieties to other systems such as protein molecules15,197,198 

and supramolecular systems,199 or embed them into condensed phase material,14,200 one can modify 

certain properties of the system, e.g. the conformation of a protein198 or mechanic properties of a 

material,14 via photo-isomerization of these switches with controlled light irradiation. The performance 

of artificial photoswitches are assessed in terms of addressability, thermal stability, efficiency, and 

reliability.13 In terms of molecular properties, the performance of a photoswitch molecule is closely 

related to: the position of the isomer UV-Vis absorption bands, their respective intensities (or molar 

extinction coefficients), and the kinetics of photo- and thermal-isomerization.  

Despite the usefulness of photoswitch molecules, tunning a photoswitch molecule for desired 

properties is generally difficult.13 Some of the difficulty in this regard is due to the lack of guidance 

from theoretical models. To establish such models for the photoswitches, a good starting point is to 

explore their gas phase behavior since the gas phase ions are not subject to matrix effects and thus may 

be well-modeled with the ab initio calculations. In this work, DMS-UVPD-MS studies are conducted, 

and experimental observations are supported with high level ab initio calculations. The DMS technique 

has been shown capable of separating prototropic isomers in several cases46,47,201 and may thus be 

employed to select different conformers in a given ion population. Subsequent laser interrogation of 

the DMS- and MS-selected species then yields their distinctive UVPD spectra.  

In this work, (E)-N'-benzylidenebenzohydrazide ( 𝑡1 2⁄ = 145𝑚𝑖𝑛 , 𝜆𝑚𝑎𝑥,𝐸 = 297𝑛𝑚 , 𝜆𝑚𝑎𝑥,𝑍 =

388𝑛𝑚)202–204 is chosen as the subject compound. Its neutral and protonated forms are denoted AY and 

[AY + H]+ henceforth. There are several considerations in choosing this compound. Firstly, preliminary 

tests indicate the compound has short term (ca. 1 min) stability in an acidic environment, and can be 
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ionized by ESI and detected by MS. Secondly, the half-life for thermal back-isomerization, 𝑡1 2⁄  of this 

compound reported in literature is comparable to the experimental timescale (at least 1-2 h for each 

UVPD run). It is also reported that the cis and trans isomeric forms have distinctive 𝜆𝑚𝑎𝑥 in the UV 

region, which can facilitate unambiguous spectroscopic characterization. Thirdly, the compound isomer 

can adopt several skeletal and prototropic forms that can be potentially separated by DMS. Finally, the 

chosen compound is of moderate molecular size and geometric complexity, and theoretical calculations 

are feasible.  

5.2 Method 

5.2.1 Experimental Method 

The AY ((E)-N'-benzylidenebenzohydrazide) sample in this study is generously provided by Dr. 

Mónica Barra and Ho Yin Chan, Department of Chemistry, University of Waterloo. In this experiment, 

the on-board ESI source of the Qtrap 5500 system is used to generate gas phase ions. The spraying 

voltage is tuned between 4500 V and 5500 V for optimal ion intensity. The AY stock solution is 

prepared by dissolving 0.1-1.0 mg of AY crystals in pure acetonitrile. To form an optimal [AY + H]+ 

ion intensity of 106~107via ESI, the AY solution is usually diluted in methanol (with 1% acetic acid) 

to 1 - 5 𝜇g/mL. This sample preparation procedure results from a balance between the requirement of 

ESI for an acidic and protic solution to stably spray cations and the chemical instability of 

acylhydrazone derivatives under such environment.  

As a precaution for potential sample degradation (See Appendix C), a late mixing setup is employed 

in the experiments to ensure the ion composition from source is constant over the laser scan time frame. 

As is shown in Figure 5-1, two 1mL gas tight syringes are utilized, one containing the diluted methanol 

solution of AY, and the other containing 2% acetic acid solution in methanol. Using two segments of 

PEEK tube of similar length (ca. 1.2m long), the two syringes are connected to the two equivalent inlets 

of the Tee joint. The outlet of the Tee joint is connected to the ESI source with another 62 cm long tube. 

The two syringes are pumped simultaneously by one syringe pump, and the analyte and the acid solution 

is mixed at the Tee joint. There are two associated consequences with this setup: one is that the 

concentrations of both the analyte and the acid are halved after mixing, and the other is that the flow 

rate at the ESI source is twice the apparent pumping rate. To account for the dilution during the mixing, 

the concentration of the analyte and the acid solution are doubled according. Usually, the flow rate of 
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the pump is set to 4 – 6 𝜇L/min for optimal ion signal quality, giving a pumping rate of 8-12⁡𝜇L/min at 

the inlet of the ESI source. Given the 62 cm tube length and the 0.127 mm inner diameter (with a 10% 

error),205 the inner volume of the tube is approximately 7.8⁡𝜇L. Using the pump rate stated earlier, it 

can be estimated that prior to ESI, the acidified sample solution is in a constant state of “1-min-after-

mixing”. Utilizing the setup in Figure 5-1, The [AY + H]+ ion is observed under positive mode ESI 

when spraying from a methanol solution of 1-2 μg/mL AY with 1% acetic acid. Additionally, sodiated 

and chlorinated complexes ([AY + Na]+ and [AY + Cl]−) are also found when spraying solution of AY 

in acetonitrile saturated with NaCl. However, no deprotonated [AY − H]− ions are found when spraying 

its acetonitrile solution mixed with up to 0.5% ammonia.  

 

Figure 5-1 The late mixing setup 

Upon ESI, the [AY + H]+ ions are guided through the on-board DMS cell to the triple quadrupole 

mass spectrometer for further analysis. Unless otherwise specified, the default parameter setup (as is 

defined in Appendix D) is employed for each experiment. Prior to any DMS related experiments, the 

existence of the [AY + H]+ cations is determined by preliminary Q1 scans within the mass range from 

220.0 to 230.0, which reveals a nominal mass of around 225.1 for the parent [AY + H]+ ion. Then the 

ion at m/z 225.1 is further verified by CID experiments under the EPI scan mode, which examines the 

fragment between 70.0 – 230.0 nominal mass from the 225.1 parent ion. The CE of this experiment 

ramps from 5 eV to 100 eV at a step of 1 eV. The result of the CID experiments shows fragments of 

m/z 77.0, 104.0, 105.0, 122.0, 147.0, and 207.1. It is also determined that the CE for optimal parent ion 

transmission is 10 eV, which is the default setup for the DMS scans. Meanwhile, CE = 20 eV gives a 

satisfactory fragmentation pattern, which is used to confirm the identity of the parent ion at the 

beginning of each experiment run.  
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Utilizing the optimal parameters for the EPI mode determined in the preliminary experiments, 

conventional DMS analysis is conducted to search the viable separation conditions for the latter 

spectroscopic experiments. For all DMS experiments, the default SV parameter ranges from 0 V to 

4000 V unless the instrument stalls or the signal to noise ratio is unacceptable.  To better track the 

behavior of the separated ion population at high SV, the SV ramping step is 500V when below 

SV = 2000V halved to 250 V when above. The ramping range of CV is adjusted individually under 

each SV to include all the elucidated peaks. To achieve a better resolving power, 3 modifiers, namely 

methanol, water, and acetonitrile are chosen to enhance the resolving power of DMS. These modifiers 

are injected to the instrument via the outlet of the modifier pipeline using an Agilent G1312A pump 

such that the modifier concentration in the DMS cell retains 1.5 % (See Appendix E entry (a) for 

modifier flow rate).  For separations with no modifier (i.e., the N2 environment), the DR parameter is 

set medium to enhance peak resolution. 

For the DMS resolved species, both the CID and the UV-Vis photodissociation experiments are 

conducted to characterize their thermo- and photo-dissociation properties. The choice of DMS 

separation condition depends both on the peak resolution of the separated species and on the intensity 

of each elucidated peak. To get a high-resolution CID profile for each of the resolved species, the CE 

is ramped from 5 eV to 30 eV at a step of 0.1 eV. The CE upper bound of 30 eV is chosen since the 

intermediate fragments are most abundant within this range according to the preliminary scans. To 

account for species of low ion signal intensity, the LIT time is adjusted accordingly to a maximum of 

5 ms, and a sum of up to 10 scans is adopted. 

For the UV-Vis photodissociation experiments, Q1 gates on the parent ion of m/z 225.1 while the Q3 

trap collects fragment signal whose nominal mass lies between m/z 70.0 and 230.0. The LIT is set from 

1 to 10 ms depending on the ion signal abundancy such that the parent ion intensity lies between 

106~107 without laser irradiation. To minimize possible collision induced heating prior to the laser 

irradiation, the DP, EP, and CE adopts their minimum setup, which is 0 V, 2 V, and 5 eV, respectively. 

The oscillator delay of the pump laser generally ranges from 180 to 200 ms, and the optical scan range 

is set from 208 nm to 380 nm (3.26 – 5.96 eV) at a step of 1 nm. To power-normalize the spectra, the 

power of the laser pulse at each scanned wavelength is found by an average of 100-time measurement 

during the same experiment period. 
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Data acquisition for the above experiments is accomplished with the Analyst software that 

accompanies the Qtrap 5500 system. The OPO laser is remotely controlled with the LABVIEW 

software. Synchronization between the Qtrap 5500 system and the OPO laser is achieved with a custom 

python script using the pyautogui package. Post data extraction and processing for both the CID and 

the UV-Vis photodissociation experiments are achieved using a home-built python program interfaced 

with the ProteoWizard software154–156. Details of data processing can be found in Section 2.1.4. 

For both the CID and the UV-Vis photodissociation experiments, the candidate fragment mass 

channels being monitored are chosen from those determined from the preliminary CID experiment and 

are then adjusted within 1 m/z range for individual experiments based on their raw data. In principle, 

the adjustment should account for the inevitable peak shift in the MS instrument, the ion signal 

continuity, and the interference from contaminants. To compare the spectra from different experiments, 

they are normalized against the maximum signal intensity to a range of 0 to 1. 

5.2.2 Theoretical Calculations 

As is shown in the skeletal form of AY shown in Figure 5-2, most of the skeletal carbon and nitrogen 

atoms are sp2 hybridized according to the classical VSEPR theory. This means the number of possible 

conformations of the [AY+H]+ isomers is quite limited due to the possible 𝜋 −𝜋 conjugations within 

the molecules. By an exhaustive combination of all the possible protonation sites (on the O1, N3, and 

N4 sites) with all the Z/E conformations along C2-N3, N3-N4, and N4-C5, one could potentially find 24 

(3× 23) AY and [AY+H]+ isomers. With the energetically disfavored isomers omitted (e.g. isomers 

exhibiting Z conformation at both N3-N4, and N4-C5), nine [AY+H]+ isomers are left for further 

investigation in this research. To facilitate in-context structural recognition, the skeletal structure of the 

[AY+H]+ isomers are encoded in the Z/E conformation along the C2-N3, N3-N4, and N4-C5 bond. 

Meanwhile the protonation scheme is defined as follows: ‘O’ means protonating on site O1 and N3, ‘NA’ 

means protonating on site N3 and N4, and ‘NB’ means protonating on site O1 and N4. A shortened name 

for each isomer is also assigned, as is defined in Table 5-1. Based on the nomenclature established 

above, the conformation shown in Figure 5.2 is encoded AY-ZEE-NA, and it has a shortened name of 

1a. 

For the [AY+H]+ isomers selected above, they are first optimized under ωB97XD/def2-TZVPP level 

of theory, as have been done in similar studies involving UV spectrum prediction.111 Following the 

geometry optimization, a frequency calculation is performed to both verify the minimum and to enable 
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thermodynamic calculations. The [AY+H]+ isomers are optimized both with and without methanol 

PCM to account for the corresponding environment when these isomers are in the mass spectrometer 

for laser irradiation and in the sample solution prior to electro-spraying. The geometry optimization 

and frequency calculation in this step is achieved using the Gaussian 16 Rev. A03 software package.206 

The solvent model at this step is chosen the IEFPCM model implemented in the Gaussian 16.  

 

Figure 5-2 The skeletal formula of AY 

After the first step, the relative Gibbs energy of the AY and the [AY + H]+ isomers are calculated at 

T = 298.15 K. Then isomers lying within a Gibbs energy threshold of 40 kJ mol-1 of the global 

minimum are carried forward for DLPNO-CCSD/def2-TZVPP single point energy calculation, which 

is performed using ORCA 4.2.0144,145  with a def2-TZVPP/C auxiliary basis and the default NormalPNO 

setup. To facilitate UV spectra simulation in latter steps, the chosen isomers are also optimized under 

ωB97XD3/def2-TZVPP level of theory as is implemented in ORCA, following a frequency calculation 

for verification and thermal correction. To account for the solvent environment, the CPCM model built 

in ORCA is employed. DLPNO-CCSD single point energy calculations are performed on both the 

ωB97XD and the ωB97XD3 minima to correct their electronic energy. The corrected Gibbs energy is 

calculated in the following equation: 

 𝐺𝐶𝐶𝑆𝐷= 𝐺𝐷𝐹𝑇−𝐸𝐷𝐹𝑇 ⁡+ 𝐸CCSD (5.1) 

In eq. 5.1, 𝐺𝐶𝐶𝑆𝐷 is the corrected Gibbs energy that combines the electronic energy, 𝐸𝐶𝐶𝑆𝐷, from the 

DLPNO-CCSD calculation with the thermal energy ( 𝐺𝐷𝐹𝑇 − 𝐸𝐷𝐹𝑇 ) from the DFT frequency 

calculation.  

As is discussed in section 2.1.2, DMS resolved species are kinetically trapped and cannot freely 

interconvert due to large conversion energy barrier. To account for the possible kinetic trapping effect, 

a transition state (TS) search is performed for the [AY + H]+ isomers in gas phase. The level of theory 

chosen is ωB97XD3/def2-TZVPP, the same to that for the minima optimization. Given the simplicity 

of the [AY + H]+ isomer structures, the initial guess of the transition states can be found intuitively or 
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by constrained optimizations. In addition to the one-imaginary-frequency criteria introduced by the 

frequency calculation, all the TSs are also verified for connecting the desired pair of minima. This is 

achieved by an intrinsic reaction coordinate (IRC) calculation or optimizations of slightly distorted TS 

structures along the imaginary vibration mode. Once desired TSs are located, the relative Gibbs energy 

of those transition states are also corrected with the DLPNO-CCSD calculation as is done to the minima 

structures. With both the energies of the minima and the transition states, the potential energy landscape 

is represented in a disconnectivity graph187 (see section 2.2.6 for more details) plotted using the pele 

package13  

To rationalize the results of the gas phase laser experiments, theoretical UV-Vis spectra of the 

[AY + H]+ isomers are simulated via both TD-DFT and EOM-CCSD methods. For both the TD-DFT 

and the EOM-CCSD calculations, the basis set and the solvent model is inherited from those used in 

the optimization procedure. For the EOM-CCSD calculations, the STEOM-DLPNO-CCSD is 

employed for its low computation cost. The solution phase TDDFT spectra is represented in the form 

of stick spectrum while the STEOM-CCSD ones are simulated with a Gaussian peak of 58.8 m-1 half 

width at half maximum (corresponds to an INLINEW parameter of 50 in the ORCA program). For gas 

phase isomers, the vibronic Franck-Condon spectra are simulated in the vertical gradient (VG) mode 

using a INLINEW setup of 50. In the VG mode, it is assumed that the hessian matrix for the ground 

state is identical to that of the excited state, which is useful for this case since attempts to consistently 

locate the minima on the first, second, and third excited state potential energy surface fail in the 

preliminary trial calculations. Specially in the VG simulation, a combination of the ground state 

hessians obtained under ωB97XD3/def2-TZVPP level of theory with the STEOM-CCSD vertical 

transition energies and dipole moments is achieved using the DELE and the TDIP keyword of the ESD 

module in ORCA.  

To further characterize and assign the electronic transitions being explored, natural difference orbital 

(NDO) analysis is performed on the major STEOM-CCSD vertical excitations of the low energy 

isomers. In summary, the NDO analysis calculates the spatial electron density difference between the 

ground state and the excited state of interest.13 In this study, the density difference is calculated against 

a 300× 200× 200 data grid that encapsulates the molecule. The step size of the grid fluctuates around 

0.1 Bohr due to the varying volume of the individual isomers. Using the VMD software package,13 the 

iso-surface of both electron detachment and attachment density are simulated using a threshold of 

0.0004 a.u. 
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5.3 Results and Discussion 

5.3.1 Generation and Verification of the [AY + H]+ Ions in the Gas Phase 

Prior to the DMS and UV-Vis experiments, the key fragments of [AY + H]+ are determined via CID 

using a CE of 20 eV. As is shown in Figure 5-3a, the parent peak is observed at m/z 225.1. The most 

abundant fragment peak occurs at around m/z 104.0, which can be assigned to the [PhCHN]+ cation. 

This fragment can be easily formed by breaking the N3-N4 bond (see Figure 5-2). The peak at m/z 105.0 

can be assigned to [PhCO]+, [PhCHNH]+, and/or isotopologues of [PhCHN]+, while the peak at m/z 

77.0 is attributed to [C6H5]+. The three mass peaks at m/z 122.0, 147.0, and 207.0 likely arise from the 

loss of [PhCN], [C6H6], and [H2O] from the parent ion. Major fragments are labelled on Figure 5-3a. 

The breakdown curve for [AY + H]+, which is shown in Figure 5-3b, reveals that the m/z 77, 104, and 

105 fragments are the dominant product ions up to collision energies of ca. 80 V. 

5.3.2 DMS Investigations 

Dispersion plots of [AY + H]+ under different modifier conditions are shown in Figure 5-4. In a pure 

nitrogen environment (Figure 5-4a), two Type-C ion populations are observed. Baseline resolution for 

these populations is achieved at SV = 2750 V by setting the resolving gas (DR) flow to medium. 

Figures 5.4b-d show the dispersion behaviour of [AY + H]+ in N2 environments that have been modified 

with 1.5% water, methanol, and acetonitrile, respectively. A progressively stronger clustering 

behaviour is observed for the subpopulation associated with the black trendline. The subpopulation 

associated with the red trendline remain Type-C for water and methanol modifiers and is not observed 

for an ACN-modified environment. Of the four modifier condition tested, only the pure N2 

(SV = 2750 V, DR = Medium, CV = +1.9/+3.8 V) and the methanol modified (SV = 2000 V, DR = Off, 

CV = −6.3/+0.9 V) environments yield baseline ion separations that is suitable for UVPD experiments,. 

These separation conditions are highlighted in Figure 5-4 and the corresponding ionograms are shown 

in Figure 5-5. Note that under pure N2 environment (Figure 5-5a), the optimal CV is slightly shifted to 

+3.8 V from the peak center (+3.5 V) to avoid potential contamination from the other separated ion 

population centered at +1.9 V. Separation obtained under water modifier is not reproducible, as is 

documented in Appendix C. 
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Figure 5-3 a) The mass spectrum, b) the breakdown curve of the [AY + H]+  ion and c) the 

assignment for observed mass peaks 
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Figure 5-4. The dispersion plot of the [AY + H]+ ion with different modifiers applied.  

 

 
Figure 5-5. The ionograms at optimal separation conditions 
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To characterize the resolved ion populations, the CID breakdown curves for each separated ion 

populations are shown in Figure 5-6. Note that the m/z 122.0 fragment is present in the mass spectra 

but is excluded from the breakdown curve data series because of its relatively low intensity and high 

signal to noise ratio. For both ion populations separated either under pure N2 or under 1.5% methanol 

modifier condition, the formation of the m/z 104.0 fragment, which correspond to breaking the C2-N3 

bond, is dominant compared to the formation of other fragments.  

Despite being resolved under different DMS conditions, the two observed subpopulations exhibit 

essentially identical fragmentation patterns. The minor difference in the breakdown curve shapes 

overlap within the statistical confidence interval of the data. This is further evidence that the red 

subpopulation is associated with a dissociating cluster which yields [AY + H]+ in the same geometric 

arrangement as the bare ion feature (i.e., the black subpopulation). 

5.3.3 The Experimental UVPD Spectra of the DMS Resolved Ions 

To characterize the resolved populations under two modifiers, UVPD experiments are conducted over 

each resolved species. In addition, an overall UVPD with no SV and CV applied is also generated for 

each modifier. Figure 5-7 shows the UVPD spectra of [AY + H]+ obtained from the two separate 

subpopulations. A summary of the experimental parameters employed to record these spectra can be 

found in Appendix E, entry (c), and details of generating the spectra are outlined in example 2, section 

2.1.4. Note that the area of each mass peak is found by integrating over a ±0.5 m/z interval centered 

on the nominal mass, and the solid traces are obtained via 5-point Savitzky–Golay smooth of the 

experimental data. Similar to in the CID experiments, the m/z 104 fragment is the most abundant across 

the optical range, followed by the m/z 105 fragment. The m/z 77, 122, 147, and 207 products are also 

generated by photo-fragmentation, but their abundance is much lower compared to that observed in the 

CID experiments. In addition to these product ions, a new fragment (m/z 79), which is assigned to the 

protonated benzene ([C6H7]+), is observed via photodissociation. The resulting UVPD spectrum from 

this product channel is similar to that from other channels and its signal intensity is of the same 

magnitude with that of the m/z 77 channel. 

Within the spectral range of 3.2 - 6.0 eV (208 – 380 nm), a satisfying signal-to-noise (S/N) ratio is 

achieved for all the separated ion populations (two ion populations at each modifier). A broad band is 

observed within the 3.4 - 4.5 eV spectral region for the spectra recorded via all product channels, and 

the signal maximum occurs around 3.6 – 3.8 eV. Fine spectral features associated with vibronic 
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structure are not resolved owing to the apparent density of states. It is also noteworthy that, the 

difference in the resulting spectra for the two DMS-resolved ion subpopulations are indistinguishable 

within experimental error. This is consistent with the CID results and again is indicative that one of the 

resolved species may be attributed to some ion-solvent cluster that gives analyte ions upon dissociation. 

 

Figure 5-6. The breakdown curve of the DMS resolved ion populations 

5.3.4 The [AY + H]+ Isomers and Transition States 

Following the procedures outlined in section 5.2.2, the energy profile for the [AY + H]+  isomers is 

summarized in Table 5-1 and Figure 5-8. Several low-lying isomers occur within 10 kJ/mol of the 

computed global minimum. Generally, the structures of most [AY + H]+ isomers deviate from planarity, 

both in solution and in the gas phase, owing mostly to the hybridization change at the protonation site 

(O1, N3, and N4). In methanol solution, the NA protonation scheme is preferred for all three skeletal 

forms (i.e., 1a, 2a, and 3a are the respective lowest energy isomer of the ZEE, ZEZ, and ZZE series), 

as was calculated for the acetonitrile environment. The ZEE-NA (1a) conformation is the global 
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minimum structure, however, the ZEE-O (1c) and ZZE-NA (3a) structures are expected to have 

significant contribution to the overall ensemble population at room temperature (298 K) owing to their 

relatively low energies. In contrast, the ZEE-O (1c) conformer is the global minimum in the gas phase. 

However, at T = 423 K, which is the lowest temperature setting of the DMS cell, both the ZEE and 

ZEZ conformations are expected to contribute significantly to the overall ion population (assuming 

thermal equilibrium). 

To model the thermal interconversion between the [AY + H]+ isomers, the geometries and relative 

energies of the interconnecting TSs were calculated. These are summarized in Figure 5-9. In general, 

the computed transition states can be classified into three categories:  proton hopping, dihedral 

scissoring, and nitrogen inversion. The proton hopping TSs are the simplest to visualize; imaginary 

normal modes feature a proton oscillating between two spatially adjacent protonation sites. Members 

in this category include TS1, TS3, and TS6, whose relative Gibbs energy ranges from around 40 kJ/mol 

(TS1; O1 – N4 hopping) to 270 kJ/mol (TS6; N3-N4 hopping). The dihedral scissoring TSs feature a 

direct skeletal isomerization by a large dihedral rotation along the N3-N4 bond. TS4 and TS7, which 

exhibit Gibbs energies of 20–30 kJ/mol, belong to this category. TS5 (76 kJ/mol) exhibits a scissoring 

motion that is coupled with a hydroxyl group rotation along O1-C2. The imaginary mode of TS2, TS8, 

and TS9 all involves an inversion on the N4 atom, and thus the three TSs belongs to the nitrogen 

inversion category. The relative Gibbs energies of these TSs falls in the range of 180 - 200 kJ/mol. It 

is interesting to note that the dihedral rotation along the N3-N4 bond has a comparable energy barrier to 

that of O1-N4 proton hopping, while similar dihedral rotation along the adjacent N4-C5 bond has much 

higher energy barrier. This implies that the 𝜋 conjugation along N3-N4 is much weaker than along N4-

C5, an apparent double bond in the skeletal formula (see Figure 5-2). 
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Figure 5-7. UVPD spectra of the DMS resolved [AY + H]+ species under a) pure nitrogen and 
b) 1.5 % methanol. DMS parameter condition is outlined in the legend. Error bar is generated 

out of 12 replicate MS measurement and 100 replicate power measurement at each wavelength. 

 

Separation Condition

 SV= 0V        CoV= 0V

 SV= 2750V  CoV= +1.9V

 SV= 2750V  CoV= +3.8V

a) Modifier: None (N2)

b) Modifier: 1.5 % Methanol

3.0 3.5 4.0 4.5 5.0 5.5 6.0

Energy (eV)

Separation condition

 SV= 0V        CoV= 0V

 SV= 2000V  CoV= -6.3V

 SV= 2000V  CoV= +0.9V

200225250275300325350375400

Wavelength (nm)



 

 84 

 

Table 5-1. Summary of Relative Gibbs Energies (in kJ/mol) for [AY + H]+ Isomers 

Isomer 

Label 

Bonding 

Scheme 
 Gas Phase  MeOH 

 wB97XD CCSD  wB97XD3 CCSD  wB97XD CCSD 

1a ZEE NA  7.75 13.94  8.98 14.33  0.00 0.00 

1b  NB  10.25 8.17  12.87 7.50  21.90 14.34 

1c  O  0.00 0.00  0.00 0.00  7.78 2.18 

            

2a ZEZ NA  13.40 18.71  12.88 17.55  7.64 7.14 

2b  NB  13.41 13.24  14.21 13.71  22.08 15.92 

2c  O  8.79 6.71  8.43 6.77  26.30 24.78 

            

3a ZZE NA  16.65 23.49  16.61 23.52  7.43 3.61 

3b  NB  33.95 31.45  34.89 32.21  43.01 32.73 

3c  O  37.86 35.41  37.58 35.14  39.25 26.69 

 

   
1a (14.33) 1b (7.50) 1c (0.00) 

   
2a (17.55) 2b (13.71) 2c (6.77) 

 
  

3a (23.52) 3b (32.21) 3c (35.14) 

 

Figure 5-8. The structures and the relative Gibbs energies (in kJ/mol) of gas phase [AY + H]+ 
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TS1 (2a – 2c, 43.71) TS2 (1a – 2a, 173.02) TS3 (1a – 1c, 38.40) 

   
TS4 (1a – 3a, 24.72) TS5 (1c – 3c, 76.00) TS6 (3b – 3c, 273.32) 

   

TS7 (1b – 3b, 33.94) TS8 (1b – 2b, 203.74) TS9 (2a – 3a, 185.67) 
   

Figure 5-9. The structures and the relative Gibbs energies (in kJ/mol) of [AY + H]+ TSs 

 

Having computed the isomer and the TSs energies, a disconnectivity graph (DG) is constructed to 

aid in visualization of the [AY + H]+ PES. The DG and the associated isomerization pathways are 

shown in Figures 5-10. and 5-11, respectively. As shown in Figure 5-10, the lowest energy funnel on 

the PES includes the 1a, 1c, 3a, and 3c isomers., with the highest energy barrier to isomerization within 

the funnel (to produce 3c) being 76.0 kJ/mol. Two secondary funnels are also identified. The funnel 

that captures the 2a and 2c isomers is isolated from the global minimum funnel by TS2 = 173 kJ/mol. 

The funnel that captures all three of the NB isomers, on the other hand, is isolated by a barrier of more 

than 250 kJ/mol from the lowest energy basin. This situation, wherein multiple deep funnels are found 

on a PES, can result in kinetic trapping of high energy structures for electro-sprayed ensembles.112 
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Figure 5-10. The disconnectivity graph of the [AY + H]+ ions 
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5.3.5 Theoretical Spectra of the [AY + H]+ Ions 

The calculated UV-Vis absorption spectra of the low-lying [AY + H]+ isomers are shown in Figure 

5-12. These spectra show vertical excitation energies calculated at the (𝜔B97XD/STEOM-CCSD levels 

of theory and the spectral prediction from vertical gradient Frank-Condon simulations. For all the low-

lying isomers, the primary band is associated with the 𝑆0 → 𝑆1transition. To reveal the type of the 𝑆0 →

𝑆1transition, natural difference orbital (NDO) analysis, which finds the electron density difference 

between the excited and the ground state, is conducted. As is shown in Figure 5-13, the shape of the 

NDO for the 𝑆0 → 𝑆1  transitions of isomer 1a, 1b, 1c indicates that these transitions are 𝜋 → 𝜋∗  

transitions as both electron enriched (blue) and the electron deficient (red) region resembles a molecular 

𝜋 orbital. The position of the primary band for the [AY + H]+ ions is better classified by the protonation 

scheme than by the skeletal conformation. For the NA and O protomers, the 𝑆0→ 𝑆1transition usually 

lies within the 300-320 nm (3.8-4.1 eV) range, while for the NB protomers, the transition is red-shifted 

to around 350 nm (3.5 eV). 

Of the protonated and neutral isomers being investigated, the DFT (𝜔B97XD/𝜔B97XD3) and the 

CCSD (DLPNO-STEOM-CCSD) methods predict the same global minimum. The relative electronic 

energies of other higher energy isomers calculated by the two methods usually differ by less than 

7 kJ/mol. Particularly for the protonated species, the 𝜔B97XD and 𝜔B97XD3 functionals generally 

give negligible differences in the resulting equilibrium geometry and relative energy (< 1 kJ/mol). In 

preliminary calculations, similar geometries and relative energies are also obtained for the four test 

isomers (1a, 1c, 2a, and 2c) using the B3LYP/6-311++G(d,p) level of theory with GD3 empirical 

dispersion. For gas phase UV-Vis spectra, the DFT method tends overestimate the band position by 

around 0.25 eV when compared to results from the STEOM-DLPNO-CCSD method. For the spectra 

of the neutral species, the prediction from two methods generally differs by less than 0.1 eV except in 

the case of 1b-3b. 
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Figure 5-12. The vertical and Frank-Condon excitation spectra of the [AY + H]+ isomers 
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Figure 5-13. The NDO analysis of the 𝑺𝟎 → 𝑺𝟏 transition of the [AY + H]+ isomer a)1a, b)1b, and 

c)1c. Blue and red corresponds to charge enriched and depleted regions, respectively, after the 
excitation. 

 

5.3.6 Rationalization of the Experimental Observations of [AY + H]+. 

Based on the similarities in both the CID profile and the UVPD spectra, the DMS resolved population 

with pure nitrogen and methanol modifier (as is shown in Figure 5-4a and 5-4c) are attributed to the 

[AY + H]+ bare ions and its ion-solvent clusters. The bare ion is assigned to the most abundant ion 

population (black) while the ion-solvent cluster is assigned to the other (red). One important assumption 
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for the assignment is that the composition of the bare ion population is near identical to that from 

decomposed ion solvent clusters. The disconnectivity graph in Figure 5-11 clearly shows that four 

kinetically trapped species may coexist in the ion population, separated by interconversion energy 

barrier of at least 150 kJ/mol. These four species are not being resolved by DMS, which may be due to 

the similarity in their collision cross section and in their binding interaction with modifiers.  

With the above rationalization of the ion population, the experimental UVPD spectra is a convolution 

of the individual UV spectra of each [AY + H]+  isomers. As the UVPD spectra obtained from all 

separation conditions are almost identical, the representative experimental spectrum is chosen the one 

measured with pure nitrogen carrier gas and 0 SV (Figure 5-7a, black). Figure 5-14 shows a comparison 

between the chosen experimental spectrum and the theoretical electronic absorption spectra of the four 

local minima (1b, 2b, 1c, and 2c). The experimental band maximum at 3.7 eV can be attributed to the 

contribution from isomer 1c with a 0.1 eV deviation. The response at around 3.5 eV can be accounted 

by 1b and 2b, while the minor features at 4.3-4.4 eV can be attributed to the contribution of 2c, whose 

primary band locates at 4.2 eV. However, the overall band structure of the experimental spectrum 

cannot be reproduced from the Boltzmann weighted electronic absorption spectrum. There are two 

possible explanation: one is that the Boltzmann population from theoretical calculation can be 

potentially have significant error, as is discussed in section 2.2.8; the other is that the ion population in 

the solution phase or in the charged droplet during ESI is retained in the gas phase due to the kinetic 

trapping effect.  

To further verify the solvent cluster assignment, one eventually need a theoretical investigation of  

the ion-solvent clusters of [AY + H]+ isomers and the binding energies. The discrepancy in the peak 

position may be fixed by employing larger basis set for the excited state calculation. To better simulate 

the band shape of individual excitations, and also to eventually develop a general model to predict the 

efficiency of a photoswitch, one may also need to go beyond the Born-Oppenheimer approximation 

and take account the potential energy surface crossing. On the experimental side, a brute-force way to 

improve the quality of the experimental spectra is to increase the number of repetitions when measuring 

the response at each wavelength. One could further design optimized data acquisition procedure that 

dynamically adjust the balance between signal quality and data acquisition time. Long term effort 

should focus on the separation of the means to separate [AY + H]+ isomers so that the UVPD spectrum 

is deconvoluted. Moreover, other metallic-AY complexes are also good subjects for further studies.  
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Figure 5-14. Comparison of Experimental (a) and Theoretical (b-f) UV-Vis Spectra of the 
[AY + H]+ ions. Experimental spectrum is taken from Figure 5-7a (No modifier, SV = 0 V). 

Spectrum b is the Boltzmann weighted spectrum of all 9 [AY + H]+ isomers at 298 K. Spectra 

c-f are the normalized 𝑺𝟎 → 𝑺𝟏 electronic absorption spectrum of isomer 1b, 1c, 2b, and 2c. 
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5.4 Chapter 5 Summary 

In this work, the [AY + H]+ gaseous ions are produced from electro-spraying of acidified analyte 

solution in methanol. Using the DMS technique, resolution of the gas phase [AY + H]+ ions has been 

observed with no modifier, methanol modifier, and water modifier. For the ion populations resolved 

under no modifier and methanol modifier, their CID profile are recorded in the CE range of 5 – 30 eV, 

while their UVPD spectra are recorded within the spectral range of 3.5-6.0 eV (208-380nm). Both the 

CID profile and the UVPD spectra shows indistinguishable difference, which suggest the resolved 

species are bare analyte ions and its ion-solvent cluster of some kind. Theoretically, isomers of 

[AY + H]+ in gas phase and methanol are investigated using DFT calculations with CCSD electronic 

energy corrections. The transition states connecting the [AY + H]+ isomers in the gas phase are also 

determined and the resulting disconnectivity graph of the [AY + H]+ ions suggest the presence of four 

kinetically trapped species. The vertical excitation spectrum of the [AY + H]+ isomers are calculated 

using both the DFT and the STEOM- DLPNO-CCSD method. The vibronic spectra of the isomers are 

simulated using a combination of DFT Hessian with STEOM- DLPNO-CCSD electronic excitation 

energy. For the global minimum, the position of its primary electronic excitation from STEOM-

DLPNO-CCSD calculation is only 0.1 eV off from the experimental peak maximum, while the 

deviation from DFT calculation is 0.3 eV. The band shape of the experimental UVPD spectra does not 

resemble that of the UV-Vis spectrum for individual isomers but can be potentially simulated with a 

convolution of 4 UV-Vis spectra from the kinetically trapped species. In addition, details of the neutral 

AY species is available in Appendix D. 
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Chapter 6 

Conclusion 

This thesis advances the experimental and theoretical tools that are available for studying gas phase 

ions. The effectiveness of utilizing structure similarity functions is demonstrated by mapping the PES 

in the case of protonated serine dimer clusters. The accompanying means of structure interpolation is 

demonstrated capable of determining TS structures in the investigation of an alkylation reaction 

between an alkyl-tricarbastannatrane complex and a barbituric acid derivative. Moreover, the DMS-

UVPD technique is introduced and is demonstrated to be an effective technique for characterizing gas 

phase ions. For the three studies described herein, the application of complementary experimental and 

computational tools is shown to be critical. As these tools continue to improve, more precise and 

detailed studies of larger molecular systems will become possible. 

In chapter 3, the capability of the structure similarity function to map a PES is examined using the 

model system of [Ser2 + H]+ gas phase clusters. A total of 40 low energy conformers within 55 kJ/mol 

of the computed global minimum (at T = 298 K) are collected from literature and from BH simulation. 

Further geometric classification with the aid of DM distance reveals four primary bonding motifs 

between the two serine units in [Ser2 + H]+, each having a representative isomer.  A comparison between 

the scaled harmonic spectra of the four representative isomers and the experimental IRMPD spectrum 

shows that isomer 2, rather than the computed GM, yields the best match. Further high-level calculation 

reveals that GM and Isomer 2 are close in Gibbs energy (ca. 0.1 kJ/mol difference). Considering that 

the GM and Isomer 2 belong to different regions of the associated PES, it is apparent that [Ser2 + H]+ 

may be subject to local kinetic trapping during formation. To further study this kinetic trapping effect, 

a thorough search of TSs interconnecting the isomers is necessary.  

In chapter 4, a regioselective alkylation reaction between the barbituric acid and the 3-methylbut-2-

en-1-yl triptych complex is investigated. To generate the TS structure, a structure interpolation 

technique based on structure similarity, is employed. A total of three reaction pathways are located. 

The activation energy barriers of these three reaction pathways rationalizes the experimental fact that 

the T3 product is not formed despite it being thermodynamically favored. The geometric parameters of 

the 3-methylbut-2-en-1-yl moiety for the TSs reveals that the lower energy of the 8-member-ring 

reaction channel is related to the steric freedom of puckering at the substitution sites (𝐶𝛽 and 𝐶𝛿). AIM 
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and NCI analyses enable visualization the bonding path network and the weak interactions within the 

TSs. Based on the results of the AIM analysis, there is no evidence of a hyper-valent tin center within 

any TS found in this work. The electron density profile of the N-Sn, Sn-𝐶𝛽, and 𝐶𝛽 𝛿⁄ -𝐶𝛼 BCPs along 

the IRC coordinate indicates that dissociation from the triptych moiety along the 8-member-ring 

reaction channel is disfavoured compared to the 6-member-ring reaction channel, given a similar 𝐶𝛽 𝛿⁄ -

𝐶𝛼 bond formation progress. To further investigate the regioselectivity of this alkylation reaction, a 

good starting point would be explorations of the substitution effect on 𝐶𝛽 and 𝐶𝛿.In chapter 5, a joint 

study combining the DMS-UVPD experiments with theoretical calculations is conducted on the (E)-

N'-benzylidenebenzohydrazide, an acylhydrazone photoswitch abbreviated as AY. Experimentally, the 

gaseous [AY + H]+ ions are resolved with DMS under both pure nitrogen and methanol (1.5%) modified 

carrier gas environment. CID and UVPD measurements are conducted on each of the separated ion 

species, but neither the break down curve nor the UV spectra show distinctive difference. Thus, the 

experimental data suggest the resolved ion populations are attributed to the bare [AY + H]+ ions and its 

ion-solvent cluster. In the theoretical counterpart, 9 [AY + H]+ isomers are examined under 

𝜔B97XD/𝜔B97XD3 method with electronic energy corrections from DLPNO-CCSD calculations. 

Further more, the disconnectivity graph of the [AY + H]+ PES suggests four candidate isomers that 

may experience local kinetic trapping. The vibronic spectra for the [AY + H]+ isomers are simulated 

using the DFT Hessian and the vertical energies from STEOM-DLPNO-CCSD calculation. A 

comparison between the experimental UVPD and the vibronic spectra of the four isomers suggest that 

the UVPD may be a convolution of the four spectra. 

In summary, with the work presented in this thesis, the potential of the novel structure similarity 

methods and the DMS-UVPD method is demonstrated. These original techniques developed in this 

work could potentially enhance the arsenal of gas phase cluster research and enable dealing with more 

geometrically and electronically convoluted cases. 
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Appendix A 

The Energy Profile of the [Ser2 + H]+ Isomers 

Isomer 

E(B3LYP) 

(Hartree) 

G(B3LYP) 

(Hartree) 

Relative G 

(B3LYP,kJ/mol) 

E(CCSD) 

(Hartree) 

Relative G* 

(CCSD, kJ/mol) 

1 -798.630777 -798.433571 0.00 -796.895968 0.00 

2 -798.626007 -798.431451 5.57 -796.895470 1.31 

3 -798.629181 -798.433136 1.14 -796.895343 1.64 

4 -798.629491 -798.432144 3.75 -796.894215 4.60 

5 -798.628154 -798.431592 5.20 -796.893967 5.25 
6 -798.628322 -798.431752 4.78 -796.893628 6.14 

7 -798.628894 -798.430528 7.99 -796.892852 8.18 

8 -798.627909 -798.430057 9.23 -796.891454 11.85 

9 -798.626617 -798.428397 13.58 -796.890973 13.12 

10 -798.625465 -798.430240 8.75 -796.890654 13.95 

11 -798.621675 -798.426875 17.58 -796.890578 14.15 
12 -798.623024 -798.427932 14.81 -796.890411 14.59 

13 -798.624573 -798.427493 15.96 -796.890297 14.89 

14 -798.624011 -798.426738 17.94 -796.889976 15.73 

15 -798.623929 -798.427893 14.91 -796.889751 16.32 

16 -798.623595 -798.427484 15.98 -796.889690 16.48 
17 -798.623620 -798.426479 18.62 -796.889380 17.30 

18 -798.618667 -798.425654 20.79 -796.889153 17.89 

19 -798.617912 -798.425460 21.30 -796.888937 18.46 

20 -798.618065 -798.423523 26.38 -796.888464 19.70 

21 -798.616086 -798.424478 23.87 -796.888082 20.70 
22 -798.618066 -798.424217 24.56 -796.888021 20.86 

23 -798.624037 -798.427849 15.02 -796.887779 21.50 

24 -798.618788 -798.424285 24.38 -796.887509 22.21 

25 -798.617500 -798.423944 25.28 -796.887144 23.17 

26 -798.616358 -798.423624 26.12 -796.887132 23.20 

27 -798.617830 -798.423837 25.56 -796.887095 23.30 
28 -798.622660 -798.426836 17.68 -796.886790 24.10 

29 -798.620575 -798.424226 24.54 -796.886775 24.14 

30 -798.616415 -798.422553 28.93 -796.886176 25.71 

31 -798.616198 -798.422751 28.41 -796.885890 26.46 

32 -798.620515 -798.422833 28.19 -796.885715 26.92 
33 -798.619504 -798.422846 28.16 -796.885098 28.54 

34 -798.620249 -798.421713 31.13 -796.884440 30.27 

35 -798.616597 -798.421613 31.40 -796.884207 30.88 

36 -798.616269 -798.420925 33.20 -796.883743 32.10 

37 -798.617017 -798.421145 32.62 -796.883656 32.32 
38 -798.615622 -798.418609 39.28 -796.880891 39.58 

39 -798.613853 -798.418668 39.13 -796.877728 47.89 

40 -798.608799 -798.413712 52.14 -796.875754 53.07 

*The relative CCSD energy is calculated using equation 3.1  
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Appendix B 

The TS Geometries of the Alkyl-triptych Alkylation Reaction. 

  
TS3L-1 TS3L-2 

  
TS3L-3 TS4L-1 
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TS4L-2 TS4L-3 

  
TS4L-4 TS4L-5 

  
TS4C-1 TS4C-2 
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Appendix C 

AY Sample Degradation Observed in Preliminary Experiments 

In one of the preliminary scans, two DMS scans have been conducted at SV =2000 V with 

1.5% methanol modifier. One is done when the AY sample (~2 𝜇𝑔/mL) is freshly prepared for 

the day’s work (Figure C-1a, blue), the other is conducted after conducting one round of laser 

scans that lasts 20 min (Figure C-1a, green).  Both a significant ion intensity loss and a change 

in the relative ratio of the two ion populations (from ~1:6 to ~1:10) are observed after the AY 

sample is mixed with acid. Using another sample to same experiment (Figure C-1, red), a 

decrease in ion signal is found as well. This observation promotes the use of a late mixing 

setup described in section 5.2.1. 

 
Figure C-1. AY dissociation observed in preliminary experiments. a) Ion intensity ranges from 

0 to 7×107, and b) Ion intensity ranges from 0 to 107. 

 

In later attempts to reproduce the AY dissociation, another AY sample solution of ca. 2 𝜇𝑔 

in Methanol (1% AcOH v/v) is used and a series of DMS measurements are conducted with 

the same experimental setup. However, the AY dissociation observed earlier is not reproduced, 

as is shown in Figure C-2. Note that the ‘Fresh’ dataset is generated from the start of the day’s 

experiment, which is 5 hours ahead of the dissociation measurements, at the beginning of 

which a new sample solution is prepared out of the stock AY solution in acetonitrile. As a 
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precaution that the ion composition may change during one laser scan, we decided to employ 

the late mixing setup. 

 

Figure C-2. The second attempt to reproduce the AY degradation. 
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Appendix D 

The Neutral Acylhydrazone (AY) Species 

In parallel with the protonated [AY + H]+ ions, the ACN solvated neutral AY species are also 

investigated to rationalize the experimental work of Van Dijken et al.13 Results of the investigation as 

well as a brief discussion is documented here for further reference. 

The nomenclature for the neutral AY species inherits that of protonated species (as is defined in 

section 5.2.2), with differences in the definition of protonation scheme. For the AY isomers, ‘O’ 

protonation scheme is defined as protonation on O1, while ‘NA’ and ‘NB’ refers to protonation on N3 

and N4, respectively. 

Following the procedures outlined in section 5.2.2, the energy profile and isomer conformations for 

the AY isomers is summarized in Table D-1 and Figure D-1, respectively. Note that the PCM model 

for ACN is used for geometric optimizations, frequency calculations, and electronic spectrum 

simulations. For neutral AY isomers solvated by acetonitrile, the global minimum structure is 1a. A 

second most abundant isomer, 3a, has a relative Gibbs energy of 8.59 kJ/mol, while all other isomers 

being investigated are more than 10 kJ/mol higher in energy. As is shown in Figure D-1, the NA 

protonated isomers (1a-3a) deviate from planarity at the phenyl group bound to the carbonyl, due to the 

steric hindrance of the proton on N3. However, the remaining molecular isomers are planar, as is 

expected based on the hybridization of the C and N atoms. It should be noted that when searching for 

a 3c isomer candidate, geometry optimizations were conducted using initial guesses of a ZZE-O skeletal 

input structure. However, the resulting optimized geometries adopted a ZEE-O form rather than the 

desired 3c isomer. 
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Table D-1. Relative Gibbs Energies (in 

kJ/mol) of AY Isomers 

Isomer 

Label 

Bonding 

Scheme 

 Acetonitrile 

 wB97XD CCSD 

1a ZEE NA  0.00 0.00 

1b  NB  41.73 36.19 

1c  O  23.71 28.80 

 
2a ZEZ NA  18.62 15.56 

2b  NB  42.03 34.96 

2c  O  40.75 43.40 

 

3a ZZE NA  11.77 8.59 
3b  NB  67.97 62.54 

  

   
1a (0.00) 1b (36.19) 1c (28.80) 

 
  

2a (15.56) 2b (34.96) 2c (43.40) 

  

 

3a (8.59) 3b (62.54) 
Figure D-1 The structures and the relative Gibbs energies (in kJ/mol) of AY in ACN 
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The vertical-excitation UV-Vis absorption spectra of the AY isomers as calculated at the 𝜔B97XD 

and DLPNO-STEOM-CCSD levels of theory are summarized in Figure D-2. The STEOM-CCSD 

spectra are simulated with Gaussian peaks having line width of 500 cm-1. The most intense band of 

most AY isomers originates from the 𝑆0 → 𝑆1 or 𝑆0 → 𝑆2 transitions, except for the 2a isomer, whose 

primary band system is associated with the 𝑆0 → 𝑆3 electronic transition. The secondary band of these 

isomers is generally less than one third the intensity of the primary bands and thus has little contribution 

to the spectra within the region of interest. One notable observation from the calculated spectra is that 

the band positions are more strongly depend on the protonation scheme than on the skeletal 

conformation. The excitations for the NA-protonated isomers usually fall in the region of 240 - 280 nm 

(4.4 - 5.1 eV), whereas those of the O-protonated isomers within 280-300 nm (4.1 - 4.4 eV) region. The 

NB-protonated isomers yield bands at relatively long wavelength (ca. 350 nm, 3.5 eV). 

So far, the calculated vertical excitations disagree with the work of Van Dijken et al.13 in the peak 

assignment. As is shown in Figure D-3, the experimental 𝜆𝑚𝑎𝑥 for 1a and 2a are found at 297 nm and 

388/365 nm, respectively. Considering that the UV measurements are carried out with AY acetonitrile 

solution at room temperature, only the 1a and the 3a isomers are of importance according to the isomer 

energy profile. The primary band of 1a and 3a are located at 276 nm and 279 nm, respectively, which 

agrees well with the experimental 𝜆𝑚𝑎𝑥 for the E form at 297 nm. Note that although 1c and 2c give 

better match in the primary band position, they are not chosen the assignment structure due to their high 

relative energy. More interestingly, the 𝜆𝑚𝑎𝑥 at 388 nm, which is assigned to 2a in literature,13 best 

matches the spectra of the NB-protonated isomers, including 1b, 2b, and 3b, while the theoretical 

𝜆𝑚𝑎𝑥for 2a is at ca. 250 nm, a shorter wavelength than the 𝜆𝑚𝑎𝑥 of the 1a. This assignment explains 

the disproportional absorbance change during the photo-isomerization experiments considering the 

similarity of the Z/E isomers in their structure and thus in their molar absorptivity at 𝜆𝑚𝑎𝑥 . In 

conclusion, the literature 𝜆𝑚𝑎𝑥 ⁡for the E isomers may be a misassignment. 
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Figure D-2 The vertical excitation spectra of the AY isomers 
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Figure D-3 Vertical excitation UV-Vis spectra of the neutral AY isomers, as is ported from 

Figure 15. Experimental UV-Vis spectra of AY in acetonitrile by Van Dijken et al.13 is labelled 

in colored squares (for the estimated range of the peak) and dashed lines (for peak maximum). 
Red elements correspond to the primary band feature before UV induced isomerization while 

the blue ones correspond to the new feature that arise after isomerization.  
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Appendix E 

Miscellaneous Items for Chapter 5 

a) The flow rates of the modifiers employed in the DMS separation 

Modifier MeOH H2O ACN 

Flow Rate (μL/min) 137 61 177 

b) The discrepancy observed in the water modifier resolved species in two different DMS 
runs. 

 

Figure E-1. Discrepancy in the ion population under 1.5% water modifier 

c) Details of Laser data extraction. 

Table E-6-1 Summary of Laser and Data Extraction Setup 

Modifier 

DMS setup 

SV(CV) (V) 

Max. Laser Pulse 

Power (mJ) Fragments taken account (m/z) 

None (N2) 0 (0) 2.2 77.5, 79.5, 104.4, 105.5,122.5,147.7, 206.9 

 2750 (+1.9) 0.9 77.5, 79.5, 104.4, 105.5,122.5,147.7, 206.9 

 2750 (+3.8) 0.9 77.5, 79.5, 104.4, 105.5,122.5,147.7, 206.9 

    
MeOH 0 (0) 2.2 77.5, 79.5, 104.4, 105.5,122.5,147.7, 206.9 

 2000 (-6.3) 3.4 104.5,105.5 

 2000 (+0.9) 2.2 104.5, 105.5, 147.6 
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Appendix F 

Default Qtrap 5500 Instrument Parameters in the Acylhydrazone 

Photoswitch Experiments. 

 

Source/Gas  

Curtain Gas (CUR) 20.0 
Collision Gas  Medium 
IonSpray Voltage (IS) 5000 
Ion Source Gas 1 (GS1) 20 

Ion Source Gas 2 (GS2) 0 
Temperature (TEM) 0 (Room temperature) 

Compound  

Declustering Potential (DP) 100 
Entrance Potential (EP) 10 
Collision Energy (CE) 10 

DMS  

DMS Temperature (TEM) Low (150°𝐶) 
Modifier None 

Separation Voltage (SV) 0 
Compensation Voltage (CV) 0 
DMS offset (DMO) -3 
DMS Resolution Enhancement (DR) off 

Resolution  

Ion Energy 1 (IE1) 1.0 

Detector  

CEM 1900 
  
Mode specific parameters 

Enhanced Product Ion (EPI) for DMS  

Sum of Scan 1 
Parent mass 225.2 

Scan mass range 70.0 – 230.0 
  

Enhanced Multi Charge (EMC) for photodissociation 

Sum of Scan 1-3 depends on ion intensity 
LIT Time 1-5ms depends on ion intensity 
Q3 Entry Barrier 3V 
Q3 Empty Time 500 ms 

 


