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Abstract

Within the rapidly growing interest in today’s robotics industry, modular and reconfig-

urable robots (MRRs) are among the most auspicious systems to expand the adaptability

of robotic applications. They are adaptable to multiple industrial field applications but

they also have additional advantages such as versatile hardware, easier maintenance, and

transportability. However, such features render the controller design that manages a va-

riety of robot configurations with reliable performance more complex since their system

dynamics involve not only nonlinearities and uncertainties but also changing dynamics

parameters after the reconfiguration. In this thesis, the motion control problem of MRR

manipulators is addressed and hierarchical adaptive control architecture is developed for

MRRs. This hierarchical structure allows the adjustment of the nominal parameters of

an MRR system for system parameter identification and control design purposes after the

robot is reconfigured. This architecture simplifies the design of adaptive control for MRRs

which is effective in the presence of dynamic parameter uncertainty, unmodeled dynam-

ics, and disturbance. The proposed architecture provides flexibility in choosing adaptive

algorithms applicable to MRRs. The developed architecture consists of high-level and

low-level modules. The high-level module handles the dynamic parameters changes and

reconstructs the parametric model used for on-line parameter identification after the mod-

ules are reassembled. The low-level structure consists of an adaptive algorithm updated by

an on-line parameter estimation to handle the dynamic parameter uncertainties. Further-

more, a robust adaptive term is added into this low-level controller to compensate for the

unmodeled dynamics and disturbances. The proposed adaptive control algorithms guar-

antee uniformly ultimate boundedness (UUB) of the MRR trajectories in terms of robust

stability despite the dynamic parameter uncertainty, unmodeled dynamics, changes in the

system dynamics, and disturbance.
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Chapter 1

Introduction

1.1 Modular and Reconfigurable Robots

Robot manipulators are well utilized in many industries and used in a vast array of applica-

tions [22], [15]. Tasks requiring in the robotics industry, include welding, material handling,

palleting, painting, assembly, to name a few [23]. These tasks are currently performed by

standard robot manipulators. However, these standard robot manipulators have mini-

mal adaptability and fixed configurations. Robot systems such as Selective Compliance

Assembly Robot Arm (SCARA) [24] and Programmable Universal Machine for Assem-

bly (PUMA) [25] only offer software adaptability related primarily to re-programmability.

Such systems may not be able to complete tasks effectively when the assembly line, product

in-the-line, or manufacturing procedure are changed. The operational envelopes of these

systems are limited because of their fixed configurations [26]. For instance, in case of a

change in the task space, environment, or product, challenges with mechanical singularities

and constraints in joint modules can make it challenging for these robots to be adapted to

1



the changes in their environment [27].

For today’s robotics industry, modular and reconfigurable robots (MRRs) are among

the most promising systems to expand the range of industrial applications. The versatile

interchangeable modules of the MRRs can be quickly rearranged in various configurations

[20]. Their adaptability allows operators to change the module parts rapidly, and assem-

ble different robot configurations. MRRs are especially valuable in inflexible and versatile

automated manufacturing plants where the tasks that robots need to perform change reg-

ularity and some may not be known a priori [19].

Furthermore, faced with a competitive universal environment, to reduce the overall

costs, today’s small and medium-sized automation and manufacturing industries particu-

larly can greatly benefit from MRR platforms to adapt efficiently to changes in production

[28], [29], [30]. MRRs offer a tremendous economic advantage stemming from the potential

to lower overall tooling costs, as they allow the assembly of complex robotic structures

from a few rudimentary mass-produced modules. Besides, MRRs are not only adaptable

to different task requirements for industrial applications, but they also have exclusive ad-

vantages such as easier maintenance and transportability.

Easier maintenance is a great advantage of MRRs, which minimizes downtime needed

for system maintainance and repair. Without the need to decommission the entire robot,

module parts with damaged components can be quickly replaced by new ones. Besides, the

ability to change module parts can be helpful where humans cannot effectively and safely

perform large scale repairs and maintenance. MRRs also hold an apparent benefit over

the standard robots in terms of their transportability. They can reduce manufacturers’

need to invest heavily in tools and structures because of their easy of installation and

transportability [31].

2



Furthermore, MRRs have recently been introduced in tasks involving human-machine

interaction (HMI). For example, the FourByThree team [32], [33] designs a modular indus-

trial robotic platform that is implemented to collaborate with humans in order to perform

industrial manufacturing tasks in a flexible work environment. Thus, with the correspond-

ing advantages of MRRs, it is expected that the demand for MRRs will continue to grow,

aligned with the need for many industries, particularly flexible manufacturing [28].

(a) (b) (c) (d)

Figure 1.1: Some examples of MRRs designed by researchers so far: (a) RMMS [1], [2],

(b) Waterloo Modular and Reconfigurable Robot (WMRR) [3], (c) RMM developed by

TRACLabs for mobile manipulation [4], (d) autonomously reconfigurable serial MARS

manipulator [5].

3



In recent decades, many MRR concepts have been introduced by researchers all around

the world. The initial headways of the reconfigurable robotic architecture appeared in

the eighties. The author [34] introduces a robotic concept that enables assembling many

different robot configurations with rotational joints actuated by alternating current (AC)

motors and links of a square cross-section. An expansion of [34] is proposed in [1], [2]

(Figure 1.1a), in which the authors develop a Reconfigurable Modular Manipulator System

(RMMS) consisting of self-contained module parts and configuration independent control

software. This robot architecture is one of the first robotic concepts bringing of a modular,

reconfigurable, and portable robotic platforms together. Many reconfigurable systems are

designed based on the idea introduced in [1], [35]. For instance, to realize collaborative

robot operations such as hand guiding, a reconfigurable robot platform made up of two

modular arms is introduced in [36].

A spring-assisted modular robot designed to increase the manipulation and its payload

capabilities is introduced in [37] by Liu et al. For investigating MRRs with mobile manip-

ulation, TRACLabs [4] develops a seven degree-of-freedom (DoF) reconfigurable modular

manipulator (RMM) (Figure 1.1b) for the National Aeronautics and Space Administration

(NASA) to use on planetary analog rovers. To improve the robustness and flexibility of the

MRRs and reduce the reconfiguration effort, Tabandeh et al. [3] design an MRR system

consisting of joint modules that produce different types of motion (Figure 1.1c). Another

concept for MRRs is introduced by the authors [5] who design a Modular Autonomously

Reconfigurable Serial manipulator platform for advanced manufacturing, named as the

MARS manipulator (see Figure 1.1d). The main advantage of the MARS over the previ-

ous designs is its capability to reconfigure autonomously. Besides, the arm shown in Figure

1.2g is designed by the German Aerospace Center (DLR) team [12], which enables usage

of the modules construct a humanoid platform [38].
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 1.2: Some of MRRs produced by robot companies. (a) JACO arm [6]; (b) MOVO

robot consisting of two JACO arms with mobile platform and 2 DoF Kinect [7]; (c) Gen3

ULR [8]; (d) MARA robot [9]; (e) SCHUNK LWA [10]; (f) e.Do [11]; (g) DLR III (LWR

III) [12]; (h) The humanoid walking robot TORO (TOrque-controlled humanoid RObot)

consisting of four different DLRs [13].

There are also many commercially available modular robots used in many applications.

Kinova’s JACO, MOVO, and Gen3 Ultra Lightweight Robots (ULR) that is extremely ver-
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satile plug-and-play modular arm over JACO arm [6], Modular Articulated Arm (MARA)

is a collaborative robotic arm from robot manufacturer Acutronic [39] (see Figures 1.2a

-1.2d, respectively), the e.Do robot from Comau SpA, and the Light Weight Arms (LWAs)

from robot manufacturer SCHUNK (see Figures 1.2e - 1.2f). Such systems are also conve-

niently used for efficient task executions in collaboration with humans in many applications

for robots used in homes, hospitals, space exploration and manufacturing. More recently,

an advanced modular actuator based on variable stiffness actuation was designed by QB

robotic for collaborative operations where human and robots are employed together to

accomplish tasks [40].

1.2 Challenges Associated with using MRRs

Despite the range of advantages MRRs provide, they have many challenges in terms of

configuration selection and motion-control design. The first problem is finding a suitable

configuration for a set of tasks which can be assembled by a set of MRR modules that can

vary in size and weight and may include several tens to several thousand parts. Determining

the most suitable configuration for a given task from the set of modules is a complex and

highly nonlinear optimization problem [41], which is contingent on the given task, the

optimization criteria, the group of available module parts in the inventory [31].

The solution for the aforementioned problem has been proposed by many researchers

[27], [41], [42], [43], [44]. A heuristic search algorithm (HSA) paired with simulated an-

nealing (SA) method is discussed in [42], in which the authors examine the configuration

selection and build a penalty function subjected to less likely module combinations accord-

ing to the desired task. Another method is proposed by the authors in [43], whose design is

based on genetic algorithms (GAs). The authors [43] use GA for space configuration opti-
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mization to determine the more suitable robot configuration. To improve the convergence

speed of GAs, a time-efficient task-based configuration optimization (TBCO) method is

conducted by Tabandeh et al. [41], whose work is based on a hybrid GA and Memetic Al-

gorithm (MA) for fast and efficient search in the robot task space to find the most suitable

robot morphology for any given task. Another time-efficient strategy based on subsequent

elimination of compositions of modules is introduced in [44]. This method uses criteria

such as kinematic reachability and self-collision avoidance to guide the optimization pro-

cess without counting dynamics and cost-optimal solutions. Finding an optimizal robot

configuration allows for more versatility in using MRR, however the motion control prob-

lem may prevent the robot from achieving the desired Position error because of dynamic

uncertainty associated with changing the MRR configuration.

MRR has longstanding control challenges that trace back to the first finding for this

class of robotic platform [1], [2], [34]. The first control challenge is that the MRR dynamic

parameters need to be updated for each new MRR configuration. When taking into consid-

eration a broad set of available modules as well as additional newly design modules used

in a priori unknown environment for specific tasks, the dynamics of each desired MRR

configuration may not be known beforehand. Moreover, when the number of modules

used to reconfigure the robot increases, identifying all the possible robot morphologies and

generating their system models by hand become impractical and cumbersome task [41].

Furthermore, due to changes in dynamics parameters and bounds on the norm of these

terms, suitable control gains need to be redesigned to avoid the instability when the mod-

ules are reassembled [14]. However, the process of finding the values of the controller gains

manually for each MRR configuration to achieve the desired Position error is challenging.

Hence, increasing the downtime needed to tune the controllers before the new configuration

can be effectively utilized. Therefore, a method should be employed to automatically tune
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controller gains after the robot is reconfigured.

Besides, in practice, uncertain knowledge about the MRR configuration arises from

dynamic parameter uncertainty, such as coordinates of the centers of mass and inertia

tensors. It is well known that the last module dynamic parameters cannot be identified

beforehand in the case the robot arm grasps unknown payload [19]. Particularly with a

payload in hand, the uncertainty problem becomes more complicated, and the dynamic

parameters may vary significantly from the nominal conditions. Moreover, unmodeled

dynamics, such as dynamic couplings between the joints; friction; and backlash in the

drives contribute to system model uncertainty. On top of that, disturbances, such as

varying payloads and other dynamic uncertainties, add to the abovementioned challenges

[45].

This thesis is motivated by the need to meet demands of industry for increased hardware

flexibility in manufacturing and other sectors that rely on process automation. In specific

terms, this thesis introduces a novel decentralized adaptive control architecture for serial

MRR platforms. Such control architecture will provide precise and stable motion control

Position error to enable reliable use of MRRs in industrial applications while being able to

take advantage of their modularity to achieve automation flexibility.

1.3 Problem Domain

In this thesis, the proposed problem domain is consisting of two aspects of a single problem:

Accurate and robust trajectory tracking control of an MRR. The first control aspect of

the problem is associated with changes in the dynamics terms and the control design

parameters after each reconfiguration. Many MRR configurations are assembled by adding

joint and link modules or changing them to new ones with different shapes (see Figure1.3).
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Besides, the resulting changes in the dynamics after the reconfiguration requires redesign of

control parameters to ensure satisfactory Position error in terms of tracking, for instance.

This thesis then needs to address the problem of designing adaptive controllers for MRRs

to guarantee tracking of sufficiently smooth motion trajectories after each reconfiguration.

Another aspect of the the proposed control problem arises from existance of system un-

certainties and disturbances. In practice, uncertainties arise from the uncertain dynamical

parameter terms such as inertia tensor and the center of the mass coordinates. Particu-

larly, the dynamic parameters regarding the last joint-link of the robot cannot be known

beforehand and may change significatly if the robot carries payload with varying weight

and shapes. Besides, unmodeled dynamics such as dynamic couplings between joints; fric-

tion; backlash in the joint drives and external disturbance all contribute to the sources of

uncertainty. Furthermore, changing the robot morphology will result in changes to robot

dynamics parameters, and that makes it difficult to tune the control system consistently

under the uncertainties and disturbances. The focus of this thesis is to introduce adaptive

control algorithms that guarantee robust stability and achieve desired Position error after

the robot is reconfigured while overcoming the system uncertainties and disturbances.

1.4 Thesis Contributions

Aiming to address the three problems presented in Section 1.3, the thesis has the following

three main contributions: 1) A two-layer adaptive control architecture with a high level

reconfiguration supervisor module 2) An adaptive sliding mode control design robust to re-

configuration effects, modeling uncertainties and disturbances, 3) A passivity based model

reference adaptive controlller which compensates for the uncertainties and disturbances

in unstructured environments after MRR modules are reassembled. The research towards
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(a) (b)

(c) (d)

Figure 1.3: (a) Some MRR joint modules, (b) some MRR link modules, (c) 4-DoF robot

configuration, and (d) 2-DoF robot configuration with payload [14].

these three main contributions are presented, respectively, in Chapters 3, 4 and 5.
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1.5 Outline of the Thesis

This thesis is organzied as follows: Chapter 2 provides a literature review and background

for MRR platforms. The main control design problems and the corresponding works are

discussed in the literature review section. The second part of Chapter 2 also presents back-

ground regarding MRRs and their kinematics, dynamics, and control Chapter 3 presents

the proposed two-layer control architecture with a high level reconfiguration supervisor

module. A systematic procedure for MRR system parameter identification is also dis-

cussed in this chapter. Based on the two-layer control architecture proposed in Chapter

3, two different adaptive control schemes are designed for trajectory tracking robust to re-

configuration effects, modeling uncertainties, and disturbances: An adaptive sliding mode

control design presented in Chapter 4, and a model reference adaptive control design pre-

sented in Chapter 5. The test results for these designs are provided in Chapter 6. Chapter

7 concludes the thesis and provides potential future research directions.
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Chapter 2

Background and Literature Review

2.1 Background

2.1.1 MRR Mechanical Components

Proper assembly of mechanical components of an MRR is important to improve the effi-

ciency of the entire robot operation. Types of mechanical components such as joints and

links can be chosen differently to perform various robot movements and workspaces of in-

terest. For example, revolute joints as shown in Fig. 2.1 can be used to produce rotational

motion and rectangular links as shown in Fig. 2.2 can be used to allow multiple joint and

link connections to enlarge the workspace of the robot.

Joint Modules

Joint modules consist of a motor and connecting interface parts. Revolute joint (1-DoF),

prismatic joint (1-DoF), and spherical joint (3-DoF) are the commonly used joint type

12



modules. These joints are not only employed to generate robot motion but also used

to interconnect the link components. These joints can be attached to the links through

standardized connecting interfaces. Examples of some revolute joint modules are shown in

Fig. 2.1.

(a) (b)

Figure 2.1: (a) a revolute joint with its input and output coordinate frames (b) some

revolute joints.

Link Modules

MRR link modules provide a connection between robot joints. Also, they can be exploited

to adjust the range and contour of the robotic system’s workspace. Different geometric

shaped link modules are also used for enhancing adaptability of MRRs. Each link can also

have multiple input and output ports and this enables the link for connecting with various

joint and link modules. Some examples of link modules are demonstrated in Fig. 2.2.
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xin

zin
xout

zout

(a) (b)

Figure 2.2: (a) a rectangular link with its input and output coordinate frames (b) some

links.

2.1.2 MRR Kinematics

MRR platforms allow for having different robot configurations to realize several operations

in many industries. However, it is time-consuming and challenging to manually enumerate

all possible modular robot configurations as well as derive their corresponding dynamics in

the equations of motion. Besides, motion control algorithms are mostly designed and tuned

with the knowledge of the dynamics. Therefore, the derivation of the dynamical parameters

after the modules are reassembled is essential and an ongoing research in the field [46]. In

this subsection, first, the Denavit-Hartengerg (D-H) notations are briefly introduced to have

robot manipulators’ kinematic parameters. Then, the position notations are presented to

derive the corresponding robot dynamics.

The forward kinematics for an open kinematic chain is usually acquired from the mul-

tiplication of the homogeneous transformation matrices achieved by compound transfor-

mations between frames of the adjacent links. In this thesis, Denavit-Hartengerg (D-H)

notation formulated by [15], [16], is considered as seen in Fig. 2.3. Besides, the correspond-
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ing D-H parameters are also used to generate the dynamic parameters applied to construct

the dynamical terms of the system model for system parameter identification and control

design purposes.

The D-H notations introduced in [15], [19], [17], [18] are used to have the kinematic

parameters for each link by attaching the coordinates frames to the link components. The

frame of each link is indexed by a number according to the link to which it is attached.

The origin of fixed frame {i} attached to link i with axes xi, yi, zi is positioned at the

point of intersection of joint axis i and the common normal between joint axes i − 1 and

i. The axis zi is aligned with the joint axis i, the axis xi points along the common normal

v⊥i between joint axes i− 1 and i in the direction from joint i to joint i + 1, and the axis

yi is determined by the right-hand rule to complete frame {i} as shown in Fig. 2.3.

The origin of the frame {i}, which is named by Oi, is placed at the point of intersection

of (i+ 1)th joint axis with v⊥i . It is also pointed out that xi is normal to the plane of zi−1

and zi with an arbitrary direction when two intersecting joint axes i−1 and i. Also, in the

case where joint axes i− 1 and i are parallel, one of the common normal lines is chosen as

xi arbitrarly, but the one that makes di = 0 is preferable. Besides, the origin of frame {i}

is chosen arbitrarly, and xi is also chosen normal to the joint axes arbitrarily in the case

where joint axes i− 1 and i coincide.

MRR configurations can be described kinematically by employing four different quan-

tities for each link. The corresponding kinematic parameters of i-th link are denoted by

ai, di, αi, θi. ai and αi define the link itself, and other two kinematic parameters describe

the link’s connection to the adjacent link. These four link parameters are depicted as

follows: the link length ai is the length of the common normal vi between zi−1 and zi, the

link offset di denotes the signed distance from xi−1 to xi measured along +zi−1, the twist

angle αi is the (right-hand) angle between axis zi−1 and zi measured about +xi, and the
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Figure 2.3: Denavit-Hartenberg notations related to link i with joint i at what end and

joint i+ 1 at the other end [15].

joint angle θi is the (right hand) angle between xi−1 to xi measured about +zi−1. It is also

pointed out that there always exist ai ≥ 0; however, αi, di and θi are signed quantities. Ji

and Ji+1 denote joint connection points of link i and link (i+ 1).

Moreover, pi and ni are required for obtaining the derivation of di for each link where

pi denotes the signed distance from O
′
i to Ji along zi−1; ni is the signed distance from Oi

to Ji+1 measured along zi. As shown in Fig. 2.3, based on the corresponding kinematic
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parameters, di is computed recursively as follows:

di = ni−1 − pi (revolute joint),

di = ni−1 − pi + qi (prismatic joint)

where qi is the i-th joint displacement. If link i starts with a prismatic joint di is called

the joint variable and di is a constant link parameter if link i starts with a revolute joint.

The D-H notations to characterize each arbitrary MRR module is considered in this

thesis [17], [19] , [18]. The following procedure is employed to acquire the extended D-H

parameters for each module used in an MRR configuration. The definitions of the kinematic

parameters (ai, αi, pi, ni) are addressed in Chapter 2. The general module representation

is depicted in Fig. 2.4 and i-th connection between output part of i-th link and input

part of (i + 1)th link is demonstrated in Fig. 2.5. The MRR module consists of joint

and link components and it is separated into an input (in) part and output (out) part, as

demonstrated in Fig. 2.4(b) and Fig. 2.4(c), respectively.

Two reference frames Oin and Oout are used for the input link and the output link of

the module, respectively. These two frames are attached to the connectors of the input

and output ports of the link module, as shown in Fig.2.4(b) and Fig.2.4(c) respectively.

zin is located to be pointed inwards the axis of the input link connector and zout is set to

be pointed outwards from the axis of the output link connector. The axes xin and xout

are located at the connection surfaces of the input and output ports with a standardized

direction. To finalize the input and output frames, yin and yout are determined by the

right-hand rule. Four parameters are then defined for the input link part as ain, αin, pin,

nin, and for the output link part as aout, αout, pout, nout. Then, two auxiliary frames O
′
in

and O
′′
in with reference to the input port are defined as shown in Fig. 2.4(b).

The origin of the first frame O
′
in is attached to the intersection of input link connector
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(a)

(b) (c)

Figure 2.4: (a) The general module representation, (b) The input part of the module, and

(c) The output part of the module [16], [17], [18].
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Figure 2.5: Representation of a connection between the output part of the module i and

input part of the module i+ 1 including the D-H notations [19], [16], [17], [18].
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axis with the common normal between input link connector and joint axes. The axis of x
′
in

is placed along the common normal in direction from z
′
in to z

′′
in, z

′
in is aligned with the axis

of zin, and y
′
in is fixed by the right-hand rule to complete the frame. The axis z

′′
in is aligned

with the rotation axis of the joint, x
′′
in points along the common normal between the axes

z
′
in and z

′′
in in direction from z

′
in to z

′′
in. Then, y

′′
in is determined by the right-hand rule to

complete the frame. The parameters of the input link part of the module are defined as

follows: ain is length of the common normal between O
′
in and O

′′
in; αin denotes the angle

from the axis zin to the joint axis about x
′′
in; pin defines distance from O

′
in to the input

connection frame Oin along the z coordinate; and nin denotes the distance from O
′′
in to the

joint connection point J measured along the z coordinate. Same notations and description

are also applied to the output part of the module.

2.1.3 MRR Dynamics

The equations of motion of MRRs describe the relationship between the motion of links

(position, velocities, and accelerations) and applied torque/force at the joints, while consid-

ering link masses and mass-moment of inertia. The Lagrangian and recursive Newton-Euler

(N-E) formulations are mostly used for deriving the dynamic model of a mechanical system.

In this thesis, the recursive N-E method for obtaining the required dynamic parameters is

used and it analyzes an MRR system module by module to arrive at a description of the

robot as a whole. This recursive approach is not only applied to obtain the closed-form dy-

namic model, including symbolic computation but also practiced for designing the control

algorithm with algebraic calculation [15].

Position notations of each module such as a center of mass position and distance between

two consecutive parallel joint axes are introduced briefly to generate the required dynamics.
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Figure 2.6: Representation of the connection between the output part of i-th link module

and the input part of (i+ 1)-th link module, including the dynamic parameters [18].
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Figure 2.7: Position parameters associated with link i [15].

The connection between two joints axes i and i + 1 with i-th link is depicted in Fig. 2.7.

According to Fig. 2.7, the vector from Di to Di+1 for i-th link is denoted by riDi,Di+1
and

its center of mass vector from Di+1 to Ci is denoted by the vector riDi+1,Ci
[15].

In this thesis a methodology to have the corresponding dynamic parameters after the

robot is reconfigured is introduced according to [15], [18]. Similarly to the kinematic

approach introduced in the previous subsection, the input and output frames are set to

describe the dynamic parameters. Assuming that i-th connection Oi is realized between

i-th and (i + 1)-th modules. Fig. 2.6 shows a graphical representation of the i-th module

connection between the modules i and i + 1, including their dynamic parameters. Then,

the general i-th connection of the inertia tensor can be found by Iouti + I ini+1 = IOi
i where

Iouti is i-th output link inertia and I ini+1 denotes (i + 1)-th input link inertia as shown in
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Fig. 2.8. The center of mass of the i-th module connection is given by

rOi,ci
i =

mout
i routc,i +min

i+1r
in
c,i+1

mi

, (2.1)

where min
i+1 and mout

i denote (i+ 1)-th input link mass and i-th output link mass, respec-

tively, mi = mout
i + min

i+1 is the total mass of the i-th connection point of the modules,

rinc,i+1 denotes the coordinates of the center of (i+ 1)-th input link mass and routc,i represents

the coordinates of the center of i-th output link mass. Then, the center of mass of the

connection ci relative to joint Gi+1 is found byrGi+1,ci
i

1


4×1

=
[
T
Oi,Gi+1

i

]−1

4×4

rOi,ci
i

1


4×1

. (2.2)

where T
Oi,Gi+1

i denotes the homogeneous transformation matrix used for geometric descrip-

tion the input part of (i + 1)-th module. The inertia tensor of i-th connection relative to

Gi+1 is given by

I ii = R
(Oi,Gi+1)T

i [IOi
i −miS

T(rOi,ci
i )S(rOi,ci

i )]ROi,Gi+1 (2.3)

where S(•) is an a skew-symmetric matrix.

2.2 Modeling MRR Dynamics

The dynamic model of the i-th joint of an n-module MRR system (i ∈ {1, . . . , n}) can be

formulated in decentralized form as [47]

Si : τi(t) = Mi

[
qi(t)

]
q̈i(t) +Ni

[
qi(t), q̇i(t)

]
q̇i(t) +Gi[qi]

+ τiu

[
t, q(t), q̇(t), q̈(t)

]
+ τie(t), (2.4)
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Figure 2.8: Representation of the connection between the output part of i-th link module

and the input part of (i+1)-th link module, including the kinamatic and dynamic parameter

notations [17], [18], [20].
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where t ≥ 0 denotes time; q = [q1, . . . , qn]T ∈ Rn, q̇(t) = [q̇1, . . . , q̇n]T ∈ Rn and q̈(t) =

[q̈1, . . . , q̈n]T ∈ Rn are the vectors of joint position, velocity and acceleration variables; with

each entry qi(t), q̇i(t), q̈i(t) corresponding to joint i, respectively. τi(t) is the torque ap-

plied to joint i; Mi[qi(t)] represents the i-th diagonal entry of the inertia matrix M [q(t)] :

Rn 7−→ Rn×n; Ni[qi(t), q̇i(t)] is the i-th diagonal entry of the Coriolis and centrifugal force

matrix N [q(t), q̇(t)] : Rn × Rn 7−→ Rn×n; Gi[qi] is the i-th entry of the gravity vector

G[q(t)] : Rn 7−→ Rn; τiu(q, q̇, q̈) represents the i-th entry of unmodeled dynamics vector

τu[t, q, q̇, q̈] which includes cross coupling effects between modules and friction term; τie(t)

denotes the i-th entry of the external disturbance vector τe(t); τi(t) is the i-th entry of the

control input vector τ(t). The dynamic model (2.4) can be written in a vector form as

S :M̄
[
q(t)

]
q̈(t) + N̄

[
q(t), q̇(t)

]
q̇(t) +G

[
q(t)

]
(2.5)

= τ(t)− (τu[t, q, q̇, q̈] + τe(t))︸ ︷︷ ︸
κ

,

where M̄ [q(t)] = diag(M1[q1], . . . ,Mn[qn]) denotes the diagonal inertia matrix, N̄ [q, q̇] =

diag(N1[q1, q̇1], . . . , Nn[qn, q̇n]) is the diagonal Coriolis and centrifugal force matrix, G[q(t)] =

[G1[q1], . . . , Gn[qn]]T denotes the gravity vector. Note that these diagonal matrices are dif-

ferent from the original M and N matrices. The term represents the unmodeled dynamics

and disturbance, is captured by

κ = [κ1, · · · , κn]T, κi(t, q, q̇, q̈) =
n∑

j=1,j 6=i

Mij(q)q̈j (2.6)

+
n∑

j=1,j 6=i

Nij(q, q̇)q̇j + Fi(qi, q̇i) + τie,

where Fi(qi, q̇i) denotes the i-th entry of the friction vector F [q, q̇], which is assumed to be

bounded.
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2.3 Literature Review

In recent decades, the control design problems of modular and reconfigurable robots

(MRRs) have attracted the attention of many researchers and industry. Decentralized

and centralized schemes are commonly used for the control design problems of MRRs as

they are also applied to the standard robot manipulators. A comprehensive summary of

such classical control methods for robot manipulators can be found in [22].

Most published research papers regarding MRR control problems have focused on de-

centralized schemes. These works are mostly developed by model-free Proportional, Inte-

gral, and Derivative (PID) control designs. Such works are opted for avoiding the dynamic

parameters uncertainties after the reconfiguration. The decentralized control schemes can

achieve satisfactory control Position error in the case of employing light-weight modules

where the resultant coupling forces can be assumed as minimal. However, these model-free

algorithms do not guarantee the complete stability of MRRs when their modules are re-

assembled into a new configuration. Besides, to achieve global stability, the methods that

improve the simple PID algorithms with nonlinear terms have also been studied. How-

ever, most of these methods do not guarantee stability in presence of uncertain dynamics

parameters.

Obtaining the dynamical terms and the bounds on the norm of the corresponding

dynamics are challenging for MRRs whose morphology and work environment are often

changing. Dynamics model parameters and the knowledge of the bounds are obtained

using the algorithm proposed in Chapter 3 of this thesis. This will enable to design

decentralized adaptive controllers which can overcome parametric uncertainties, guarantee

stability and achieve desired tracking Position error. The literature works regarding MRR

control schemes is summarized in the next subsection.
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2.4 MRR Control Schemes

Several control schemes for MRRs have been developed in recent decades. A decentralized

joint torque-sensing based decomposition methodology is introduced to handle the unmod-

eled dynamics and the dynamic parameter uncertainties [48]. A neuro-fuzzy control (NFC)

design is presented for MRR systems by [45], whose neural network control design param-

eters are estimated on-line, but the fuzzy parameters off-line. The authors [45] introduced

a distributed PID control design architecture based on a fuzzy gain tuning principle. This

control architecture needs no knowledge of the MRR dynamic parameters to overcome the

MRR regulation control problem.

Another control scheme was designed by [49], where a modular distributed control is

utilized based on joint torque sensors. [50] considers the full-body of the MRR system as

a collection of interconnected subsystems. The control scheme [50] is constructed based

on a fuzzy control law to eliminate the interconnection/coupling terms. [51] introduces a

type of decentralized control architecture, whose design is based on the robust backstepping

procedure. Since the control design in [51] is not depending on the robot configuration, this

control concept enables quick reconfigurability of the manipulator. Besides, the authors in

[14] design an interval type-2 Takagi-Sugeno-Kang fuzzy logic controller (IT2 TSK FLC)

for compensating the uncertainties and varying dynamics. Moreover, the authors in [19]

introduce a centralized robust control scheme based on interval arithmetic that allows

the MRR motions by using global asymptotic stability with the knowledge of the MRR

dynamics.

Some of the proposed decentralized motion control designs, such as [14], [45], [48], [51]

are tuned and developed without the dynamics knowledge of the final configuration that

can lead to instabilities [19]. Furthermore, the corresponding schemes usually depend on
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the minimum/maximum bound of each configuration dynamics parameters such as mass,

inertia, and gravity term. To overcome aforementioned control challenges, a decentralized

adaptive sliding mode control scheme that guarantees robustness in presence of uncertain-

ties and disturbances for each new robot configuration is developed in this thesis. Besides,

the proposed control algorithm can generate the required minimum/maximum bound of

dynamic parameters which are used for control design after each reconfiguration to guar-

antee globally uniformly ultimately bounded (GUUB) of the MRR system trajectories in

terms of robust stability despite changes in the system dynamics.

2.5 Proposed Two-Layer Control Architecture

A two layer control architecture consisting of high-level and low-level modules is developed.

The high-level module accounts for the dynamic parameters changes and reconstructs the

parametric model used in the on-line parameter identification process with the projection

after the robot configuration is changed. The low-level control module consists of an

adaptive algorithm provided by a recursive least squares (RLS) based on-line parameter

estimator for the parametric uncertainties. Furthermore, a robust adaptive term is added

into this low-level controller to compensate for the unmodeled dynamics and disturbance.

This control architecture also covers the robust stability of the uncertain MRR system,

and it proves globally uniformly ultimately boundedness of the MRR trajectories in terms

of robust stability despite the parametric uncertainty, unmodeled dynamics, changes in the

system dynamics, and disturbance.
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Chapter 3

Proposed Two-Layer Control

Architecture and The High Level

Module

3.1 Proposed Two-Layer Control Architecture

In this thesis, a two layer control architecture consisting of high-level and low-level mod-

ules is developed as shown in Fig. 3.1. The high-level module accounts for the dynamic

parameters changes and reconstructs the parametric model used in the on-line parameter

identification process with the projection after the robot configuration is changed. The

low-level control module consists of an adaptive algorithm provided by a recursive least

squares (RLS) based on-line parameter estimator for the parametric uncertainties. Fur-

thermore, a robust adaptive term is added into this low-level controller to compensate

for the unmodeled dynamics and disturbance. This control architecture also covers the
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Figure 3.1: Illustration of the two layer control architecture composed of a high-level and

low level modules.

robust stability of the uncertain MRR system, and it proves globally uniformly ultimately

boundedness of the MRR trajectories in terms of robust stability despite the parametric

uncertainty, unmodeled dynamics, changes in the system dynamics, and disturbance.
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3.2 The High Level Module

The high-level module of the two-layer control architecture in Figure 3.1 is developed to

update dynamic parameters in the equations of motion from the physical parameter knowl-

edge of the MRR modules after the robot is reconfigured. The homogeneous transforma-

tions and recursive Newton-Euler (N-E) methods are used for the proposed remodeling

procedure. The high-level module remodels MRR dynamic parameters from a database

that includes the kinematic parameters such as the link length and twist angle, and the

dynamic parameters such as module mass and center of module mass [16], [17], [18]. First,

the reaction force/torque of i-th MRR module is derived to find the general dynamics

modeling of the robot configuration for the system identification and control purposes.

After generating the required dynamics parameters such as r
Gi+1,ci
i and I ii , Algorithm 1 is

introduced to obtain the initial sets that are required for the dynamic model generation

based on two sets of recursions: the forward and backward. The algorithm consisting of

the initial parameters is proposed as follows:
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Algorithm 1 Initial part for Recursive N-E algorithm [52]

Input: q, q̇, q̈, TGi−1,Gi , g

Output: RGi,Gi−1 , ki, r
Gi−1,Gi

i

1: Set the D-H parameters of the available modules

2: Set ω0
0, ω̇0

0, a0
0 ← 0 and k0 ← [0, 0, 1]T

3: Set gravity effect a0
0 ← a0

0 − g

4: for i = 1 to n do

5: RGi−1,Gi ← TGi−1,Gi and qi

6: RGi,Gi−1 ← transpose (RGi−1,Gi)

7: ki ← RGi−1,Gik0

8: r
Gi−1,Gi

i ← TGi−1,Gi and qi

9: end for

where TGi−1,Gi denotes the homogeneous transformation matrix that maps from (i−1)-

th joint module to i-th joint module, ω0
0, ω̇0

0, and a0
0 denote the initial angular velocity,

angular acceleration, and linear acceleration, respectively. The forward and backward

recursion algorithms are then introduced to model the overall MRR dynamics as follows:
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Algorithm 2 Forward recursion of N-E algorithm [52]

Input: q, q̇, q̈, ω, RGi,Gi−1 , g, ki, r
Gi−1,Gi

i

Output: ac,ii

1: for i = 1 to n do

2: if i-th joint is revolute then

3: ωii ← RGi,Gi−1(ωi−1
i−1 + q̇ik0)

4: ω̇ii ← RGi,Gi−1(ω̇i−1
i−1 + q̈ik0 + ωi−1

i−1 × q̇ik0)

5: aii ← RGi,Gi−1ai−1
i−1 + ω̇ii × r

Gi−1,Gi

i + ωii × (wii × r
Gi−1,Gi

i )

6: end if

7: ac,ii ← aii + (ω̇ii × r
Gi,ci
i ) +

(
ωii × (ωii × r

Gi,ci
i )

)
8: end for

Algorithm 3 Backward recursion of N-E algorithm [52]

Input: q, q̇, q̈, ω0
0, RGi,Gi−1 , g, ki, r

Gi−1,Gi

i , ac,ii , m

Output: f ii , n
i
i

1: Set fn+1
n+1 , nn+1

n+1, and RGi,Gi+1

2: for i = n to 1 do

3: Lii ← mia
c,i
i

4: f ii ← (RGi,Gi+1f i+1
i+1 ) + Lii

5: nii ← (RGi,Gi+1ni+1
i+1) + (rGi,ci

i × Lii) + (r
Gi−1,Gi

i × f ii ) + (I ii ω̇
i
i) +

(
ωii × (I iiω

i
i)
)

6: τi = niTi ki

7: end for

where nii is i-th acting reaction force, τi denotes the generalized forces on i-th module.

The forward recursion transforms the kinematic variables from the first frame to the last
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frame, and the backward recursion algorithm transforms the forces and moments from the

end-effector to the base, and culminate with the calculation of the joint torques/forces.

Now, the generalized force for MRR configurations is generated. It is pointed out that

r
Gi+1,ci
i and I ii are obtained for each MRR configuration by updating module kinematic

and dynamic parameters. Therefore, the dynamical terms in the equations of motion can

be updated for system identification and control design purposes. With the help of the

high level module, a system identification scheme is designed for an MRR platform to

estimate its unknown dynamic parameters after the robot modules are reassembled. This

scheme is consisting of an algorithm that constructs a parametric model for the MRR

configuration and a modified recursive least squares (RLS) algorithm that estimates the

unknown inertial parameters based on the changes in the system dynamics. Moreover, the

corresponding dynamic parameters are employed to find the required bounds on the norms

of the dynamical terms. First, the required nominal dynamic parameters for the system

model are computed to adjust the parametric model after the reconfiguration. Then, the

RLS algorithm is applied in order to estimate the dynamic parameters that is also used in

the adaptive control algorithm to compensate for changes in the system dynamics because

of the robot reconfiguration and deployment of a payload. The methodology for on-line

identification of the MRR dynamics is introduced in the following subsection.

3.3 MRR System Parameter Identification

The performance of a low-level controller depends on the precision of the dynamical terms in

the equations of motion. The uncertain dynamic model arises from the inertial uncertainty,

such as coordinates of the centers of mass and inertia tensors. In practice, the inertial

parameters are produced by the manufacturer and computed using computer-aided design
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(CAD) software. However, those values might be inexact due to some reasons. For example,

the gear ratio and motor inertia can offset the ground values of the inertia parameters.

The CAD data might include neither mass parameters of wiring and possibly light segment

electronics nor items that are results of hardware evolution. Also, embedded PC, cameras,

and grippers can also change the mass distribution of the robot’s rigid body.

Besides, the mass distribution may be affected during operation in case of the end-

effector that grabs a heavy object. It is well known that the last module dynamic parame-

ters cannot be known a priori in case that the robot grasps unknown payload. Particularly

with a payload in hand, the uncertainty problem becomes more complicated, and the dy-

namic parameters may vary significantly from the nominal conditions. Therefore, MRR

system should handle the changing loads, model uncertainties, and unexpected changes in

their sensor or actuator behaviors.

In this chapter, an on-line parameter identification scheme that provides a framework

for system identification and control design of MRRs is introduced. This scheme estimates

the unknown dynamic parameters based on the measurable input and output data when

the robot performs the desired motion task in hand after each reconfiguration. This high-

level module is also synthesized with the low-level adaptive sliding mode control design.

Besides, the dynamic parameters have physical constraints that need to be considered to

have more accurate estimations. The identification scheme based on regression procedures

can produce nonphysical estimates. The use of the dynamic model with a nonpositive

inertial matrix leads to an unstable system. For having meaningful estimation results,

minimizing a cost function with the constraints is introduced. The proposed scheme for

this identification problem consists of the following steps:

• construct a parametric model for system identification according to the modules used
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Figure 3.2: Indirect adaptive control structure.

in an MRR configuration,

• reduce the inertial parameters vector Θd set to base parameters Θ,

• consider the physical restrictions to identify the dynamic parameters in a more real-

istic way,

• estimate the inertial parameter vector Θ on-line by a modified recursive least-squares

(RLS) algorithm used in the low-level adaptive sliding mode control algorithm.

The indirect adaptive controllers, like those of [53], [54], [22] use prediction errors on

the joint torques to generate parameter estimates to be used in the control law. The joint

position q(t) can be conveniently measured by encoders at the joints, and the joint torque

τ(t) is available from torque sensors utilized for parameter estimation. Given the available
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measurements τ(t) and Φ(q, q̇, q̈) at each time t generate estimation of the unknown vector

Θ∗, Θ(t). The algorithm updates Θ(t) and Θ(t) approaches to Θ∗. Since online parameter

identification model is utilized for adaptive control design purpose, the adaptive algorithm

updates the estimate Θ(t) if Θ∗ changes.

3.3.1 MRR System Parametric Model

The first step is contructing a parametric model. The unknown dynamic parameters are

lumped in a vector Θ∗ and separated from measurable torque and joint position signals.

For all available q, q̇, q̈ ∈ Rn, if κ = 0 then Eq. (2.5) can be written in linear parametric

form

τ = M(q)q̈ +N(q, q̇)q̇ +G(q) = Φd(q, q̇, q̈)Θ
∗
d, (3.1)

where Φd(q, q̇, q̈) ∈ Rn×10n is a known regression matrix and Θ∗d = [Θ∗1d, · · · ,Θ∗nd]T ∈ R10n

is a certain parameter vector. Above Θ∗id ∈ R10 is considered to be in the form

Θ∗id =[mi,mir
Oi,ci
ix ,mir

Oi,ci
iy ,mir

Oi,ci
iz (3.2)

IOiixx, I
Oi
ixy, I

Oi
ixz, I

Oi
iyy, I

Oi
iyz, I

Oi
izz]

T ,

where (IOiixx, · · · , IOiizz) are the elements of the inertia matrix IOii ∈ R3×3, (mir
Oi,ci
ix ,mir

Oi,ci
iy ,mir

Oi,ci
iz )

are the elements of mir
Oi,ci
i ∈ R3×1, and mi is a scalar value of i-th module mass.

3.3.2 Model Reduction

Not all the parameters in Θ∗d of (3.1) will directly contribute to each MRR joint torque

due to motion constraints imposed upon each robot link through the joints and other
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constraints. The dynamic parameter vector, Θ∗d, is reduced to a vector of minimal number

of dynamic model parameters, Θ∗ ∈ Rb. After the model reduction is applied, Eq. (3.1) is

rewritten in reduced-order model form as

τ = M(q)q̈ +N(q, q̇)q̇ +G(q) = Φ(q, q̇, q̈)Θ∗, (3.3)

where Φ ∈ Rn×b is the reduced regressor matrix after obtained by model reduction algo-

rithm and Θ∗ ∈ Rb is the corresponding unknown parameter vector. Note that the actual

equivalent of (2.5) is obtained including uncertainties and disturbances in (3.3) as

τ = M(q)q̈ +N(q, q̇)q̇ +G(q)− κ = Φ(q, q̇, q̈)Θ∗ − κ. (3.4)

3.3.3 MRR Parameter Estimation

Using the torque estimate to be used in adaptive control laws is generated as

τ̂ = Φ(q, q̇, q̈)Θ, (3.5)

where Θ is the time varying estimate of Θ∗ to be generated by an adaptive parameter

estimation law whose design is presented in this section. Since Θ∗ is unknown, the pa-

rameter estimation error Θ̃(t) = Θ(t)−Θ∗ is not available for measurement. Instead, the

measurable output error signal

ε =
τ − τ̂
m2
s

=
τ − ΦΘ

m2
s

(3.6)

is utilized, where m2
s ≥ 1 is a normalization signal designed to guarantee that

Φ

ms

is

bounded. A straightforward choice for ms is m2
s = 1 + α‖Φ2‖, α > 0.
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Adaptive Law

An RLS based adaptive law with parameter projection is designed to estimate the unknown

parameters, solving the following minimization problem with constraints:


minimize J(Θ) =

1

2

∫ t
0
e−β(t−χ) [z(χ)− Φ(t)Θ(χ)]2

m2
s(χ)

dχ

+
1

2
e−βt(Θ−Θ0)TQ0(Θ−Θ0)

subject to: Θ ∈ S,

(3.7)

where S is a convex subset of Rb with smooth boundary almost everywhere, defining the

feasible set for the entries of the reduce parameter vector Θ∗. The corresponding RLS

based adaptive law with parameter projection is given by [55]

Θ̇ = Pr(PΦTε) =


PΦTε if Θ ∈ S0

or if Θ ∈ δ(S) and (PΦTε)T∇g ≤ 0,

PΦTε− P ∇g∇g
T

∇gTP∇g
PΦTε otherwise,

(3.8)

Ṗ =


βP − PΦTΦ

m2
s

P if Θ ∈ S0

or if Θ ∈ δ(S) and (PεΦ)T∇g ≤ 0

0 otherwise,

(3.9)

where δ(S) = {Θ ∈ Rb | g(Θ) = 0} and S0 = {Θ ∈ Rb | g(Θ) < 0} denote the boundary
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and the interior, respectively, of S, Θ(0) ∈ S, P (0) = P0 = PT
0 ∈ Rb×b. The adaptive law

should also guarantee that the parameter estimate Θ(t) and the speed of adaptation Θ̇ are

bounded. The estimation error ε should also get smaller with time. Under a suitable adap-

tive control design, the output of the system can track the desired signal, despite the fact

that the parameter error vector Θ̃(t) may not converge to zero in case of the non-persistent

excitation signals [55].

Theorem 3.1 The adaptive law (3.8) guarantees that

(i) ε,Θ ∈ L∞ and ε, εns, Θ̇ ∈ L2

(ii) If ns,Φ, Φ̇ ∈ L∞ and Φ is persistently exciting (PE), i.e. there exists positive numbers

ᾱ1, ᾱ2, T̄ such that ᾱ1I ≤
∫ t+T̄

t

Φ(τ)ΦT (τ)dτ ≤ ᾱ2I for all t ≥ 0, then Θ(t)→ Θ∗

exponentially fast.

Proof. The proof is a direct corollary of Theorem 3.8.1 and Theorem 3.10.1 of [55]. �

Remark Under a suitable adaptive control law, the output of the system can track the

desired signal, despite the fact that the parameter error vector may not converge to zero

[55].
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Chapter 4

Low Level Decentralized Adaptive

Sliding Mode Control Design

The main objective of this chapter is designing an effective adaptive sliding mode low-

level motion control scheme to be utilized in the low-level module of the proposed control

architecture in Figure 3.1. A low-level decentralized adaptive sliding mode controller is

developed and also applied to a commercially available robot manipulator.

4.1 The Approach

The low-level part of the proposed control architecture consists of an adaptive sliding mode

control structure to handle the dynamic parameter uncertainties, unmodeled dynamics,

and disturbance. This control structure is composed of two parts. The first part of this

structure consists of an adaptive controller with an RLS based parameter estimator that

generates parameter estimates on-line with the adaptive law. This part is introduced to
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handle the MRR system whose nominal parameters are entirely unknown or could change

when the robot morphology is reconfigured. A robust adaptive controller is also introduced,

as the second part of this control structure, to compensate for unmodeled dynamics and

external disturbance.

Furthermore, to achieve desired accurate positioning after the robot is reconfigured,

the re-tuning of the controller gains are realized automatically. The idea of the method to

have the fine-tuning controller gains after each robot reconfiguration begins with the char-

acterization of available MRR modules to have their kinematic and dynamic information

introduced in Chapter 3. The control architecture in this chapter collects the kinematic

and dynamic information of each robot module from the high-level structure and processes

them for the generation of the dynamical terms of the robot configuration and finding

knowledge of bounds on the norms of the corresponding dynamic terms. This lets the

MRRs operate with global asymptotic stability despite the uncertainties, unmodeled dy-

namics, and disturbance. The details of the design and analysis of the adaptive sliding

mode control scheme are presented in the following sections.

4.2 Adaptive Sliding-Mode Control Design

The objective is to design a sufficiently smooth joint-space tracking control scheme for the

MRR system given by Eq. (2.5). To meet this control objective, the n-dimensional joint

position tracking error

e = q − qd = [e1, e2, ..., en]T (4.1)

is defined, where qd ∈ Rn denotes the desired joint position vector. The main problem of

interest then is defined as follows:
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Problem 4.1 Given the uncertain MRR system in Eq. (2.5) and a desired trajectory

qd ∈ Rn such that qd, q̇d and q̈d are bounded, design a control law u = τ(t) for any initial

condition q0 and q̇0, such that all the system variables of (2.5) and u are bounded, and

lim
t→∞

e(t) = lim
t→∞

ė(t) = 0. (4.2)

For the proposed sliding mode adaptive control design, the reference velocity signal is

defined as follows:

q̇r = q̇d − Λe, (4.3)

where Λ ∈ Rn×n is a positive definite gain matrix. By Eq. (4.3), the reference acceleration

is

q̈r = q̈d − Λė. (4.4)

The sliding mode variable vector is defined as

s = q̇ − q̇r = ė+ Λe (4.5)

to be used in regulation of the tracking error e(t). By Eq. (4.5), q̇ and q̈ can be written as

q̇ = s+ q̇r, q̈ = ṡ+ q̈r. (4.6)

Substituting Eq. (4.6) into Eq. (2.5), it yields

M(q)ṡ+N(q, q̇)s = −M(q)q̈r −N(q, q̇)q̇r −G(q) + κ+ τ. (4.7)

The reference torque vector τr corresponding to the reference joint vector qr is given by

τr
M
= M(q)q̈r +N(q, q̇)q̇r +G(q) = Φ̄d(q, q̇, q̇r, q̈r)Θ

∗
d, (4.8)
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which applying (4.8), can be rewritten in reduced order model form

τr = M(q)q̈r +N(q, q̇)q̇r +G(q) = Φ̄(q, q̇, q̇r, q̈r)Θ
∗, (4.9)

where Φ̄d and Φ̄ are, respectively equivalent to Φd and Φ, with the terms due to M(·),

N(·, ·), G(·) evaluated at the current joint vector q and those due to the multipliers q̇r

and q̈r are evaluated at the reference joint vector so that these two equations exactly hold.

Next, the general dynamics in Eq. (4.7) is rewritten by substituting Eq. (4.8) as follows:

Mṡ+Ns = − Φ̄(q, q̇, q̇r, q̈r)Θ
∗︸ ︷︷ ︸

τr

+τ + κ. (4.10)

The following properties of the dynamic model are used in the controller design [15]:

Property 4.1 The inertia matrix M [q] is positive definite, diagonal, bounded, and satisfies

µm‖s‖2 ≤ sTMs ≤ µM‖s‖2 for some known µm > 0, µM > 0, and all s ∈ Rn.

Property 4.2 The centrifugal and Coriolis matrix N [q, q̇] satisfies ‖N‖ ≤ µN‖q̇‖ for

some bounded positive constant µN > 0, where q, q̇ ∈ Rn.

Property 4.3 The vector G(q) satisfies ‖G‖ ≤ µG for some constant µG > 0.

Property 4.4 The centrifugal and Coriolis matrix N satisfies that (Ṁ − 2N) is skew-

symmetric, noting that such selection of N is guaranteed to exist.
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The following assumptions are also asserted to have the problem tractable.

Assumption 4.1 The sliding gain matrix Λ ∈ Rn×n is positive definite, constant, and

diagonal: Λ = diag(λ1, · · · , λn) > 0 where λi > 0, i = 1, · · · , n.

Assumption 4.2 The reference joint position vector qr(t) ∈ Rn is a bounded twice differ-

entiable signal vector, i.e., q̇r(t) and q̈r(t) are also bounded.

The following robust adaptive control law is proposed to handle the system uncertain-

ties, unmodeled dynamics, and disturbances.

τ(t) =− k1s(t)− k2(t)sgn(s(t))− k3s(t)︸ ︷︷ ︸
τrs

+Φ̄(q, q̇, q̇r, q̈r)Θ(t) (4.11)

− kn‖Φ̄(q, q̇, q̇r, q̈r)‖2s(t)

where k1 is a positive constant; k2 is adjusted by the following adaptive law:

k2(t) = (α0 + α1‖s‖+ α2‖s‖2 + α3‖ṡ‖) (4.12)

where sgn(·) denotes the signum function. Θ(t) ∈ Rb is the estimate of the unknown pa-

rameter vector Θ∗ ∈ Rb that is generated by (3.8), (3.9), kn ∈ R is a positive constant,

kn‖Φ̄‖2s term is a nonlinear damping term introduced in [56], [57], [58].

Lemma 4.1 There are positive constants α0, α1, α2, and α3 such that along the trajectory

of the robot the following is satisfied:

‖κ‖ ≤ α0 + α1‖s‖+ α2‖s‖2 + α3‖ṡ‖ (4.13)

where α0, α1, α2, α3 are positive constants that only depend on the matrix Λ, desired trajec-

tory, and initial condition of the robot and parameters in (2.5).
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Proof of Lemma 4.1 Let µmij, µGi
, µFi

be the positive maximum bounds for the magni-

tudes of Mij(q), Nij(q), Gi(q), Fi + τie respectively. Consider the unmodeled dynamics and

disturbance terms introduced in (2.6), the upper bound of κi is

‖κi‖ ≤ (
n∑

j=1,j 6=i

µmij[‖ṡj‖+ ‖q̇jr‖]

+
n∑

j=1,j 6=i

µnij[‖sj‖+ ‖qjr‖][q̇j] + µGi + µFi

Hence, applying Assumption 4.2, we obtain the inequality (4.13). The proof is thus com-

pleted. �

Theorem 4.1 Consider the system (2.5). The control law (4.11), (4.12) with the adap-

tive law (3.8), (3.9) guarantees that (i) the closed-loop trajectories in (2.5) are uniformly

ultimately bounded (UUB) with an ultimate bound w on ‖s(t)‖ given by

w =
1

2
√
µmϕkn

(4.14)

where ϕ =
k1

µM
; (ii) the tracking error e(t) converges to a small neighborhood around the

origin as t → ∞; (iii) if the PE condition in Theorem 3.1 is satisfied then e(t) converges

to zero as t→∞.

Proof of Theorem 4.1

Define the Lyapunov function candidate

V1 =
1

2
sTMs, (4.15)

whose time derivative is

V̇1 = sTMṡ+
1

2
sTṀs. (4.16)

46



Substituting Eq. (4.10) into Eq. (4.16) and use of Property 4.4 yields

V̇1 = sT[−k1s+ Φ̄Θ− Φ̄Θ∗ − kn‖Φ‖2s] + sT[−τrs + κ] (4.17)

= sT[−k1s+ Φ̄Θ̃− kn‖Φ̄‖2s] + sT[−τrs + κ].

= sT[−k1s+ Φ̄Θ̃− kn‖Φ̄‖2s] + sT[−k2sgn(s) + κ]

which, together with Lemma 4.1, implies

V̇1 ≤ −k1‖s‖2 − kn
[
‖Φ̄‖‖s‖ − 1

2kn
‖Θ̃‖

]2

+
1

4kn
‖Θ̃‖2

≤ −2ϕV1 +
1

4kn
‖Θ̃‖2 where ϕ =

k1

λM
. (4.18)

Eq. (4.18) further implies

V1(t) ≤ V1(0) exp(−2ϕt) +
1

8ϕkn
sup

0≤τ≤t
‖Θ̃(τ)‖2. (4.19)

With Property 4.1,

‖s(t)‖2 ≤ µM
µm
‖s(0)‖2e(−2ϕt) +

1

4µmϕkn
sup
t0≤τ≤t

‖Θ̃(τ)‖2. (4.20)

By Young’s Inequality, (4.20) further implies

‖s(t)‖ ≤
√
µM
µm
‖s(0)‖e−ϕt +

1

2
√
µmϕkn

sup
0≤τ≤t

‖Θ̃(τ)‖. (4.21)

Further (4.21) together with Theorem 3.1 together imply (ii) and (iii). The proof is thus

completed. �
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4.3 Summary

This chapter presents a control architecture for MRRs. Opposite to existing procedures

that push the MRRs to require model-free control designs, this work reveals that a decen-

tralized adaptive control depending on the bound on the dynamical terms is achievable

without user intervention when the robot is reconfigured.
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Chapter 5

Low Level Model Reference Adaptive

Control

The main objective of this chapter is to design a model reference adaptive control (MRAC)

scheme for modular and reconfigurable robots, with stability and convergence character-

istics robust to reconfigurations, system uncertainties, unmodeled dynamics, and distur-

bances. The developed MRAC scheme tested on the Franka robot in the Gazebo simu-

lation environment to verify the proposed control performance in comparison with other

controllers.
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5.1 The Reference Model and Control Design

The dynamic model introduced in Eq. (2.4) can be rewritten in state-space as follows:

Si :

ẋi(t) = Āixi−1(t) + Aixi(t) + ¯̄Aixi+1(t) +Biui(t)

yi(t) = Cxi(t),

(5.1)

where xi = [xi,1, xi,2]T = [qi, q̇i]
T stands for the state, and yi = qi and ui = τi are output and

control input of the ith joint. Ai ∈ R2×2 is the state matrix; Āi ∈ R2×2 and ¯̄Ai ∈ R2×2 are

the interconnection matrices, Bi ∈ R2×1 is input matrix, the output matrix is C = [1, 0] and

the control input vector is ui ∈ R. We choose the input vector u = τ = [τ1, τ2, . . . , τn]T ∈ Rn

such that all signals in the system are bounded. The state xi ∈ R2 follows a reference model

state xir ∈ R2.

We assert the following assumptions to have the control problem tractable.

Assumption 5.1 (Ai, Bi), (Āi, Bi), (
¯̄Ai, Bi) pairs are all controllable.

Assumption 5.2 There exist control gain vectorsKi, K̄i,
¯̄Ki ∈ R1×2 such thatAi−BiKi =

Air, Āi − BiK̄i = Āir , ¯̄Ai − Bi
¯̄Ki = ¯̄Air, where Air, Āir,

¯̄Air are pre-defined Hurwitz

model reference system matrices.

Assumption 5.3 The following 2n× 2n matrix is Hurwitz:

Ar =



A1r
¯̄A1r 0 . . . 0

Ā2r A2r
¯̄A2r

. . .
...

0 Ā3r A3r
. . . 0

...
. . . . . . . . . 0

0 · · · 0 Ānr Anr


. (5.2)
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The input vector is chosen u = τ = [τ1, τ2, . . . , τn]T ∈ Rn such that all signals in the

system are bounded. The state xi ∈ R2 follows a reference model state xir ∈ R2.

The reference model is described by

ẋir = Airxir + Āirx(i−1)r + ¯̄Airx(i+1)r +Birri (5.3)

where ri ∈ R is bounded reference input and xir, x(i−1)r, and x(i+1)r represent desired

trajectories that xi, x(i−1), and x(i+1) have to follow.

Assumption 5.4 There exists a non-zero scalar Li such that BiLi = Bir. sgn(Li) is

known.

The following decentralized MRAC scheme is proposed:

ui(t) =− K̂ixi(t)− ˆ̄Kix(i−1)(t)− ˆ̄̄
Kix(i+1)(t) + L̂iri(t) (5.4)

where K̂i,
ˆ̄Ki,

ˆ̄̄
Ki, and L̂i are the estimate of Ki, K̄i,

¯̄Ki, and Li respectively, generated by

the following adaptive laws

˙̂
Ki(t) =BT

irPeix
T
i sgn(Li), (5.5)

˙̄̂
Ki(t) =BT

irPei−1x
T
(i−1)sgn(Li),

˙̄̂
K̄i(t) =BT

irPei+1x
T
(i+1)sgn(Li),

L̂i(t) =−BT
irPeirisgn(Li),

where P = PT > 0 is a pre-defined positive definite matrix, ei = xi − xir ∈ R2 is model

reference tracking error of joint i.
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5.2 Stability Analysis

Subtracting and adding the desired control input, −Bir(−Kixi(t)−K̄ix(i−1)(t)− ¯̄Kix(i+1)(t)+

Liri) in (5.1), and considering Assumption 5.2, it yields

ẋi = Āirx(i−1) + Airxi + ¯̄Airx(i+1) +Biri (5.6)

+Bi(Kixi + K̄ix(i−1) + ¯̄Kix(i+1) − Liri + ui).

Substituting (5.4) into (5.6) and subtracting (5.3), the tracking error ei = xi − xir and

parameter errors K̃i = K̂i −Ki,
˜̄Ki = ˆ̄Ki − K̄i,

˜̄̄
Ki =

ˆ̄̄
Ki − ¯̄Ki, L̃i = L̂i − Li satisfy

ėi = Āirei−1 + Airei + ¯̄Airei+1 +Bi(− ˜̄Kix(i−1) − K̃ixi − ˜̄̄
Kix(i+1) + L̃iri), (5.7)

which can be written as

ė = Are− B K̃x+ B L̃r, (5.8)

where K̃ =



K̃1
˜̄̄
K1 0 . . . 0

˜̄K2 K̃2
˜̄̄
K2

. . .
...

0 ˜̄K3 K̃3
. . . 0

...
. . . . . . . . . 0

0 · · · 0 ˜̄Kn K̃n


n×2n

, B =



B1 0 . . . 0

0 B2 0
. . .

...

0 0 B3
. . . 0

...
. . . . . . . . . 0

0 · · · 0 0 Bn


2n×n

,

L̃ =



L̃1 0 . . . 0

0 L̃2 0
. . .

...

0 0 L̃3
. . . 0

...
. . . . . . . . . 0

0 · · · 0 0 L̃n


2n×2n

,

r = [rT1 , r
T
2 , · · · , rTn ]T, e = [eT1 , e

T
2 , · · · , eTn ]T, x = [xT1 , x

T
2 , · · · , xTn ]T ∈ R2n. The error dynam-
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ics becomes

ė = Are+ BrL
−1(−K̃x+ L̃r) where BrL

−1 = B. (5.9)

Consider the Lyapunov function candidate

V (K̃, L̃, e) = eTPe+ tr(K̃
T
K̃ + L̃

T
L̃), (5.10)

where P = PT = diag{P, · · · , P} ∈ R2n×2n > 0 satisfies the Lyapunov equation

P Ar + AT
r P = −Q (5.11)

for some Q = QT > 0. The matrix BT
r P behaves as an adaptive gain matrix, where P is

calculated by solving (5.11). Then, the time derivative of V in (5.10) is given by

V̇ = −eTQe− 2eTPBrL
−1K̃x+ 2eTP BrL

−1L̃r + 2tr(K̃
T ˙̃K + L̃

T ˙̃L). (5.12)

Noting that ˙̃K =
˙̂
K, ˙̃L =

˙̂
L, and

eTPBrL
−1K̃x =tr(xTK̃

T
BT
r Pe)sgn(L) = tr(K̃

T
BT
r PexT)sgn(L), (5.13)

eTPBrL
−1L̃r =tr(L̃

T
BT
r PerT)sgn(L).

substitution of the adaptive laws (5.5) into (5.12) yields

V̇ = −eTQe ≤ 0.

Thus, K̂(t), L̂(t) and e(t) are bounded and e(t)→ 0 as t→∞. Hence, we have proven the

following result:

Theorem 5.1. Consider the nominal state-space MRR dynamic model (5.1) and the

reference model (5.3). Under Assumptions 5.1-5.4, the MRAC scheme (5.4), (5.5) guar-

antees that all the closed loop signals and the parameter estimates are bounded, and the

reference tracking error e(t) converges to zero as t→∞.
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5.3 Summary

This chapter has presented a state space MRAC scheme for MRRs. As different from

existing procedures that push the MRRs to require model-free control designs, a decen-

tralized MRAC scheme has been designed, whose performance depends on the bound on

the dynamical terms is achievable and which does not require user intervention when the

robot is reconfigured arbitrarily.
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Chapter 6

Simulations

6.1 Description of Franka Emika Panda Robot

The configurations are considered for the simulations are demonstrated in Figs. 6.1 (a), (b)

and (c). The set of the available modules consists of a base module, five joint modules, and

link modules, and one end-effector. Detailed information regarding the Panda robot can

be found in [21]. The proposed control algorithms are developed in the ROS environment

via C++ and the parametric model to estimate the dynamic parameters is generated by

an algorithm built-in Python.

6.2 Simulation Results

In this section, a simulation analysis of the tracking performance of the Franka Panda arm

under varying loading conditions is presented. In the simulations, we test and evaluate

four controller structures, namely, PD, robust PD (RPD), MRAC, ASM, and their tracking
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Figure 6.1: The Franka Emika Panda robot configurations. a) Configuration 1, b) Config-

uration 2, and c) Configuration 3 actuated with (i) no load, (ii) 1.5 Kg load, and (iii) 3 Kg

load. 56



Figure 6.2: DH parameters for the Franka Emika Panda robot. d1 = 0.333m, d3 = 0.316m,

d5 = 0.384m, df = 0.107m, a4 = 0.0825m, a5 = −0.0825m, a7 = 0.088m [21].
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Figure 6.3: Pick a payload and place to the desired position in the joint space.

performances are compared for three robot configurations. The effect of a payload variation

on the tracking error of three configurations is also analyzed. To compare the performance

of the controllers, mean squared error (MSE) and percentage (%) improvement are defined

as follows:

MSE =

∑N
i=1 e

2
i

b
(6.1)

where N is the number of sampled points in the simulation, ei denotes i-th joint position

error, and

%improvement via adaptation =
MSEcontroller −MSEPD

MSEPD
× 100. (6.2)

In this set of simulations, three robot configurations are actuated with (i) no load, (ii)

1.5 Kg load, and (iii) 3 Kg load (see Fig. 6.3) and the following operating cycles are tested:
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Operation 1: The first operation is executed based on a pick and place task. The robot

joint values are set to accomplish the desired task such that it picks and places a payload

from one point to the other. For the first operation, the following joint positions are given

to the robot arm:

• To reach the first point A, the desired position is set to be qA = [1, 0.5, 0,−2, 0, 2.5, 0]T;

• To move the second position B, the desired joint positions are set to be qB =

[0, 0.2, 0,−1, 0, 1.2, 0]T at t = 6s;

• To reach the third position C, the desired joint positions are given to be

qC = [−1, 0.5, 0,−1.2, 0, 1.6, 0]T at t = 12s ;

• To complete the cycle and back to the first position, the desired joint positions are

firstly set to be qB at t = 18s, and the desired position is set again to be qA at t = 24s.

Operation 2: For the second operation, the following desired joint positions are selected

according to a pick and place task from position A to the other position C:

• The reach the first position A, the desired position is set to be qA = [1, 0.5, 0,−2, 0, 2.5, 0]T

at t=0s;

• To move the second joint positions C, the joint values are commented to be qC =

[−1, 0.5, 0,−1.2, 0, 1.6, 0]T at t = 8s;

• The desired position is adjusted to be qA to complete the second operation.

Operation 3: For the third operation, the following desired joint positions are selected

according to a pick and place task from position A to the other position B:
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• To move the robot from the initial position to the first position A, the desired joint

positions are chosen to be qA = [1, 0.5, 0,−2, 0, 2.5, 0]T;

• To place the robot to the central position B, the desired joint values are given to be

qB = [0, 0.2, 0,−1, 0, 1.2, 0]T at t = 8s;

• At t = 16s, the desired position is set again to qA to complete the cycle.

In this section, the simulation results are presented to demonstrate the effect of tra-

jectory/payload variations changes on the robot arm. First, the results of the controllers’

performances with payload variations are summarized in Tabs. 6.1-6.5 in terms of MSE.

Besides, for the first operation, the actual joint positions of the robot configurations with

different payload conditions are demonstrated in Figs. 6.4-6.12. For three robot configu-

rations with payload variations, to show the joint position performances of the proposed

control structures during the second operation, Figs. 6.13-6.21 are introduced. Further, to

demonstrate the actual positions of the joints during the third operation, Figs. 6.22-6.30

are introduced for three different robot configurations.

Configuration 1

Operation 1 : For the first operating condition, using configuration 1 shown in Figure 6.1

(a) with a load of 1.5 Kg, the maximum tracking error of the first joint increased by 32.29%,

39.02%, 15.29% and 4.77% for PD, Robust PD, MRAC, ASMC, respectively. After the

payload was attached, the maximum tracking error of the second joint rose by 49.4%,

26.11%, 6.9% for PD, RPD, and MRAC, respectively. Joint 3, 4, 5, 6 were also affected

and showing an increase in the maximum tracking error when the payload was attached.

Furthermore, the maximum position error of the first joint with a load of 3 Kg increased

by 90%, 98.7%, 20.82%, and 11.48% for PD, RPD, MRAC, ASMC, respectively. The max-
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imum tracking error for joint 2 increased by 49.4%, 45.4%, 23.29%, 8.19% when a load

of 3 Kg is attached. Joint 3, 4,5,6 were also affected and tracking error for the controller

increased by 27%,32%,33% in when the load was added.

Operation 2 : The controller gains were kept fixed to see the tracking position error when

the trajectory was changed under different loading conditions. The maximum tracking

error under 3 Kg load for first joint increased by 33%. The maximum tracking error for

first joint under the first operation is more than the second operation. When the load

is added, the maximum tracking error increased by 31.86% for the second joint. When

the load was attached for the second operation, joint 3 showed a 38.76% increase in the

maximum tracking error. Under the varying payload condition, the tracking error of the

second operation is less than the first operation for joint 3,4,5,6.
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Table 6.1: The results for the first configuration of Joint 1.

Operation 1 Joint 1 Operation 2 Joint 1

Controller/Payload MSE % MSE %

PD/no payload 0.96 - 0.886 -

PD/1.5 KG 1.27 - 1.18 -

PD/3 KG 1.824 - 1.71 -

Robust PD /no payload 0.82 14.58 0.84 5.19

Robust PD/ 1.5 KG 1.14 10.23 1.06 11.32

Robust PD/ 3 KG 1.63 10.63 1.48 13.4

MRAC/no payload 0.654 31.875 0.62 30.02

MRAC/ 1.5 KG 0.754 40.629 0.705 40.25

MRAC/ 3 KG 0.7902 56.677 0.75 56.14

ASMC/no payload 0.566 41.04 0.54 39.05

ASMC/1.5 KG 0.593 53.30 0.573 51.44

ASCM/3 KG 0.631 65.24 0.593 65.32

Configuration 2

Operation 1: For the first operation, using the configuration 2 shown in Figure 6.1 (b),

for the first operating condition, when a load of 1.5 Kg was added, the tracking error of

the first joint increased by 40.8%, 34.48%, 14.65% and 5.06% for PD, Robust PD, MRAC,

ASMC, respectively. The maximum tracking error for the second joint increased by 33.97%,

43.18%, 4.96% for PD, RPD, and MRAC respectively. When the load was attached, Joint

3, 4,5,6 were also affected and the maximum tracking error increased. Furthermore, the

maximum tracking error for the first joint increased by 91.40%, 92.7%, 7.927% and 4.912%

for PD, RPD, MRAC, ASMC, respectively when a load of 3 Kg was attached. The max-
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Table 6.2: The results for the first configuration of Joint 2 .

Operation 1 Joint 2 Operation 2 Joint 2

Controller/Payload MSE % MSE %

PD/no payload 0.89 - 0.8635 -

PD/1.5 KG 1.23 - 1.12 -

PD/3 KG 1.33 - 1.19 -

Robust PD /no payload 0.674 6.15 0.781 8.25

Robust PD/ 1.5 KG 0.85 22.83 0.831 25.803

Robust PD/ 3 KG 0.98 26.31 0.889 25.294

MRAC/no payload 0.601 25.16 0.583 32.48

MRAC/ 1.5 KG 0.643 41.23 0.625 44.19

MRAC/ 3 KG 0.741 48.34 0.647 45.63

ASMC/no payload 0.5174 41.86 0.57 33.98

ASMC/1.5 KG 0.57 44.51 0.603 46.160

ASCM/3 KG 0.66 50.69 0.631 46.974
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imum error of the second joint under a load of 3 Kg increased by 47.2%, 42.7%, 20.13% ,

5.15%. Joint 3, 4,5,6 were also affected when the same load was retained and their maxi-

mum tracking errors increased.

Operation 3: For the second operation under a load of 3 Kg, the maximum error of the first

joint is more than the tracking error during the third operation. The maximum position

error of the second joint increased by 37.4% increased when the load was attached. Under

the presence of the same load for the second joint, the maximum tracking error of the third

task is less than the first task. The maximum error of the second operation is less than

the first operation for joint 3,4,5,6.

Configuration 3

Operation 1: For the first operation, using the configuration 3 shown in Figure 6.1 (c)

under a load of 1.5 Kg, the maximum joint position error for joint 1 increased by 45.17%,

18.34%, 5.622% and 5.01% for PD, Robust PD, MRAC, ASMC, respectively. The maxi-

mum tracking error of the second joint increased by 33.97%, 43.18%, 4.96% for PD, RPD,

and MRAC respectively when the payload is added. Joint 3, 4,5,6 were also affected and

their maximum joint errors increased when the load were added. Furthermore, the maxi-

mum error of joint 1 under a load of 3 Kg increased by 90.68%, 25.43%, 13.62% and 8.908%

for PD, RPD, MRAC, ASMC, respectively. The maximum tracking error of the second

joint increased by 80.0%, 30.4%, 9.96% , 3.95%. The maximum tracking error of Joint 3,

4,5,6 were also affected and increased when the payload was attached.

Operation 3: For the third operation, the controller gains were kept the same to see

the effect of the trajectory change on the maximum error under different payloads. Under

3 Kg load, the maximum tracking error increased for the first joint. Hence, the maximum
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Table 6.3: The results for the second configuration of Joint 1.

Operation 1 Joint 1 Operation 3 Joint 1

Controller/Payload MSE % MSE %

PD/no payload 0.93 - 0.89 -

PD/1.5 KG 1.31 - 1.281 -

PD/3 KG 1.63 - 1.533 -

Robust PD /no payload 0.83 10.75 0.797 10.44

Robust PD/ 1.5 KG 1.11 15.26 1.07 16.47

Robust PD/ 3 KG 1.37 15.95 1.28 16.50

MRAC/no payload 0.621 33.22 0.617 30.67

MRAC/ 1.5 KG 0.712 45.64 0.709 44.65

MRAC/ 3 KG 0.732 55.09 0.7410 51.66

ASMC/no payload 0.572 38.49 0.546 38.65

ASMC/1.5 KG 0.601 54.12 0.579 54.8

ASCM/3 KG 0.6402 60.72 0.587 60.7
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Table 6.4: The results for the second configuration of Joint 2.

Operation 1 Joint 2 Operation 3 Joint 2

Controller/Payload MSE % MSE %

PD/no payload 0.942 - 0.89 -

PD/1.5 KG 1.462 - 1.15 -

PD/3 KG 1.803 - 1.313 -

Robust PD /no payload 0.859 8.81 0.865

Robust PD/ 1.5 KG 1.16 15.86 1.04

Robust PD/ 3 KG 1.57 12.9 1.51

MRAC/no payload 0.6421 31.80 0.631

MRAC/ 1.5 KG 0.674 53.89 0.654

MRAC/ 3 KG 0.693 60.5 0.663

ASMC/no payload 0.572 39.27 0.538

ASMC/1.5 KG 0.5831 56.7 0.569

ASCM/3 KG 0.6001 61.2 0.584
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tracking error for joint 1 under the third operation is more than the error for the second

operation.
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Table 6.5: The results for the third configuration of Joint 1.

Operation 2 Joint 1 Operation 3 Joint 1

Controller/Payload MSE % MSE %

PD/no payload 0.923 - 0.967 -

PD/1.5 KG 1.34 - 1.39 -

PD/3 KG 1.76 - 1.81 -

Robust PD /no payload 0.7103 23.04 0.733 24.27

Robust PD/ 1.5 KG 1.08 19.40 1.1653 16.54

Robust PD/ 3 KG 1.31 25.56 1.31 27.62

MRAC/no payload 0.6012 34.86 0.6130 36.60

MRAC/ 1.5 KG 0.635 52.61 0.6491 53.3

MRAC/ 3 KG 0.6831 61.18 0.7213 60.1

ASMC/no payload 0.5343 42.11 0.541 44.05

ASMC/1.5 KG 0.5611 58.12 0.5671 59.20

ASCM/3 KG 0.5919 61.2 0.6193 59.2
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Figure 6.4: Adaptive sliding mode controller’s performance of the first operation with (a)

no load, (b) 1.5 KG, and (c) 3 KG for Configuration 1.
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Figure 6.5: Adaptive model reference controller’s performance of the first operation with

(a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 1.
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Figure 6.6: Robust PD controller’s performance of the first operation with (a) no load, (b)

1.5 KG, and (c) 3 KG for Configuration 1.
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Figure 6.7: Adaptive sliding mode controller’s performance of the first operation with (a)

no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.

72



Figure 6.8: Adaptive model reference controller’s performance of the first operation with

(a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.9: Robust PD controller’s performance of the first operation with (a) no load, (b)

1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.10: Adaptive sliding mode controller’s performance of the first operation with (a)

no load, (b) 1.5 KG, and (c) 3 KG for Configuration 3.
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Figure 6.11: Adaptive model reference controller’s performance of the first operation with

(a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 3.
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Figure 6.12: Robust PD controller’s performance of the first operation with (a) no load,

(b) 1.5 KG, and (c) 3 KG for Configuration 3.
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Figure 6.13: Adaptive sliding mode controller’s performance of the second operation with

(a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 1.
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Figure 6.14: Adaptive model reference controller’s performance of the second operation

with (a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 1.
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Figure 6.15: Robust PD controller’s performance of the second operation with (a) no load,

(b) 1.5 KG, and (c) 3 KG for Configuration 1.
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Figure 6.16: Adaptive sliding mode controller’s performance of the second operation with

(a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.17: Adaptive model reference controller’s performance of the second operation

with (a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.18: Robust PD controller’s performance of the second operation with (a) no load,

(b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.19: Adaptive sliding mode controller’s performance of the second operation with

(a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.20: Adaptive model reference controller’s performance of the second operation

with (a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.21: Robust PD controller’s performance of the second operation with (a) no load,

(b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.22: Adaptive sliding mode controller’s performance of the second operation with

(a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.23: Adaptive model reference controller’s performance of the second operation

with (a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.24: Robust PD controller’s performance of the second operation with (a) no load,

(b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.25: Adaptive sliding mode controller’s performance of the second operation with

(a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.26: Adaptive model reference controller’s performance of the second operation

with (a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.27: Robust PD controller’s performance of the second operation with (a) no load,

(b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.28: Adaptive sliding mode controller’s performance of the second operation with

(a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.29: Adaptive model reference controller’s performance of the second operation

with (a) no load, (b) 1.5 KG, and (c) 3 KG for Configuration 2.
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The position errors of each joint during the operations under the payload variations

are demonstrated in Figs. 6.31-6.61. For the first operation, Figs. 6.31-6.40 demonstrate

the position errors of the joints for three robot configurations. The position errors of the

joints for the second operation with the payload variations are shown in Figs. 6.41-6.50.

For the last operation, the position errors of the joints with four different controllers are

shown Figs. 6.51-6.61.

The proposed control schemes are effective in tracking the desired trajectories. From

the results, it is concluded that the proposed ASMC and MRAC produce the best tracking

output and they outperform PD and RPD controllers. It is also deduced that ASMC and

MRAC can better handle the varying payloads compared with PID and RPD controllers.

Furthermore, the developed ASMC and MRAC outperform the PD and RPD without

increasing the control efforts. Furthermore, due to the varying payload, when the number

of d.o.f increases, gravity plays an important role in amplifying the disturbance effects.

Consequently, adaptive control structures are well implemented to perform a desired precise

positioning under any operation of the robot.
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Figure 6.30: Robust PD controller’s performance of the second operation with (a) no load,

(b) 1.5 KG, and (c) 3 KG for Configuration 2.
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Figure 6.31: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the first joint of Configuration 1.
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Figure 6.32: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the second joint of Configuration 1.
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Figure 6.33: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the fourth joint of Configuration 1.
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Figure 6.34: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the sixth joint of Configuration 1.
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Figure 6.35: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the first joint of Configuration 2.
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Figure 6.36: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the second joint of Configuration 2.
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Figure 6.37: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the fourth joint of Configuration 2.
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Figure 6.38: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the first joint of Configuration 3.
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Figure 6.39: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the second joint of Configuration 3.
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Figure 6.40: Position error of the first operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the fourth joint of Configuration 3.
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Figure 6.41: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the first joint of Configuration 1.
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Figure 6.42: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the second joint of Configuration 1.
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Figure 6.43: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the fourth joint of Configuration 1.
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Figure 6.44: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the sixth joint of Configuration 1.
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Figure 6.45: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the first joint of Configuration 2.
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Figure 6.46: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the second joint of Configuration 2.
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Figure 6.47: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the sixth joint of Configuration 2.
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Figure 6.48: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the first joint of Configuration 3.
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Figure 6.49: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the fourth joint of Configuration 3.
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Figure 6.50: Position error of the second operation with (a) no load, (b) 1.5 KG, and (c)

3 KG for the sixth joint of Configuration 3.
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Figure 6.51: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the first joint of Configuration 1.
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Figure 6.52: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the second joint of Configuration 1.
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Figure 6.53: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the fourth joint of Configuration 1.

119



Figure 6.54: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the sixth joint of Configuration 1.
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Figure 6.55: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the first joint of Configuration 2.
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Figure 6.56: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the second joint of Configuration 2.
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Figure 6.57: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the fourth joint of Configuration 2.
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Figure 6.58: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the sixth joint of Configuration 2.
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Figure 6.59: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the first joint of Configuration 3.
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Figure 6.60: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the second joint of Configuration 3.
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Figure 6.61: Position error of the third operation with (a) no load, (b) 1.5 KG, and (c) 3

KG for the fourth joint of Configuration 3.
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6.3 Summary

From results obtained from three different robot configurations, we can say that even

as small as a 1.5 Kg payload can significantly decrease the tracking performance of the

robot arm. Moreover, due to the varying payload, when the number of d.o.f increases,

gravity plays an important role in amplifying the disturbance effects. Besides, the proposed

adaptive control structures can better handle the parametric uncertainties and disturbances

compared with the PD and robust PD controllers. We also show that the adaptive control

frameworks introduced in Chapters 4 and 5 to accomplish the desired positioning under

different operating conditions.
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Chapter 7

Conclusion and Future Directions

7.1 Conclusion

The proposed control architecture provides a systematic approach for designing decentral-

ized adaptive controllers. This architecture allows the use of a two-layer control structure

for the MRR system whose modules can be reassembled to reconfigure the configuration.

The proposed two-layer architecture is effective to apply stable adaptive robust control

designs when the modules are changed to configure different morphologies, a payload is

added to the end-effector, and when the robot have uncertainties. A hierarchical adap-

tive control architecture has been proposed and the results show the applicability of the

architecture for MRRs.
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7.2 Future Directions

An extension of this research may include the utilization of the architecture proposed for

a decentralized adaptive robust control design to the adaptive impedance control designs.

Moreover, the difficulty of designing adaptive control schemes for possible redundancies and

self collisions may be examined for future investigation. The proposed control architecture

may be also applied for optimal adaptive control problems of MRR platforms.
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