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Abstract 

Natural organic matter (NOM) pollutants have complexified water treatment facilities and 

their direct methods for water disinfection. Furthermore, untreated NOM in water networks can 

lead to property damage in water plumbing and drainage systems, taste and odor challenges, color, 

bacterial growth in the water distribution systems, and formation of carcinogenic disinfection by-

products. Electrochemical treatments, through the production of oxidative species such as OH·, 

can mineralize organic pollutants. Additionally, electrochemical treatments are useful for the 

removal of various new age (growing prominent in the last 20 years) pollutants such as phenolic 

compounds, synthetic dyes, pesticides and drugs, surfactants, and industrial wastewater. In recent 

years, BDD electrodes have received considerable attention for nonselective NOM removal. 

Nonetheless, due to the difficulties of NOM characterization and lack of universal standards of 

measurements for NOM degradation, BDD electrodes have lagged behind for large scale 

applications. The adoption of an electrochemical technology as an effluent treatment must consider 

some aspects in order to make its implementation feasible, such as but not limited to performance 

of anode material and energy consumption. Therefore, a detailed study of NOM removal by BDD 

electrodes is necessary for long-term goals with BDD anode electrochemical treatment. 

Firstly, this study directly compares BDD electrode performance for NOM oxidation to 

widely documented mixed-metal oxide anodes (MMO, dimensionally stable anodes). Three 

treatment setups were tested in batch mode, recorded as (M1) BDD anode and BDD cathode, (M2) 

BDD anode and stainless-steel cathode, and (M3) MMO anode and stainless-steel cathode.  In an 

attempt to provide a complete discussion, several NOM characterization methods were utilized: 

total organic compound (TOC), chemical oxygen demand estimated by peCOD (COD), ultraviolet 

at the 254 nm wavelength (UV254), specific ultraviolet absorbance (SUVA), specific energy 
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consumption, and COD/TOC ratio. The performance was successfully gauged under several 

parameters such as initial pH, duration of electrolysis, and applied current density.  

Secondly, a 2nd order box-benkhen design (BBD) was employed to optimize and investigate the 

effects of process variables. The response surface methodology (RSM) optimized the following 

operating conditions: initial pH (6.5 – 8.5), electrolysis time (30 – 120 mins), and applied current 

density (10 – 30 mA cm-2). All the statistical analyses were performed by Stat-ease Design Expert 

8.0.7.1 statistical software package (Stat-Ease Inc., Minneapolis, USA). 

Although the MMO electrode had better performances at lower current densities of 10 mA 

cm-2 between the 0 to 30-minute range, the removal efficiencies concretely determined that BDD 

electrodes exhibited higher oxidation under a broader range of operating conditions such as higher 

current density, increased duration, and broader pH ranges. Additionally, BDD electrodes 

consumed energy efficiently and outperformed MMO electrodes at higher current densities and 

pH, reaffirming its low capacitance and electrochemical stability. Furthermore, peCOD/TOC 

ratios and SUVA values determined BDD electrodes are more effective at NOM breakdown. 

Derringer’s optimization techniques from the BBD configuration presented electrolysis time and 

applied current density to have a significant effect on the electrochemical process. Whereas initial 

pH was confirmed to have a minimal effect on NOM removal. Pareto analysis of variance 

suggested peCOD estimations were not indicative for NOM and, TOC along with SUVA, provided 

a stronger estimation. 3D contour plots identified different mechanisms dictated NOM removal 

based on electrode type and pollutant. M1 and M2 (BDD anodes) were largely unaffected by initial 

pH, whereas longer electrolysis duration and larger applied current densities drastically improved 

NOM removal. On the other hand, M3 (MMO anodes) reduced in performance, at higher pH, after 
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an electrolysis duration of 60 minutes, and reached maximum SUVA at low applied current 

density.  

In summary, the electrooxidation process shows promise for large scale applications to 

treat NOM wastewater with high removal efficiencies by monitoring electrochemical electrolysis 

duration and applied current density. However, the lack of a universal method of NOM 

characterization proposes difficulties for NOM monitoring. TOC, COD, and SUVA predicted 

different trends as NOM involves a complex matrix of aromatic compounds, molecular weights, 

and organic macromolecules. Therefore, research for a comprehensive NOM characterization 

method will propel the application of BDD anodic electrochemical oxidation. Additional studies 

to research BDD behavior under a more extensive range of operating conditions are required to 

maximize the removal of organics in water. 
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Chapter 1. Introduction 

 

Water, although abundant and vital to animal and plant life, is exposed to pollution as a 

product of human industrialization and urbanization [1]–[3]. The introduction of new chemical 

compounds has further intensified the adverse stressors aquatic ecosystems face, such as nutrient 

pollution, leaching of toxins into surface waters, and oxygen depletion. Furthermore, conventional 

and existing water treatment methods cannot fluidly adapt to treat new synthetic pollutants [4].  

Therefore, the advancement of existing treatment approaches and the development of novel, 

innovative treatments are paramount to protect the environment and delicate water cycles.   

Pollution by natural organic compounds has become more predominant in recent years. 

Although the effects of organic load on human health are relatively unknown, water utilities and 

treatment facilities face critical challenges from carbon-based compounds [5], [6]. Natural organic 

matter (NOM), when present in surface and groundwater supplies, has a significant influence on 

the selection, design, and operation of water treatment processes [7]. The presence of organic 

compounds, which include, but are not limited to, aromatics, proteins, polysaccharides, and humic 

substances, increase capital and ongoing costs [8][9]. Likewise, high concentrations of NOM from 

seasonal variability induce process control complications. Also, for water utilities, inadequate 

NOM removal leads to taste and odor challenges, the formation of carcinogenic disinfection by-

products (DBPs), and deterioration of natural pathogen inactivation capabilities[10]. Currently, 

traditional methods of NOM removal processes involve coagulation and flocculation, followed by 

sedimentation and filtration. On the other hand, novel albeit expensive options includes magnetic 

ion-exchange resin techniques, activated carbon filtration, and advanced oxidation processes 

(AOPs)[11]–[13].   
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However, conventional selective techniques are not able to altogether remove all toxic and 

refractory organic pollutants. As a result, electrochemical advanced oxidation processes (EAOPs) 

have cemented themselves as promising technologies for the destruction of complex waste 

streams. Electrochemical techniques (EC) are innovative, inexpensive, and effective in purifying 

industrial influent and effluent waters before discharge or recycling[14]–[18]. Coupled with little 

to no chemical requirements and classified as “green” technologies that provide sustainable 

advantages over traditional methods[19][20]. Lastly, EAOPs degrade organics through reactive 

hydroxyl radicals (OH·), formed at the anode surface via oxidation, which unselectively reacts 

with a wide range of recalcitrant organics as highlighted in equation 1.1 [21].  

Equation 1-1: Anodic surface reaction to form OH radicals 

𝐻2𝑂 →  𝑂𝐻−  + 𝐻+ +  𝑒−  

Various electrodes have been applied to EAOPs, wherein common materials include 

doped-SnO2, PbO2, and the relatively newer boron-doped diamond (BDD). Composite materials 

are often studied and introduced to strengthen useful semiconducting electrode materials. 

Diamond, as a magnetic isolating material, has the necessary characteristics to enable anodic 

oxidation in electrochemical water treatment[22]. Through Chemical Vapour Deposition (CVD), 

the development of thin synthetic diamond films can be deposited on suitable surfaces to 

strengthen overpotential and, thus, maximize radical hydroxyl production[23]. The continued 

evolution of CVD techniques has introduced ultra-thin boron-doped diamond electrodes on 

different substrates. Furthermore, BDD electrodes possess different electrochemical properties 

from traditional allotropic carbon electrodes[20]. Most importantly, it exhibits larger 

electrochemical potential windows in aqueous media, enhanced chemical and mechanical stability, 

higher overpotential for OH· production, and high corrosion resistance[24].  
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However, there is a limiting body of knowledge on the effectiveness of EAOP electrodes 

for NOM oxidation[21]. Since NOM encompasses a wide variety of chemical compounds, the 

understanding of specific mechanisms is instead inferred as opposed to studied in-depth. Several 

findings suggest BDD electrodes are competitive with traditional AOPs and dimensionally stable 

anodes (DSA) such as mixed-metal oxides (MMOs) and carbon-based anodes [19][25], [26]-[27]. 

Nonetheless, an extensive literature survey shows that research has not identified or optimized EC 

processes using BDD electrodes to treat NOM. To date, most studies on BDD electrodes on 

wastewater treatment processes have focused on traditional one-factor analysis without direct 

comparisons to DSAs[28]–[31].  

1.1. Research Objective 

The broad objective of this research was to ascertain the BDD electrode's ability for NOM 

degradation. Through comparison to MMO electrodes, the effects of electrode material on NOM 

devolution were studied. Conditional effects of initial pH, current density, and electrolysis time 

were studied by quantifying NOM through TOC, DOC, and UV254 absorbance. Lastly, a statistical 

model, Box-Behnken response surface design (BBD), was used to optimize and investigate the 

influence of key process variables on NOM removal.  

1.2. Thesis Organization 

This thesis is organized into five chapters, including a literature review.  

➢ Chapter 1: Introduction 

The introduction provides (1) an overview of the main objectives of the research question, 

and (2) a schematic outline of the thesis breakdown. 

➢ Chapter 2: Literature Review 
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The literature review contains a summary of (1) electrochemical processes and 

mechanisms, (2) diamond film electrodes, (3) natural organic matter characterization and 

treatments in water, and (4) statistical response surface methodology (RSM) for modeling complex 

systems. 

➢ Chapter 3: Removal of Natural Organic Matter in water through EC oxidation using 

BDD and MMO electrodes 

Chapter 3 highlights the research and findings of NOM removal from synthetic water 

experiments using BDD and MMO electrodes, studied by comparatively observing TOC, COD, 

and UV254 removal efficiencies.  

➢ Chapter 4: Process optimization using BBD statistical modelling 

Chapter 4 presents the research and findings of BBD statistical model fitting to investigate 

the effects of parameters such as initial pH, current density, electrode material, and electrolysis 

time (independent variables) on TOC, COD, and UV254 removal efficiencies. A general goal to 

optimize process conditions for large-scale applications. 

➢ Chapter 5: Conclusions and Recommendations 

The conclusion outlines general takeaways from this thesis as well as future research needs 

in the area of BDD enabled EAOPs. 

  



   

5 

 

 

Chapter 2. Literature Review 

2.1. NOM characterization  

NOM refers to complex organics present in natural and synthetic waters. Although 

predominant in most source waters, large concentrations harm aspects of water treatment. 

Processes such as coagulation, flocculation, and adsorption, incur reduced effectiveness under 

variable NOM qualities. Furthermore, untreated NOM leads to taste and odor challenges, 

biological growth in the effluent, and possible formations of hazardous disinfection by-products 

[20], [32] [33].  

Studies have introduced NOM reduction through various means; however, quantifying all 

aspects of NOM is nearly impossible. Therefore, surrogate measures are often utilized, such as 

dissolved organic carbon (DOC), DBP production, and total organic carbon (TOC) [34]–[38].  

NOM is divided into humic and nonhumic substances, where the former is hydrophobic. The latter 

is less hydrophobic, comprised of hydrophilic acids, proteins, amino acids, and carbohydrates [33], 

[39]. Chemically, humic substances provide more challenges to water treatment facilities and 

require extensive monitoring. Nonetheless, the undefined makeup of humic substances has halted 

any direct analytical techniques. Consequently, surrogate measures of organic carbon content 

characterize humic substances (DOC and COD), and the ability to absorb UV light (at 254 

wavelengths), or potential to generate DBPs. Characterization of NOM plays a significant role in 

treatment selection; firstly: higher carboxylic acid concentrations are more challenging to 

coagulate chemically [33]. Secondly, molecules of lower charge densities are more natural to 

adsorb onto activated carbon. Although humic fractions of NOM reduce the effectiveness of water 

treatments, nonhumic substances lead to DBP formation and a more significant proportion of 
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biodegradable organic growth. Therefore, treatment systems which can regularly degrade various 

NOM qualities, without system overhauls are paramount for future water treatment facilities [33], 

[40].  

2.1.1. Methods of Characterisation  

The main methods of representation are total organic carbon (TOC), dissolved organic 

carbon (DOC), adsorption of UV-light (UV254), and chemical oxygen demand (COD)[41]. 

Furthermore, visual indicators such as a yellow hue in water samples can indicate their presence. 

However, these analyses provide limited information on the character of NOM and only estimate 

the amount[41], [42][43]. 

2.1.1.1.  Ultraviolet and visible (UV-Vis) 

UV-Vis spectroscopy measures the reflection beam from a sample surface. The 

concentration of an analyte measured by absorbance at defined wavelengths through Beer-Lambert 

Law. Through experimentation, wavelengths ranging from 220 – 280 nm are concluded to be 

NOM predictors. Specifically, absorbance at 220 nm denotes carboxylic and aromatic 

chromophores, whereas 254 nm identifies aromatic groups with multiple degrees of activation 

(closer as a potential surrogate measure for DOC)[41], [44].  

Ratios between wavelengths such as UV254 / UV204, UV254 / UV436, or UV254 / UV203 can 

provide additional insight on NOM characterization. For example, UV254 / UV203 correlates with 

the formation of DBPs. Nonetheless, absorbance loses accuracy under the presence of nitrates and 

sulfates[44].  

2.1.1.2. Total organic carbon (TOC) / dissolved organic carbon (DOC) 

Total organic carbon is the amount of particulate, including dissolved organic carbon, in a sample. 

DOC is defined as the organic matter in a sample after filtration through a 0.45 μm filter. TOC and 
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DOC are the most convenient and accepted measures of overall NOM content. Additionally, an 

oxidizing agent can be added to a solution (and consequently measured) to express the 

concentration of carbon present through COD [41], [45].  

2.1.1.3. Specific UV-absorbance (SUVA) 

SUVA is UV absorbance of a sample at 254 nm divided by the DOC concentration. In 

addition to content, the ratio describes the hydrophobicity and hydrophilicity of NOM. SUVA 

greater than 4 indicates mainly hydrophobic material (humic), whereas SUVA values less than 3 

suggest hydrophilic material (nonhumic)[46]. Several studies have confirmed a concrete 

correlation between NOM quality and SUVA metrics. Additionally, SUVA can predict aromatic 

carbon in NOM and the potential for DBP production[41]. 

2.1.1.4. Fluorescence 

Fluorescence involves measuring the emitted radiation of excited analyte molecules by 

irradiation. Compared to UV-Vis, fluorescence provides better sensitivity and selectively. 

Furthermore, it shows potential as a monitoring technique[41].  

2.1.1.5. Fractionation 

Generally unique and classified by physical and chemical properties, NOM is often isolated 

into separate groups of molecules with similar properties. Previously applied methods of 

fractionation include precipitation, solvent extraction, and adsorption chromatography[47].  

2.1.1.6. Resin and Membrane fractionation 

A standard method of isolating fulvic and humic acids, adopted by the International Humic 

Substances Society (IHSS), uses commercially available synthetic resin to distinguish adsorption 

between hydrophobic and hydrophilic NOM. XAD-4 and XAD-8 resin, predominately used in 
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fractionation, favor the isolation of hydrophobic and aromatic NOM. On the other hand, 

hydrophilic fraction does not adsorb onto the resin[41], [48].  

Mechanical isolation of NOM is preferably performed through membrane filtration with a 

0.45 µm paper filter. RO filters are used as an alternative, as well. NOM, especially aquatic humus, 

is a mixture of organic matter with different sized molecules, which could be bracketed by different 

sized filters. Although relatively simple to perform, results are affected by flow restriction, in 

which deposition of macromolecules results in gel layers forming deterring resistance to flow[41].  

2.1.1.7. DBP formation  

General reaction for DBP formations is summarized by, 

𝑃𝑟𝑒𝑐𝑢𝑟𝑠𝑜𝑟 + 𝐷𝑖𝑠𝑖𝑛𝑓𝑒𝑐𝑡𝑎𝑛𝑡 → 𝐷𝐵𝑃𝑠 

DBPs are formed by organic (NOM) or inorganic (bromide) precursors formed by chemical 

disinfectants (chlorine, ozone) [49].  

2.1.1.8. Chlorination 

NOM reacted with halogen born products to produce DBP, such as chloroform. Whereas 

some are oxidation-by products. In 1985, a simplified conceptual model was introduced for halide 

formation. DBP formation begins with a β-diketone moiety (R’ – CO – CH2 – CO – R) with a 

chlorine substitution on the middle carbon. Followed by rapid hydrolysis, provided if the 

remaining “R” chain is a hydroxyl group, the reaction promptly completes. Otherwise, the 

structure is further oxidized to form DBPs such as chloroform or trichloroacetic acid. The 

conceptual model is transferable to any halogen, including bromine. Bromine ions are easily 

oxidized, which, in turn, reacts with NOM to form Bromo- and Bromochloro- DBPs. Brominated 

DBPs pose a higher health risk than chlorinated forms [50].  
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2.1.2. Conventional NOM Removal and Water Treatment 

In the present treatment, NOM removal is categorized into separation and transformation 

processes. Separation processes remove NOM intact, without any modifications to the chemical 

and physical properties. On the other hand, transformation processes modify NOM properties [51].  

2.1.2.1. Coagulation 

Historically, most water treatment plants apply some form of coagulation for NOM 

treatment in North America schematically similar to figure 2-1 [52]. Coagulants tend to isolate 

higher molecular weight NOM more effectively, as well as nonpolar NOM. Recently, with the 

discovery of DBPs, coagulation has been linked to reducing precursors that form DBP. In addition 

to initial TOC and NOM characterization, coagulation efficiency is affected by coagulant dose and 

pH. The most significant and cheapest NOM removal utilized ferric salts and alum as coagulants, 

respectively[51]–[53].  

 

Figure 2-1: Coagulation treatment schematic adapted from NOM Removal technologies [51] 

Primarily carried out with the addition of alum, NOM coagulation mechanisms are (1) 

complexation of NOM with metal coagulants, (2) precipitation of metal-NOM solid phases, (3) 

complexation of NOM with dissolved coagulant species, (3) adsorption of complexed materials 

onto metal (hydroxyl) solids, and (4) direct adsorption of NOM onto precipitated solid surfaces.  
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Sub-optimal coagulation conditions (pH and dosage) represent operational challenges. Firstly, 

process efficiencies are reduced from high residual metal content as well as reduce quality levels. 

Secondly, variable NOM conditions could result in inadequate coagulant dosages, which leads to 

shorter equipment life, increased maintenance costs, reduced base consumption, increased sludge 

production, and increased backwater consumption [51].  

2.1.2.2. Membrane (nano) filtration 

While 1982 introduced membrane filtration as a method of humic substance removal, the 

first full-scale plants were put into operation immediately by 1990 with a process design outlined 

in figure 2-2. Typical pore sizes of membranes range from 1 – 5 nm, operated at a pressure of 4 – 

8 bar [54].  

 

Figure 2-2: Membrane nano-filtration flow scheme adapted from NOM removal technologies [51] 

Raw water initially passes through pre-treatment to remove large colloidal particles. 

Afterward, sieve openings guide flow under increased operating pressure to a circulation pump. 

Cross-flow filtration through the membrane produced two effluent streams: (1) permeate and (2) 

concentrate. In addition to NOM, calcium and bicarbonate concentrations are also reduced by 15 

– 30%. Nanofiltration processes are great performers when NOM content is high, and turbidity is 

low.  

Nonetheless, membranes are subjected to fouling and require cleaning procedures: (1) a 

frequent daily cleaning and (2) central cleaning performed twice a year. The capacity loss caused 
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by fouling can reduce by controlling a particle size range of about 0.1 – 3 µm. NOM removal can 

reach 70% with specialized membranes[53]–[55].  

Alternative filter configuration includes two-media anthracite/sand filters. Coarser grains provide 

increased filter depth and work amicably for more substantial NOM qualities[55].  

2.1.2.3. Ozonation and Biofiltration  

Ozone, as an unstable gas, comprised of three oxygen radicals, is highly reactive. In 

addition to effectiveness against bacteria and viruses,  its oxidizing properties can reduce NOM 

and eliminate taste and odor problems[54]. 

Ozonation results in products that are more biodegradable than humic substances that were 

not complexed in addition to NOM removal. Therefore, biofiltration is often paired up with 

ozonation to remove organic ozonation by-products, as identified in figure 2-3 [54], [56], [57].  

 

Figure 2-3: Biofiltration with Ozone tank flow scheme adapted from [51] 

Plants in Norway incorporate activated carbon filters after the ozonation of NOM waters. 

Furthermore, granular activated carbon filters achieve a higher life due to the biological 

regeneration provided by ozonation. Biofilters can also consist of packed bed plastic carriers, sand 

filters for biomass separation, combined filter medium (anthracite, sand, and calcium carbonate). 
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Nevertheless, TOC removal remains relatively low at around 20 – 30 % even though color removal 

is high at 70 – 80 %[54].  

2.1.2.4. Electrochemical advanced oxidation processes (EAOPs) 

EAOPs emerged as promising technologies for NOM and complex waste stream treatment. 

Hydroxyl radicals are formed through the oxidation of water on the anode surface through[21], 

𝐻2𝑂 → ∙ 𝑂𝐻 + 𝐻+ + 𝑒− 

The most common facilitating anodes include SnO2, PbO2, and BDD. Ideally, high 

overpotential is necessary to induce O2 production over secondary reactions. Additionally, since 

water is not oxidized on EAOPs until 2 V SHE, there is a large potential window for direct electron 

transfer (DET). DET reactions further oxidize organics through a surface reaction[58]–[60],  

𝑅 → (𝑅·)+ +  𝑒− 

DET reaction pathways are a critical rate-limiting step for the oxidation of organic 

compounds resistant to hydroxyls. As a result, multiple studies have highlighted EAOPs are 

effective at mineralizing: phenolic compounds, perfluorinated organics, chlorinated organics, 

DBPs, landfill leachates, pharmaceuticals, endocrine disruptors, human waste, and industrial waste 

streams [21], [61].  

2.1.2.5. AOPs 

Traditional AOPs produce hydroxyl radicals through the Fenton process. UV light or ozone 

facilitates the activation of H2O2 for effective water treatment. Naturally, AOPs subject high 

capital and operating costs; however, they are frequently studied as an alternative to conventional 

treatment technologies. AOPs can tackle organics resistant to conventional treatments such as 

coagulation.  



   

13 

 

EAOPs have several advantages over AOPs such as (1) chemical-free disinfection, (2) DET 

reactions can act as secondary mineralization mechanisms, (3) energy recovery potential by 

capturing hydrogen gas from cathodic reactions, and cheaper operation[21]. 

2.2. Application of diamond electrodes on electrochemical advanced oxidation processes 

(EAOPs) 

Electrochemical film studies to gauge the performance and effects of diamond thin films 

have flourished since the mid-1980s [64], [65]. Although initial studies were devoted to driving 

technologies for diamond film fabrication, recent papers searched to understand better the 

relationship between the semiconductor and structural properties of diamonds[66][67].  

Diamond electrodes are grown by energy-assisted (plasma) Chemical Vapour Deposition 

(CVD) on various substrates such as silicon, titanium, niobium, and carbon. Substrate selection 

plays a crucial role in diamond film electrode performance due to material drawbacks. Silicon 

substrates are brittle, whereas niobium and titanium are too expensive. Lastly, the stability of 

diamond layers on carbon substrates is volatile because internal cracks on the carbon surface cause 

diamond film detachment during long-term electrolysis[38], [68].  

Boron atoms, depending on the concentration, allows diamond films to conduct. For 

moderate doping, 108 boron atoms per cm3, the electrode behaves as a semiconductor. Notably, 

BDD electrodes exhibit several fundamental properties that provide advantages over DSA (MMO) 

electrodes[69]–[71].  

BDD electrodes provide a higher potential window in aqueous electrolytes. In high-quality 

diamond films, hydrogen evolution commences at -1.25 V and oxygen evolution at +2.3 V[72]. 

BDD electrodes are less susceptible to corrosion in aggressive media. Diamond morphology is 

stable in long-term cycling from hydrogen to oxygen evolution in acidic media. BDD electrodes 
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have an inert surface with low adsorption properties. Therefore, a strong tendency to resist 

deactivation [73]–[76].  

2.3. Boron-doped Diamond Anodic Water treatment  

Electrochemistry, although an alternative to traditional methods of treating wastewater, is 

dependent on many factors, particularly the nature of electrode material. Several electrodes tested 

for water treatment fell victim to surface fouling (carbon), low selective oxidation (Iridium), and 

limited service life (tin)[77][78]. Whereas BDD, coupled with its high anodic stability and fuller 

potential window, is proven to be an excellent material for organic oxidation in water treatment. 

BDD electrodes perform organic oxidation under two mechanisms (1) direct electron transfer 

under low applied potential, and (2) indirect oxidation through hydroxyl radicals above a potential 

region of oxygen evolution[79]. Under direct electron transfer, BDD electrodes have active sites 

for adsorption and thus reduce the electrocatalytic activity of aliphatic alcohols, carboxylic acids, 

and secondary oxidations. Studies have demonstrated, at a potential above 2.3 V, current densities 

increase with carboxylic acid concentrations, which suggests the presence of oxygen evolution (an 

indirect mechanism) above 2.3 V[18][80]. 

Through experimentation, a mechanism of organic oxidation is through the following 

mechanism, where organic oxidation and oxygen evolution co-occurs [81][81]: 

𝐵𝐷𝐷 +  𝐻2𝑂 → 𝐵𝐷𝐷(𝑂𝐻 ·) + 𝐻+ + 𝑒− 

𝐵𝐷𝐷(𝑂𝐻 ·) +  𝑅 → 𝐵𝐷𝐷 + 𝑚𝐶𝑂2 + 𝑛𝐻2𝑂 

Organic evolution occurs in competition with side reaction of hydroxyl radical to discharge 

O2, 

𝐵𝐷𝐷(𝑂𝐻 ·) → 𝐵𝐷𝐷 +
1

2
𝑂2 + 𝐻+ + 𝑒− 
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Experiments have confirmed the secondary mechanisms do not participate in the anode 

surface, where the formation of hydroxyl radicals occur. Summaries of previous papers have 

highlighted, BDD electrodes promote large mineralization percentages of organic pollutants with 

electrogenerated OH radicals, as observed in table 2-1.  

Table 2-1: Pollutant oxidation by electrochemical oxidation; BDD anode and DSA cathode 

Pollutant Experimental Conditions Average 

Efficiency 

Ref. 

Carboxylic Acids i = 30 mA cm−2; T = 30 °C; 1 M H2SO4 Efficiency: 

70–90% 

[79], [80], [82] 

Polyacrylates i = 1–30 mA cm−2; 1 M HClO4 Efficiency: 

100% 

[82] 

Industrial wastewaters i = 7–36 mA cm−2; initial COD 1500–8000 mg/l Efficiency: 

85–100% 

[83] 

Carwash wastewater i = 15–60 mA cm−2 Efficiency: 

40% 

[66], [84], [85] 

Wastewater from automotive 

industry 

i = 30–50 mA cm−2; initial COD 2500 mg/l Efficiency: 

>90%  

[86] 

 

BDD anodic behavior observed mineralization was inflated with higher applied currents 

and hindered by initial concentrations. Notably, at high organic concentrations, COD decreases 

linearly, indicating a kinetically controlled process. Whereas at low organic concentrations, COD 

decreases exponentially, suggesting a mass-transport driven reaction [18][87], [88].  

COD trends and current efficiency for electrochemical combustion are predicted with astute 

precision, based on a kinetic model: 

Equation 2-1 limiting current efficiency formula for kinetic based COD removal  

𝑖𝑙𝑖𝑚 = 4𝐹k𝑚𝐶𝑂𝐷 
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Where ilim is the limiting current density, 4 is the number of electrons exchanged for oxygen 

evolution, F is faraday’s constant, km is the average mass transport coefficient, and COD is the 

chemical oxygen demand.  

Likewise, diamond electrodes have been entertained as efficient electrochemical processes 

for water disinfection for household/domestic water treatment. High overpotential for water 

electrolysis allows reliable disinfection, without any added chemicals [89]–[91].  

2.3.1. Electrocoagulation 

Electrocoagulation, commonly associated with electrooxidation, institutes generation of 

coagulants in-situ by dissolving aluminum and iron ions from respective electrodes. Additionally, 

hydrogen gas is produced at the cathode along with metal ions at the anode, which can help 

propagate particulates out of waters through flocculation[92]. Although aluminum and iron anodes 

are predominately used, titanium and tin electrodes have shown feasibility to product metal 

coagulants. 

The chemical anodic reactions are: 

𝑀 → 𝑀𝑛+ + 𝑛𝑒− 

At alkaline conditions,  

𝑀𝑛+ + 𝑛𝑂𝐻− → M(OH)3 

At acidic conditions,  

𝑀𝑛+ + 𝑛𝐻2𝑂 → M(OH)3 + 𝑛𝐻+ 

In parallel, oxygen evolution occurs at the cathode,  

2𝐻2𝑂 + 2𝑒− → 𝐻2 +  2𝑂𝐻− 

Hydrolyzed metal ions can form large chains of M – O – M – OH to chemically adsorb 

electronegative and organic pollutants such as F- and carboxylic acids [92], [93]. Compared to 
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conventional techniques, electrocoagulation predicts high particulate removal efficiency, low cost, 

and complete automation[18][92].  

Current density directly determines the production of metal ions from the respective 

electrodes. Larger currents often require smaller coagulation units. However, excess current leads 

to wasted electrical energy in the form of heating. As a result, large current densities result in 

decreases in current efficiency. Also, initial pH, temperature, as well as flowrate, dictate current 

efficiency. In terms of current efficiency, aluminum electrodes reach 120% efficiency attributed 

to pitting and corrosion effects, in the presence of halogens. Quality of coagulation treatment 

depends on ions produced as a product of current and time[18][94].  

Additionally, the conductivity of water treated increases with the presence of salts and 

anions. Chloride ions mainly increase coagulation propagation through the reduction of other 

secondary anion production, such as sulfates and carbonates. Since sulfates and carbonates lead to 

precipitations of calcium and magnesium ions, which form insulating layers on the electrode 

surfaces, protruding the production of active coagulants. Thus, the addition of salts such as NaCl 

or organics that generate chlorine increased water disinfection through coagulation. When chlorine 

ions are present, additional reactions take place, exacerbating pollutant removal[95]–[97]:  

2𝐶𝑙− → 𝐶𝑙2 +  2𝑒− 

𝐶𝑙2 +  𝐻2𝑂 →  𝐶𝑙− + 𝐻+ + 𝐻𝑂𝐶𝑙 

Furthermore, unlike electrooxidation, which harbors a steady current efficiency over 

broader pH ranges, electrolyte pH affects the solubility of metal hydroxides and thus profoundly 

affects electrocoagulation efficiencies. Treatment performances of aluminum, iron, and titanium 

coagulant electrode systems concluded the best pollutant removal at neutral pH[18][95].   
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2.3.2. Electroflotation  

Electroflotation (EF) floats pollutant to the surface using tiny hydrogen and oxygen bubbles 

generated through electrolysis [98], [99]. Therefore, staple reactions are hydrogen evolution and 

oxygen evolution at the cathode and anode, respectively. Despite sharing similar electrochemical 

reactions with EC and EAOPs, Pollutant removal through EF is significantly dependant on the size 

of bubbles formed as opposed to applied potential and current density. Nevertheless, it currently 

plays a minimal role in particle sizes. A general decrease in gas bubble sizes propagated with 

increasing current density. Furthermore, bubble size deviates under non-neutral pH; wherein size 

increases with pH[100].  

Although mineral recovery is the primary use of EF, water, and wastewater treatments can 

utilize EF for separations of oil and low-density suspended solids[98].  

2.3.3. Electrooxidation (EO) 

Indirect EO uses chlorine and hypochlorite generated anodically to degrade pollutants in 

the electrolytic solution. Although many inorganic and organic pollutants are unselectively 

reducing, larger molecular sizes are more natural to reduce. However, the formation of chlorinated 

organic intermediates and final gases hinders more extensive applications of EO. Furthermore, 

pollutants are significantly reduced by electrochemically generated hydrogen peroxide in addition 

to hydroxyls and chlorides[18], [93], [101]–[103].  

Another advancement of EO includes adding mediators, or metal ions, from oxidized anode 

surfaces to increase the reactivity of the electrolyte. Typical mediators include silver, titanium, 

iron, carbon, and nickel. Mediated ions operate efficiently under acidic conditions [18][104]–

[106].  



   

19 

 

On the other hand, direct EO of pollutants occurs at the anode surfaces. Physically adsorbed 

oxygens (absorbed hydroxyl radicals) causes complete combustion of organic compounds 

(R)[107]: 

𝑅 + 𝑀𝑂𝑥(𝑂𝐻 ∗)𝑧 →  𝐶𝑂2 + 𝑧𝐻+ + 𝑧𝑒− +  𝑀𝑂𝑥 

𝑅 + 𝑀𝑂𝑥+1 →  𝑅𝑂 +  𝑀𝑂𝑥 

Generally, hydroxyls are more useful for pollutant oxidation than MOx+1. In summary, 

direct oxygen evolution coincides with indirect EO, and high overpotential is required to produce 

O2 evolution at the anodes.  Anodic surface oxidation, synonymous with direct EO, requires fewer 

chemicals to wastewaters with minimal tendencies to produce secondary pollution. Specifically, 

these comparative advantages to EC, EF, and indirect EO make anodic oxidation more fruitful for 

application. However, anode films such as platinum, iron, titanium, and diamond provide both 

activity and stability[18], [108].  

The formation of oxygen dictates the performance of specific anodes in EO. Table 2-2 

summarizes extensively investigated anode materials and their overpotential tendencies.  

Table 2-2: Anodes used for electrochemical oxidation and their respective overpotentials 

Anode Overpotential (V) Ref. 

Pt 1.3 [86] 

Pt 1.6 [109] 

IrO2 1.6 [110] 

Graphite 1.7 [109] 

PbO2 1.9 [111] 

SnO2 1.9 [112] 

Pb–Sn (93:7) 2.5 [113] 

Ebonex® (titanium oxides) 2.2 [114][115] 

Si/BDD 2.3 [116] 
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Ti/BDD 2.7 [117] 

 

BDD films on silicon and titanium surfaces encompass the highest overpotential and, thus, 

high current efficiencies with minimal side reactions.  

2.3.3.1. BDD electrodes in EO 

Diamond exhibits high strength, hardness, resistance to thermal shock, and infrared 

transmissivity. Stabilized by cubic lattice sp3-hybridized arranged carbon atoms, the structure is 

fundamentally resistant to anodic wear. As a result, diamond includes important properties to EO, 

such as high thermal conductivity, wide bandgap, high electron, high hardness, and chemical 

inertness [18], [118].  

Additionally, doping boron significantly improved the conductivity of diamond. Boron powder 

or Boron gas is introduced in the doping gas stream and deposited along with diamonds on the 

substrates through CVD. O2 evolution for Si/BDD electrodes is 2.3 V, 0.4 V higher than isolated 

tin, and lead electrodes. Furthermore, BDD film provided the most anodic activity for degradation 

of organic, and priority pollutants such as ammonia, cyanide, phenol, dyes, surfactants, and landfill 

leachate [18], [31], [119]–[121].  

2.4. Electrode types 

EAOP electrodes are inactive electrodes, which during the electrochemical reactions, do not 

change oxidation states,  

𝑀𝑛( ) +  𝐻2𝑂 →  𝑀𝑛(𝑂𝐻 ·) + 𝐻+ + 𝑒−  

Where Mn( ) denotes electrode surface sites in an oxidation state n, Mn (·OH) indicates a 

hydroxyl radical physically adsorbed on the surface site[21], [107].  

Additionally, oxygen evolution on inactive electrodes occurs between H2O and Mn (OH·) to form 

O2, 



   

21 

 

𝑀𝑛(𝑂𝐻 ·) +  𝐻2𝑂 →  𝑀𝑛( )  + 3𝐻+ + 3𝑒− + 𝑂2  

Although the exact mechanism of the oxygen reaction is unknown, BDD electrodes 

speculate H2O2 production. In contrast, active electrodes cycle oxidation states of substrate sites. 

Mn (OH·) is further oxidized to higher Mn+1 

𝑀𝑛(𝑂𝐻 ·) →  𝑀𝑛+1(𝑂) + 𝐻+ + 𝑒−  

On active anodes, the formation of OH is lower than on inactive, and thus a majority of the 

substrate oxidation occurs though oxygen transfer reactions[21], 

𝑀𝑛+1(𝑂) + 𝑅 →  𝑀𝑛( ) + 𝑅𝑂  

2.4.1. Doped SnO2 electrode 

In order to function as an effective EAOP electrode, tin must be doped to increase the 

conductivity. Even though deemed toxic by the EPA, antimony is the most common doping 

element for tin oxides. Therefore, alternative dopants such as Ar, B, Bi, F, P increase electrode 

effectiveness for water treatment procedures[21]. Mechanisms of deactivation include (1) 

formation of nonconductive Sn hydroxide layers on the outer anode surface and (2) passivation of 

the Ti substrate. Tin oxide electrodes may influence DET reactions, but further research is 

required[21], [63]. 

2.4.2. PbO2 electrode 

Lead electrodes confirm the facilitation of hydroxyl radical production on anodic surfaces; 

however, the mechanism is not fully understood. Studies have insinuated OH formation occurs on 

a Pb oxide gel layer that forms on the outside anodic surface. An equilibrium zone is 

postulated[68], [122],  

𝑃𝑏𝑂2 + 𝐻2𝑂 ↔  𝑃𝑏𝑂(𝑂𝐻)2   

Subsequent reactions with water neutralize the lead active site charges into:  
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𝑃𝑏(𝑂𝐻+)(∙ 𝑂𝐻) + 𝐻2𝑂 ↔  𝑃𝑏𝑂(𝑂𝐻)2[∙ 𝑂𝐻]  + 𝐻+  

Although weakly adsorbed OH is available in equilibrium gel layers, studies have 

confirmed similar efficiencies to BDD electrodes. Additionally, dopants increase crystal grain 

sizes, which in turn, increase surface area for lead electrodes. However, slow leaching of lead ions 

leads to a limited appeal of usage in water treatment applications. Furthermore, EPA standards are 

applied to lead electrodes for toxicity[21], [122]–[126]. 

2.4.3. BDD electrodes  

Most promising and recently studied electrode for EAOPs, BDD electrodes are produced 

relatively inexpensively through CVD. Boron, the most common dopant, substitutes for the carbon 

atoms to give p-type semiconductor properties[21], [70].  

At low doping levels (~1012 atoms), the diamond incurs semiconductor properties with a 

hole hopping mechanism. At higher doping levels (~1020 atoms), the diamond follows semi-

metallic conductivity. Likewise, the electrochemical performance of redox species differs as a 

function of crystal size and synthesis method. Smaller sizes indicate larger grain boundary 

proportions, which may lead to higher corrosion rates of edge sites.  

BDD electrodes are renowned for extreme stability due to the sp3 hybridization. 

Nonetheless, BDD films are prone to failure when exposed to high current densities and regular 

wear and tear. Different substrates are introduced for BDD films, including Ta, Nb, W, and Zr. 

However, the most common substrate Si is non-ideal for industrial applications due to its frailty. 

Multiple methods are studied to improve adhesion on Si substrates, such as: roughening the 

substrate through bead blasting. Increasing the stability of BDD/Ti electrodes is primarily the focus 

for BDD synthesis, as Ti is more desirable due to its conductive and robustness advantages over 

Si films[21]. 
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Research confirms boron dopants aggregate at grain boundaries, crystal edges, and other 

defects. Therefore, more dislocation sites could increase the performance of BDD electrodes as 

the electrochemical activity is concentrated at BDD dislocation sites. Furthermore, 

electrochemical surface area was strongly correlated with boron-doping levels[21], [70], [79], 

[109], [127]–[129].  

Figure 2-4 highlights the charge transfer mechanism on BDD electrode sites. 

 

Figure 2-4: BDD electrooxidation mechanism for site-based electron transfer [21] 

Oxygenated functional groups are further oxidized to carbon radicals and deprotonated 

hydroxyl radical sites. Functional groups on the BDD surface have a substantial effect on the 

charge transfer, which facilitates reaction mechanisms such as hydrophobic, dipole, and catalytic 

interactions[21][70]. Although relatively unknown, the mechanism of OH· production links to the 

functional groups present at the electrode surface. Studies indicate that over-potential for water 

oxidation decreases upon oxidation of the BDD surface. Therefore, results indicate that functional 

groups on the anode surface can be investigated in more detail, as the BDD surface was considered 

inert previously[21].  
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2.4.3.1. Oxidation Pathways 

EAOP electrodes exhibit different reaction pathways depending on the compounds in 

question. Select chemical classes are reviewed, primarily focused on relevant compounds with 

different molecular properties such as phenols, aliphatic acids, and perfluorinated organic 

compounds. Phenols are the most common in waste streams, with varying hydrophobicity and 

acidity due to the substituents, and oxidizing ability by both DET and OH oxidation pathways. 

Aliphatic acids exhibit hydrophilic properties and are standard products of both AOP and EAOP, 

due to low reactivity with ODs. PFCs are hydrophobic and completely non-reactive with OHs[21].  

2.4.3.1.1. Phenols 

Commonly found in industrial waste streams of oil refineries, dyes, textiles, and 

pharmaceuticals. EAOP electrodes provide an alternative to biological treatment. Three pathways 

guide the oxidation of phenolic compounds as identified in figure 2-5 [21], [122], [130].  

 

Figure 2-5: Phenol oxidation mechanism through BDD DET oxidation pathways [21] 
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Pathway 1 is dominant at lower anodic potentials and requires significantly less OH· 

formations. The DET mechanism produces phenoxy radicals. Studies suggest the phenoxy radicals 

produce passivating films on the anode surface.  

Pathway 2 performs an additional DET reaction on the phenoxy radical to form a 

phenoxenium (phenol functional group). Subsequently, the phenoxenium ion is converted to 

benzoquinone through a nucleophilic attack, consuming a hydroxyl radical and releasing a stable 

organic. EAOP electrodes complete mineralization of phenolic compounds.  

Pathway 3 utilizes an adsorbed OH· at the electrode surface or diffused in a surface layer. This 

mechanism is dominant at higher applied potentials, which produces OH·. Although studies have 

tried to determine the location of OH· on the electrode surface, exact locations are difficult to 

model and vary based on location, substituent type, quantity, and electrode type. Flurries of OH· 

attack reduce phenols to C4 (aliphatic) carbon compounds and C2 compounds, and ultimately, 

reduced to CO2 through a combination of DET and OH reactions[12], [21], [58], [130]–[133]. 

2.4.3.1.2. Aliphatic acids 

As introduced in pathway three above, studies have suggested complete mineralization of 

aliphatic acids is possible at high electrical charges and reaction times, through EAOPs. 

Nonetheless, this often increases the cost of electrochemical treatment. EAOP electrodes, however, 

are more reactive than AOPs as a result of an additional DET pathway reaction. Aliphatic 

compounds cause biological growth in water samples, specifically oxalic and acetic acids [21].  

Acetic acid adsorbs to the BDD surface readily. However, adsorption of acetic acid at the electrode 

surface inhibits displacement of water at the anode surface and, thus, a decrease in OH production. 

Likewise, oxidation of other compounds that undergo DET reactions.  
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Oxalic acids are removed by the DET mechanism using BDD, SnO2, PbO2, and TiO2 

electrodes. Similarly, oxalic acid is sensitive to surface functional groups at the BDD surface[21], 

[134]–[137]. 

2.4.3.1.3. Perfluorinated organic compounds 

PFCs are regular effluent wastes in metal plating processes, semiconductor manufacturing, 

and household cleaner productions. PFCs are resistant to traditional AOPs because of the high 

stability of carbon-fluorine bonds[21].  

Figure 2-6 presents the perforate oxidation mechanism. Lower anodic potential for 

oxidation at BDD anodes compared to Sn-Bi/Ti is observed. Additionally, several carbon atoms 

influence the anodic potential required to oxidize PFCs. A higher carbon to fluorine ratio reduces 

the energy required for direct electron transfer. [21], [85], [138], [139] 

 

Figure 2-6: Perfluorinated oxidation method through BDD DET oxidation mechanism [21]  

Cycle 1 is the preferred pathway for PFC reduction. The compound reacts with OH formed 

on the anode to release water and shorter chained perfluorinates.  

Cycle 2, through the detection of shorter chained perfluoro acids, indicates an additional 

reaction mechanism. The pathway releases HF, which and shorter chained perfluorinates.  
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Cycle 3 introduces a secondary mechanism after cycle 1; PFCs react with dissolved O2 to 

form peroxy radical species. Studies have highlighted complete TOC removal for PFCs; however, 

mass balances of F limit removal to 75-90 %[21], [138]–[142].  

2.4.3.1.4. By-product formation 

2.4.3.1.4.1. Perchlorate formation 

Recent studies have highlighted oxidation of chloride on BDD to form ClO4 
– and 

chlorinated organic compounds. The formation of perchlorate is linked to severe health risks and 

problematic in oxidation as it is the final product of chlorinated organic compounds. Perchlorates 

form through the oxidation pathway[21], [143], 

𝐶𝑙− → 𝑂𝐶𝑙− → 𝐶𝑙𝑂2
− →  𝐶𝑙𝑂3 →  𝐶𝑙𝑂4

−  

Conversion of ClO3
- to ClO4 

– on BDD electrodes follows a two-step DET reaction on the 

electrode surface. 

𝐶𝑙𝑂3
− →  𝐶𝑙𝑂3

∗ +  𝑒−  

𝐶𝑙𝑂3
∗ + ∗ 𝑂𝐻 → 𝐻𝐶𝑙𝑂4 

Unfortunately, ClO4 
– on BDD electrodes is approximately 50 – 100 times higher than Pt. 

and MMO, due to the fact active electrode materials do not form OH radicals at higher quantities. 

Controlling reactor conditions to limit kinetic mass transfers can limit the production of 

perchlorates[143].  

2.4.3.1.4.2. Halogenated organic compounds 

HOCs are products of organic oxidation in landfill leachates. Instead of being final 

products, HOC formation continuously forms during electrolysis, and after the elimination of 

halogen ions, it is oxidized to inorganic end-products[21]. Additionally, the formation of HOCs is 

diverse, ranging from trihalomethanes, haloacetonitriles, haloketones, and especially chloroform, 
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which makes up 55% of total HOC concentrations. Increasing pH applied current densities and 

chloride concentrations, respectively, increase HOC formation.  

Formation of DBPs, such as chloroform, during electrolysis, is a good indicator of chlorinated by-

product formation as a surrogate to represent NOM changes in water samples[21], [144]–[146]. 

Performance comparison 

BDD electrodes, compared to AOPs, can mineralize organic compounds without the 

accumulation of refractory compounds. Furthermore, EAOP oxidation increased at higher 

contaminant concentrations. Lastly, the cost of oxidation for BDD electrodes was less than 

ozonation and comparable to Fenton AOPs[21].  

 

2.4.3.2. Synthesis of Diamond films  

CVD 

Three main stages encompass synthesis: (1) activation of gas mixtures, (2) gas-phase 

reactions, and (3) diffusion of gas species onto the substrate surfaces[24]. 

The single crystalline diamond film is obtained when gas species adhere to the surface before 

structural defects form. Lastly, when gas species do not settle into equilibrium positions, they form 

nanocrystalline diamond structures. Popular synthesis methods for diamond films are shown in 

table 2-3. 

Table 2-3: Common CVD techniques and their production details  

CVD Technique Technique Details 

Hot Filament Chemical 

Vapor Deposition 

 

• Refractory metal (tungsten) is heated to 2000 with methane and hydrogen, passed over got the 

filament 

• Diamond is deposited on a substrate  

• Suitable for industrial purposes 

 

Oxy-Acetylene Torch • Combustion flame assisted diamond CVD 

• Welding torch to oxidize a mixture of acetylene and oxygen gases  
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 • Simple and cost-effective 

• Difficult to control the growth rate 

 

Microwave plasma  

 

• Hydrogen concentrations increased using a DC plasma ignited by an electrical discharge 

• Another pathway to dissociate molecular hydrogen into atomic hydrogen  

• Microwave frequency used to ignite plasma oscillates the electrons in the gas mixtures used to 

deposit diamonds 

• A substrate typically about 2-3 cm in diameter is placed on a holder in a tube reactor (quartz or 

steel)  

• Microwaves enter the reaction chamber from a proprietary antenna that converts microwave 

signal into a circular one 

• Under suitable conditions of gas pressure, microwave power, gas mixture ratio, gas flow rates 

of different gases, substrate temperature, the diamond film grows on the substrate 

 

DC plasma CVD 

 

• DC plasma used to activate the gas source 

• Activation of the gas phase is achieved via collisions of high-energy electrons with the neutral 

gas species, resulting in the dissociation of the gas species, and the generation of the diamond-

forming reactive gas species 

• Diamond deposited at a meager rate  

• Jet method → gas injection nozzle consisting of a cathode rod surrounded by an anode tube 

• Thick diamond films are obtained on a routine basis 

• DC plasma jet CVD produces Boron or phosphorus-doped diamond film  

 

  

2.4.3.3. Diamond Nucleation  

The nucleation process affects film thickness, grain sizes, homogeneity, morphology, 

defects, and surface roughness. 

Scratching the surface with abrasive powder has been common and powerful to achieve 

nucleation sites on the substrate. The diamond powder has been the most effective. Likewise, the 

density of nucleation growth is proportional to scratching time. Scratching with powder creates 

surface dislocations, which are considered chemically active sites. Adsorbing diamond-forming 

gas species due to enhanced bonding at high-energy intersecting surfaces with a high density of 

unsaturated bonds and low coordination numbers[24]. 
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2.5. Response Surface Methodology (RSM) 

RSM is a collection of statistical and mathematical techniques for developing, improving, and 

optimizing processes[147].  

In technical fields, common modeling problems aim to predict a response variable y (output) 

with a set of predictor variables x1, x2, …, and xk. In most cases, the exact relationship between 

the two variables is not fully understood. In statistical models, the empirical model is denoted as, 

𝑦 = 𝑓(𝑥1, 𝑥2, … , 𝑥𝑘) + 𝜀 

Where e represents the error in the model, and f is the unknown response surface. 

Generally, first-order or second-order polynomial models are best described with f.  

𝑦 = 𝛽0 + ∑ 𝛽𝑗𝑥𝑗 + 

𝑘

𝑗=1

 𝜀 

𝑦 = 𝛽0 + ∑ 𝛽𝑗𝑥𝑗 +

𝑘

𝑗=1

∑ 𝛽𝑗𝑗𝑥𝑗
2 + 

𝑘

𝑗=1

∑  

𝑘

𝑗=1

∑ 𝛽𝑖𝑗𝑥𝑖𝑥𝑗 + 

𝑖<𝑗

𝑖=1

 𝜀 

The first-order model describes a flat surface, whereas the second-order model describes a 

curved surface. For electrochemical reactions, second-order models, also known as quadratic 

models, provided the best fit[147], [148]. 

2.5.1. Derringer’s desirability function  

The desirability function approach, proposed by Derringer in 1980, is the most prominent 

method in the industry for the optimization of multiple response processes. It measures operating 

conditions “x” that provide the most desirable results, by designating other operating conditions 

outside of the desired limits[149][150]. 

For a response Yi (x), a desirability function dj (Yi) assigns numbers for Yi such that dj (Yi) 

= 0 for undesirable functions, and dj (Yi) = 1 for desirable functions. 
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Overall, for all factors, 

𝐷 = (𝑑1 (𝑌1) 𝑑2 (𝑌2) … 𝑑𝑘 (𝑌𝑘))
1
𝑘  

Desirability function for maximizing a response   

𝑑𝑖 (𝑌𝑖) = {

0                                                     , 𝑌̂𝑖  <  𝐿𝑖  

(𝑌̂𝑖(𝑥) − 𝐿 𝑖)/(𝑇 𝑖 − 𝐿 𝑖))𝑠                  ,  𝑇𝑖 ≤  𝑌̂𝑖  ≤  𝐿𝑖  

1                                                    , 𝑌̂𝑖  >  𝐿𝑖  

 

Where Li, Ui, and Ti are the lower, upper, and target response values, respectively.  

The desirability approach consists of: (1) fitting response values for all k responses, (2) Define 

individual desirability functions for each response, (3) Maximize overall desirability for all 

controllable factors [149], [151], [152].  

2.5.2. Hierarchical Design  

Hierarchical models incorporate a design where lower-level units used a hierarchy of 

successive higher-level units. A survey outlining the wage gap between men and women provides 

an example of the hierarchical design shown in figure 2-7 [153].  

 

Figure 2-7: Hierarchical design example adapted from [153] 

Inherently, statistics with hierarchical models allow the showcase of interferences between 

quantities. In linear models, observations are considered independent.  
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2.5.3. Behnken Design (BBD) 

Chemometric tools such as RSM are often applied in analytical chemistry. Although most 

models evaluate the effect of factors, RSM can identify the interaction effects between the factors 

using a hierarchical structure. Previous successful applications of optimization were used in flow 

injection analysis, capillary electrophoresis, electroanalysis, and electrocoagulation process to 

treat grey wastewater in batch mode (can be extrapolated to all EC systems in batch mode to high 

precision)[150].  

BBD is a second-order design based on three-level factorial designs, as presented by figure 

2-8. 

 

Figure 2-8: BBD design geometry for three factors  

The number of experimental runs required for a complete BBD is: 

𝑁 = 2𝑘(𝑘 − 1) 

Significantly less than full factorial designs. 

In summary, Box-Behnken is an adequate design for response surface methodology 

because: (1) it allows good estimation of parameters in a quadratic model, (2) detection of lack of 

fit is readily available, and (3) it can allow the use of blocks[150][154]–[156].  
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2.5.4. Applications of RSM and BBD 

Gilpavas et al. applied RSM to gauge the effect of operating parameters of electrocatalytic 

degradation of wastewater using a multifactorial BBD. The goal was to optimize operating 

conditions to maximize color and organic matter oxidation. Although variables were considered, 

such as characteristic of wastewaters, temperature, and pollutant concentrations, their model tested 

the effects of pH, current density, and cathode area. The study maximized operating conditions 

using COD, color, and TOC degradation efficiency for EO processes. Regression analysis showed 

a high coefficient of determination with a second-order regression model[148], [151].  

Coking wastewater was subjected to a BBD design to optimize performance by Zhu et al. 

A regression model of TOC removal efficiency of Fenton and electro-Fenton processes was 

developed and validated by ANOVA. Process variables tested were initial pH, reaction time, and 

current density. Successful application of BBD and RSM produced two quadratic models with a 

highly significant and high coefficient of determinations. Additionally, the model predicted linear 

effects and interaction of critical variables regarding TOC removal from coking wastewater[151], 

[156], [157].  

Additionally, Wu et al. applied RSM based on BBD methodology to investigate the effects 

of three independent variables on response functions: applied current, initial pH, and initial TC 

concentration. The proposed model was an excellent second-order regression fit for 

experimentation. Lastly, the results of the adequacy check, through the determination of 

coefficients and ANOVA, confirmed that the second-order regression model was accurate to 

analyze variables in EAOPs[157], [158].  

Lastly, Khuri et al. investigated to optimize operating conditions such as initial pH, current 

density, electrode distance, and electrode time on electrocoagulation processes. Four factors RSM 
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with BBD utilized with a significant correlation with experimental data. Quadratic models to 

predict COD, TS, and FC removal, had a high coefficient of determination. Therefore, second-

order polynomial models fit electrocoagulation processes statistically[154], [157].  
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Chapter 3. Comparative study of natural organic matter removal using BDD and MMO 

electrodes 

3.1. Introduction 

NOM, due to its complicated constituents, is often evaluated through DBPs. DBPs consist 

of halogenated organic, nonhalogenated organic, and inorganic halogen oxide compounds. 

Treatment utilities specifically combat numerous pollutants such as heavy metals (Cd, Cr, Cu, Pb, 

Hg, Zn) and dissolved suspended solids including, but not limited to benzene, toluene, xylene, 

phenol, aromatic halogens, and trichloroethylene [159][160][161].  

Toxicity and carcinogenic effects, subjugated by NOM DPBs, can cause harm to human 

health and the environment. Although, in the last few years, electrochemical technology has 

advanced in research and application as an alternative for NOM elimination, concrete evidence, 

and control of electrochemical reactions for NOM removal are not well documented [13], [41], 

[51], [162]–[165]. A wide variety of electrode materials have often obtained different organic 

matter efficiencies; however, no comparative benchmark between electrode materials exists for 

NOM removal[21]. 

Electrode materials leading the charge in electrochemical technology innovation are BDD 

and dimensionally stable anodes such as Ti/IrO2-Ta2O5 and MMO. Different reaction mechanisms 

highlight their different organic matter efficiencies: non-active anodes such as BDD are direct 

oxidative species which induce oxidation via hydroxyl radicals, and DSAs such as MMO, promote 

hypochlorite mediated oxidation in addition to hydroxyl radicals (when chlorine and chloride are 

present). BDD electrodes have shown excellent results in effluent matrices involving NOM such 

as textile dyes, dairy, herbicides, pharmaceuticals, and heavy metals [161], [166]–[169]. 
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Therefore, the objective of this chapter is to evaluate the performance of BDD electrodes 

comparatively to MMO electrodes, during the treatment of synthetic NOM water employing 

electrolytic batch cells.  

In order to encapsulate the data, for nonselective and efficient NOM monitoring, a 

combination of TOC, COD, and UV absorption data at 254 nm is best for concentration 

assessment. 

Firstly, TOC is an indirect measure of organic molecules present in waters, in which up to 80% of 

humic and fulvic substances are easily recognizable through TOC analysis. US Environmental 

Protection Agency (USEPA)[170] mandates that water utilities monitor TOC to reduce DBP 

precursors. 

Secondly, compounds that contribute to COD are biodegradable organic compounds, non-

biodegradable compounds, and inorganic oxidizable compounds. Additionally, it is an indicator of 

pollution in the effluent discharges of wastewater, which coincide with NOM content. Under the 

Clean Water Act, COD is used as a regulatory method to gauge overall treatment plant 

efficiencies[170].  

Lastly, SUVA is defined as the susceptibility of water to enhance coagulation and oxidation. 

NOM’s tendency to undergo coagulation and oxidation is heavily dependent on functional group 

content, molecular weight, and hydrophobic content. Moreover, SUVA is a reliable indicator of 

aromaticity, where NOM in high-SUVA waters tend to have lower hardness and higher TOC 

concentrations[171].  

EAOP, as identified in the literature review, can effectively combat NOM concentrations 

in surface waters. Furthermore, an application system using BDD electrodes could offer an 

efficient solution for NOM treatment through controlled electrochemical oxidation-reduction 
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processes. BDD electrode performance by comparing NOM removal to MMO electrodes, using 

quantifiable TOC, COD, UV254 absorbance. 

3.2. Materials and methods 

3.2.1. Synthetic water preparation 

Synthetic water was produced in the lab with Suwannee River NOM. Wherein Suwannee 

River NOM is an established end-member of natural organic matter from an aquatic system used 

in several papers as reference material of the International Humic Substances Society[172]. 

Additionally, alginic acid and inorganic ions dissolved in deionized water were added to create a 

synthetic water matrix-like natural water outlined by Rosenfeldt and Linden [173], [174]. All 

chemicals were purchased from Sigma Aldrich. 

Table 3-1: Synthetic NOM water matrix solution contents 

S1 [1 L solution] 0.001539 M CaCl2 

0.004110 M MgCl2*6H2O 

0.0004847 M KNO3 

0.001716 M CaSO4*2H2O 

0.00025 M NaOH 

0.0001336 M C6H11NO6 

0.0015 M NaHCO3 

0.01024 g Suwannee River NOM 

S2 [1 L solution] 0.001539 M CaCl2 

0.004110 M MgCl2*6H2O 

0.0004847 M KNO3 

0.001716 M CaSO4*2H2O 

0.00025 M NaOH 

0.0001336 M C6H11NO6 
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0.0015 M NaHCO3 

0.01024 g Suwannee River NOM 

0.0000003125 M NaOH 

 

Table 3-2: Synthetic NOM matrix initial NOM bulk measured through TOC/DOC, UV254, SUVA, and pH 

Parameter Units Synthetic 1 Synthetic 2 River Water  

TOC and DOC Mg L-1 6.2483 7.0270 5.0 

UV254 cm-1 0.161 0.175 0.14 

SUVA L mg-M-1 2.3 2.9 2.8 

pH -- 6.5 8.5 8.2 

 

3.2.2. Electrochemical Setup 

NOM degradation was carried out in a batch system with three unique electrode 

configurations in order to highlight BDD electrode performance over MMO electrodes. All tests 

for TOC, COD, and SUVA analyses used a two-electrode setup with a volume capacity of 300 mL 

of the synthetic solutions. The setups include (M1) BDD anode and BDD cathode electrochemical 

system, (M2) BDD anode and stainless-steel cathode electrochemical system, and (M3) MMO 

anode and stainless-steel cathode electrochemical system.  The system(s) were mechanically 

stirred for the duration of the experiment at 400 rpm. Additionally, the psychical properties of the 

electrodes were machined to have the same surface areas [10 mm x 10 mm x 1 mm]. Furthermore, 

the distance between electrodes was kept constant at 3 mm in the synthetic NOM water.  

Batch tests were run uninterrupted, and the overall TOC, COD, and UV254 measurements 

were taken at the end of the allotted duration(s) at (1) 30 minutes, 60 minutes, and 120 minutes. 

TOC and COD evolution as a function of time was mapped by equation 3-1 and 3-2 [175]: 
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Equation 3-1: Electrochemical efficiency of NOM removal measured through TOC 

efficiency  

𝐸𝑇𝑂𝐶 (%) =
(𝑇𝑂𝐶0 − 𝑇𝑂𝐶)

𝑇𝑂𝐶0
∗  100 

 

Equation 3-2: Electrochemical efficiency of NOM removal measured through 

COD efficiency 

𝐸𝐶𝑂𝐷 (%) =
(𝐶𝑂𝐷0 − 𝐶𝑂𝐷)

𝐶𝑂𝐷0
∗  100 

 

  

Where (𝑇𝑂𝐶0 − 𝑇𝑂𝐶) and (𝐶𝑂𝐷0 − 𝐶𝑂𝐷) are the changes in total organic carbon 

concentration and chemical oxygen demand measured in [mg L-1]. Where 𝑇𝑂𝐶0 and 𝐶𝑂𝐷0 are 

initial NOM concentrations surrogated with TOC and COD measurements. 

SUVA, in addition to TOC and COD removal, was assessed to strengthen the conclusions 

extrapolated by the respective removals[53], [176]. Equation 3-3 measures SUVA of solution. 

 

Equation 3-3: Electrochemical efficiency of NOM removal measured through SUVA 

𝑆𝑈𝑉𝐴 =
𝑈𝑉254

𝐷𝑂𝐶
 

 

 

 

Where UV254 is the absorbance at wavelength 254 nm [cm-1], and DOC is dissolved oxygen 

content measured in [mg L-1]. DOC is measured by filtering a sample through a 0.45 µm filter, 

afterward, analyzed by the TOC system. 

3.2.3. Measurement of TOC, COD, and UV254 

TOC values were delivered using Shimadzu© TOC-L total organic carbon analyzer with a 

Shimadzu ASI-L autosampler. Specifically, the equipment utilized a 680˚C combustion catalytic 
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oxidation detection method. Although the combustion catalytic oxidation method subjects and 

identifies low molecular-weight organics, larger harder to decompose insoluble and 

macromolecular organic compounds are resistant[177].  

MANTECH PeCOD© Analyzer determined COD. The primary mechanism is advanced 

oxidation through photocatalysis with titanium dioxide (TiO2). As the reaction proceeds on a small 

volume of sample, the electrical charge generated is plotted over time as exampled in figure 3-1. 

Wherein, the area under the curve, is proportional to the COD of the sample[178].  

 

Figure 3-1: PeCOD analyzer work vs. time adapted from [178] 

UV254, and consequently, SUVA values were measured using a fluorescence plate reader 

(spectral max M3, Molecular Devices) set with a 254 nm. UV light at 254 nm, shined through a 

water sample in a quartz cell, identifies aromatic rings or unsaturated carbon bonds by looking at 

the change in intensity of the UV wavelengths[179].  

3.3. Results 

3.3.1. TOC Efficiency 
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Electrode material played a significant role in electrochemical disinfection. BDD 

electrodes, as inactive electrodes, do not change the oxidation state during their electrochemical 

reaction pathway [21]. However, the MMO electrodes cycle oxidation states that during oxidation 

of substrates [26]. BDD electrodes, known for their extreme stability, have been previously 

investigated for water disinfection [21], [94], [123], [125], [185]–[187]. In this experiment, TOC 

removal was mapped as a function of treatment time for M1, M2, and M3 treatment setups. 

Furthermore, electrode setup behaviors under three key operating factors were assessed. This 

includes the initial pH (6.5 – 8.5), current density (10 – 20), and electrolysis time (30 – 120 min) 

on TOC removal. 

Figure 3-2 illustrates TOC removal as a function of time. The figures highlighted 

performance at 6.5 and 8.5 pH, in separate applied current densities of 10 mA cm-2 and 20 mA cm-

2. For all treatment systems, the highest TOC removal was experienced at 120 minutes and, thus, 

used for quantitative comparisons below. Moreover, BDD anodes displayed an increase in TOC 

content at lower electrolysis duration, which could be a product of partial oxidations of NOM. 

Nonetheless, increasing the duration further oxidized the carbon chains to CO2 and H2O.  

At 6.5 pH and 10 mA cm-2, TOC removal was maximized in setup M3, with an MMO anode and 

stainless steel (SS) cathodes at 65.8 %, whereas M1 and M2 showed low removals of 2.4 and – 

0.7 % respectively. Likewise, at 8.5 pH and 10 mA cm-2, M3 once again exhibited the largest TOC 

removal at 43.2 %. On the other hand, M1 and M2 performed poorly at 1.9 and 8.8 %, respectively. 

MMO electrodes showed a higher affinity for chlorine and hypochlorite production, reflected by 

a more significant TOC removal. Additionally, M3 systems introduced agglomerates to the 

solution, which increased the floc size of the NOM. TOC and COD testing equipment failed to 
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recognize the larger flocs, which [may have] inflated TOC removal (%) for MMO electrode 

systems. 

Additionally, low current densities of the experimental design account for comparatively 

low removal percentages to previous studies [19], [26], [27], [166]. Increasing the current density 

to 20 mA cm-2 sharply increased the rate of TOC removal. At 6.5 pH and 20 mA cm-2, M1 showed 

the greatest removal growth, flatlined at 33.6 %. M3 removal reduced to 30.8 %. Lastly, M2 

exhibited a TOC removal of -23.2 %. Increasing the current density had mixed results with BDD 

electrodes at low pH. However, at high pH, M1 and M2 universally presented the greatest TOC 

removal at 40.2, 40.1, and 34.9 % for M1, M2, and M3, respectively. Therefore, a greater TOC 

removal was observed by BDD electrodes at high pH and high current densities. 

Overall, the magnitude of NOM removal was lower than other entertained methods, such 

as UV advanced oxidation processes [18], which attributed to the low current densities of the 

experimental setup. Other researchers achieved a removal efficiency of 81 % using a Titanium-

BDD electrode system with a current density of 38 mA cm-2 [8], [12][18]. Raising the current 

density to 20 mA cm-2 increased the TOC removal significantly and omitted the initial increases 

in partial oxidated carbon chains in TOC analyses, as shown in figure 3-2.  It was observed that 

the current density profoundly influenced organic matter oxidation. 

 

 Current density: 10 mA cm-2 Current density: 20 mA cm-2 
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3.3.2. COD Efficiency 

In theory, COD determines affinity for oxidation by measuring oxygen requirement, as 

opposed to TOC, which identifies overall carbon content. Consequently, COD efficiency presented 

unique patterns to TOC efficiency. However, like TOC efficiency, the most prolonged electrolysis 

duration at 120 mins determined the largest COD efficiency. Furthermore, M1 and M2 anodes 

a) 
b) 

c) d) 

Figure 3-2: Removal of NOM, TOC on M1, M2, and M3 treatments. 3-2a) Conditions: Synthetic NOM electrolyte; pH 6.5; current 
density: 10 mA cm-2. 3-2b) Conditions: Synthetic NOM electrolyte; pH 6.5; current density: 20 mA cm-2. 3-2c) Conditions: 
Synthetic NOM electrolyte; pH 8.5; current density: 10 mA cm-2. 3-2d) Conditions: Synthetic NOM electrolyte; pH 8.5; current 
density: 20 mA cm-2. 



   

44 

 

experienced an increase in COD at lower durations. Figure 3-3 maps COD removal as a function 

of time for M1, M2, and M3. 

At 6.5 pH and 10 mA cm-2, M3 exhibited the highest COD removal at 91.6 %., while M1 

and M2 had lower COD removals at 11.2 and -22.6 %, respectively. At 8.5 pH and 10 mA cm-2, 

M3 exceeded M1 and M2 with a COD removal of 54.8 %. However, M1 and M2, although higher 

than 6.5 pH, still displayed a lower 43.8 and 52.3 % COD removal, respectively. The BDD 

electrode anode does not indicate any significant advantages for COD removal over MMO 

electrodes at low current settings. Therefore, at high pH (8.5), all three electrode systems presented 

similar efficiencies. Although COD efficiency was lower for M1 and M2 at higher pH, it was still 

more significant than TOC efficiency at the same settings. Once again, the BDD electrodes 

responded to higher current densities more effectively than the MMO electrodes.   

At 6.5 pH and 20 mA cm-2, settings increased the COD removal to 52.7 and 52.2 % for M1 

and M2, respectively. Nevertheless, M3 achieved the highest COD efficiency at 90.2 %. On the 

other hand, at 8.5 pH and 20 mA cm-2, M1 and M2 exhibited COD removals of 57.6 and 75.4 %, 

respectively. M3 decreased in efficiency at high pH to 68.8 %. M3 exhibited a higher removal at 

low pH for all current densities; however, M1 and M2 efficiencies improved with increased pH 

and increased current densities. 

Firstly, the widely different conclusions from TOC efficiency are the product of different 

reaction mechanisms between non-active (BDD) and active (MMO) electrodes. BDD is a ‘non-

active’ anode at which the principal reactive species is hydroxyl radicals, whereas MMO is an 

‘active’ anode that depends mostly on the ‘higher oxide’ surface mechanisms with chlorides and 

hypochlorite. In the case of MMO, MOx participates as a mediator in the oxidation of organics on 

the anodic surface [188]. Although this effect reduced COD (a measurement of the oxygen 
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required to oxidize soluble and particulate organic matter in water), TOC did not show the same 

magnitude of removal. The superoxides (MOx) [may] contribute to TOC content, which was not 

identified by the MANTECH COD analyzer, thus, accounting for the significantly higher COD 

removal for M3 anodes.  

Secondly, low pH favored M3 anodic oxidation through the formation of Cl ions promoted 

by current density. Cl- mediated oxidation by active chlorine is best around 6 – 6.5 [166].  

            Lastly, at a higher pH due to the lower concentrations of Cl in the solution, the predominate 

species (hydroxyls) induced greater TOC efficiencies by BDD anodes. This was coupled with 

weak adsorption properties of BDD anode and high production of hydroxyl radicals, which 

benefited TOC removal than COD removal [166]. 

 

 

 

 

 

 Current density: 10 mA cm-2 Current density: 20 mA cm-2 
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3.3.3. COD/TOC ratio and COD/TOC efficiency 

            Individually, the TOC and COD removal analyses presented contradictory and convoluted 

information. For instance, at a low current density of 10 mA cm-2 and high pH 8.5, the TOC content 

increased in the solution, whereas COD decreased during treatment (from 0 to 60 minutes). 

Different testing mechanisms and different inherent mechanisms that identify NOM by TOC and 

COD [may] lead to discrepancies in TOC and COD trends. Furthermore, COD is less sensitive in 

lower concentrations below (10-20 mg/L) [183]. Additionally, TOC and COD measure different 

aspects of NOM where TOC is the carbon content of an organic compound (synthetic water), and 

COD is a measure for the amounts of electrons available in the organic carbon for the reduction of 

oxygen to water. Therefore, it was possible to have overlapping organic compounds in the 

synthetic solution, which were unreadable by the TOC or COD tests. 

            Furthermore, the overall removal (%) at low currents was extremely low and, in most cases, 

presented an increase in NOM. There were two possibilities for the occurrence: (1) the deionized 

water leached carbon out of the tubing, and 3D printed experimental setups or more probable (2), 

Figure 3-3: Removal of NOM, COD on M1, M2, and M3 treatments. 3-3a) Conditions: Synthetic NOM electrolyte; pH 6.5; 
current density: 10 mA cm-2. 3-3b) Conditions: Synthetic NOM electrolyte; pH 6.5; current density: 20 mA cm-2. 3-3c) 
Conditions: Synthetic NOM electrolyte; pH 8.5; current density: 10 mA cm-2. 3-3d) Conditions: Synthetic NOM electrolyte; pH 
8.5; current density: 20 mA cm-2. 

c) d) 
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the electrochemical oxidation initially broke the humic acid (NOM) carbon chains into shorter 

carbon chains such as DBP. 

            To provide a detailed study of NOM removal, photoelectrochemical oxygen demand 

(peCOD) was compared to theoretical oxygen demand and total organic compound (TOC). 

Firstly, theoretical oxygen demand (ThOD) of the NOM solution was calculated according to 

equation 3-4 formulated by Baker et al. [189]: 

 

Equation 3-4: ThOD stoichiometric calculation  

𝐶𝑛 𝐻𝑚 𝑂𝑐 𝑋𝑘 𝑁𝑗 𝑆𝑖 𝑃ℎ + 𝑏𝑂2

→  𝑛𝐶𝑂2 +
𝑚 − 𝑘 − 3𝑗 − 2𝑖 − 3ℎ

2
𝐻2𝑂 + 𝑘𝐻𝑋 + 𝑗𝑁𝐻3 + 𝑖𝐻2𝑆𝑂4 

 

 

 

In which x is the sum of halogens, and b outlines oxygen demand: 

𝑏 = 𝑛 +
𝑚 − 𝑘 − 3𝑗 − 2𝑖 − 3ℎ

4
−

𝑒

2
+ 2𝑖 + 2ℎ 

 

 

 

ThOD for the synthetic NOM solution was calculated based on acids and Suwannee river 

NOM components. Through a direct comparison presented in table 3-3, the peCOD was not a good 

predictor of ThOD for the organic compounds in the synthetic NOM solution. PeCOD estimations 

were generally lower than theoretical values: over ten iterations, ThOD was, on average, 15% 

lower than peCOD estimations, whereas SUVA was 33.81% lower.  

Table 3-3: Synthetic NOM matrix ThOD comparison to peCOD estimation  

 Oxygen Demand [mg L-1] SUVA [L mg-1 C-1 ·m-1] 

Theoretical Calculation 21.21 3.79 



   

48 

 

PeCOD Estimation 18 2.51 

 

            A more defined metric of NOM quantification was proposed by Stoddart et al. [190], 

COD/TOC ratio. The ratio is a measure for the degree of reduction of the carbon compounds. The 

literature identified that the relation between COD and TOC was directly proportional to each 

other. Increases in COD/TOC ratios over reaction times are attributed to the formation of 

degradation by-products (DBP)[190], [191]. Previous studies have also shown that TOC was 

strongly correlated with disinfection by-products. 

            Additionally, peCOD measurements by Stoddart et al. increased with treatment duration, 

whereas the TOC/DOC decreased from raw-to-finished water. In summary, Stoddart et al. 

concluded that the COD/TOC ratio increases demonstrated the extent of treatment effectiveness. 

Wherein, an increase in the COD/TOC ratio identified successful treatment progression through 

the production of DBP. Similarly, a higher ratio COD/TOC denoted more DBP production and, 

therefore, NOM reduction. Lastly, the ratio reduced after an initial rise through treatment duration, 

as the DBPs and NOM are further oxidized completely to preferred CO2 and H2O compounds.  

Therefore, for [our] experiments, [we should] see an increase in COD/TOC ratio in the earlier 

stages of electrolysis before reducing to a lower value. The patterns are eminent in Figure 3-4. 

            At low pH and low current (6.5 pH and 10 mA cm-2) settings, M3 illustrated the most 

significant COD/TOC ratio peak at 30 mins of 4.5, which suggested a higher degree of breakdown 

of synthetic NOM solution into DBP. Additionally, M3 had the lowest ratio at the end of the 

experiment duration (120 minutes), as identified in figure 3-4a. Although the final ratios are not 

conclusive of electrochemical performance, the COD/TOC ratio data matches TOC and COD 

removal (%) data. Thus, M3 exhibited the lowest NOM content after electrolysis. In summary, 
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MMO electrodes performed the best when compared to the BDD electrode setups at low pH and 

low current standards. 

            At high pH and low current (8.5 pH and 10 mA cm-2) settings, all treatment setups 

performed higher than the low pH experiments presented in figure 3-4b. M1 and M2 had the lowest 

COD/TOC ratio at 1.6 and 1.1, which is far smaller in comparison to all the treatment setups at 

low pH and low current settings. M3, on the other hand, had a higher COD/TOC ratio of 2.3. These 

results emphasized lowered electrochemical performance at higher pH.   

            However, at low pH and high current (6.5 pH and 20 mA cm-2) settings in figure 3-6c, 

COD/TOC ratios were amplified at M1 and M2 setups, reaching a high value of 6.7 and 5.3 at 60 

mins, respectively. In contrast, M3 showed a lower COD/TOC ratio at high current compared to 

low current. The ratios settled to 1.9, 1.4, and 0.9 for M1, M2, and M3, respectively. 

Experimentally, M3 setups had yellow particulates in the solution leeching from the titanium 

surface, which mimic electrocoagulation conditions. At higher currents, the agglomerate 

concentration increased which presented significant decreases in COD and TOC removal (%) [26], 

[122], [186], [192]. Despite high TOC and COD removal (%) shown for M3, COD/TOC ratios 

remained low and decreased linearly through the experiments, thus suggested a lack of DBP 

presence and thus NOM breakdown.  

            Lastly, figure 3-6d at high pH and high current (8.5 and 20 mA cm-2) settings, shows that 

all the electrochemical setups outperformed the previous pH and current settings. M1 and M2 had 

the highest COD/TOC ratio at 12.65 and 10.85 in a 60-minute duration, whereas M3 performed 

comparatively poorly at 6.57. The ratios settled to 1.5, 1.1, and 1.2 for M1, M2, and M3, 

respectively. Therefore, based purely on the COD/TOC ratio peaks, M1 and M2 introduced the 

most substantial amount of DBP production and, thus, breakdown of synthetic NOM solutions. 
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            In summary, a few conclusions were prominent from the COD/TOC analysis. Firstly, the 

COD/TOC ratio identified that electrochemical performance was unaffected by pH variation.    

Secondly, electrochemical duration played a significant role in synthetic NOM reduction, in order 

to oxidize DBP products into non-harmful organics. Lastly, BDD electrodes, through setups M1 

and M2, exhibited a higher linearly positive response to changes in current density. 

            Furthermore, a one-way ANOVA analysis on the three treatment setups confirmed that 

differences between them are statistically significant only at 20 mA cm-2. Strictly looking at BDD 

electrodes versus MMO electrodes, the one-way ANOVA showed a p-value of 0.039 at 20 mA 

cm-2, however, it also exhibited a p-value of 0.859 at 10 mA cm-2. 

 

 

 

 

 

 

 Current density: 10 mA cm-2 Current density: 20 mA cm-2 

p
H
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a) b) 
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Figure 3-4: COD/TOC on M1, M2, and M3 treatments. 3-4a) Conditions: Synthetic NOM 

electrolyte; pH 6.5; current density: 10 mA cm-2. 3-4b) Conditions: Synthetic NOM 

electrolyte; pH 6.5; current density: 20 mA cm-2. 3-4c) Conditions: Synthetic NOM 

electrolyte; pH 8.5; current density: 10 mA cm-2. 3-4d) Conditions: Synthetic NOM 

electrolyte; pH 8.5; current density: 20 mA cm-2. 

 

Additionally, figure 3-5 plots COD/TOC removal efficiency as a product of time.  

Surprisingly, at 6.5 pH and 10 mA cm-2 current settings, COD/TOC removal maximized at 73.9 

for M3, eclipsing M1 and M2, which reached 5.8 and -26, respectively. Once again, increasing the 

current density to 20 mA cm-2 reduced the efficacy of M3. M3 maximized at 70.6, whereas M1 

and M2 peaked at 38.8 and 54.8, respectively.  

At 8.5 pH and 10 mA cm-2, all three treatment systems experienced COD/TOC high 

removal at 41.9, 60.8, and 16.7 for M1, M2, and M3, respectively. M1 and M2 illustrated a more 

exceptional performance at high pH. Likewise, raising the current density to 20 mA cm-2, increased 

M3 COD/TOC removal to 59.1. On the other hand, this action increased M1 and M2 COD/TOC 

removal to 49.1 and 60.3, respectively.  

In summary, M3 showed a more significant COD/TOC removal at low pH and low current 

densities. Furthermore, M1 and M2 exhibited a higher COD/TOC removal at high current 

densities, wherein M2 outperformed M1.  

 Current density: 10 mA cm-2 Current density: 20 mA cm-2 

c) d) 
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Figure 3-5: COD/TOC removal on M1, M2, and M3 treatments. 3-4a) Conditions: Synthetic 

NOM electrolyte; pH 6.5; current density: 10 mA cm-2. 3-4b) Conditions: Synthetic NOM 

electrolyte; pH 6.5; current density: 20 mA cm-2. 3-4c) Conditions: Synthetic NOM electrolyte; 

pH 8.5; current density: 10 mA cm-2. 3-4d) Conditions: Synthetic NOM electrolyte; pH 8.5; 

current density: 20 mA cm-2. 

 

3.3.4. SUVA 

            NOM, a product of decomposition and metabolic reactions, poses a risk to human health 

through the production of disinfection by-products (DBPs). Specifically, trihalomethanes and 

haloacetic acids are carcinogenic or genotoxic [193]. Most NOM compounds, notably 

electronegative and highly reactive structures such as aromatic rings, react to form DBPs.  

Furthermore, aromatic structures absorb UV light effectively at specific wavelengths, such as 254 

a) b) 

c) d) 
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nm. Thus, UV254 can quantify NOM in water. Likewise, UV254 is normalized to DOC to yield 

SUVA, which acts as a metric to predict the aromaticity and treatability of NOM. Previous research 

results identified high TOC, color, and SUVA, were found to have higher DBPs such as THMs 

and HAAs. Although BDD and MMO electrodes are likely to produce OH radicals, the oxidization 

of chloride ions at the anode to chlorine, which hydrolyze into hypochlorous acids, leads to the 

electro chlorination of organic matter in the solution[188]. DBP formations are products of electro 

generation active chlorines. In this study, the electrochemical oxidation efficiency of synthetic 

NOM was evaluated using SUVA.   

SUVA strengthened the conclusions extrapolated by the COD and TOC removal (%). 

SUVA is an indicator of aromaticity, often attributed to the growth of disinfection by-products 

(DBP) and synthetic NOM reduction. SUVA was found by the equation 3-3, where UV254 is the 

absorbance at wavelength 254 [cm-1], and DOC is dissolved oxygen content measured in [mg L-

1]. DOC is measured by filtering a sample through a 0.45 µm filter, afterward, analyzed by the 

TOC system. 

            Synthetic water obtained SUVA values on average of 2.5 L/mg-m. In literature, natural 

waters with SUVA values less than 4 L/mg-m, generally contain hydrophilic and low molecular 

weight NOM moieties [194]. In general, SUVA increased for all electrochemical treatment 

systems, which indicated an increase in UV254 absorbing species such as aromatic rings (DBPs). 

Although SUVA increased as treatment progressed, TOC/DOC decreased as exhibited by the 

overall TOC removal. Therefore, the organic load of the synthetic water was reduced, but the 

remaining organic matter had a higher ratio of aromatic character than the initial state. Previous 

studies concluded aromaticity increase was not correlated with the increase of humic substances. 

They were merely an indicator of the fraction of aromatic character and general relation to the 
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formation of DBPs. All SUVA analyses below were performed at 120 mins. Figure 3-6 mapped 

SUVA as a function of time for M1, M2, and M3.   

            At 6.5 pH and 10 mA cm-2, SUVA was the greatest for M3 at 14.4. M1 and M2 were 

significantly lower at 3.4 and 2.7. However, at 8.5 pH, SUVA decreased from M3 to 4.7, while 

M1 and M2 remained closer to their 6.5 pH values, 3.8 and 3.6 SUVA, respectively. Therefore, 

M1 and M2 implied a higher resistance to pH changes in the synthetic NOM solution, like the 

TOC and COD removal. Therefore, MMO electrodes produced less DBP as treatment pH 

increased. 

            At 6.5 pH and 20 mA cm-2, SUVA values were 4.6, 3.4, and 6.7 for M1, M2, and M3, 

respectively. On the other hand, at 8.5 pH and 20 mA cm-2, SUVA increased for all systems to 5, 

6.3, and 5.6 for M1, M2, and M3, respectively. M1 and M2 presented an increase in performance 

at higher current and pH. 

            The SUVA data collected and portrayed in figure 3-6 shows that the M3 setups (MMO 

electrodes) were negatively impacted by current and pH increases.  

            Firstly, at a higher current and pH, more agglomerations were noticeably present in the 

solution, indicated by a notable discoloration and yellow particulates. The titanium from the MMO 

electrode surfaces introduced metallic coagulants to the electrochemical treatment, which 

increased the synthetic NOM floc (size, strength, structure, and recovery ability). The floc 

deceptively reduced COD and TOC values due to the testing equipment failing to sense larger 

agglomerates such as salts. However, SUVA information indicated a lower DBP formation as the 

agglomeration of organics reduced the reactive oxidative species in the solution. 

            Secondly, due to the lack of agglomeration prominent in BDD electrode systems, increased 

current density successfully produced a higher rate of DBP production and, therefore, more 



   

55 

 

significant NOM reduction. Also, increased pH is known to increase the occurrence of oxygen 

evolution; thus, the more oxidative species in the solution. This exacerbated NOM degradation in 

M1 and M2; however, reasons for the more reduced M3 performance at higher pH were 

undetermined and required further experimentation. 

            In summary, M3 produced more DBPs identified through SUVA. This suggested the 

presence of more secondary reactions involving chlorine present in MMO anode surfaces.    

Furthermore, TOC removal data, COD removal data, and COD/TOC ratios confirmed that overall, 

BDD electrodes reduced NOM to a greater extent than MMO, which concluded that high SUVA 

is a product of high aromaticity in MMO-SS synthetic water post-treatment.  

 Current density: 10 mA cm-2 Current density: 20 mA cm-2 
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3.3.5. Estimation of Electrochemical Energy Consumption 

            Greater extremes, such as higher current densities and duration, increased current density 

led to an increase of applied potential. Figure 3-7 presents the energy consumption of the systems 

measured using equation 3-5[166]. 

Equation 3-5: Specific electrochemical energy consumption in kWh dm-3 

𝐸𝐶 =  
∆𝐸𝐶𝐼𝑡 

1000𝑉
 

            Here, “t” is the time of electrolysis, “∆EC” is average cell voltage, “I” is electrolysis 

current, and “V” is sample volume. 

           Calculated at a lower applied current density of 10 mA cm-2, M1 was observed to have the 

highest energy consumption at 0.0014 kWh dm-3, as shown in figure 3-7a. In contrast, M2 and M3 

amounted to 0.0004 and 0.0013 kWh dm-3. At 20 mA cm-2, M1, M2, and M3 displayed a 

consumption of 0.004, 0.0018, and 0.0041 kWh dm-3, respectively. Therefore, BDD electrodes 

optimize the current input for the electrochemical treatment process at low current densities. 

Nonetheless, all three treatment setups exhibited a large increase in energy consumption when 

current density increased from 20 to 30 [mA cm-2]. M1, M2, and M3, finalized at 0.012, 0.0223, 

and 0.0064 [kWh dm-3] respectively. At higher current densities (>20 mA cm-2), MMO electrodes 

consumed the least energy. BDD anodes, contrary to the literature, exhibited a greater energy 

consumption[52][26]. 

            Also, as shown in Figure 3-7b, when the initial pH varied between the range 6.5-8.5, 

treatment setups generally remained constant in electrical energy consumption. M1 treatment 

system increased from 0.004 kWh dm-3 to 0.0044 kWh dm-3. M2 increased in energy consumption 

as pH increased from 0.0018 to 0.0027 kWh dm-3. Lastly, M3 decreased slightly from 0.0041 to 

Figure 3-6: SUVA on M1, M2, and M3 treatments. 3-5a) Conditions: Synthetic NOM electrolyte; pH 6.5; current density: 10 mA 
cm-2. 3-5b) Conditions: Synthetic NOM electrolyte; pH 6.5; current density: 20 mA cm-2. 3-5c) Conditions: Synthetic NOM 
electrolyte; pH 8.5; current density: 10 mA cm-2. 3-5d) Conditions: Synthetic NOM electrolyte; pH 8.5; current density: 20 mA cm-2. 
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0.0036 kWh dm-3. Therefore, the acidic conditions for M1 and M2 systems obtained lower specific 

energy consumptions.  

 

 

 

Figure 3-7: Energy Consumption of M1, M2, and M3 treatments. 3-6a) Conditions: Synthetic 

NOM electrolyte; pH 8.5; time 120 mins. 3-6b) Conditions: Synthetic NOM electrolyte; 

current density: 10 mA cm-2; time 120 mins. 

 

            Figure 3-8 shows the results of electrical energy per order (EEO) as a function time during 

the NOM removal treatment. Electrical energy per order is listed as a “figure of merit” for the 

evaluation of advanced oxidation processes by the International Union of Pure of Applied 

Chemistry (IUPAC) [195]. Here, “P” is the power (kW), “V” is the volume of treatment solution 

(L), “Ci, ” and “Cf ” are the concentrations of the NOM at initial and final stages respectively 

represented by TOC, and t is the allotted duration (h). Presented as (kWh order-1 m-3), EEO refers 

to the amount of energy required to reduce the contaminant to one-tenth of its original value in one 

m3 of water[196], [197]. 

 

b) a) 
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Equation 3-6: Electrical energy per order formula 

𝐸𝐸𝑂 =  
1000𝑃𝑡

𝑉𝑙𝑜𝑔 (
𝐶𝑖

𝐶𝑓
) 

 

 

            At 6.5 pH and 10 mA cm-2, M3 exhibited a stable EEO ranging from 0.9 – 2.7 (kWh order-

1 m-3). However, M1 and M2 showed negative EEOs, which indicated the ineffective removal of 

NOM. EEO at 120 mins is not included in the plot as the values are shallow at -1316 and -5183 

(kWh order-1 m-3) for M1 and M2, respectively. Raising the current density to 20 mA cm-2 

increased the EEO of M3 to 38.9 (kWh order-1 m-3). M2 increased and peaked at 67.2 (kWh order-

1 m-3), Although M1 increased as well, the EEO remained lower than M2 and M3. M1 reached 

22.0 (kWh order-1 m-3) respectively. 

            At 8.5 pH and 10 mA cm-2, once again, M1 and M2 presented negative EEO values at -

10.8 and -1.9 (kWh order-1 m-3). M3 reached an EEO of 6.5 (kWh order-1 m-3). When the current 

density was increased to 20 mA cm-2, M3 experienced the greatest EEO at 141.1 (kWh order-1 m-

3). M1 and M2 remained lower compared to 86.7 and 66.4 (kWh order-1 m-3), respectively. 

In summary, increases in current significantly increased the EEO for all treatment setups meaning 

lower current systems were more efficient than high current. At low current densities, however, 

M1 and M2 experienced undefined EEO. Therefore, the BDD electrodes showed low affinity at 

low current processes. Additionally, further emphasizing removal data, BDD electrodes more 

efficiently (on average) removed NOM at high current densities, as shown in figure 3-9. BDD 

electrodes presented an EEO of 36.6 and 31.4 for M1 and M2, whereas M3 remained higher at 

44.4 (kWh order-1 m-3). Furthermore, 6.5-8.5 pH ranges had minimal effect on EEO. 
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Figure 3-8: EEO on M1, M2, and M3 treatments. 3-5a) Conditions: Synthetic NOM electrolyte; pH 6.5; current density: 10 mA 

cm-2. 3-5b) Conditions: Synthetic NOM electrolyte; pH 6.5; current density: 20 mA cm-2. 3-5c) Conditions: Synthetic NOM 

electrolyte; pH 8.5; current density: 10 mA cm-2. 3-5d) Conditions: Synthetic NOM electrolyte; pH 8.5; current density: 20 mA 

cm- 

a) b) 

c) d) 
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Figure 3-9: Average EEO on M1, M2, and M3 setups at 20 mA cm-2 

 

3.4. Summary 

Chapter 3 studies successfully compared removal by electrochemical oxidation using BDD 

and MMO anodes, as outlined in table 3-4.  

Table 3-4: List of conclusions inferred from TOC, COD, SUVA, and specific energy consumption data 

Data Analysis 

Method 

Quantitative Conclusion Supplementary Information 

TOC Removal  Increased with the current for M1 and M2 

M1 and M2 increased in TOC initially, suggesting the 

presence of DBP, not present in M3 

M3 produced agglomerates  

Initial pH did not have a significant effect  

Current density is proportional to the number of 

reactions taking place on the electrode surface: 

BDD had more active sites compared to MMO 

Agglomerates produced sulfates and salts, 

replacing hydroxide ions in the solution 

COD Removal  Increased with the current for M1 and M2 

Initial pH did not have a profound effect  

 

Energy 

Consumption  

All setups increased energy consumption with current  

M3 had the lowest consumption at acidic conditions 

NOM removal generally increased with current 

density, however; reduced efficacy at higher extreme 

current 

Higher concentrations of hydroxyls increase 

undesirable side reactions such as the 

electrolysis of water which compete with the 

electrochemical oxidation of the contaminants 

PeCOD/TOC 

Ratio 

M3 exhibited the largest COD/TOC ratio peak in low 

pH and low current conditions 

COD/TOC ratio was unaffected by pH variation 

MMO electrodes produced yellow particulates 

from the titanium surface 

They reduced COD and TOC through 

agglomeration and increased floc size, however; 

superficially (did not produce DBP) 
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M1 and M2 obtained higher COD/TOC ratio at higher 

current 

High durations required to oxidize secondary DBP to 

non-harmful compounds  

SUVA M1 and M2 produced DBP at higher pH and higher 

current 

MMO agglomerates reduced reactive oxidative 

species in solution 

 

Although the treatment conditions applied low current densities (compared to existing 

literature result), it was observed that electrooxidation by BDD and MMO electrodes were heavily 

reliant on current density. Current density is proportional to the number of reactions taking place 

on the electrode surface, where BDD has more active sites than MMO, and thus, BDD electrodes 

showed higher removal with current density increases. On the other hand, initial pH did not have 

a profound effect on NOM oxidation. 

Additionally, the oxidation process suggested that high durations are necessary to oxidize 

secondary DBP to non-harmful compounds. All removal data showed an increase in NOM at 30- 

and 60-minutes in duration. Furthermore, MMO electrodes produced a yellow particulate in the 

solution. They reduced TOC and COD through agglomeration but had minimal effect on SUVA. 

Lastly, electrooxidation systems were more efficient at low current densities as higher 

concentrations of hydroxyls increase undesirable side reactions such as the electrolysis of water, 

which competes with the electrochemical oxidation of the contaminants. 

BDD electrodes were determined to be more effective than MMO for NOM removal. Nevertheless, 

optimization is required for new drinking water processes. 
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Chapter 4. Process optimization using BBD statistical modeling  

4.1. Introduction 

The previous chapter highlighted that operating conditions such as initial pH, current 

density, and electrolysis time have a profound effect on electrooxidation NOM removal processes. 

Furthermore, BDD and MMO electrode setups reacted uniquely to changes in each operating 

condition. Similarly, to date, most studies on NOM removal treatment focused on the traditional 

one-factor-at-a-time approach[159]. Although the approach provided effective numerical results, 

it does not account for cross effects from the factors. For example, pH changes throughout the 

electrolysis; however, the interaction effects are ignored when looking at final TOC, COD, and 

UV254. Therefore, single-factor approaches denote poor optimization results.  

Previously, response surface methodology (RSM) was applied to successfully optimize 

electrochemical treatment processes including, but not limited to, electro Fenton oxidation, 

electrooxidation, EAOPs, AOPs, and electrocoagulation. This chapter, [we] examined the 

degradation of NOM through a statistical approach. System variables were proactive chosen to 

reflect conclusions from chapter 4: initial pH, electrolysis time, and applied current density. 

Furthermore, besides, to flow rate and supporting electrolyte concentrations, which do not apply 

to [our] batch system reaction setup, these system variables were established as dependent 

conditions for electrochemical oxidation of NOM. Moreover, a Box-Behnken response surface 

design (BBD) coupled with a derringer’s desired function methodology was used to monitor the 

changes of TOC removal, COD removal, and SUVA. Their monitored responses garnered 

functional relationships with the independent variables. The analysis of variance (ANOVA) was 

also applied to validate the relationships obtained. 
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4.2. Materials and Methods 

The synthetic water matrix was identical to the solution in chapter 3. 

 

4.2.1. Electrochemical Setup 

Identical to the setup in chapter 3.  

NOM degradation was carried out in a batch system with three unique electrode setups. All 

tests for TOC, COD, and SUVA analyses used a two-electrode setup with a volume capacity of 

300 mL of the synthetic solutions. The setups include the (M1) BDD anode and BDD cathode 

electrochemical system, (M2) BDD anode and stainless-steel cathode electrochemical system, and 

(M3) MMO anode and stainless-steel cathode electrochemical system. These systems were 

mechanically stirred for the duration of the experiment at 400 rpm. Additionally, the physical 

properties of the electrodes were machined to have the same surface areas [10 mm x 10 mm x 1 

mm]. Furthermore, the distance between electrodes was kept constant at 3 mm in the synthetic 

NOM water.  

Batch tests were run uninterrupted, and the overall TOC, COD, and UV254 measurements 

were taken at the end of the allotted duration(s) at (1) 30 minutes, 60 minutes, and 120 minutes. 

4.2.2. Analytical methods 

Removal efficiency formula was modified from equation 3-1 and 3-2, where Y0 and Y 

represent the initial and final values of TOC and COD. 

Equation 4-1 Modified TOC and COD removal efficiency formula for BBD experimental design  

𝑇𝑂𝐶 𝑎𝑛𝑑 𝐶𝑂𝐷 (%) =
𝑌0 − 𝑌

𝑌
∗ 100 

SUVA was measured by equation 3-3. 
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4.2.3. Experimental design of BBD 

The response surface design was developed for all three different treatment setups 

individually: (1) M1, BDD anode and BDD cathode, (2) M2, BDD anode and SS cathode, and (3) 

M3, MMO anode and SS cathode. 

The RSM design optimized three factors at five levels to assess the influence of process 

variables such as (A) initial pH (6.5 – 8.5), (B) current density (10 – 30), and (C) electrolysis time 

(30 – 120 min) on (Y1) TOC removal, (Y2) COD removal, and (Y3) SUVA.  

A second-order polynomial equation investigated the relationship between independent 

variables and responses. All statistical analyses were done with Stat-ease Design Expert 8.0.7.1 

statistical software.  

Experimental data was analyzed and fitted to the second-order polynomial model[153], 

[162], [198]: 

𝑌𝑛𝑚 = 𝑏0  + ∑ 𝑏𝑖𝑥𝑖

4

𝑖=1

 +  𝑏12𝑥1𝑥2  + 𝑏13𝑥1𝑥3 + 𝑏14𝑥1𝑥4 + 𝑏23𝑥2𝑥3  + 𝑏24𝑥2𝑥4  + 𝑏34𝑥3𝑥4  

+   ∑ 𝑏𝑖𝑖𝑥𝑖
2

4

𝑖=1

 

Ynm is any of the specified response variables; n denotes experimental setup, and m 

identifies response factor, b0 is a constant; b1, b2, b3, and b4, are regression coefficients for linear 

effects; b11, b22, b33, and b44 are quadratic coefficients, and; b12, b13, b23, b24, and b34 are interaction 

effects. The models are subjected to change and reduction; in the event, specific factors and 

interaction effects are not determined significantly by p-value analysis.  
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4.3. Results and Discussion  

Electrooxidation processes were used to treat synthetic NOM water. A total number of 17 

batch experiments were required to analyze the data. Appendix A presents the data used for the 

experimental design, for all treatment setups and response factors. 

4.3.1. Mathematical model selection  

As highlighted in the literature review of previous applications of BBD designs for 

electrochemical processes, second-order quadratic models best represent the pseudo-first-order EO 

reaction mechanisms. Additionally, the experimental data were analyzed by Stat-ease’s model 

summary statistics to obtain regression models to represent the EO process. Table 4-1 outlines the 

results below. The highest p-values and lower coefficient of determinations were found for 

quadratic models for all treatment setups and responses. On the other hand, the cubic model was 

aliased, suggesting more data terms unnecessarily were required than unique points in the design. 

Therefore, the quadratic model was chosen to gauge the effects of initial pH, current density, and 

electrolysis time.  

Table 4-1: Model summary statistics tested for the responses 

Source Sequential p-

value 

Lack of Fit p-

value 

Adjusted R2 Predicted R2 Remarks 

M1: TOC Efficiency 

Linear 0.0455 

 

0.3220 0.1133 

 

2FI 0.7604 

 

0.2117 -0.5747 

 

Quadratic 0.0002 

 

0.9188 0.3500 Suggested 

Cubic 

  

1.0000 

 

Aliased 

M1: COD Efficiency 

Linear 0.1803 < 0.0001 0.1437 -0.0187 

 

2FI 0.8842 < 0.0001 -0.0459 -0.4802 

 

Quadratic < 0.0001 0.0027 0.9804 0.8565 Suggested 
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Cubic 0.0027 

 

0.9987 

 

Aliased 

M1: SUVA 

Linear 0.0148  0.4360 0.0101 Suggested 

2FI 0.2988  0.4839 -1.2573  

Quadratic 0.0106  0.8375 -0.3247 Suggested 

Cubic   1.0000  Aliased 

M2: TOC Efficiency 

Linear 0.0625  0.2853 -0.0095  

2FI 0.8571  0.1365 -1.2150  

Quadratic < 0.0001  0.9766 0.8196 Suggested 

Cubic   1.0000  Aliased 

M2: COD Efficiency 

Linear 0.0608 < 0.0001 0.2884 -0.0109  

2FI 0.4264 < 0.0001 0.2909 -0.5084  

Quadratic 0.0068 < 0.0001 0.8041 -0.3464 Suggested 

Cubic < 0.0001  0.9997  Aliased 

M2: SUVA 

Linear 0.0478  0.3165 -0.0574  

2FI 0.6495  0.2405 -1.3081  

Quadratic < 0.0001  0.9907 0.9249 Suggested 

Cubic   1.0000  Aliased 

M3: TOC Efficiency 

Linear 0.5226  -0.0417 -0.7253  

2FI 0.5104  -0.0860 -2.8472  

Quadratic 0.0002  0.8960 0.2850 Suggested 

Cubic   1.0000  Aliased 

M3: COD Efficiency 

Linear 0.4089 < 0.0001 0.0068 -0.5252  
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2FI 0.1882 < 0.0001 0.1828 -0.7591  

Quadratic 0.1545 < 0.0001 0.4232 -3.8520 Suggested 

Cubic < 0.0001  0.9988  Aliased 

M3: SUVA 

Linear 0.3667  0.0270 -0.5504  

2FI 0.1448  0.2451 -1.2693  

Quadratic 0.0012  0.8748 -0.0303 Suggested 

Cubic   1.0000  Aliased 

 

Moreover, the analysis of variance confirmed the adequacy of the models. Operating 

factors and their interactions that had p-values greater than 0.1 were removed from the model to 

increase fit. ANOVA tables are presented for each treatment setup and response variable in 

appendix D to 4-14. All models for COD efficiency with setups M1, M2, and M3 had a significant 

lack-of-fit.  

4.3.2. Mathematical model fitting 

The results from the BBD experimental design were evaluated by multiple regression 

analyses proposed for EO processes in literature. An empirical relationship for TOC removal, COD 

removal, and SUVA, was determined by a second-order polynomial equation with interaction 

terms. Therefore, the concrete influence of independent variables was assessed. Models were 

broken down into treatment setups. 

M1 TOC efficiency  

𝑇𝑂𝐶 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%)

= 1903.7659 − 481.16 (𝐴) − 0.5688 (𝐵) − 14.7328 (𝐶) − 0.0504 (𝐵 ∗ 𝐶)

+ 31.5812 (𝐴2) + 0.0138 (𝐵2) + 0.5602 (𝐶2) 

M1 COD efficiency  



   

68 

 

𝐶𝑂𝐷 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%)

= 1847.0338 − 482.957 (𝐴) − 0.2287 (𝐵) − 16.8466 (𝐶) − 0.4246 (𝐴 ∗ 𝐵)

− 0.02184(𝐵 ∗ 𝐶) + 35.27 (𝐴2) + 0.02849 (𝐵2) + 0.52 (𝐶2) 

M1 SUVA 

𝑆𝑈𝑉𝐴 (
𝐿

𝑚𝑔 𝑀
) = 33.38 − 0.2035 (𝐵) − 3.48668 (𝐶) + 0.01476 (𝐵 ∗ 𝐶) + 0.084 (𝐶2) 

 

M2 TOC efficiency  

𝑇𝑂𝐶 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%)

= 344.6132 − 14.892 (𝐴) − 4.3311 (𝐵) − 20.9551 (𝐶) + 0.2718 (𝐴 ∗ 𝐵)

+ 0.02595 (𝐵 ∗ 𝐶) + 0.01065 (𝐵2) + 0.5794 (𝐶2) 

M2 COD efficiency 

𝐶𝑂𝐷 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%)

= 2179.9154 − 693.591 (𝐴) − 1.7114 (𝐵) + 31.3578 (𝐶) − 3.7437 (𝐴 ∗ 𝐶)

+ 52.9673 (𝐴2) + 0.014649 (𝐵2) 

M2 SUVA 

𝑆𝑈𝑉𝐴 (
𝐿

𝑚𝑔 𝑀
)

= −2.25485 + 3.1056 (𝐴) − 0.06992 (𝐵) − 0.8935 (𝐶) − 0.1447 (𝐴 ∗ 𝐶)

+ 0.00368 (𝐵 ∗ 𝐶) + 0.05255 (𝐶2) 

M3 TOC Efficiency 
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𝑇𝑂𝐶 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%)

= −1332.3612 + 426.0882 (𝐴) + 0.4951 (𝐵) − 19.7912 (𝐶)

+ 1.5411 (𝐴 ∗ 𝐶) + 0.0263 (𝐵 ∗ 𝐶) − 31.2231 (𝐴2) − 0.00663 (𝐵2)

+ 0.1783 (𝐶2) 

M3 COD efficiency 

𝐶𝑂𝐷 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (%)

= −846.4401 + 243.1878 (𝐴) + 0.6228 (𝐵) − 2.6127 (𝐶) + 0.06408 (𝐵 ∗ 𝐶)

− 16.078 (𝐴2) − 0.01275 (𝐵2) 

M3 SUVA 

𝑆𝑈𝑉𝐴 (
𝐿

𝑚𝑔 𝑀
)

= +178.6326 − 35.7319 (𝐴) + 0.1224 (𝐵) − 4.2555 (𝐶) + 0.3645 (𝐴 ∗ 𝐶)

− 0.0046 (𝐵 ∗ 𝐶) + 1.816 (𝐴2) + 0.042 (𝐶2) 

A, B, and C are initial pH, the time elapsed, and current density, respectively. The obtained 

models had high values of the coefficient of determination (R2).  

The evaluation of the models, in addition to ANOVA tables, was performed by 

constructing diagnostic plots to illustrate the predicted and actual values for the experimental data, 

as shown in Appendix C. Good agreements were found between experimental and predicted values 

for TOC removal, COD removal, and SUVA, for all three experimental setups. Coupled with 

AVOVA, the results from the Derringer’s fitting demonstrated that BBD RSM was suitable to 

describe the electrochemical oxidation process. 

The lack-of-fit with COD efficiency models determined a failure of the model to describe 

the functional relationship between factors and response variables adequately. Furthermore, since 

the Stat-Ease model summary analysis aliased the cubic regression model and therefore, the model 
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does not overlook interactions and cubic terms, the lack-of-fit [may be] a product of (1) peCOD 

ineffectively measuring NOM, and (2) inadequate amount of iterations. Nevertheless, the chapter 

continues with the analysis of COD efficiency.  

4.3.3. ANOVA interpretation 

ANOVA tables are presented in appendix D. ANOVA tables, and consequently generated 

p-values can provide essential insight on significant factors affecting the response variables.  

4.3.3.1. Effect of initial pH 

4.3.3.1.1. M1 

Initial pH effects were analyzed through M1 ANOVA tables for TOC efficiency, COD 

efficiency, and SUVA. For TOC efficiency and SUVA, the initial pH was not significant. The 

effect of pH on the electrochemical oxidation of organics was previously investigated; nonetheless, 

the results indicated that the initial pH effects on oxidation efficiency were mixed. According to 

literature and direct oxidation reaction processes, the effect of pH strongly depends on the nature 

of investigated organics and in [our] case, synthetic water matrix. Additionally, the selected range 

for pH is 6.5 – 8.5, which reflects natural water pH ranges, but the degradation of organics between 

2 – 9 is generally stable in BDD anodes. A broader pH range [may] present different results if 

inspected.  

On the other hand, COD efficiency was influenced by initial pH. Initial pH value affected 

the presence of active chlorine in the solution. At acidic pH, the preferred chlorine product is 

HClO, and above pH 8, it is ClO- [192], [199]. Therefore, an additional oxidation side reaction 

occurs. Overall, the total organic content paralleled (TOC) equally; however, the additional 

reaction increased the amount of oxygen consumed and, thus, COD.  
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4.3.3.1.2. M2 

ANOVA tables determined the effect of initial pH on M2 TOC efficiency, COD efficiency, 

and SUVA. Similar to M1, the initial pH had a profound effect only on COD efficiency, whereas 

TOC efficiency and SUVA were mostly unaffected by changes in initial pH.  

Although the effects were similar, ANOVA p-values for initial pH for M2 were closer to the null 

hypothesis than M1. The presence of stainless-steel cathodes may make the electrochemical 

system more susceptible to initial pH fluctuations. Therefore, BDD electrodes are more stable in 

electrochemical processes. 

4.3.3.1.3. M3 

Initial pH influence on M3 TOC efficiency, COD efficiency, and SUVA was investigated 

through ANOVA tables. Unlike M1 and M2, initial pH had a significant effect on TOC efficiency, 

COD efficiency, and SUVA. MMO electrodes promoted indirect oxidation and involved 

hypochlorite mediated chemistry. Since pH directly altered the preferred chlorine product, organic 

oxidation was influenced by initial pH. Furthermore, the reaction mechanism with an MMO 

electrode was different from BDD highlighted by the presence of yellow particulates in the 

synthetic solution. Initially, pitting and corrosion were suspected to occur, but further research 

highlighted, the visible yellow hue was a product of the agglomerate formation of M(O)x species 

from indirect electro-oxidation methods with MMO (Ti)[200]. Thus, BDD electrodes performed 

well in wider pH ranges and could provide advantages over MMO in practical applications.  

4.3.3.2. Effect of Current Density 

4.3.3.2.1. M1 

Initial current significance was determined through ANOVA tables for M1 TOC 

efficiency, COD efficiency, and SUVA. As predicted in literature, current density was indicated 
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to be significant in determining all response factors. Current density rapidly increases the 

productions of hydroxyl radicals for BDD direct oxidation, which in turn increases oxidation of 

NOM.  

4.3.3.2.2. M2 

From M2 ANOVA tables for TOC efficiency, COD efficiency, and SUVA, initial current 

density played a significant role in response factor determination. The results were identical to M1 

ANOVA.  

4.3.3.2.3. M3 

Extrapolated from M3 ANOVA tables for TOC efficiency, COD efficiency, and SUVA, 

initial current density was a significant factor. An increase in current density resulted in an 

increased role for halogen salts in the synthetic water to generate active chlorine species. Although 

both electrodes founded a significant relation to current density, throughout all response factors, 

M3 had the highest p-value. 

4.3.3.3. Effect of Electrolysis Time 

4.3.3.3.1. M1 

The effect of electrolysis time was analyzed from ANOVA tables for M1 TOC efficiency, 

COD efficiency, and SUVA. Time was a significant factor for NOM oxidation. Increased 

electrolysis time upsurged the concentration of oxidant species, such as hydroxyl radicals. 

4.3.3.3.2. M2 

Similar to M1, ANOVA tables for M2 TOC efficiency, COD efficiency, and SUVA 

presented electrolysis time was a significant factor for the response factors.  
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4.3.3.3.3. M3 

Surprisingly, from the M3 ANOVA tables, electrolysis time was determined to be not 

significant in determining TOC efficiency and COD efficiency. Although indirect oxidation 

mechanisms introduce hydroxyl radicals and hypochlorite in the presence of chlorine, electrolysis 

time does not affect agglomerates and MOx species production.  

Furthermore, M3 SUVA showed that electrolysis time was a significant factor. This 

suggested that the increase of agglomerates raised the aromaticity of the synthetic matrix (as time 

progressed), but it failed to decrease overall TOC and COD content.  

4.3.4. Effect of process variables; Contour interaction plots 

ANOVA tables merely reflect the significance of process variables. 3-D contour plots 

provided an in-depth look at the trends and interaction effects of process variables. The plots 

provided individual and interactive effects among the process variables to determine the optimal 

condition of each factor for TOC efficiency, COD efficiency, and SUVA. Figure(s) 4-1 to 4-9 

present contour plots for M1, M2, and M3. Multi-factor analyses, presented in appendix E, were 

performed to supplement contour plot data. 

4.3.4.1. M1 TOC Efficiency 

Figure 4-1 illustrates 3D contour plots for M1 TOC efficiency.  

From the literature and ANOVA tables, initial pH had a minimal effect on TOC efficiency[64], 

[201], [202]. Nonetheless, the contour plots affirmed that within the span of the experimental range 

6.5 – 8.5, TOC efficiency is not affected by initial pH. The plots also showed lowered efficiency 

at 7.5 pH. Additionally, higher electrolysis time and applied current densities reduced the lowered 

performance at 7.5 pH.  
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Furthermore, electrolysis time showed a linear trend for TOC efficiency. In BDD anodes, 

increased electrolysis time allotted more time for surface reactions to produce hydroxyl radicals 

[21]. However, at large applied current density (<25 mA cm2), the effect of time is minimized, 

which suggests there is a maximum concentration of oxidative species in the synthetic matrix.  

Lastly, applied current density had a positive effect on TOC efficiency. Generally, an 

increase in applied current density increased the positive effect of initial pH and electrolysis time. 

 

a) 
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Figure 4-1 Response surface plots (3D)  for the effects of variables on M1 TOC efficiency. 4-10a) Initial pH and electrolysis 

time, 4-10b) Initial pH and current density, 4-10c) electrolysis time and current density 

 

b) 

c) 
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4.3.4.2. M1 COD Efficiency 

Figure 4-2 presents 3D contour plots for M1 COD efficiency. They presented identical 

trends to TOC efficiency. However, TOC efficiency was higher than COD efficiency for M1 

electrode setups.  

Surprisingly, COD efficiency was maximized at higher pH.  From COD efficiency contour 

parts, although there is an increase in efficiency as time progresses, it takes a longer time to reach 

a high efficiency at lower current density. Additionally, at high current density, electrolysis time 

played a minimal role in determining COD efficiency.  

Lastly, current density positively influenced COD efficiency, including interactions with 

other process variables. Nonetheless, similar to TOC efficiency, changes in current density were 

less effective at higher electrolysis time.  

 

a) 
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Figure 4-2 Response surface plots (3D)  for the effects of variables on M1 COD efficiency. 4-11a) Initial pH and electrolysis 

time, 4-11b) Initial pH and current density, 4-11c) electrolysis time and current density 

b) 

c) 
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4.3.4.3. M1 SUVA 

Figure 4-3 presents contour plots for M1 SUVA; the identified initial pH had no effect on 

SUVA for dual BDD anode and cathode systems. There was no interaction effect of initial pH with 

electrolysis time and applied current density. BDD anodes have a high overpotential for oxidation, 

wherein their active species generation is affected by initial pH; however, breakdown of functional 

groups into DBPs and thus, aromaticity was unaffected by pH [21], [203].   

On the other hand, electrolysis time and current exhibited a positive effect on SUVA. 

Although the increases facilitated by electrolysis time were minimal, significant positive feedback 

was shown with the current.  

 

 

 

 

a) 
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Figure 4-3 Response surface plots (3D)  for the effects of variables on M1 SUVA. 4-12a) Initial pH and electrolysis time, 4-12b) 

Initial pH and current density, 4-12c) electrolysis time and current density 

b) 

c) 
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4.3.4.4. M2 TOC efficiency 

Contour plots for M2 TOC efficiency are presented in figure 4-4. M2 showed a lower 

overall TOC efficiency than M1 electrochemical systems at the controlled process condition 

ranges.  

Additionally, initial pH had little to no interaction effect with current, unlike M1. 

Therefore, dual BDD systems are more likely to be influenced by solution pH than BDD-SS.  

Furthermore, electrolysis time played a minimal role in M2 TOC efficiency. At lower applied 

current densities, TOC efficiency was higher at 30 minutes.  

Lastly, applied current density had a positive linear effect on M2 TOC efficiency. 

However, at low current density, increasing electrolysis time reduced TOC efficiency. This 

suggested that the concentration of active species stagnated at lower current. This [may] 

breakdown organic matter to secondary DBPs, however, not fully oxidized to CO2 and H2O from 

lack of active species [187].  
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a) 

b) 
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Figure 4-4 Response surface plots (3D)  for the effects of variables on M2 TOC efficiency. 4-13a) Initial pH and electrolysis 

time, 4-13b) Initial pH and current density, 4-13c) electrolysis time and current density 

4.3.4.5. M2 COD Efficiency  

Contour plots are presented for M2 COD efficiency in figure 4-5. Overall, M2 COD 

efficiency was greater than M1 COD efficiency. Stainless-steel cathodes had a greater effect on 

COD than TOC.  

M2 COD efficiency was reliant on initial pH, unlike TOC efficiency. Therefore, initial pH 

has a lower effect on total carbon in a system; however, the number of electrons available in 

organic carbon reduction (COD) is higher at basic pH. Hydroxyl production was better at non-

neutral pH. Additionally, at high current, the initial pH had minimal effect on COD efficiency.  

Electrolysis time provided a positive effect on COD efficiency. Raising the time increased 

COD efficiency; however, at higher pH, the increase was minimized.  

 

 

c) 
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a) 

b) 
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Figure 4-5 Response surface plots (3D)  for the effects of variables on M2 COD efficiency. 4-14a) Initial pH and electrolysis 

time, 4-14b) Initial pH and current density, 4-14c) electrolysis time and current density 

4.3.4.6. M2 SUVA 

Contour plots for M2 SUVA are presented in figure 4-6. Similar to M1 SUVA trends, 

initial pH had little to no effect on SUVA. Time also had a minimal effect on SUVA.  

Lastly, the applied current was the only metric shown to have a positive effect on SUVA. 

Reflected by M1 SUVA, DBP production and aromaticity were only a product of applied current. 

 

c) 



   

85 

 

 

 

a) 

b) 
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Figure 4-6 Response surface plots (3D)  for the effects of variables on M2 SUVA. 4-12a) Initial pH and electrolysis time, 4-12b) 

Initial pH and current density, 4-12c) electrolysis time and current density 

4.3.4.7. M3 TOC Efficiency  

Contour plots for M3 TOC efficiency are shown in figure 4-7. Contour plots of MMO 

anode systems suggest that MMO anodes induce a different reaction pathway for organic 

reduction. Additionally, flocs were formed in the M3 system, which [may] encapsulate coagulant 

properties. Overall, TOC efficiency was higher in M1 and M2 setups. 

Consequent to M1 and M2, initial pH had a polarizing effect on TOC efficiency for MMO 

anode systems. The highest efficiencies were outlined at a neutral pH. Also, unlike BDD systems, 

initial pH influenced how the current affected TOC efficiency. Instead of linearly increasing the 

efficiency with current density, the highest efficiencies were only recorded at 20.  

Electrolysis time also played a different role from M1 and M2 TOC efficiency. Increasing 

the time did not have a significant effect on TOC efficiency. Applied current generally had a 

positive correlation with TOC efficiency, with the exception at low pH and low time durations. 

c) 



   

87 

 

Indirect oxidation was more reliant on pH with more hypochlorous formed at neutral pH. 

Therefore, increasing current at lower pH was not impactful at reducing TOC content[204] [205].   

 

 

 

a) 

b) 
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Figure 4-7 Response surface plots (3D)  for the effects of variables on M3 TOC efficiency. 4-16a) Initial pH and electrolysis 

time, 4-16b) Initial pH and current density, 4-16c) electrolysis time and current density 

4.3.4.8. M3 COD Efficiency  

Contour plots of M3 COD efficiency are presented in figure 4-8. Overall, COD efficiency 

was higher than TOC efficiency in M3. Additionally, M3 performed better at COD removal than 

M1 and M2.  

Similar to M3 TOC efficiency, M3 systems were better performers in reducing COD at 

neutral pH. Therefore, DSA electrodes, which are heavily reliant on chloride indirect oxidation 

mechanisms in addition to hydroxyl production, have the best efficiency production at neutral pH. 

up to 90%.  

Furthermore, COD efficiency decreased as elapsed time is increased over 60 mins at low 

current density applied. After (60 mins), toxic matters are removed by flocs; however, floc 

concentration continues to increase and [may] deviate COD evaluation and lower efficiency. 

c) 
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Increasing applied current had a positive effect on COD efficiency. However, at a low duration, 

the effect was minimized.  

 

 

 

a) 

b) 
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Figure 4-8 Response surface plots (3D)  for the effects of variables on M3 COD efficiency. 4-17a) Initial pH and electrolysis 

time, 4-17b) Initial pH and current density, 4-17c) electrolysis time and current density 

4.3.4.9. M3 SUVA 

Contour plots of M3 SUVA are observed in figure 4-9. Furthermore, SUVA contour plots 

indicated the presence of unique reaction mechanisms for MMO systems, as SUVA is affected by 

initial pH, unlike M1 and M2 SUVA. Also, the greatest SUVA values are at lower pH, lower 

current, and high treatment durations. 

Initial pH from 6.5 to 8.5 generally decreased SUVA. Therefore, acidic conditions were 

best for DBP production in MMO electrodes. Increasing time generally increased SUVA. Applied 

current density had a dissimilar effect on SUVA than M1 and M2. MMO anodes had a higher 

SUVA at lower currents.  

 

c) 
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a) 

b) 
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Figure 4-9 Response surface plots (3D)  for the effects of variables on M3 SUVA. 4-12a) Initial pH and electrolysis time, 4-12b) 

Initial pH and current density, 4-12c) electrolysis time and current density  

4.3.5. Optimization 

Derringer’s desired function was applied to maximize TOC removal, COD removal, and 

SUVA. The optimization technique evaluates points at the designated limits: (1) TOC removal at 

100 %, (2) COD removal at 100 %, and (3) SUVA maximized, all process variables limited within 

operating conditions. 

For M1, optimal conditions were determined to be an initial pH of 7.5, electrolysis time of 

120, and a current density of 30. Under the conditions, predicted responses were: TOC efficiency 

83.2 %, COD efficiency 93.4 %, and SUVA 33.1.  

For M2, optimal conditions were an initial pH of 6.5, electrolysis time of 120, and a current 

density of 30. Under the conditions, predicted responses were: TOC efficiency 84.24 %, COD 

efficiency 99.9 %, and SUVA 14.7. 

c) 
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For M3, optimal conditions were predicted to be an initial pH of 6.5, electrolysis time of 

60, and a current density of 10. Under the conditions, projected responses were: TOC efficiency 

65.9 %, COD efficiency 64.2 %, and SUVA 11.5. 

 

Table 4-2 optimal operating conditions for the maximum removal  

 

  M1 M2 M3 

Optimal Conditions Initial pH 7.5 6.5 6.5 

Electrolysis Time 120 120 60 

Current Density 30 30 10 

Response Values TOC Efficiency  83.2 84.2 65.9 

COD Efficiency 93.4 99.9 64.2 

SUVA 33.1 14.7 11.5 

 

Results summary 

Table 4-3 Operating variables and their effects on NOM removal for M1, M2, and M3 systems  

Treatment 

setup 

ANOVA Analysis Contour Plots Derringers 

Optimization 

M1 

TOC • Initial pH was not a 

significant factor  

• Electrolysis time and 

current density were 

significant 

TOC • Initial pH had little-to-no effect on TOC 

removal 

• Electrolysis time had a positive effect on 

TOC efficiency 

• Current density linearly proportional to 

TOC efficiency 

TOC 83.2 

 

COD • Initial pH, electrolysis 

time, and current were 

all significant factors  

COD • COD efficiency Increased with higher 

pH  

• increase in COD efficiency as time 

progressed 

• Current density positively influenced 

COD efficiency 

COD 93.4 

 

SUVA • Initial pH was not a 

significant factor 

• Electrolysis time and 

current density were 

significant 

SUVA • Initial pH did not affect SUVA 

• Positive correlation for electrolysis time 

and SUVA 

• SUVA increased with higher current 

density 

SUVA 33.1 

 

M2 TOC • Initial pH was not a 

significant factor  

TOC • Initial pH did not affect incl. interactions TOC 84.2 
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• Electrolysis time and 

current density were 

significant 

• Electrolysis time did not have a positive 

effect on TOC removal 

• TOC removal increased with higher 

current density 

 

COD • Initial pH, electrolysis 

time, and current were 

all significant factors 

COD • COD efficiency Increased with higher 

pH  

• increase in COD efficiency as time 

progressed  

• Current density positively influenced 

COD efficiency 

COD 99.9 

 

SUVA • Initial pH was not a 

significant factor  

• Electrolysis time and 

current density were 

significant 

SUVA • Initial pH did not affect SUVA 

• Electrolysis time did not affect SUVA 

• SUVA increased with higher current 

density 

SUVA 14.7 

 

M3 

TOC • Initial pH and current 

density were significant 

factors 

• Electrolysis time was 

not a significant factor 

TOC • Initial pH affected TOC removal, 

highest around seven pH 

• Electrolysis time did not have a positive 

effect on TOC removal 

• TOC removal increased with higher 

current density 

TOC 65.9 

 

COD • Initial pH and current 

density were significant 

factors 

• Electrolysis time was 

not a significant factor 

COD • COD efficiency was highest at neutral 

pH 

• COD efficiency decreased with time 

elapsed after 60 mins 

• Current density positively influenced 

COD efficiency 

COD 64.2 

 

SUVA • Initial pH, electrolysis 

time, and current 

density were significant 

factors 

SUVA • Initial pH had a great effect on SUVA, 

maximized at low pH 

• Electrolysis time had a positive effect on 

SUVA 

• SUVA decreased with higher current 

density 

SUVA 11.5 

 

 

 

4.4. Summary 

This chapter employed BBD RSM to study and optimize the process variables under 

different operating conditions such as initial pH, electrolysis time, and current density to treat 

NOM by electrochemical oxidation. From the results, it was observed that operating variables have 

a significant effect on TOC removal, COD removal, and SUVA. 
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The optimal conditions were found to be neutral pH., high electrolysis time, and high 

current densities for M1 and M2. Additionally, M1 and M2, on average, presented more excellent 

TOC removal, COD removal, and SUVA. On the other hand, M3 performed better at acidic pH, 

low-to-mid electrolysis duration, and low current densities.  
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Chapter 5. Conclusions and Recommendations 

5.1. Conclusion  

The objective of this thesis was to explore the use of BDD electrodes for NOM removal in 

water and wastewater purification. Although innate research has been conducted on 

electrochemical processes, BDD remains commercially inviable. Functional application of a BDD 

facilitated electrochemical process was assessed adequately in a batch setting to determine the 

following: if BDD anodes warrant application potential over MMO electrodes (chapter 3), and 

whether or not BDD and MMO anodic oxidation can be optimized for NOM removal (chapter 4). 

Although through the experimental process collected precise results, the synthetic NOM solution 

posed challenges for NOM characterization. Quantifying all aspects of NOM was virtually 

impossible, and thus, surrogate measures were utilized, such as TOC, COD, and SUVA. Mixed-

results were obtained from the characterization methods, which was undeniably a product of (1) a 

high degree of variability of chemical and physical properties of organics used for the synthetic 

mixture, and to a lesser extent, (2) different reactions mechanisms of electrode setups. However, 

studies have concluded that TOC is the best NOM characterization tool, and those results take 

precedence over other metrics [206].  

Experimentally, the effect of electrode material on NOM removal was assessed through 

three electrochemical setups in batch mode; M1 - BDD anode and BDD cathode; M2 - BDD anode 

and SS cathode; and M3 - MMO anode and SS cathode.  

Before proceeding to the data results, the setups illustrated BDD electrodes incurred a 

different pollutant oxidation reaction mechanism from MMO electrodes. The contrast was visually 

present by yellow agglomerates in the solution of MMO treated systems. Furthermore, the 

agglomerates may be a product of (1) metal leachates from an anodic surface such as titanium, (2) 
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hypochlorite induced oxidation by-products, or (3) coagulants formed by electrocoagulation. 

Additionally, BDD anodes exhibited an increase in NOM at lower electrolysis durations as shown 

by negative TOC and COD removal efficiencies at 30 minutes with low applied current densities. 

This phenom was not present in MMO systems, which further highlighted the presence of unique 

electrochemical oxidation pathways between BDD and MMO anodes.  

5.1.1. Conclusions from comparative study 

Noticeably, the low experimental current densities (<30 mA cm-2) exhibited low NOM 

removal. Studies that used BDD anodes for NOM reduction exhibited greater NOM removal (>50 

mA cm-2) than the experimental results.  

Firstly, the TOC data determined M1 and M2 were more (1) electrochemically stable over 

a broader range of pH and (2) competent at NOM at higher applied current densities and higher 

electrolysis durations. TOC removal, on average, remained constant between 6.5 and 8.5 pH, with 

a variation of 14 % for M1 and 18 % for M2. M3, on the other hand, exhibited a decrease in 

electrochemical performance at higher pH, with an average variation of 30 %. Additionally, M1 

and M2 exhibited a greater TOC removal at high current density with 40.2 % TOC removal. 

Secondly, COD data identified M3 as the most effective electrochemical system for NOM 

removal. Although the effects of pH, electrolysis time, and current density were similar to TOC 

results, M3 eclipsed M1 and M2 at low current density with a 40 % higher COD removal on 

average. This further strengthened the hypothesis of a different reaction mechanism. The 

agglomerate species (MOx) participated as mediators of oxidation in M3, which could contribute 

to TOC, however, not identified by the MANTECH COD analyzer.  

Thirdly, the degree of reduction of the carbon compounds was measured through the 

COD/TOC metric, which illustrates the amount of DBP in the system. Similar to TOC and COD 
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efficiency, there was no variation with pH for M1 and M2. Additionally, M1 and M2 obtained 

higher COD/TOC at higher applied current. Lastly, the metric confirmed the presence of secondary 

oxidants and by-products in the oxidation mechanisms for all three treatment setups. Therefore, 

high durations are required to oxidize DBPs to non-harmful compounds completely. Furthermore, 

the M3 pseudo electrocoagulation/electrooxidation reaction mechanism illustrated a high TOC and 

COD removal, but low COD/TOC ratios. This suggested that the TOC and COD removal was 

superficial in M3, and the organic content was not broken down into DBPs (and further reduced 

to non-harmful compounds), and merely only forming flocs (from agglomeration) of organic 

clumps unidentifiable by TOC and COD analyzers.  

Fourthly, SUVA, an indicator of aromaticity attributed to the growth of DBPs, surmised 

synthetic NOM reduction. Furthermore, M1 and M2 produced more DBP at higher pH and higher 

applied current.  

Lastly, all electrode setups increased in energy consumption as a product of increased 

applied current. Surprisingly, M1 and M2 exhibited higher energy consumption than M3, at 0.012, 

0.0223, and 0.0064 [kWh dm-3] respectively. However, M3 still exhibited the lowest TOC and 

COD removal at that energy consumption. TOC removal as a function of energy consumption 

showed a sharp increase in consumption after 50 % NOM removal. Whereas COD removal was 

not as reliant on applied current density, and high removal rates can be reached at lower energy 

consumption.  

Overall, M1 and M2 outperformed M3. However, high applied current and lengthy 

durations are required for 90%+ NOM removal, which can foreshadow high operating costs for 

effluent treatments. 
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5.1.2. Conclusions from statistical modeling and optimization 

A BBD response surface methodology was applied to examine the effects of initial pH, 

electrolysis time, and applied current density on NOM removal to optimize M1, M2, and M3 

processes.  

Firstly, through a Pareto analysis of variance, COD has deemed an ineffective measure of 

NOM as it displayed high degrees of lack-of-fit for a 2nd order regression model. Although COD 

data was optimized and analyzed, conclusions from TOC and SUVA data should be prioritized.  

Secondly, 3D contour plots determined that operating variables have a significant effect on TOC 

removal, COD removal, and SUVA. For M1 and M2, initial pH had minimal effect on NOM 

removal, and showed electrolysis time and applied current density were proportional to NOM 

removal. On the other hand, M3 showed the influence of pH on NOM removal. Additionally, 

NOM removal stagnated after (1) 60 minutes of electrolysis and at (2) 10 mA cm-2 for M3. 

Therefore, the floc and agglomerate formation had a maximum concentration for the synthetic 

NOM solution, as the addition of more flocs through higher durations and higher applied current 

did not affect NOM removal. 

Lastly, optimized parameters confirmed BDD as better NOM removal anodes. Under 

optimal conditions, M1 and M2 showed a TOC removal of 83.2 % and 84.2 % respectively, 

whereas M3 paled in comparison at 65.9 %.  

5.2. Recommendations  

Future research should focus on specific NOM compounds when comparing BDD and 

MMO anodes. A considerable complication for the experimental setup was the mixed results for 

TOC, COD, and SUVA because the synthetic NOM solution contained a wide variety of 
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compounds; however, that was necessary to emulate real source water NOM conditions. Likewise, 

small molecular sizes suggested MANTECH COD analyzer was not a good indicator for NOM. 

Additionally, to ascertain the commercialization of BDD anodes for NOM removal, more 

studies with higher applied current densities are required. Although our lower current settings 

showed lower unattractive removal rates, we saw noticeable oxidation patterns as a result, such as 

increases in NOM through the presence of DBPs.  

5.2.1. Fundamentals of EAOPs 

Although, there is a large body of knowledge on the effectiveness of BDD anodes for NOM 

oxidation, which this paper further strengthens, fewer studies that dwell in the understanding of 

the mechanisms of compound transformation at the electrode surface. Thus, a large portion of the 

thesis which showed differences between BDD and MMO anode reaction pathways are potential 

areas of study. Methods such as in-situ spectroscopic techniques and DFT simulations can be 

applied. Furthermore, a better understanding of the reaction mechanism can allow a better design 

of the electrochemical reactors and operating conditions.  

5.2.2. EAOP application studies 

In addition to innate organic removal, EAOPs form DBPs, which hinder it from 

comprehensive implementation for water treatment. Cl- and HOC by-products are typical in 

oxidations.  

Additionally, low-active surface areas of electrodes limit treatment durations for large scale 

water utilities. Therefore, a larger number of cells are required for effective NOM removal, which 

translates to high capital costs and prevents the adoption of the relatively new EAOP technology. 

More studies are needed to provide a full cost analysis of EAOPs for specific water treatment 
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scenarios. Electrodes exhibit wear and tear from regular use. Therefore, future work should focus 

on a life cycle analysis model to gauge the sustainability for long term EAOPs.    
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Appendices 

5.3. Appendix A: Chapter 3 raw data 

 

Table 0-1: Tabulated values of NOM removal, TOC Efficiency (%) of M1, M2, and M3.  

 Treatment Conditions 6.5 pH, 10 mA cm-2 

Time [mins] M1 [%] M2 [%] M3 [%] 

0 0.0 0.0 0.0 

30 -3.0 -2.8 54.0 

60 -12.5 -7.1 63.3 

120 2.4 -0.7 65.8 

 

 Treatment Conditions 6.5 pH, 20 mA cm-2 

Time [mins] M1 [%] M2 [%] M3 [%] 

0 0 0 0 

30 -2.3 -5.5 15.4 

60 -10.2 -4.5 35.1 

120 1.9 8.8 43.2 

 

 Treatment Conditions 8.5 pH, 10 mA cm-2 

Time [mins] M1 [%] M2 [%] M3 [%] 

0 0.0 0.0 0.0 

30 15.3 10.5 22.9 

60 4.7 -6.6 27.9 

120 33.6 -23.2 30.8 

 

 Treatment Conditions 8.5 pH, 20 mA cm-2 

Time [mins] M1 [%] M2 [%] M3 [%] 
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0 0.0 0.0 0.0 

30 37.5 37.6 30.5 

60 39.7 38.3 34.3 

120 40.2 40.2 35.0 

 

Table 0-2: Tabulated values of NOM removal, COD Efficiency (%) of M1, M2, and M3.  

 

 Treatment Conditions 6.5 pH, 10 mA cm-2 

Time [mins] M1 [%] M2 [%] M3 [%] 

0 0.0 0.0 0.0 

30 -14.4 -42.4 23.8 

60 -9.9 -36.1 58.4 

120 11.2 -22.6 91.6 

 

 Treatment Conditions 6.5 pH, 20 mA cm-2 

Time [mins] M1 [%] M2 [%] M3 [%] 

0 0.0 0.0 0.0 

30 15.8 8.5 30.8 

60 15.8 -0.4 39.3 

120 43.8 52.3 54.8 

 

 Treatment Conditions 8.5 pH, 10 mA cm-2 

Time [mins] M1 [%] M2 [%] M3 [%] 

0.0 0.0 0.0 0.0 

30.0 -34.4 -28.1 89.3 

60.0 -48.2 -35.7 90.2 

120.0 52.7 52.2 90.2 
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 Treatment Conditions 8.5 pH, 20 mA cm-2 

Time [mins] M1 [%] M2 [%] M3 [%] 

0.0 0.0 0.0 0.0 

30.0 50.4 51.8 54.0 

60.0 60.3 55.4 77.2 

120.0 57.6 75.4 68.8 

 

Table 0-3: Tabulated values of COD/TOC of M1, M2, and M3. 

 Treatment Conditions 6.5 pH, 10 mA cm-2 

Time [mins] M1  M2 M3 

0 2.8 2.8 2.8 

30 3.0 3.8 4.5 

60 2.7 3.5 3.1 

120 2.6 3.5 0.7 

 

 Treatment Conditions 6.5 pH, 20 mA cm-2 

Time [mins] M1 M2  M3 

0 2.7 2.7 2.7 

30 2.1 2.0 2.0 

60 1.8 1.8 2.3 

120 1.6 1.1 2.3 

 

 Treatment Conditions 8.5 pH, 10 mA cm-2 

Time [mins] M1  M2 M3 

0 3.1 3.1 3.1 

30 5.2 5.2 1.9 

60 6.7 5.3 0.7 

120 1.9 1.4 0.9 
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 Treatment Conditions 8.5 pH, 20 mA cm-2 

Time [mins] M1 M2 M3 

0 2.9 2.9 2.9 

30 4.7 3.5 3.0 

60 7.0 6.1 3.7 

120 1.5 1.1 1.2 

 

Table 0-4: Tabulated values of SUVA (L mg-M-1) of M1, M2, and M3. 

 Treatment Conditions 6.5 pH, 10 mA cm-2 

Time [mins] M1 [L mg-M-1]  M2 [L mg-M-1]   M3 [L mg-M-1]   

0 2.9 2.9 2.9 

30 2.7 2.9 6.1 

60 2.4 2.4 9.5 

120 3.4 2.7 14.4 

 

 Treatment Conditions 6.5 pH, 20 mA cm-2 

Time [mins] M1 [L mg-M-1] M2 [L mg-M-1] M3 [L mg-M-1] 

0 2.5 2.5 2.5 

30 2.7 2.9 3.8 

60 2.7 3.3 3.8 

120 3.8 3.6 4.7 

 

 Treatment Conditions 8.5 pH, 10 mA cm-2 

Time [mins] M1 [L mg-M-1]  M2 [L mg-M-1]  M3 [L mg-M-1]  

0 2.3 2.3 2.3 

30 3.2 3.2 4.0 

60 3.6 2.7 2.6 
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120 4.6 3.4 6.7 

 

 Treatment Conditions 8.5 pH, 20 mA cm-2 

Time [mins] M1 [L mg-M-1] M2 [L mg-M-1] M3 [L mg-M-1] 

0 2.3 2.3 2.3 

30 3.4 5.1 3.6 

60 4.7 4.6 4.8 

120 5.0 6.3 5.6 

 

Table 0-5: Tabulated values of COD/TOC efficiency of M1, M2, and M3. 

 Treatment Conditions 6.5 pH, 10 mA cm-2 

Time [mins] M1  M2  M3  

0 0.0 0.0 0.0 

30 -9.7 -39.4 -62.1 

60 2.9 -27.3 -12.5 

120 5.8 -26.0 73.9 

 

 Treatment Conditions 6.5 pH, 20 mA cm-2 

Time [mins] M1 M2  M3  

0 0.0 0.0 0.0 

30 24.7 25.5 26.5 

60 33.7 35.6 16.1 

120 41.9 60.8 16.7 

 

 Treatment Conditions 8.5 pH, 10 mA cm-2 

Time [mins] M1  M2  M3  

0 0.0 0.0 0.0 

30 -66.7 -67.9 38.5 
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60 -117.2 -71.8 76.6 

120 38.8 54.8 70.6 

 

 Treatment Conditions 8.5 pH, 20 mA cm-2 

Time [mins] M1  M2  M3  

0 0.0 0.0 0.0 

30 -61.8 -21.6 -4.2 

60 -143.1 -112.8 -27.5 

120 49.1 60.3 59.1 

 

Electrical Energy per Order 

 

Table 0-6: Tabulated values of Electrical Energy per Order (kWh order-1 m-3) of M1, M2, and M3. 

 Treatment Conditions 6.5 pH, 10 mA cm-2 

Time [mins] M1 [kWh order-1 m-3]  M2 [kWh order-1 m-3]   M3 [kWh order-1 m-3]   

30 -37.1 -11.6 0.9 

60 -19.2 -12.4 1.5 

120 -131.6 -5183.2 2.7 

 

 Treatment Conditions 6.5 pH, 20 mA cm-2 

Time [mins] M1 [kWh order-1 m-3] M2 [kWh order-1 m-3] M3 [kWh order-1 m-3] 

30 -39.9 -7.2 4.5 

60 -14.4 0.7 3.9 

120 -10.8 -1.9 6.5 

 

 Treatment Conditions 8.5 pH, 10 mA cm-2 

Time [mins] M1 [kWh order-1 m-3]  M2 [kWh order-1 m-3]  M3 [kWh order-1 m-3]  
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30 7.5 5.2 13.1 

60 17.2 67.7 18.2 

120 22.0 -2.9 38.9 

 

 Treatment Conditions 8.5 pH, 20 mA cm-2 

Time [mins] M1 [kWh order-1 m-3] M2 [kWh order-1 m-3] M3 [kWh order-1 m-3] 

30 35.9 12.8 20.7 

60 50.1 -88.5 34.2 

120 86.7 66.4 141.1 

 

Table 0-7: Tabulated TOC removal vs. specific energy consumption  

TOC Removal [%]  Energy Consumption [kWh dm-3]  

10 mA cm-2 

-12.5 0.0008 

-10.2 0.0008 

-3.0 0.0004 

-2.3 0.0004 

1.9 0.0014 

2.4 0.0016 

20 mA cm-2 

4.7 0.0024 

15.3 0.0012 

33.6 0.0048 

37.5 0.0010 

39.7 0.0021 

40.2 0.0040 

30 mA cm-2 

79.4 0.007 
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81.2 0.004 

88.6 0.014 

96.6 0.029 

 

TOC Removal [%]  Energy Consumption [kWh dm-3]  

10 mA cm-2 

-7.1 0.00022 

-5.5 0.00012 

-4.5 0.00035 

-2.8 0.00015 

-0.7 0.00042 

0.0 0.00043 

20 mA cm-2 

-23.2 0.0015 

-6.6 0.0006 

10.5 0.0003 

37.6 0.0010 

38.3 0.0014 

40.2 0.0033 

30 mA cm-2 

79.4 0.000 

75.5 0.004 

81.6 0.007 

87.7 0.014 

 

TOC Removal [%]  Energy Consumption [kWh dm-3]  

10 mA cm-2 

15.4 0.0005 
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35.1 0.0007 

43.2 0.0013 

54.0 0.0004 

63.3 0.0006 

65.8 0.0017 

20 mA cm-2 

22.9 0.0010 

27.9 0.0021 

30.5 0.0010 

30.8 0.0036 

34.3 0.0021 

35.0 0.0041 

30 mA cm-2 

24.6 0.004 

48.2 0.007 

58.6 0.014 

58.5 0.029 

 

Table 0-8: Tabulated COD removal vs. specific energy consumption  

COD Removal [%]  Energy Consumption [kWh dm-3]  

10 mA cm-2 

-14.4 0.0004 

-9.9 0.0008 

11.2 0.0014 

15.8 0.0012 

15.8 0.0024 

43.8 0.0048 

20 mA cm-2 
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-48.2 0.0024 

-34.4 0.0012 

50.4 0.0010 

52.7 0.0048 

57.6 0.0040 

60.3 0.0021 

30 mA cm-2 

-23.5 0.004 

40.8 0.007 

49.0 0.014 

98.0 0.029 

 

 

COD Removal [%]  Energy Consumption [kWh dm-3]  

10 mA cm-2 

-42.4 0.00015 

-36.1 0.00022 

-22.6 0.00042 

-0.4 0.00035 

8.5 0.00012 

52.3 0.00043 

20 mA cm-2 

-35.7 0.0006 

-28.1 0.0003 

51.8 0.0010 

52.2 0.0015 

55.4 0.0014 

75.4 0.0033 
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30 mA cm-2 

32.7 0.004 

54.1 0.007 

54.1 0.014 

93.9 0.029 

 

 

COD Removal [%]  Energy Consumption [kWh dm-3]  

10 mA cm-2 

23.8 0.0004 

30.8 0.0005 

39.3 0.0007 

54.8 0.0013 

58.4 0.0006 

91.6 0.0017 

20 mA cm-2 

54.0 0.0010 

68.8 0.0041 

77.2 0.0021 

89.3 0.0010 

90.2 0.0021 

90.2 0.0036 

30 mA cm-2 

95.9 0.007 

95.9 0.029 

98.0 0.004 

98.0 0.014 
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Table 0-9: Tabulated specific energy consumption of M1, M2, and M3 

 Electrolysis Conditions: pH 8.5, time 120 mins 

Current Density [mA cm-2] M1 [kWh dm-3] M2 [kWh dm-3] M3 [kWh dm-3] 

10 0.0014 0.0004 0.0013 

20 0.004 0.0018 0.0041 

30 0.012 0.0223 0.0064 

 

  Electrolysis Conditions: 10 mA cm-2, time 120 mins  

pH M1 [kWh dm-3] M2 [kWh dm-3] M3 [kWh dm-3] 

6.5 0.004 0.0018 0.0041 

8.5 0.0044 0.0027 0.0036 

 

 

 

5.4. Appendix B: BBD design experimental data 

Table 0-10: Box-Behnken experimental design matrix with experimental and predicted response values for M1  

Run Initial pH Time 

[min] 

Current [mA cm-2] TOC Removal [%] COD Removal [%] SUVA [L mg-M-1] 

1 7.5 60 20 -43.9 -46.4 3.1 

2 7.5 30 10 -60.5 7.8 2.5 

3 7.5 60 20 -43.9 -50.0 3.1 

4 6.5 30 20 13.5 -8.1 2.7 

5 6.5 60 10 6.3 -9.1 3.0 

6 8.5 60 10 2.8 42.0 3.1 

7 7.5 30 30 82.5 84.8 14.2 

8 7.5 120 30 99.2 91.9 39.4 

9 7.5 120 10 56.8 59.7 3.9 

10 8.5 60 30 84.4 83.1 14.3 

11 6.5 60 30 81.2 38.8 14.2 
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12 8.5 120 20 6.6 60.7 3.1 

13 8.5 30 20 3.9 50.0 2.7 

14 7.5 60 20 -43.9 -46.4 3.1 

15 7.5 60 20 -43.9 -50.0 3.1 

16 6.5 120 20 56.2 74.7 6.1 

17 7.5 60 20 -43.9 -50.0 3.1 

 

Table 0-11: Box-Behnken experimental design matrix with experimental and predicted response values for M2 

Run Initial pH Time 

[min] 

Current [mA cm-2] TOC Removal [%] COD Removal [%] SUVA [L mg-M-1] 

1 7.5 120 10 -4.8 -15.6 2.6 

2 8.5 60 10 -8.6 97.3 6.6 

3 6.5 60 30 77.0 51.0 12.7 

4 7.5 60 20 -24.2 -36.6 2.6 

5 7.5 60 20 -24.2 -34.8 2.6 

6 6.5 60 10 1.1 -47.5 2.8 

7 6.5 120 20 -35.1 69.7 2.9 

8 8.5 60 30 81.6 46.1 10.7 

9 7.5 120 30 97.0 84.8 13.8 

10 8.5 30 20 5.2 50.9 3.0 

11 7.5 30 30 78.6 57.6 9.5 

12 7.5 30 10 28.5 -57.1 5.1 

13 6.5 30 20 11.5 -6.1 2.8 

14 7.5 60 20 -24.2 -34.8 2.6 

15 7.5 60 20 -24.2 -36.6 2.6 

16 8.5 120 20 3.9 81.3 2.6 

17 7.5 60 20 -24.2 -34.8 2.6 

Chapter 6.  
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Table 0-12: Box-Behnken experimental design matrix with experimental and predicted response values for M3 

Run Initial pH Time 

[min] 

Current [mA cm-2] TOC Removal [%] COD Removal [%] SUVA [L mg-M-1] 

1 7.5 60 20 51.1 89.3 1.3 

2 7.5 60 20 51.1 91.1 1.3 

3 7.5 30 30 54.9 77.8 2.9 

4 8.5 30 20 4.6 53.6 2.5 

5 6.5 30 20 12.5 14.1 2.6 

6 6.5 60 10 68.9 59.6 13.8 

7 6.5 120 20 13.5 68.7 4.5 

8 7.5 30 10 54.6 88.3 2.8 

9 7.5 120 30 82.2 98.0 3.8 

10 7.5 60 20 51.1 89.3 1.3 

11 7.5 120 10 37.8 -5.2 11.9 

12 6.5 60 30 42.8 95.9 4.5 

13 7.5 60 20 51.1 91.1 1.3 

14 8.5 120 20 2.6 69.6 2.3 

15 8.5 60 10 1.8 61.6 2.9 

16 8.5 60 30 37.3 69.7 8.1 

17 7.5 60 20 51.1 91.1 1.3 

 

7.3. Appendix C: Actual vs. predicted values of Stat-ease models  

 

Table 0-13: Tabulated values of Actual and predicted values M1 TOC efficiency 

Actual Predicted 

-43.90 -43.90 

-60.54 -39.57 

-43.90 -43.90 

13.53 5.08 
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6.33 4.63 

2.83 -10.27 

82.49 83.72 

99.24 83.21 

56.82 50.66 

84.41 82.78 

81.23 97.67 

6.56 35.04 

3.93 -9.82 

-43.90 -43.90 

-43.90 -43.90 

56.22 49.94 

-43.90 -43.90 

 

 

Table 0-14: Tabulated values of Actual and predicted values M2 TOC efficiency 

 

Actual Predicted 

-46.43 -48.57 

7.79 9.03 

-50.00 -48.57 

-8.08 -8.08 

-9.09 -8.34 

41.96 32.89 

84.85 74.98 

91.92 93.46 

59.74 66.83 

83.15 85.74 

38.78 44.50 
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60.71 58.56 

50.00 58.63 

-46.43 -48.57 

-50.00 -48.57 

74.75 68.27 

-50.00 -48.57 

 

Table 0-15 Tabulated values of Actual and predicted values M1 SUVA 

 

Actual Predicted 

3.14 2.75 

2.54 5.24 

3.14 2.75 

2.67 0.0011 

3.03 3.56 

3.13 3.56 

14.20 11.56 

39.43 33.10 

3.87 0.2066 

14.33 18.74 

14.18 18.74 

3.12 8.25 

2.71 0.0011 

3.14 2.75 

3.14 2.75 

6.06 8.25 

3.14 2.75 
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Table 0-16 Tabulated values of Actual and predicted values M2 TOC Efficiency  

Actual Predicted 

-4.78 -9.15 

-8.63 -0.8542 

76.96 71.90 

-24.22 -22.42 

-24.22 -22.42 

1.14 -3.69 

-35.13 -31.45 

81.64 74.74 

97.00 97.60 

5.24 -4.74 

78.60 89.95 

28.51 29.93 

11.53 8.73 

-24.22 -22.42 

-24.22 -22.42 

3.93 4.01 

-24.22 -22.42 

 

Table 0-17 Tabulated values of Actual and predicted values M2 COD Efficiency  

 

Actual Predicted 

-15.58 -4.23 

97.32 56.69 

51.02 70.20 

-36.61 -26.96 

-34.82 -26.96 

-47.47 -70.27 
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69.70 55.49 

46.07 47.42 

84.85 61.37 

50.89 63.84 

57.58 17.63 

-57.14 -47.97 

-6.06 11.76 

-34.82 -26.96 

-36.61 -26.96 

81.25 107.58 

-34.82 -26.96 

 

Table 0-18 Tabulated values of Actual and predicted values M2 SUVA 

Actual Predicted 

2.64 2.53 

6.58 6.17 

12.69 12.62 

2.63 2.69 

2.63 2.69 

2.79 2.85 

2.90 2.71 

10.69 10.15 

13.83 13.82 

3.02 2.79 

9.53 10.17 

5.06 5.51 

2.82 2.37 

2.63 2.69 
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2.63 2.69 

2.59 3.13 

2.63 2.69 

 

Table 0-19 Tabulated values of Actual and predicted values M3 TOC efficiency  

Actual Predicted 

51.09 51.09 

51.09 51.09 

54.89 53.10 

4.61 -4.30 

12.55 18.57 

68.88 59.75 

13.54 20.95 

54.62 59.28 

82.21 79.16 

51.09 51.09 

37.82 37.99 

42.82 38.52 

51.09 51.09 

2.61 -1.92 

1.76 6.05 

37.34 46.48 

51.09 51.09 

 

Table 0-20 Tabulated values of Actual and predicted values M3 COD Efficiency   

 

Actual Predicted 

89.29 89.21 

91.07 89.21 
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77.78 59.59 

53.57 52.43 

14.14 48.39 

59.60 58.79 

68.69 47.72 

88.31 73.39 

97.98 116.59 

89.29 89.21 

-5.19 15.05 

95.92 83.43 

91.07 89.21 

69.64 51.76 

61.61 62.83 

69.66 87.47 

91.07 89.21 

 

Table 0-21 Tabulated values of Actual and predicted values M3 SUVA   

Actual Predicted 

1.25 1.00 

1.25 1.00 

2.87 4.50 

2.47 0.7061 

2.57 3.10 

13.82 13.03 

4.53 5.84 

2.81 4.08 

3.82 3.09 

1.25 1.00 
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11.87 10.96 

4.45 3.40 

1.25 1.00 

2.27 3.44 

2.92 3.35 

8.13 8.29 

1.25 1.00 

 

  

 

 

Figure 0-1: Actual versus predicted plots for the model adequacy testing M1 TOC efficiency  

 

Figure 0-2: Actual versus predicted plots for the model adequacy testing M1 COD efficiency 
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Figure 0-3 Actual versus predicted plots for the model adequacy testing M1 SUVA 

 

Figure 0-4 Actual versus predicted plots for the model adequacy testing M2 TOC Efficiency  

 

 

Figure 0-5 Actual versus predicted plots for the model adequacy testing M2 COD Efficiency 



   

136 

 

 

 

Figure 0-6 Actual versus predicted plots for the model adequacy testing M2 SUVA 

 

Figure 0-7 Actual versus predicted plots for the model adequacy testing M3 TOC efficiency  

 

Figure 0-8 Actual versus predicted plots for the model adequacy testing M3 COD efficiency 
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Figure 0-9 Actual versus predicted plots for the model adequacy testing M3 SUVA 

7.4. Appendix D: ANOVA Tables 

Table 0-22: ANOVA analysis and statistical parameters of the responses M1 TOC efficiency  

Source Sum of 

Squares 

Df Mean Square F-value P-value  

Model 45382.39 7 6483.20 25.43 < 0.0001 significant 

A-Initial pH 443.66 1 443.66 1.74 0.2197  

B-Time 4024.83 1 4024.83 15.79 0.0032  

C-Current 11536.31 1 11536.31 45.25 < 0.0001  

BC 2172.75 1 2172.75 8.52 0.0171  

A² 4199.48 1 4199.48 16.47 0.0028  

B² 2467.51 1 2467.51 9.68 0.0125  

C² 13215.67 1 13215.67 51.84 < 0.0001  

Residual 2294.51 9 254.95    

Lack of Fit 2294.51 5 458.90    

Pure Error 0.0000 4 0.0000    

Cor Total 47676.90 16     

 

The model f-value of 25.43 indicated the model is significant. In this case, time and current 

density were determined to be significant model terms. Initial pH was not a significant factor, 

however, included for the requirements of a hierarchical model.  
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Table 0-23 ANOVA analysis and statistical parameters of the responses M1 COD efficiency  

Source Sum of 

Squares 

Df Mean Square F-value P-value  

Model 46231.00 8 5778.87 112.69 < 0.0001 significant 

A-Initial pH 1543.18 1 1543.18 30.09 0.0006  

B-Time 2909.37 1 2909.37 56.73 < 0.0001  

C-Current 4071.87 1 4071.87 79.40 < 0.0001  

AB 1541.55 1 1541.55 30.06 0.0006  

BC 408.15 1 408.15 7.96 0.0225  

A² 5237.84 1 5237.84 102.14 < 0.0001  

B² 10464.42 1 10464.42 204.05 < 0.0001  

C² 11385.26 1 11385.26 222.01 < 0.0001  

Residual 410.26 8 51.28    

Lack of Fit 394.96 4 98.74 25.80 0.0041 significant 

Pure Error 15.31 4 3.83    

Cor Total 46641.26 16     

 

Model f-value of 112.69 implied the model is significant. Unlike M1 TOC ANOVA for 

the quadratic model, all three operating factors played a significant role in COD efficiency. 

However, the lack of fit was significant for COD efficiency models, which foreshadowed an 

inadequate M1 COD efficiency regression model. 

Table 0-24: ANOVA analysis and statistical parameters of the responses SUVA 

Source Sum of 

Squares 

Df Mean Square F-value P-value  

Model 1239.92 4 309.98 24.01 < 0.0001 significant 

B-Time 144.22 1 144.22 11.17 0.0059  

C-Current 730.48 1 730.48 56.57 < 0.0001  

BC 186.36 1 186.36 14.43 0.0025  

C² 298.79 1 298.79 23.14 0.0004  
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Residual 154.95 12 12.91    

Lack of Fit 154.95 8 19.37    

Pure Error 0.0000 4 0.0000    

Cor Total 1394.87 16     

 

Model f-value of 24.1 determined the model is significant. Initial pH, once again, is 

determined not to be a significant factor for SUVA.  

Table 0-25: ANOVA analysis and statistical parameters of the responses M2 TOC  efficiency 

Source Sum of 

Squares 

Df Mean Square F-value P-value  

Model 30267.34 7 4323.91 87.57 < 0.0001 significant 

A-Initial pH 229.76 1 229.76 4.65 0.0593  

B-Time 493.98 1 493.98 10.00 0.0115  

C-Current 13209.77 1 13209.77 267.54 < 0.0001  

AB 631.97 1 631.97 12.80 0.0060  

BC 576.08 1 576.08 11.67 0.0077  

B² 1467.10 1 1467.10 29.71 0.0004  

C² 14175.96 1 14175.96 287.11 < 0.0001  

Residual 444.37 9 49.37    

Lack of Fit 444.37 5 88.87    

Pure Error 0.0000 4 0.0000    

Cor Total 30711.71 16     

 

The model f-value of 87.57 suggested the model is significant. Identical to M1 TOC 

efficiency quadratic model, initial pH is not a significant model term but included to support 

hierarchy.  
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Table 0-26: ANOVA analysis and statistical parameters of the responses M2 COD efficiency 

Source Sum of 

Squares 

Df Mean Square F-value P-value  

Model 40983.58 6 6830.60 10.27 0.0009 significant 

A-Initial pH 5426.20 1 5426.20 8.16 0.0171  

B-Time 3825.76 1 3825.76 5.75 0.0374  

C-Current 8606.24 1 8606.24 12.94 0.0049  

AC 5606.20 1 5606.20 8.43 0.0158  

A² 11845.59 1 11845.59 17.81 0.0018  

B² 2773.08 1 2773.08 4.17 0.0684  

Residual 6652.11 10 665.21    

Lack of Fit 6648.29 6 1108.05 1158.28 < 0.0001 significant 

Pure Error 3.83 4 0.9566    

Cor Total 47635.69 16     

 

The model f-value of 10.27 implied that the model is significant. Initial pH is significant 

for COD efficiency, like M1 COD efficiency. However, the lack of a fit f-value of 1158.28 is 

significant and showed a high degree of uncertainty in the model. Similar to M1, lack of fit was 

significant for COD efficiency models, which foreshadowed an inadequate M2 COD efficiency 

regression model. 

Table 0-27: c 

Model f-value of 244.20 determined the model is significant. SUVA, with consistency, was 

not a significant response of initial pH and electrolysis time. 

Table 0-28: ANOVA analysis and statistical parameters of the responses M3 TOC  efficiency 

Source Sum of 

Squares 

Df Mean Square F-value P-value  

Model 8817.02 8 1102.13 20.54 0.0001 significant 

A-Initial pH 1046.19 1 1046.19 19.50 0.0022  
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B-Time 11.33 1 11.33 0.2111 0.6582  

C-Current 581.28 1 581.28 10.83 0.0110  

AC 950.03 1 950.03 17.71 0.0030  

BC 591.60 1 591.60 11.03 0.0105  

A² 4104.77 1 4104.77 76.50 < 0.0001  

B² 566.79 1 566.79 10.56 0.0117  

C² 1339.47 1 1339.47 24.96 0.0011  

Residual 429.27 8 53.66    

Lack of Fit 429.27 4 107.32    

Pure Error 0.0000 4 0.0000    

Cor Total 9246.29 16     

 

The model f-value of 20.54 indicated the model is significant. However, unlike M1 and 

M2, electrolysis time is not a significant factor for TOC efficiency but included in the model for 

hierarchy. Initial pH played a significant role. 

Table 0-29: ANOVA analysis and statistical parameters of the responses M3 COD efficiency 

Source Sum of 

Squares 

Df Mean Square F-value P-value  

Model 9411.67 6 1568.61 4.21 0.0226 significant 

A-Initial pH 32.57 1 32.57 0.0873 0.7736  

B-Time 0.9029 1 0.9029 0.0024 0.9617  

C-Current 3656.15 1 3656.15 9.80 0.0107  

BC 3510.86 1 3510.86 9.42 0.0119  

A² 1091.45 1 1091.45 2.93 0.1179  

B² 2099.48 1 2099.48 5.63 0.0391  

Residual 3728.95 10 372.90    

Lack of Fit 3725.13 6 620.85 649.00 < 0.0001 significant 

Pure Error 3.83 4 0.9566    
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Cor Total 13140.62 16     

 

The model f-value of 4.21 implied that the model is significant. Time and initial pH were 

determined to be non-significant factors. Lastly, a lack-of-fit value of 649 determined there is 

considerable uncertainty in the quadratic fit.  

Table 0-30: ANOVA analysis and statistical parameters of the responses M3 SUVA 

Source Sum of Squares Df Mean Square F-value P-value  

Model 210.63 7 30.09 18.90 0.0001 significant 

A-Initial pH 11.49 1 11.49 7.22 0.0249  

B-Time 15.86 1 15.86 9.96 0.0116  

C-Current 26.38 1 26.38 16.57 0.0028  

AC 53.17 1 53.17 33.39 0.0003  

BC 18.11 1 18.11 11.37 0.0082  

A² 13.92 1 13.92 8.74 0.0160  

C² 74.47 1 74.47 46.76 < 0.0001  

Residual 14.33 9 1.59    

Lack of Fit 14.33 5 2.87    

Pure Error 0.0000 4 0.0000    

Cor Total 224.96 16     

 

The model f-value of 18.90 suggested the model is significant. All three factors played a 

significant role in determining SUVA.  

7.5. Appendix E: Multi-factor tables to supplement 3D contour plots 

Table 0-31: Multi-factor analysis tables to identify trends for M1 TOC efficiency  

 
 

 
30 % decrease → 

 

   Initial pH  
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6.5 7.5 

 

40 % 

increase 

↓ 
Time 

30 0 -30 50 % 

increase 

↓ 120 40 20 

 
 

 
20 % decrease → 

 

 

 
 

 
40 % decrease → 

 

   Initial pH  

 
 

 
6.5 7.5 

 

60 % 
increase 

↓ 
Current 

10 0 -40 90 % 
increase 

↓ 30 60 50 

 
 

 
10 % decrease → 

 

 

 
 

 
80 % increase → 

 

   Time  

 
 

 
30 120 

 

110 % 

increase 

↓ 
Current 

10 -40 40 30 % 

increase 

↓ 30 70 70 

 
 

 
0 % change → 

 

From 6.5 to 7.5 pH, TOC efficiency decreased from 0 to -30 % at 30 mins as opposed to 

40 to 20 % at 120 mins at the same pH range. Whereas, at 10 mA cm2, TOC efficiency 

decreased from 0 to -40 % from 6.5 to 7.5. The reduction was minimized at higher current at 30 

mA cm2, where TOC efficiency decreased from 40 to 20%. 

From 30 to 120 mins, the TOC efficiency increased from -40 to 40 % at 10 mA cm2; 

however, at 30 mA cm2, there was no change and remained at 70 %. 
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From 10 to 30 mA cm2, TOC efficiency increased from 0 to 60 at 6.5 pH and -40 to 50 at 7.5 

pH. On the other hand, TOC efficiency increased from -40 to 70 at 30 mins and 40 to 70 at 120 

mins. 

Table 0-32 Multi-factor analysis tables to identify trends for M1 TOC efficiency 

 
 

 
0 % change → 

 

   Initial pH  

 
 

 
6.5 7.5 

 

80 % 

increase 

↓ 
Time 

30 -20 -20 40 % 

increase 

↓ 120 60 20 

 
 

 
40 % decrease → 

 

 

 
 

 
0 % change → 

 

   Initial pH  

 
 

 
6.5 7.5 

 

80 % 
increase 

↓ 
Current 

10 -20 -20 50 % 
increase 

↓ 30 60 30 

 
 

 
30 % decrease → 

 

 

 
 

 
50 % increase → 

 

   Time  

 
 

 
30 120 

 

50 % 

increase 

↓ 
Current 

10 0 50 10 % 

increase 

↓ 30 50 60 

 
 

 
10 % increase → 

 

From 6.5 to 8.5 pH, COD efficiency increased from -20 to 40 % at 30 mins; however, at 

120 mins COD efficiency remained constant at 60 %. The trend was paralleled by current density, 
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as COD efficiency increased from -20 to 20 at 10 mA cm2 and 40 to 80 at 30 mA cm2, from 6.5 

to 8.5 pH. Additionally, the lowest COD efficiency was experienced at neutral pH. 

At 10 ma cm2, increasing the time from 30 to 120 mins increased COD efficiency from 0 

to 50 %. On the other hand, at 30 ma cm2, the COD efficiency stabilized at 60 % despite the time 

elapsed. 

Increasing the applied current from 10 to 30 mA cm2, at 30 mins, the COD efficiency 

increased from 0 to 50 %, whereas at 120 mins, the increase was lower from 50 to 60 %. 

Table 0-33 Multi-factor analysis tables to identify trends for M1 SUVA  

 

 
 

 
0 SUVA change → 

 

   Initial pH  

 
 

 
6.5 7.5 

 

7 

SUVA 
increase 

↓ 

Time 

30 1 1 7 

SUVA 
increase 

↓ 120 8 8 

 
 

 
0 SUVA change → 

 

 

 
 

 
0 SUVA change → 

 

   Initial pH  

 
 

 
6.5 7.5 

 

15 
SUVA 

increase 

↓ 

Current 
10 2 2 15 

SUVA 

increase 

↓ 30 17 17 

 
 

 
0 SUVA change → 

 

 

 
 

 
0 SUVA change → 

 

   Time  
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30 120 

 

0 SUVA 

change↓ Current 

10 10 10 20 

SUVA 
increase 

↓ 30 10 30 

 
 

 
20 SUVA increase → 

 

From 10 to 30 mA cm2, SUVA increased from 10 to 30 L/mg-M at 120 mins. However, 

there was no increase at 30 mins. 

Table 0-34 Multi-factor analysis tables to identify trends for M2 TOC efficiency  

 
 

 
10 % decrease→ 

 

   Initial pH  

 
 

 
6.5 8.5 

 

30 % 

decrease 

↓ 
Time 

30 0 -10 10 % 

increase 

↓ 120 -30 0 

 
 

 
30 % increase → 

 

 

 
 

 
0 % change → 

 

   Initial pH  

 
 

 
6.5 7.5 

 

100 % 

increase 

↓ 
Current 

10 -30 -30 100 % 

increase 

↓ 30 70 70 

 
 

 
0 % change → 

 

 

 
 

 
40 % decrease → 

 

   Time  

 
 

 
30 120 

 

Current 10 20 -20 
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60 % 
increase 

↓ 30 80 80 

100 % 
increase 

↓ 

 
 

 
0 % change → 

 

 

From 6.5 to 8.5 pH, there was a minimal decrease in TOC efficiency from 0 to -10 % at 

30 mins, and an increase from -30 to 0 % at 120 mins. On the other hand, increasing pH from 6.5 

to 8.5 did not affect TOC efficiency when the current density was kept constant at 10 and 30 mA 

cm2, where TOC efficiency was -30 and 70 %, respectively. 

Table 0-35 Multi-factor analysis tables to identify trends for M2 COD efficiency 

 
 

 
60 % increase → 

 

   Initial pH  

 
 

 
6.5 8.5 

 

40 % 

increase 

↓ 
Time 

30 0 60 30 % 

increase 

↓ 120 40 90 

 
 

 
50 % increase → 

 

 

 
 

 
100 % increase → 

 

   Initial pH  

 
 

 
6.5 8.5 

 

100 % 

increase 

↓ 
Current 

10 -50 50 0 % 

change 

↓ 30 50 50 

 
 

 
0 % change → 

 

 

 
 

 
40 % increase → 

 

   Time  
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30 120 

 

60 % 

increase 

↓ 
Current 

10 -40 0 60 % 

increase 

↓ 30 20 60 

 
 

 
40 % increase → 

 

 

From 6.5 to 8.5 pH, at 30 mins, COD efficiency increased from 0 to 60%. The same 

magnitude of increase was seen at 120 mins, from 40 to 90 %. On the other hand, at 10 mA cm2, 

the COD efficiency increased from -50 to 50. Whereas, no effect was discovered at 30 mA cm2. 

At 6.5 pH, from 30 – 120 mins, the COD efficiency increased from 0 to 40 %, whereas at 

8.5, the increase was from 60-75 % within the same timeframe. Additionally, from 30 – 120 

mins, at 10 mA cm2, there was an increase in COD efficiency from -40 to 0 %. The same 

magnitude of increase at 30 mA cm2, from 20 to 60. 

Table 0-36 Multi-factor analysis tables to identify trends for M2 SUVA 

 
 

 
0.2 SUVA increase→ 

 

   Initial pH  

 
 

 
6.5 8.5 

 

0.1 

SUVA   

increase 

↓ 

Time 
30 2.4 2.6 0.9 

SUVA 

increase 

↓ 120 2.5 3.5 

 
 

 
1 SUVA increase → 

 

 

 
 

 
4 SUVA increase → 

 

   Initial pH  

 
 

 
6.5 8.5 

 

10 

SUVA 
increase 

↓ 

Current 

10 2 6 4 

SUVA 
increase 

↓ 30 12 10 



   

149 

 

 
 

 
2 SUVA increase → 

 

 

 
 

 
1 SUVA decrease → 

 

   Time  

 
 

 
30 120 

 

7 

SUVA 

increase 

↓ 

Current 

10 3 2 10 

SUVA 

increase 

↓ 30 10 12 

 
 

 
2 SUVA increase → 

 

From 6.5 to 8.8 pH, at 30 mins, SUVA increased from 2.4 to 2.6. At 120 mins, there was 

an increase from 2.5 to 3.5. At 10 mA cm2, SUVA increased from 2 to 6, and at 30 mA cm2, 

SUVA decreased from 12 to 10. Although there seemed to an interaction effect between current 

and initial pH, the reactions were minimal. 

From 30 to 120 mins, at 6.5 pH, SUVA increased from 2.4 to 2.5, and at 8.5 pH, SUVA 

increased from 2.6 to 3.5. On the other hand, at 10 mA cm2, SUVA increased from 3 to 2, and at 

30 mA cm2, SUVA decreased from 10 to 12. 

With a higher current density, it is possible to form more oxidants. From 10 to 30 mA 

cm2, at 6.5, SUVA increased from 2 to 12. At 8.5 pH, SUVA increased from 6 to 10. Whereas at 

30 mins, SUVA increased from 3 to 10 and at 120 mins, SUVA increased from 2 to 12 

Table 0-37 Multi-factor analysis tables to identify trends for M3 TOC efficiency 

 
 

 
20 % decrease → 

 

   Initial pH  

 
 

 
6.5 8.5 

 

10 % 
increase 

↓ 
Time 

30 20 0 10 % 
increase 

↓ 120 30 10 

 
 

 
20 % decrease → 
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40 % decrease → 

 

   Initial pH  

 
 

 
6.5 8.5 

 

20 % 
decrease 

↓ 
Current 

10 60 20 30 % 
increase 

↓ 30 40 50 

 
 

 
10 % increase → 

 

 

 
 

 
20 % increase → 

 

   Time  

 
 

 
30 120 

 

20 % 

decrease 

↓ 
Current 

10 60 40 40 % 

increase 

↓ 30 40 80 

 
 

 
40 % increase → 

 

From 6.5 to 8.5, at 30 mins, TOC efficiency decreased from 20 to 0 %. Whereas at 120 

mins, the TOC efficiency changed from 30 to 10 %. From the same pH range, at 10 mA cm2, the 

TOC efficiency decreased from 60 to 20 %. Whereas, at 30 mA cm2, TOC efficiency increased 

from 40 to 50 %. 

From 30 to 120 mins, at 6.5 pH, TOC efficiency increased from 20 to 30 %. Similarly, at 

8.5 pH, the increase was minimal from 0 to 10 %. Additionally, at 10 mA cm2, increasing time 

from 30 to 120, saw a TOC efficiency decrease from 60 to 40 %. Whereas, at 30 mA cm2, there 

was a recorded increase from 40 to 80 %. 

From 10 mA cm2 to 30 mA cm2, at 6.5 pH, the TOC efficiency changed from 60 to 40 

%. At 8.5 pH, current density had a positive effect, from 20 to 50 %. Likewise, at 30 mins, TOC 
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efficiency decreased from 60 to 40 %. Whereas, at 120 mins, there was an increase from 40 to 80 

%.  

Table 0-38 Multi-factor analysis tables to identify trends for M3 COD efficiency 

 
 

 
5 % increase → 

 

   Initial pH  

 
 

 
6.5 8.5 

 

0 % 

change 

↓ 
Time 

30 50 55 0 % 

change 

↓ 120 50 55 

 
 

 
5 % increase → 

 

 

 
 

 
0 % change → 

 

   Initial pH  

 
 

 
6.5 8.5 

 

20 % 
increase 

↓ 
Current 

10 60 60 20 % 
increase 

↓ 30 80 80 

 
 

 
0 % change → 

 

 

 
 

 
30 % decrease → 

 

   Time  

 
 

 
30 120 

 

10 % 

decrease 

↓ 
Current 

10 70 40 59 % 

increase 

↓ 30 60 99 

 
 

 
39 % increase → 

 

From 6.5 to 8.5, at 30 mins, the COD efficiency increased minimally from 50 to 55%. At 

120 mins, the efficiency goes through an identical trend from 50 to 55%. From the same pH 

range, at 10 mA cm2 and 30 mA cm2, there were no changes in COD efficiency. 



   

152 

 

From 30 to 120 mins, at both 6.5 and 8.5 pH, there was no increase in COD removal. At 10 mA 

cm2, COD efficiency was decreased from 70 to 40 %. Whereas, at 30 mA cm2, there was an 

increase from 60 to 99. 

From 10 mA cm2 to 30 mA cm2, at both 6.5 and 8.5 pH, COD efficiency increased from 

60 to 80 %. At 30 mins, COD efficiency decreased from 70 to 60 %. Whereas, at 120 mins, 

increasing current increased COD efficiency drastically from 40 to 99%. 

Table 0-39 Multi-factor analysis tables to identify trends for M3 SUVA 

 
 

 
0 % change → 

 

   Initial pH  

 
 

 
6.5 8.5 

 

3 

SUVA 
increase 

↓ 

Time 

30 3 1 3 

SUVA 
increase 

↓ 120 6 4 

 
 

 
2 SUVA decrease → 

 

 

 
 

 
8 SUVA decrease → 

 

   Initial pH  

 
 

 
6.5 8.5 

 

8 

SUVA 

decrease 

↓ 

Current 

10 12 4 2 

SUVA 

increase 

↓ 30 4 6 

 
 

 
2 SUVA increase→ 

 

 

 
 

 
6 SUVA increase → 

 

   Time  

 
 

 
30 120 

 

Current 10 4 10 6 

SUVA 
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0 % 
change 

↓ 30 4 4 

decrease 

↓ 

 
 

 
0 % change → 

 

 

At 30 mins, SUVA decreased from 3 to 1. Whereas at 120 mins, SUVA decreased from 6 

to 4. At 10 mA cm2, SUVA decreased significantly from 12 to 4. However, at 30 mA cm2, 

SUVA increased from 6 to 4. 

From 30 to 120 mins, at 6.5 pH, SUVA increased from 3 to 6, whereas at 8.5 pH, SUVA 

increased from 1 to 4. On the other hand, at 10 mA cm2, SUVA increased from 4 to 10. 

However, there was no increase in SUVA at 30 mA cm2. 

From 10 to 30 mA cm2, at 6.5 pH, SUVA decreased from 12 to 4. At 8.5 pH, SUVA 

increased minimally from 4 to 6. Increasing current at 30 mins, did not affect SUVA. However, 

at 120 mins, SUVA decreased from 10 to 4.    

 

 

 

 

 


