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Abstract

This thesis outlines gas-phase studies of ionized amino acids in which their structures and
interactions within ion cluster complexes are probed using mass spectrometry, differential ion
mobility, and laser spectroscopy. Chapter 1 discusses the motivation and background of this thesis,
while chapter 2 introduces the methods applied in the research project. In chapter 3, ultraviolet
photodissociation (UVPD) spectroscopy of molecular ions following separation within a
differential mobility spectrometry mass spectrometer (DMS-MS) is used to investigate the various
gas-phase conformations of two protonated aromatic amino acids, tryptophan (Trp) and tyrosine
(Tyr). Isomeric forms of target ions are isolated using DMS-MS, and UVPD is performed to map
out their respective UVPD spectra. Vibronic spectra of the protonated amino acid conformers are
simulated at the density functional theory (DFT) level to assist the identification of prototropic
isomers (protomers) of ions observed in the experiments. Assigning the experimental spectra to
the calculated vibronic spectra, we conclude that the most likely protonation site of Trp and Tyr is

on the nitrogen of the amine in the gas phase.

In chapter 4, DMS-MS is employed to study the structural stability of protonated arginine
(Arg)n clusters (n=1—4) resulting from salt-bridge interactions. The ion-solvent interactions
between ions and various gaseous molecules monitored in the DMS cell are analyzed to define
cluster stability under different gaseous environments. Further understanding is gained by
simulating the electrostatic potential maps of protonated Arg monomer and clusters — this provides
insight into the charge distribution around a molecule induced by relevant molecular interactions.
Both experimental and computational findings suggest that the protonated Arg monomer is
stabilized with the single protonation site on the nitrogen of the guanidino group, and that salt-

bridges exist in the gas phase structures of protonated (Arg), (n=2—4).
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Chapter 1: Introduction

Amino acids, the basic structural units of proteins, play important roles in various
physiological functions.!™* Among the hundreds of known amino acids, research is focused on
analyzing the twenty common amino acids involved in protein sequencing. They are the key
molecules required for the synthesis and modification of deoxyribonucleic acid (DNA) and
ribonucleic acid (RNA).!™* Additionally, they participate in most cell functions, such as metabolic
regulation, osmoregulation, and cell signalling.!™* The mechanism of these essential biological
reactions depends on the intermolecular interactions and biological activities of relevant amino
acids, which are determined by their structural and chemical properties.>® Structures of amino
acids can be modified by protonation and proton transfer, which are associated with various
biological functions such as energy transfer, acid-base reactions, and catalysis.!"' Multiple
protonated states of an amino acid can exist owing to the presence of both acidic and basic
functional groups such as the amine (-NH>) and carboxyl (-COOH) functional groups, as shown

in Figure 1.1.

Figure 1.1 An example of an a-amino acid structure, where the R group refers to various side chains.
Amino acids tend to adopt zwitterionic structures in the aqueous phase across a wide pH
range.'>?%?! In contrast, most amino acid structures are stabilized by nonzwitterionic forms in the

gas phase, resulting in the isolation of each site for protonation.!>?*2! The relative proton affinity



of each site and gas-phase basicity determine the position of a proton attachment in the gas
phase.! 122022724 Nijtrogen atoms, which reside on an amine or a basic side chain, are typically the
most likely protonation site in amino acids and small peptides in the gas phase because they have
relatively high proton affinities.!>?! However, the proton is not always located on the site with the
highest proton affinity but is capable of moving between protonation sites, as a proton tends to
reside at the cleavage site in the course of dissociation of most peptides.'*?>*¢ Additionally,
oxygen-protonated amino acids can be induced when the peptide size increases.?”*® Lorenz and
Rizzo reported that different protonated sites and intermolecular proton transfers were observed
for structures of phenylalanine/serine dimers in the gas phase — this was then confirmed by Fu and
Hopkins with machine learning studies.?®2° Their research indicated that there is more than one
possible protonation site in these amino acid structures. Therefore, it is important to investigate
structural changes of amino acids with different protonation sites, which give rise to distinct

properties.

Photodissociation action spectroscopy has been demonstrated as a valuable tool to help
explore the electronic and geometric structures and distinguish protomers of analytes in the gas
phase, especially for molecules containing conjugated z-systems that have strong light absorptivity
in the ultraviolet (UV) region.’*** For the purpose of this thesis, emphasis is placed on the two
aromatic amino acids, tryptophan (Trp) and tyrosine (Tyr). Photodissociation action spectroscopy
of aromatic amino acids in the gas phase has been performed by many groups.’** Talbot and
co-workers showed that protonated Trp had the appropriate complexity for being a benchmark to
examine computational findings, providing a better understanding of electronic excited states and
fragmentation mechanisms.*? Pereverzev et al. compared the UV spectra between aromatic amino

acids and protonated His in both the gas and aqueous phases, suggesting that the proton was not



likely to reside on the aromatic ring in structures of Trp and Tyr.** However, experiments
conducted in previous studies did not include methods that allow for the isolation of individual
protomers of an ion prior to UVPD. Accordingly, this project employs a technique called
differential mobility spectrometry (DMS), which can spatially filter different protomers of an ion
before irradiation.’** In this way, it is possible to investigate individual conformations of
aromatic amino acids with different protonation sites using UVPD in the gas phase. Electronic
spectra of molecular ions, particularly those where the charge site is adjacent to the aromatic group,
are beneficial for identifying the structures of amino acids with different protonation sites.
Identification of various structures in the gas phase also provides clues about how proton transfer

occurs in amino acid systems.

Ionic bonding can occur between charged amino acid side chains resulting in multiply
charged centers in amino acid complexes. Accordingly, arginine (Arg), lysine (Lys), aspartic acid
(Asp), and glutamic acid (Glu) can form what are known as salt-bridges between their side chains,

which can involve both ionic and hydrogen bonding interactions, as shown in Figure 1.2a.44
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Figure 1.2 (a) An example of a salt-bridge between Glu and Lys, of which region is highlighted as blue,
containing hydrogen bonding (red dash) and ionic bonding (green dash); Structures of (b) Arg, (¢) Lys, (d)
Asp, and (e) Glu.



The salt-bridge interaction is a type of protein interaction, which has been broadly explored
based on the specific functions that result from ion pairs, such as binding sites of enzymes,
molecular recognition, and fundamental motifs of protein secondary and tertiary structures.>¢ ¢!
Studying the structural and functional roles played by salt-bridges provides knowledge into the
relevant protein stability contributed from salt-bridge interactions.?*>*%? Previous work of salt-
bridge interactions involving relevant amino acids has mainly focused on their protonated
monomers, dimers, and peptides. These studies indicated that the salt-bridge interactions stabilize
amino acid complexes of dimers and peptide chains more than monomers.*$336% It is expected that
the number of salt-bridge interactions increases when additional salt-bridge-forming functional
groups are present, which possibly influences their strengths. Protonated amino acid clusters that
can form numerous salt-bridges have not been thoroughly investigated. Detailed investigation of
these systems would aid in understanding the relationship between the structural stability and
strength of salt-bridge interactions. Arg, which potentially owns the highest number of protonation
sites compared to Lys, Asp, and Glu (see Figure 1.2), is used in this project to examine the presence
and stability of different Arg protomers in the gas phase. Salt bridge interactions of protonated Arg
clusters (i.e., dimer, trimer, and tetramer) are explored and compared within the cluster sizes using
DMS, which is helpful to explore the stability and charge shielding effect of ions through studying

their ion-solvent interactions with various gas molecules.>¢™*

This thesis employs both experimental and computational methods to explore the
geometries of molecules of interest, details of which are introduced in Chapter 2. Chapter 3
summarizes studies of the geometric and electronic structures of protonated Trp and Tyr, which
are experimentally investigated with UVPD spectroscopy in the gas phase using DMS mass

spectrometry (DMS-MS) coupled to a tunable probe laser system.* Computational work is



conducted in parallel with the experimental studies to provide a more comprehensive
understanding of the electronic transitions and fragmentation pathways associated with each of the
analyte species. In Chapter 4, DMS-MS is employed to determine the link between structural
stability and salt-bridge interactions of protonated (Arg), (n=1—4) by studying the ion-clustering
behaviours in various gas-phase environments and the computational electrostatic potential maps.
Overall, both projects are completed with a decent agreement between experimental and quantum

chemical calculations conducted at the DFT level of theory.t+%

This thesis provides an investigation into the geometric and electronic structures of
protonated amino acids and amino acid-containing clusters. The work presented demonstrates the
utility of DMS-MS in the exploration and isolation of different target ion conformers formed in
the gas phase. Altering the DMS cell conditions (i.e., gas-phase environments and de-clustering
potential voltages) provides a greater ability to comprehend the conformational stability and
interactions of target ions with solvent molecules. Notably, coupling DMS-MS to a laser system
allows for investigating the photodissociation and electronic spectroscopy of DMS-filtered ions.
The combination of DMS-MS and action spectroscopy analysis along with computational work is
beneficial to delivering a comprehensive physicochemical analysis of ions of interest. With the
work mentioned here, we hope to provide better insight into the physicochemical properties of
aromatic amino acids and the nature of salt-bridge interactions formed between relevant amino

acids.



Chapter 2: Introduction to methods

2.1 Differential mobility spectrometry

Differential mobility spectrometry (DMS), also known as high-field asymmetric waveform ion
mobility spectrometry (FAIMS), is a useful technique for characterizing and separating gaseous
molecular ions.’¢343%6 A DMS cell is comprised of two planar and parallel isolated electrodes
between which ions navigate and are separated spatially according to their differential mobility

between high and low electric field conditions in a carrier gas, as shown in Figure 2.1a.3%%
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Figure 2.1 (a) The components of a DMS cell, (b) an ionogram, and (c) a dispersion plot. Ions A and B are
positively charged. Adapted from Mashmoushi.®’

A neutral carrier gas (i.e., N2) drives ions to drift axially through the DMS cell. The ion drift

velocity (vg) is affected by the ion mobility (K) and the applied electric field (£) in the following

manner:38’43

vy = KE. (2.1)
Ion mobility remains relatively unchanged over a wide range of low electric-field strengths;
therefore, it can be considered constant under low field conditions. However, at higher field
strengths, the ion mobility constant exhibits field dependence. The mobility of ions under the

high-field condition is approximated by: **



K(B)=r[r+e(E)] 22)

Ko refers to the mobility constant under low field, E/N refers to the electric field strength in
Townsend, a(E/N) — also known as the alpha parameter — refers to the normalized function
describing the ion’s field-mobility dependence, and N refers to the density of the transport gas.*’
The ion mobility K varies as a function of the electric field strength (E/N) when the electric field
is high, as illustrated in Equation (2.2). The dependence of the ion mobility on the electric field
strength is exploited in DMS. An asymmetric radiofrequency waveform, called the separation
voltage (SV), is applied across the electrodes of the DMS cell. The waveform is comprised of both
high and low electric field components that influence ion motion in the cell. The different ion
mobilities under high and low field affect ion drift velocity under the relevant field conditions
[Equation (2.1)]. This results in ions moving unequally under high and low electric fields in the
DMS cell. The unequal displacements of the ion, as shown in Figure 2.1a, result in an off-axis
trajectory in the DMS cell, leading to the neutralization of ions as they collide with one of the
electrodes.’®* According to the various interactions between ions and carrier gas molecules in the
DMS cell, contrasting paths can be observed for different ions, as shown in Figure 2.1a. To
counteract the off-axis trajectory due to the SV, a direct current (DC) voltage known as the
compensation voltage (CV), is applied across the two electrodes.*®* An appropriate CV can steer
ions back towards the exit orifice of the DMS cell for subsequent detection.*®* An ionogram
illustrates the detected ion intensity as the CV is scanned at a fixed SV value, where the optimal
CV is determined as the point of maximum transmission of selected ions. An example of an
ionogram is shown in Figure 2.1b, in which positively charged ions A and B have characteristic
optimal CV values at a given SV value according to their unique clustering behaviours. Therefore,

they can be selected and isolated in the DMS cell with their experimentally determined SV/CV



pairs chosen for separation. Hence, experimentally determined SV/CV pairs can be employed to
distinguish structural isomers or protomers of an ion in the gas phase, wherein spatial separation
of similarly structured ions is relatively attainable at higher SV values, as the differential mobility

of these ions can be greatly exaggerated, resulting in distinct CV values.
The ion’s optimal CV as a function of SV (Figure 2.1¢) is known as its dispersion behaviour,

usually visualized in a dispersion plot. The DMS behaviour can be rationalized in terms of one of

three main behaviours with respect to solvent clustering, as shown in Figure 2.2.36-38:43
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Figure 2.2 A dispersion plot showing three typical clustering behaviours.
Type A behaviour is observed when ions cluster strongly with solvent molecules under the
low-field portion of the waveform then de-cluster under high field conditions; the CV required for
optimal ion transmission is observed to decrease as the SV increases.*®*> When ions form clusters
under the low-field component of the SV, their apparent size increases.*’ This results in a reduction
of the ion mobility due to an artificially increased collision cross section (CCS) which in turn
increases collision frequency in comparison to the bare ion. Under high-field conditions, relative

ion mobility increases as a result of the smaller apparent CCS. Therefore, as shown in Figure 2.2,
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negative CV values are required to correct the trajectory of strongly clustering ions. Non-clustering
behaviour, or Type C behaviour, is associated with CV increasing as SV increases.>** In Type C
behaviour, the change in the ion’s apparent size is relatively insignificant since no obvious
dynamic clustering is observed between ions and solvents. Instead, the differential mobility of ions
showing Type C behaviour is dictated by collision frequency of target ions and gas molecules.
Collisions between ions and the carrier gas occur more frequently during the high-field component
of the SV waveform, resulting in a reduced ion mobility compared to that under low field
condition.* Consequently, contrasting trends are observed for strong-clustering (Type A) and non-
clustering (Type C). The dispersion plot for Type B behaviour is observed for weakly clustering
ions; it is an intermediate between Types A and C, as a small amount of ion-solvent clusters are
formed under low SVs and eliminated at moderate field strengths.*®** Therefore, the ion
experiences strong-clustering (indicated by a negative slope in the dispersion plot) until a critical
SV point is reached, in which the ion is de-solvated leading to a non-clustering behaviour (positive
slope). Distinct shapes of dispersion curves reveal different types of interactions between ions and

gas molecules in the DMS cell.

Multiple interactions, such as ion-dipole, ion-induced dipole, hydrogen bonding, and van
der Waals forces can exist between a target ion and the carrier gas which can be modified by
seeding it with a low concentration of volatile solvent vapour. The addition of gas-phase modifiers
induces dynamic ion-solvent clustering and de-clustering under alternating electric field, that is
manifested as a change in ion mobility, as shown in Figure 2.3.3%%° At low-fields, solvation of ions
is observed as ion-solvent clusters are formed, whereas ion clusters are de-solvated under
high-field conditions due to an increase in input energy and collisions with neutral gas

molecules.*** The dynamic clustering process indicates that a slight change in binding capability



between solvent molecules and ions can lead to notable diversity in dynamic ion-solvent clustering
behaviour, resulting in a significant shift in CV values during an SV cycle.*® Hence, the various
gas-phase conditions presented in the DMS cell can induce notable changes in ions’ clustering

behaviours and thus enhance the resolving power for ions with similar structures.

| Electrode |

®
o N°a®"%

Electrode

Voltage

oF-I---—-—-—=-"===== - -

Figure 2.3 Dynamic ion-solvent clustering at alternating electric field. O;Ia-llnrgee and red circles indicate the
target ion and surrounding solvent molecules, respectively.
DMS generally plays an important role in the separation of ions with similar structures
(i.e., protomeric species) due to their distinct ion-solvent interactions. DMS also works as an ion
filter for isomeric species, or ions with the same m/z ratio, and can distinguish them using
experimentally determined SV/CV pairs. Additionally, geometric structures of target ions can be
investigated through studying the ion-solvent interactions under various gas-phase conditions. A
drawback of DMS-MS is its inability to conclusively identify some isomeric species. Accordingly,

an additional characterization technique, photodissociation action spectroscopy, is coupled to

DMS-MS for further structural identifications of target species.
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2.2 UV Photodissociation

Photodissociation is the process in which a bound molecule fragments following
absorption of one or more photons.®® The photon energy is absorbed leading to bond breaking in
the molecule, after which any excess photon energy is converted into the internal and translational
energy of the products.®® The photodissociation process for a diatomic molecule, AB, can be

written as:%

(D @3]
AB + Nppotonhv — (AB)* > A+ B+ Etyans + Eine - (2.3)

In Expression (2.3), Npwownhv is the total energy of N absorbed photons, (AB)" is an excited
intermediate state of the molecule, A and B are fragmentation products of AB, and Eirans and Ein
are translational and internal energies of the products, respectively. Hence, the photodissociation
process involves two steps. In step 1, the excited complex is formed in a dissociative electronic
state or a bound state which then couples to a dissociative state. Following dissociation, atoms A
and B are produced with Eans and Eine distributions consistent with the excess photon energy above

the dissociation threshold, Do:%’
Nphotonhv_ Dy = Etrans + Eint- (2.4)

There are four photodissociation processes that can occur for diatomic molecules when a single
photon is absorbed: direct photodissociation, predissociation, unimolecular decay, and

spontaneous radiative dissociation. These are illustrated in Figure 2.4.
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Figure 2.4 Four photodissociation processes of a diatomic molecule AB, which are (a) direct
photodissociation, (b) predissociation, (c¢) unimolecular decay, and (d) spontaneous radiative dissociation,
respectively, when a single photon is absorbed. Adapted from Schinke and Dishoeck er al.%>%8

Direct photodissociation (Figure 2.4a) is the simplest photodissociation process where the
molecule is excited to a repulsive electronic state.®>%® During direct dissociation, the dissociation
of a molecule occurs faster than the spontaneous emission of a photon back to the ground state,
meaning that all absorption events lead to fragmentation of the molecule.®® In predissociation
(Figure 2.4b), amolecule is first excited to a quasi-bound electronic excited state, which can couple
to a repulsive excited state through non-radiative relaxation. The bound excited state may also go
through a radiationless transition to the ground state potential, resulting in population above the
ground state thermodynamic threshold and subsequent dissociation to form ground state products
— this is known as unimolecular decay (Figure 2.4¢).5>®® Another case of unimolecular decay
includes the single-photon excitation of overtone vibrations that leads to energy accumulation in
the molecule populating a quantum state above the dissociation threshold. Photodissociation is

thus induced for the AB molecule in its ground electronic state.®> Finally, spontaneous radiative
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dissociation (Figure 2.4d) involves spontaneous emission and relaxation into the continuum of a
lower-lying electronic state of a molecule that is repulsive along the nuclear coordinate.®®

UV photodissociation (UVPD) refers to the photodissociation process taking place
following photon absorption in the UV region (190—400 nm). The high energy of the UV photons
can encompass multiple electronic states, and thus all four photodissociation pathways (Figure 2.4)
can be involved during UVPD of a molecule.®>®® Electronic transitions via various UVPD
processes can be visualized in a UVPD spectrum, which maps the absorption as a function of
photon energy — an example is shown in Figure 2.5. In our experiment, the UVPD action spectrum
is obtained by treating absorption as the parent ion depletion and product fragment enhancement
as a function of wavelength (photon energy), details of which (i.e., experimental setup and

fragmentation efficiency) will be introduced later in section 3.2.1.

Sy

Photon energy

Energy

So

Absorption

Nuclear coordinates

Figure 2.5 An example of potential energy surface of the ground state (So) and excited states (S; and S») for
a molecule (left); the photodissociation spectrum corresponded with electronic transitions of So to S; and So
to S, (right). Adapted from Kelley.®

UVPD action spectroscopy is helpful for geometric identification since a structure owns
unique electronic transitions during excitation. The intensity of an electronic transition can be

interpreted by Franck-Condon factors, which also provide prediction in the shapes of

photodissociation spectra.®*5°
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2.3 Franck-Condon factors

Franck-Condon (FC) factors describe the intensity of vibronic band absorptions, which
includes simultaneous changes in electronic and vibrational energy.®**® Since nuclei are much
heavier than electrons, the timescale of an electronic transition (i.e., femtoseconds) is much shorter
than that of vibrational motion (i.e., picoseconds).®**° During the electronic transition, the nuclei
can be considered fixed due to the relatively large timescale difference between electronic and
vibrational transitions. This is known as the Born-Oppenheimer approximation.®**® Charge
redistribution in a molecule induced by the electronic transitions leads to changing Coulombic
forces acting on the nuclei. The geometry of the nuclei is distorted changing the energies of the
vibrational states.®* Consequently, it is necessary to consider both the electronic and vibrational

states in the course of vibronic transitions.

Wetect,i Woinit = Peiect,r Woin,fF (2.5)

In Expression (2.5), ¥, represents the electronic wavefunction, while y , denotes the

vibrational wavefunction; i and f signify the initial and final electronic states, respectively; / and
F represent the respective vibrational quantum numbers.*” The electronic and vibrational
wavefunctions are separable based on the Born-Oppenheimer approximation.®” The electronic
transition dipole moment between an initial and a final electronic state determines the transition

intensity and is defined in Expression (2.6):%°

(Petectr o fr 11| Petecti Yoibir)- (2.6)
In Expression (2.6), bra-ket notation describes an integral over all electronic and vibrational
coordinates of the system, and u refers to the dipole moment operator.® Employing the
Born-Oppenheimer approximation and assuming the initial vibrational state lies close to the

bottom of the well, the dipole moment operator can be approximated through a Taylor series as:
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w=i + 3 (55) (0= 00) + -, @27
64,69

where 4’ is the equilibrium transition moment and Q refers to the coordinates of nuclei.

Inserting Equation (2.7) into (2.6) gives:

d
<lpelect,f Yoin e[ + X (a—gj) (Qj — Qjo)|Petect l/)vib,i1>, (2.8)
which for fixed nuclei (i.e., Qj=Q0jo) gives:
(lpvib,fF|lpvib,i1>('luelect,f |M0|'Pelect,i)- (2-9)

Transition intensities, are then determined by the square of the transition dipole, Expression (2.9):

Intensity |(l‘Uelect,f|:uO|l‘Uelect,i)|2|(lpvib,fF|¢vib,i1)|2- (2.10)

Expression (2.10) allows for the determination of transition intensities. The constant electronic

transition Yo ; — Yooty » Will only differ by the vibrational wavefunction overlap,

2
o il>| , defined as the Franck-Condon factor. Therefore, the overall intensity of

| <l//vib{ F

transition between electronic states, termed the oscillator strength, is shown in Equation (2.11):

2m.h
o2

v |<lyelect,f|.uo|l1uelect,i>|2 ) (2.11)

i»f =

where me., e and v are the electron mass, electron charge and the average frequency of electronic
transition, respectively.®* Hence, the oscillator strength yields the intensity for the overall
electronic transition between the two electronic states (i.e., i to f). The FC factor describes the
intensity exhibited by transitions among individual vibrational levels (i.e., il to fF)). An illustrative
energy diagram of the ground state, So, and the first singlet excited state, Si, is shown in Figure

2.6, where the occurrence of the most intense transition in the (v', v"=0) progression is the (2,0)
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band owing to the relatively large overlap between the wavefunctions of these two vibrational

states.””

Energy
<-
[}
Ly

v"=0

Nuclear coordinates

Figure 2.6 The FC principle energy diagram from the ground state to the first excited state where the most
favoured transition is represented by an orange vertical arrow between v”= 0 and v’= 2 for a diatomic
molecule. Adapted from Nano.”®

A challenge for simulating FC factors is determining the equilibrium geometry and force field of
the excited state.”!’> A linear coupling model or the vertical gradient (VG) approximation is
employed for calculating the FC factors in this project, eliminating time-consuming steps
(i.e., excited state optimizations).”> In the VG approximation, the excited state geometry is
approximated by the excited state gradient evaluated at the ground state equilibrium geometry.”!"?
Therefore, the potential energy surface of an excited state is defined near the vertical excitation
point, which induces the most intense vibronic band without changes in the normal coordinates
and harmonic frequencies.” Vibronic transitions calculated using VG|FC factors can be interpreted
by natural transition orbitals (NTOs) associated with each relevant excitation. Different from the
canonical molecular orbitals (MOs) of which densities are complicated for characterization, NTOs

simplify the study of an electronic state as a particle/hole depiction with unchanged transition

density.”>’ NTOs qualitatively describe electronic excitations via the orbital transformation
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correspondence between the excited particle (occupied orbitals) and the empty hole (virtual

orbitals) of an excited state.”>’*

2.4 Basin-hopping
Basin-hopping (BH) is an unbiased algorithm employed in this research project as a global
optimization approach to locate the local and global minimum configurations of interest on the
potential energy surface (PES).”>® In the BH algorithm, the transformed energy 7(X) can be
written as:”
7(X) = min{V(X)}. (2.12)
In Equation (2.12), X is the vector of nuclear coordinates and min refers to the minimization
starting from X. During the BH process, the energy, V(X), on the PES is collected for each local
minimum. The PES is transformed as a set of interpenetrating staircases, where each plateau
represents the energy of each local minimum, as shown in Figure 2.7.7>7¢ Relative energies of the
global minimum and local minima are not altered due to the transformation of the PES since the
energy at any point in a specific configuration range is always consistent with that of the local

minimum.”

Energy

Nuclear coordinates

Figure 2.7 A schematic diagram illustrating the transformation of PES during BH where solid lines are the
energy of original PES V(X) and dashed lines are the transformed energy 7(X), respectively. Adapted from
Wales and Doye.”
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During a BH simulation, an initial guess structure of the molecule of interest with energy
Voia 1s inputted and is distorted by changing dihedrals and/or translating molecules in a modified
Monte Carlo approach to determine a new optimized geometry with energy View.”>"’® If View is less

than Vo4, the new structure is accepted as a new input and Vo is replaced with the energy of this

Vold=Vnew
optimized geometry. The new structure may still be accepted if e 7, where £ is the Boltzmann

constant, is larger than a random number chosen from [0,1]. In this case, however, Vs remains
unchanged since Voia < Vyew in the process of searching for new input geometries.”>’® This step
accepts structures to complete the PES curve, and distortion of these structures could result in
lower-lying energy structures that better model the true global minimum. Otherwise, the
conformation is rejected, and the previous input geometry is distorted and examined following the

procedures as described and shown in Figure 2.8.

Start

Input conformation
(Vora)
Distorted
Rejected conformation
i (Unsaved)

Optimized conformation
(View)

'

VoidVnew
k

e > apandom€l0:1]

Accepted conformation
vald= vnew

l

Local minimum

Figure 2.8 A flow chart that shows the energy selection rules during BH optimizations.
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An example of a BH simulation trajectory is shown in Figure 2.9.7° From left to right. C1, C2 and
C4 geometries are accepted since their energies meet the criteria described in Figure 2.8. The Cs

structure exhibits a higher energy when compared to C>, which does not meet the selection rule

Vold-Vnew
that e #  >a,,,,m€[0,1] and is thus discarded. C, is then perturbed again until a new

conformation, Cs, is accepted.

C, (distort)

Energy

C, (distort)
O

@ Initial conformation
O Distorted conformation
Local minimum conformation
® Rejected minimum conformation
--—- Energy surface
~~ Distortion move
> Projected local minima surface

Process

Figure 2.9 An example of BH trajectory. Adapted from Olson et al.”®

Many individual optimization steps (ca. 10,000) are involved in BH simulations for a single
system and require time-efficient computational calculations. Therefore, molecular mechanics
(MM) — a low level classical theory — is employed to estimate system energies. MM force fields
include contributions from the harmonic oscillator model to model bonding interactions and
Coulombic and van der Waals interactions to model non-bonding interactions.”*”” MM
simulations in this work employ the universal force field (UFF), a computationally inexpensive
approach parametrized for all atoms of the periodic table that defines parameters based on the
hybridization and connectivity of the element.”*7° One of the disadvantages of UFF, however, is
that it models electrostatic interactions poorly, and specific partial charges need to be calculated

and added to BH input files manually.”®*° Since the precision of MM simulations with UFF is
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relatively poor, further optimizations of local minimum structures obtained from BH are computed

at higher levels of theory.
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2.5 Density functional theory

Density functional theory (DFT) has been used broadly for studying geometric, electronic,
and spectroscopic properties of chemical systems owing to its relatively good trade-off between
computational cost and calculation accuracy.’'* DFT applies electron density as the basic
quantity since ground-state properties of a many-electron system can be well-determined by the
total electron density.®® Additionally, the use of electron density significantly reduces the scale
factors of DFT simulations by only considering three spatially variables for each electron in
many-electron wavefunctions compared to many-dimensional wavefunctions.** However, the
exchange-correlation functionals in terms of density still remain unknown, and thus functionals
for electron exchange and correlation need to be approximated for DFT.32#485 The choice of the
approximated exchange-correlation functionals can affect the accuracy of the DFT method. For
example, Grimme reported that current functionals of DFT could not accurately perform weak
interaction calculations, due to the incorrect exchange-correlation potential;*’ Zhang and Yang
found that self-interaction error of approximate density functionals could lead to erroneous
dissociation.®® Thus, the deficiencies introduced by the approximated exchange-correlation

functionals can limit the efficiency of the DFT method for some predicted properties.328>%

The DFT method applied with the hybrid Becke 3-parameter Lee Yang Parr (B3LYP)
functional performs well for determining various chemical systems and properties, especially
amino acid-containing systems like those studied in this work.?®?° The hybrid functional improves
the electron exchange correlation by combining a generalized gradient approximation in which
both the electron density and gradient are dependent on exact Hartree Fock (HF) exchange.?’ The
accuracy of the hybrid B3LYP falters when applied to time-dependent studies. This is seen in the

case of time-dependent density functional theory (TD-DFT), an extension of the DFT method that
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defines the properties of the excited states.®?%2?° Instead, the Coulomb attenuating method B3LYP
functional, CAM-B3LYP, is combined with the application of the TD-DFT method for simulations
of excited states in this project.?” CAM-B3LYP not only achieves the accuracy of the B3LYP

functional but corrects the charge transfer excitations that B3LYP underestimates significantly.
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Chapter 3: UVPD and electronic spectroscopy of DMS-selected

tryptophan and tyrosine ions

3.0 Overview

The geometric structures of two gas-phase aromatic amino acid ions (Trp and Tyr) were
studied both experimentally and computationally in this chapter. DMS was used to examine their
conformations (i.e., protomers) and to study the clustering behaviour of protonated Trp and Tyr
under different gas-phase environments. The electronic spectroscopy of DMS-selected ions was
studied via UVPD to investigate their unique electronic structures, electronic transitions, and
fragmentation pathways. Calculated vibronic spectra using the VG approximation at the DFT level
showed good agreement with the experimental UVPD spectra for both protonated Trp and Tyr.
The identical experimental UVPD spectra observed for two ion populations of protonated Trp
indicated that the same structures were presented when looking at the [Trp + H]" protomers
resulting from the DMS-resolved monomer and dimer cluster. This concluded that both the
monomer and dimer Trp protomers exhibited the same protonation site. The distinct UVPD spectra
of protonated Tyr generated with different fragmentation channels indicated that various
fragmentation pathways were involved during the dissociation of protonated Tyr. Bond
dissociation energies related to fragmentation processes of protonated Tyr were studied to provide

knowledge into the dissociative mechanisms of relevant fragmentation pathways.
3.1 Introduction

Trp and Tyr are aromatic amino acids containing side chains composed of an indole ring
and a hydroxyphenyl ring, respectively. Their structures are shown in Figure 3.1. These amino

acids are related to multiple biological functions and genetic coding processes. !° For example,
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Trp plays a vital role in producing the neurotransmitter serotonin, while Tyr is important for signal
transduction processes.’”! Both Trp and Tyr possess multiple acidic and basic functional groups,
which can produce different protonated states in vivo, inducing different biological activities
dependent on the biological pH.!” As discussed in Chapter 1, investigating protomeric structures
of a molecule helps reveal its chemical and structural properties and provides insight into the
mechanism of relevant biological reactions.”® Therefore, exploring the structures of these two
aromatic amino acids helps rationalize the mechanisms of important reactions involving Trp and

Tyr.

(a) [ (b) WA o

Iz

Figure 3.1 The structures of (a) Trp and (b) Tyr.

UVPD combined with MS is a helpful tool to study the electronic structures of ions in the
gas phase.’*3> The work of Matthews and Dessent demonstrated that the two protomers of the
protonated 4-aminobenzoic acid (PABA) system (see Figure 3.2a), which were promoted by two
different ESI solvents, were distinguishable using a laser-interfaced mass spectrometer, as their
UV photodepletion spectra illustrated different band characters.>* Marlton et al. applied a FAIMS-
MS device in tandem with UVPD and successfully assigned the protomers of protonated nicotine
(see Figure 3.2b) in the gas phase based on the distinct electronic transitions of the [nicotine + H]"
protomers.>> The spectroscopic properties of the aromatic amino acids have also been investigated
using tandem MS-UVPD. The aromatic amino acids are spectroscopically accessible to most
tunable light sources; since they can undergo intense 7 to 7" transitions following absorption of a

UV photon.’* 33 The electronic spectra of the protonated aromatic amino acids in the UV range
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have been explored using photofragment mass spectrometry by several teams.>*3233-2 Boyarkin et
al. reported the electronic spectra of protonated Trp and Tyr obtained at both ~298 K and at 10 K,
and found that the cooler ion trap led to higher spectral resolution since low temperatures prevent
the appearance of additional hot-band features and suppress spectral broadening by restricting
vibrational and rotational motion.>® Pereverzev et al. measured the photofragmentation spectra of
protonated Trp and Tyr with an Orbitrap mass analyzer and DUV/UV optical parametric oscillator
(OPO). Protonated aromatic amino acids were shown to absorb light in the region of 190 to 290

nm, with significant absorption observed at ~280 nm for protonated Trp, ~230 and ~275 nm for

CH, N: CH,

NH
Flgure 3. 2 The structures of (a) protomers of [PABA + H]" and (b) protomers of [nicotine + H]".

protonated Tyr.>°

(@) Ho:

Z

In this project, we explore the spectroscopic measurement of DMS-MS gated aromatic
amino acid ions. The individual ion populations of targets are spatially separated in the DMS stage
of the experiment before mass-selection in the first quadrupole (Q1), as shown in Figure 3.3. These
ions are then trapped in the third quadrupole (Q3), where they are irradiated with tunable light
from an Nd: YAG-pumped OPO. The conformation of an ion in the gas phase was identified by
comparing the relative Gibbs energies. Electronic transitions were modelled using VG|FC factors
for the analysis of experimental UVPD spectra. Electron density transfer during electronic
transitions was visualized by computing the electronic orbitals. Bond dissociation energies were

discovered to provide predictions of the fragmentation pathways during the UVPD process.
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3.2 Methods
3.2.1 Experimental methods

Dried and solid tryptophan (99% purity) and tyrosine (99% purity) were purchased from
Fisher Scientific and Sigma, respectively. The experimental setup employed in this project is
illustrated in Figure 3.3. Samples of Trp and Tyr with concentrations of ~300 ng/mL were directed
towards the inlet of a Selex]ON differential mobility spectrometer from an electrospray ion source.
Dry carrier gas (N2) carried the nascent ions through the DMS and towards a QTRAP 5500 mass
spectrometer (DMS-MS), of which the gas-phase environment can be changed by adding volatile
liquids. The output of an Nd: YAG-pumped OPO was directed toward the DMS-MS system such
that the beam could pass through an optical port at the back of the QTRAP mass spectrometer and
interact with trapped ions in Q3. The electrospray ionization (ESI) solvents and modifiers applied

in this experiment are tabulated in Table 3.1.

|
| Shutter
: Mirror 2 J < > Quartz
N i
1 Optical port, prism
I Q3/LIT I
: ' : I 0PO
| Es| Detector | Ion cloud Q2 I
| : [ 1 | |
I capillary 2 I
1 DMS Mirror 1 |
I Nd: YAG
I / : ! / I | ] I laser
: ¢ lons with carrier gas |
|
: \ \ I I I Laser
L 1
| Q1 |
I I
I I
I I
| I

Figure 3.3 A schematic diagram of the experimental setup, where electrospray ionization (ESI) source, first
quadrupole (Q1), second quadrupole (Q2), third quadrupole (Q3), and linear ion trap (LIT) are labelled.
DMS-MS is highlighted in the dashed frame.

26



+

Table 3.1 ESI solvents and gas modifiers that were used in the DMS experiments of [Trp + HJ".
ESI solvents

50:50 MeOH:H>0 with 0.5% formic acid (MeOH/H>0)
50:50 ACN:H>O with 0.5% formic acid (ACN/H>0)

Gas environments
N>

N>+1.5% (mole ratio) 2-propanol (IPA) vapour

In the DMS-MS experiments, the target ion was selected by its m/z in Q1, and the mass
spectrum was recorded via mass axial ejection from Q3. The SV was scanned from 0 to 3000 V in
500 V increments, and from 3000 — 4000 V in 200 V increments. At each SV step, the CV was
scanned from —60 to 25 V in 0.1 V increments. Mass-selected ion intensity was recorded as a
function of SV and CV, yielding dispersion plots. The effect of the de-clustering potential (DP)
was studied. The DP is a potential difference applied across the gap between the exit of the DMS
cell and the Q-jet region and is used to de-cluster ions that have chances forming ion-solvent
clusters as they enter the MS. In UVPD experiments, DMS-selected ions were mass-selected in
Q1 before being trapped in Q3 for 3—5 ms. The wavelengths were scanned from 208 nm to 350
nm by 1 nm or 2 nm increments, which was chosen upon demands, and the intensities of the
fragments and the parent ion in Q3 were recorded at each wavelength. The experimental UVPD
spectra were generated by monitoring the fragmentation efficiency as a function of wavelength, as

described in Equation (3.1):

I — ln( Iparent,LasOn > . (3-1)

Iparent,LasOn +2 Ifrag,LasOn
The intensity was then normalized with respect to the OPO output power, which was measured

separately at each wavelength used in the experimental UVPD spectra. The process described by
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Equation (3.1) does not account for parent ion fragmentation by collision induced dissociation
(CID) in Q3. This background process simply results in the appearances of fragment ion signals
in Q3 before irradiation. During the UVPD process, fragments generated by CID were dissociated
by UV irradiation and simultaneously reproduced from parent ion dissociation in the trap. Hence,
both the spectra of the parent ion and daughter ions formed by CID were taken by gating on the
respective masses in Q1 and were compared to ensure that we were observing the pure vibronic

spectra of the parent ion. All experiments were repeated at least twice for reproducibility.

A challenging aspect of this experiment was the inability to discern fragmentation as a
result of parent ion dissociation or subsequent dissociation of daughter ions, which can introduce
unexpected spectral features to the parent ion’s UVPD spectrum when not accounted for in the
data processing. As introduced in Chapter 2, the duration of vibronic transitions depends on the
time of electron transfer and vibrational motion, which occur on timescales of femtoseconds and
picoseconds, respectively. The timescale of vibronic transitions is much shorter than that of the
pulse width (several nanoseconds), introducing the possibility of multiple photon excitation. This
provides chances for resulting fragment ions to absorb photons leading to secondary fragmentation.
Alternatively, the parent ion could fragment into a vibrationally-hot fragment ion, which can
further dissociate with sufficient energy into other fragment ions. With our existing technologys, it
is difficult to determine whether fragmentations were rearranged from the parent ion directly or

from the daughter ion via different dissociation pathways during the UVPD process.
3.2.2 Computational methods

Molecular models of the targeted molecular ions were generated manually using the
Gaussview software.”® The structures of the target ions were optimized at the B3LYP/6-31G(d,p)

level of theory using the DFT method, and atomic partial charges were calculated with the charges
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from electrostatic potentials using a grid-based method (CHelpG) at the same level of theory with
Gaussian 16.”> The optimized geometries and calculated partial charges were used to generate
input files for a BH routine, as discussed in Chapter 2. A BH routine included 10,000 steps, which
results in 10,000 structures being sampled for each molecule. Since the target ions could cluster
with solvent molecules or form dimers in the DMS experiments, both monomer and cluster/dimer
calculations were conducted. For the monomer, each internal dihedral angle was rotated by a
random value between —5° < a < 5°. For cluster calculations, additional parameters were modified,
in which each moiety was rotated around its center of mass by a random quantity f chosen from
—4°< 8 <4° and translated by a random step size 5 from —0.5 A <# < 0.5 A. The unique geometries
obtained from BH calculations were optimized at the PM6 level of theory first, and then re-
optimized with the DFT method at the CAM-B3LYP/6-311++G(d,p) level of theory.**%*
Structures of protomers of an ion in the water solution were estimated by optimizing clusters
consisting of the protomer and water molecules manually located at the hydrogen bonding sites
using a H>O polarizable continuum model (PCM) at the CAM-B3LYP/6-311++G(d,p) level of
theory. Thermodynamic corrections were performed to determine the Gibbs energy at the same
level of theory based on the optimized structures in the final step. The global minimum structures
of each protomer of desired ions were used to calculate the vibronic spectra using the VG|FC
approximation in the ORCA suite.”® First, the Hessian file of the ground state, which is essential
for computing the VG|FC factors, was calculated at the CAM-B3LYP/6-311++G(d,p) level of
theory. At the same level, electronic transitions between the ground state and each singlet excited
state (i.e., S1, Sz, S3...) were computed based on the ground state geometry of the global minimum
with TD-DFT calculations, in which the VG|FC approximation was combined to determine the

vibrational wavefunction overlap between the ground state and relevant excited state. The
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computed spectra were generated with the sum of the intensities of all the calculated electronic
transitions (i.e., S1«—So, S2«—So, S3<—So...) as a function of wavelength. Triplet excited states were
not included when simulating vibronic spectra as electronic transitions are more likely to occur
between singlet states; additional electronic changes involved in singlet-to-triplet transitions can

lead a longer lifetime compared to that of single-to-single transitions.”®

3.3 Results and discussion

3.3.1 Protonated tryptophan
3.3.1.1 Experimental results for [Trp + H]*

The clustering behaviours of [Trp + H]" were studied with various ESI solvents and
different gas environments, as tabulated in Table 3.1. Note that the DP applied for all DMS
experiments of [Trp + H]" was 100 V. When [Trp + H]" was sprayed with ACN/H>O solvent, the
dispersion plots (see Figure 3.4) indicated that only one conformation was resolved under the pure
N2 and IPA environments. Different clustering behaviours, as illustrated by the shape of the
dispersion plots, were observed under different gas-phase environments. [Trp + H]" showed non-
clustering (Type C) behaviour with pure N> gas and strong clustering (Type A) behaviour when
IPA vapour was added. Conversely, two dispersion curves were observed when MeOH/H,0O was
used as the ESI solvent in pure N (see Figure 3.5a and 3.5¢). The dispersion plots of [Trp + H]*
electrosprayed from MeOH/H2O solution in both pure N2 and IPA were recorded and are compared

in Figure 3.6.
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Figure 3.4 The dispersion plots of [Trp + H]+ electrosprayed from ACN/H-O in (a) N> gas and (b) N, gas
with the addition of 1.5% IPA vapour.
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Figure 3.5 The dispersion plots of [Trp + H]+ electrosprayed from MeOH/H,O solution in (a) N> gas and (b)
N, gas-phase seeded with 1.5% IPA vapour. (¢) The ionogram of [Trp + H]" electrosprayed from MeOH/H>O
solution in N gas at SV=3600 V.
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Figure 3.6 The dispersion plots of [Trp + H]" electrosprayed from MeOH/H>O and ACN/H-O solutions in

(a) N2 gas and (b) N, gas seeded with 1.5% IPA.

Figure 3.6a shows the dispersion plots of [Trp + H]" using the different ESI solvents. One of the
dispersion curves (blue) observed in the pure N> environment when sprayed from MeOH/H20O
perfectly overlaps the Type C curve observed when sprayed from ACN/H>O. The same dispersion
plot of [Trp + H]" was observed in the IPA-modified carrier gas irrespective of the two ESI
solvents, as shown in Figure 3.6b. As discussed in section 2.1, the same dispersion curves imply
that identical differential ion mobility was detected in the DMS cell for the ion populations
associated with the curves. The same ion mobility implies indistinguishable ion conformations,

indicating structures associated with those two overlapped curves were identical.

The observation of multiple curves in the dispersion plot recorded following electrospray
from MeOH/H>O could indicate one of two things: (1) the existence of different protomers of
[Trp + H]" in the probed ensemble, or (2) the presence of (at least one) cluster that contains Trp

and produces [Trp + H]" upon dissociation following transit through the DMS cell. As ion-solvent
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clusters enter the vacuum cavity of the MS from the atmospheric conditions of the DMS cell, ion
de-solvation typically occurs. While this is beneficial for quantitative analysis by MS, it introduces
ambiguity with respect to distinguishing bare ions from ionic clusters that fragment to produce the
bare ion or another species of the same nominal m/z. The mass spectra for the two DMS-separated
species at CV=2.5 V and 11.4 V (SV=3600 V) were recorded as DP was scanned from 0 to 300 V
in 5 V increments to determine the identity of the second dispersion curve (red) — this is shown in
Figure 3.7. The precursor ion scan in QI for the DMS-gated ion population at CV=2.5 V
demonstrates ion masses up to m/z=205, indicating that larger clusters were not fragmenting to
yield [Trp + H]". However, for the ion population selected at CV=11.4 V, the signal of m/z=409
appeared, implying the presence of a protonated Trp dimer, [(Trp)> + H]", formed in the ESI
process. At higher DP, the intensity of the m/z=409 signal decreased, while that of m/z=205
increased, indicating that [(Trp)2 + H]" was fragmenting to produce [Trp + H]". These results
indicate that both the protonated Trp monomer and dimer are formed when electrosprayed from
MeOH/H20 and that these species adopt significantly different DMS behaviour in a pure N:

environment.
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Figure 3.7 Precursor ion scans for [Trp + H]" electrosprayed from MeOH/H-O solutions and selected at CV=2.5 and 11.4 V at DP=0, 100 V, 200 V, 300 V.
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For further investigation, the dispersion plot of [(Trp). + H]" (m/z=409 selected in Q1)
generated by ESI of MeOH/H:O solution and measured in a pure N> environment was generated
and compared with that of [Trp + H]" in Figure 3.8. The DMS results of [(Trp). + H]" indicate the
presence of only one conformation of [(Trp). + H]" in the gas phase (or potentially multiple
unresolved conformers) that exhibits non-clustering behaviour. The similar (identical within error)
dispersion curves of ions selected at m/z=409 (black) and m/z=205 (red) indicate that the second

ion population detected for [Trp + H]" (red curve Figure 3.6) was associated with dissociation of

[(Trp)2 + HI".
17 C T T T 7]
m/z=409 selected
m/z=205 selected
- m/z=205 selected .
Pure N,
0 1000 2000 3000 4000
SVIV
Figure 3.8 The dispersion plots of [(Trp)> + H]" and [Trp + H]" electrosprayed from MeOH/H-O solution in
pure Na.

UVPD experiments were performed to characterize the electronic structures of the two ion
populations of [Trp + H]" that resulted from the monomeric species of protonated Trp and the
protonated Trp dimer in Q3 in pure N2. During the UVPD process, the same photodissociation
fragmentations, as tabulated in Table 3.2, were observed in Q3 for both ion populations of
[Trp + H]" selected at CV=2.5V and 11.4 V as SV=3600 V (Figure 3.5¢) in the DMS cell when
gating on m/z=205 in Q1. The mass distribution of the parent ion (m/z=205) in Q3 with the laser

off is shown in Figure 3.9.
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Figure 3.9 The Q3 mass spectrum of [Trp + H]" as m/z=205 was selected in Q1 and subsequently underwent
CID with background gases.

We observed background CID in Q3, leading to a loss of NHj3 to give ions of m/z=188. The UVPD
spectrum of the parent ion generated with the 188 fragmentation channels showed unexpected
features (see Figure A.2 in Appendix A) due to the non-zero background, wavelength-dependent
increases in fragment intensities according to UVPD of the parent ion, and wavelength-dependent
depletion of fragment ions during UVPD (see Figure 3.11). As a result, the UVPD spectra of the
two [Trp + H]" populations were generated with all the same fragmentations tabulated in Table
3.2 except for the m/z=188 fragment and are shown in Figure 3.10.”” The UVPD spectra of
[Trp + H]" monitored in each mass fragmentation channel (except for m/z=188) showed similar
spectral features with the UVPD spectrum of [Trp + H]" — this can be found in Figure A.3 in
Appendix A. The neutral fragment loss of [Trp + H]" at each fragmentation channel was cited from

the fragmentation study of Zhang et al.”’
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Table 3.2 The fragmentation channels of [Trp + H]" observed in UVPD process.”’

m/z Neutral fragment(s)
205 -

188 NH3

170 NH; + H20

159 H,O + CO

146 NH; + CH>CO
144 NH; + COz

132 HO0 + CO + HCN
118 NH; + CH2CO + CO

Energy (eV)

6 56 52 48 4.4 4 3.6
SV=3600V (a)
CV=2.5V -
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Figure 3.10 The UVPD action spectra of [Trp + H|" electrosprayed from MeOH/H-O solution in N, gas with
DP=100 V for (a) SV=3600 V, CV=2.5 V and (b) SV=3600 V, CV=11.4 V. The solid lines are three-point
adjacent averages of the data points.

The same fragmentations were observed in both species during UVPD. The similarity of the two

spectra indicates that the same electronic transitions in identical ion populations of [Trp + H]" were
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probed via UVPD. This suggests that the [Trp + H]" fragment produced following in-source CID
of [(Trp)2 + H]" adopted an identical geometric structure to that of the bare ion population of
[Trp + H]".

It is possible that the presence of the m/z=188 species, [Trp — NH3 + H]", produced by CID
in Q3 (see Figure 3.9) might contribute to unexpected artifacts to the UVPD spectrum of
[Trp + H]". To quantify this, the UVPD spectrum was measured for the n/z=188 species following
selection in Q1. The UVPD action spectra of [Trp — NH3 + H]" and [Trp + H]" are overlaid in
Figure 3.11. The spectrum of [Trp — NH3 + H]" showed an intense electronic transition at ~245 nm
and a band system from 300350 nm that were not observed in the [Trp + H]" spectrum. The
spectral difference between the m/z=205 and m/z=188 species indicates that the m/z 188 fragment
generated by CID in Q3 does not contribute substantially to the measured UVPD spectrum of

[Trp + H]".
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Figure 3.11 The UVPD action spectra of [Trp + H]* (purple) and [Trp — NH3 + H]" (blue). The solid lines
were three-point adjacent averages of the data points.
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The experimental UVPD action spectrum of [Trp+H]" was compared against the
photofragmentation spectrum reported by Pereverzev et al., which also considered all major
charged fragments, as shown in Figure 3.12.3° The experimental [Trp + H]" spectra of this
experiment and Pereverzev et al. showed similar spectral shapes between 220 to 290 nm. A
maximum intensity was observed at ~275 nm for the spectra obtained in the scope of this thesis.
Pereverzev et al., however, recorded the most intense spectral band within the range from 208 nm
to 215 nm. The current experimental setup described in this thesis limits UVPD investigation to
the 208 — 400 nm range; thus, UVPD findings below 208 nm could not be compared. While an
intense transition from 208 nm to 215 nm was observed in the experimental findings of
Pereverzev et al., it cannot be conclusively stated that this difference is significant, as other factors
(i.e., instability of initial light signals) may contribute to this discrepancy. Despite those
ambiguities, the lack of features from 208 nm to 215 nm of our experimental spectrum might result
from the omitted 188 fragmentation channel when generating the parent spectrum, as indicated in
Figure 3.12. An important note is that the observed transition from 208 to 215 nm in the reported
spectrum by Pereverzev et al. and in our experimental spectrum monitored in the m/z=188
fragmentation channel matched with the calculated vibronic spectra reported in this thesis — this
will be discussed further in the next section. It is concluded that the similar electronic transitions
observed between 220 and 290 nm in both the experimental and literature spectra indicate that the

same protomer of [Trp + H]" may be detected in both experiments.
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Figure 3.12 The UVPD action spectra of our experiment (black) and Pereverzev ef al. (red). Figure adapted
from Pereverzev ef al.*°

3.3.1.2 Computational results for [Trp + H]*

The electronic structures and transitions of protomers of protonated Trp were
computationally investigated to assign the experimentally acquired action spectra. According to
the resonance effects, the addition of proton on the oxygen of the —OH of the carboxylic group
would lead to fragmentation (i.e., loss of water) of the protonated Trp. Therefore, three likely
protonation sites are considered for Trp, as shown in Figure 3.1: the amine nitrogen (N-amine),
the indole nitrogen (N-indole), or the carboxyl oxygen (O-carboxyl). After BH and optimization
at the CAM-B3LYP/6-311++G(d,p) level of theory, the lowest energy structures of [Trp + H]"

with different protonation sites were obtained and are shown in Figure 3.13.
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Figure 3.13 The optimized structures of [Trp + H]" with protonation sites on (a) N-amine, (b) O-carboxyl,
and (c) N-indole. The optimized structures and relative Gibbs free energy to that of the global minimum
structure were determined at the CAM-B3LYP/6-311++G(d,p) level of theory.

The geometry of the N-amine protonated Trp had the lowest Gibbs energy among these three
prototropic isomers. The relative Gibbs energies of isomers 2 and 3 to that of isomer 1 were higher
than +50 kJ/ mol. Structures of the [Trp + H]" protomers in the water solution were estimated by
optimizing clusters consisting of [Trp + H]" and water molecules manually located at the hydrogen
bonding sites. The structures and Gibbs energies of three cluster systems containing three different
[Trp + H]" protomers calculated at the CAM-B3LYP/6-311++G(d,p) can be found in Figure A.1
in Appendix A. Similarly, high relative Gibbs energies of isomer 2 and isomer 3 to that of isomer 1
(i.e., >30 kJ/mol) were observed in the water solution. Assuming a thermodynamic equilibrium
described by Boltzmann statistics, population of isomer 1 is likely to dominate the gas phase
ensemble of [Trp + H]*, whereas population of isomers 2 and 3 is expected to be negligible.

The vibronic spectra were calculated for each [Trp + H]" protomer (i.e., isomers 1, 2, and 3)
at the CAM-B3LYP/6-311++G(d,p) level of theory for comparison with the experimental UVPD
spectrum of [Trp + H]". The computed spectra, which were red-shifted by ~30 nm for a better
match with the experimental results, are shown in Figure 3.14. This energy shift between

experimental and computational spectra can be rationalized by the limitations of the DFT method,
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as discussed in Chapter 2. Besides, individual electronic transitions of the global minimum
(isomer 1) (i.e., S1<—So, S2¢—S0, S3¢—So...) were compared with the experimental UVPD spectrum,

as shown in Figure 3.15.
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Figure 3.14 (a) The experimental spectrum of [Trp + H]*. The calculated vibronic spectra of (b) isomer 1,
(¢) isomer 2, and (d) isomer 3 of [Trp + H]" using the VG|FC approximation. Red lines are the vibronic
spectra computed with VG|FC approximation and Duschinsky rotation.
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Figure 3.15 (a) The experimental UVPD spectrum of [Trp + H]*. The calculated vibronic spectra of
[Trp + H]" of (b) a sum of electronic transitions from Sy to S to So to Sio. (¢) The calculated vibronic spectra
of each electronic transition of S to Si1, Sz ... Sio. The calculated LUTOs and HOTOs of (d) So to S», (e) So
to S4, and (f) So to Sio.

The calculated vibronic spectra of the lowest energy conformers for the three prototropic
motifs of [Trp + H]" (Figure 3.13) all exhibited light absorption in the wavelength range of 180 nm
to 300 nm. The three calculated spectra showed similar band shapes for the predicted electronic
transitions, and the computed spectra were all in decent agreement with the experimental spectrum.
However, we have observed significant spectra shifts between experiment and DFT calculations;
higher level calculations may be necessary. Based on the VG|FC calculations, the best match to
the observed spectrum is the spectrum calculated for isomer 2. The major difference between the
calculated spectra for isomer 1, 2, and 3 is the lack of intensity for the Si<So transition

(280—350 nm) of isomer 2. Whether this transition is of low intensity or, instead, is shifted to
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higher energy is currently under investigation. Despite these ambiguities, it is concluded that the
intensity observed in the 300—340 nm region is not due to the photofragmentation of the parent
ion; rather, it seems to be associated with the formation of [Trp — NH3 + H]" (via CID in Q3) and
its subsequent photodissociation, as indicated in Figure 3.11. In addition, the calculated spectra of
isomer 1 and 2 are both reasonable after applying Duschinsky rotation. The intense transitions
were observed at ~260 nm (4.6 eV) and ~280 nm (4.4 eV) in the experimental spectrum of
[Trp + H]", which corresponded to the calculated S»«<—So and S4«So electronic transitions,
respectively. The highest occupied transition orbital (HOTO) and lowest unoccupied transition
orbital (LUTO) of the electronic transition from the ground state (So) and the second singlet excited
state (S2) shown in Figure 3.15d demonstrated that the S>«—So excitation was mainly localized on
the phenyl ring of the [Trp + H]" involving a 7"« transition; the HOTO and LUTO involved in
S4«—Sy transition (Figure 3.15¢) illustrated that o < characters were observed for the electronic
transition observed at 4.8 eV. Moreover, the intense band shown in our experimental spectrum
generated with the m/z=188 fragmentation channel and in the spectrum reported by Pereverzev et

al. at 208 nm, as shown in Figure 3.12, is likely associated with the S19«So electronic transition.*

Computational studies were also conducted for [(Trp). + H]" to support the experimental
findings. The structures of [(Trp). + H]" associated with different protomers of [Trp + H]" were
obtained from BH and then optimized at the CAM-B3LYP/6-311++G(d,p) level of theory. The
lower energy structures of the protonated Trp dimer and their relative Gibbs energies are shown in
Figure 3.16. In all cases, protonation was found to occur on the amine nitrogen of one of the Trp
moieties. The binding sites involved in the lower energy isomers of [(Trp)2 + H]" included
hydrogen-bonding networks formed between the N-amine and O-carboxyl or the N-amine and

N-amine groups, as indicated by the green dashes. The calculated lower energy isomers of
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protonated Trp dimer demonstrated that the structure of [(Trp)> + H]" was stabilized by the proton
on the N-amine, aligning with the computational findings for the [Trp + H]" monomer. The
N-amine protonated [Trp + H]" found in the calculated structures of both the protonated Trp
monomer and dimer also matched the experimental results that [(Trp)> + H]" produced the same

[Trp + H]" protomer as that of the monomer.

(a)

Isomer 1 Isomer 2
(Global minimum) 1.1 kd/mol
0

(d)

Isomer 3 Isomer 4
4.3 kJ/mol 6.8 kJ/mol

Figure 3.16 The optimized structures of [(Trp). + H]" isomers with Gibbs energies <10.0 kJ/mol. The
optimized structures and Gibbs energy to that of the global minimum structure were determined at the CAM-
B3LYP/6-311++G(d,p) level of theory. Hydrogen bonds are indicated with green dash lines.

However, the structure of the protonated moiety of [(Trp)2 + H]" might change during the course
of dissociation. To further investigate the dissociation process of the protonated dimer, the bond
dissociation energy (BDE) thresholds of [(Trp). + H]" producing protomers of [Trp + H]" and

neutral Trp were calculated with Equation (3.2) and tabulated in Table 3.3
BDE = E[TTp+H]+ + ETTp - E[(Trp)2+H]+ (3.2)

45



Table 3.3 The calculated BDE thresholds of the protonated Trp dimer producing isomer 1, 2, and 3
at CAM-B3LYP/6-311++G(d,p) at T=298 K.

Production of Production of Production of
1somer 1 isomer 2 isomer 3
Calculated BDE (kJ/mol) 101.54 204.08 235.82
Calculated BDE (eV) 1.05 2.12 2.44

The calculated BDEs of the protonated Trp dimer indicate that approximately 1 eV is
required to produce isomer 1, and that this threshold is approximately 1 eV below the next lowest
threshold. During experimental measurements, the collision energy (CE) was set at 10 V, which is
just above the minimum of 5 V, to ensure optimal operation and stability. When CE is applied at
10 V, the estimated center of mass CE (CEcom) between the N2 CID partner and the [(Trp)2 + H]"
ion is 0.61 eV, which is lower than all three BDE thresholds of [(Trp). + H]" in production of
[Trp + H]" at 298 K. However, [(Trp). + H]" is not observed experimentally in Q3, despite the
CEcom being lower than the calculated threshold. This could be due either to inaccuracy of the
calculations or, more likely, heating of the ions in sifu leading to lower Gibbs corrected BDEs. For
instance, heating of the [(Trp)2 + H]" ion could result from applying a de-clustering potential
(100 V) between the DMS and MS interface. This results in a significant reduction in its binding
energy (i.e., smaller than 0.61 eV). Accordingly, the temperature effects on BDE thresholds of
[(Trp)2 + H]" dissociation were studied and are shown in Table 3.4. The calculated BDE threshold
drops to 0.59 eV as the temperature of ions is increased from 298 to 600 K. It suggests that the
protonated Trp dimer ions were heated to above 600 K when transmitting from the DMS cell to

Q1 at DP=100 V. The local heating in addition to the energy supplied in the collision cell align

with computed BDE threshold for the dissociation of [(Trp). + H]" into [Trp + H]".
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Table 3.4 The calculated BDE thresholds of the protonated Trp dimer producing isomer 1 at CAM-
B3LYP/6-311++G(d.p) at various temperatures.

Temperature (K) | 298 400 500 550 575 600 625 650
BDE (eV) 1.05 0.89 0.74 0.66 0.62 0.59 0.55 0.51

3.3.2 Protonated tyrosine
3.3.2.1 Experimental results for [Tyr + H|*

The dispersion plot recorded in N> for [Tyr + H]" following ESI from a 50:50 MeOH:H,O
solution with 0.5% FA is shown in Figure 3.17. Weak clustering behaviour (Type B) was observed
for [Tyr + H]" when sprayed from a methanolic solution. The DMS results showed only a single
dispersion curve for [Tyr + H]', which suggest that either (a) only one protonation state of
[Tyr + H]" was found in the gas phase, or (b) protomers of [Tyr + H]" were not resolved under the

employed conditions.

pure N,

0 500 1000 1500 2000 2500 3000 3500 4000
SV (V)
Figure 3.17 The dispersion plot of [Tyr + H]" electrosprayed from 50:50 MeOH:H,O with 0.5% FA solution
in N> gas.
UVPD experiments were performed to measure the electronic spectrum of the gas phase
[Tyr + H]" ensemble. The [Tyr + H]" ions were selected at CV=—1.0 V and SV=3000 V in the

DMS cell, and m/z=182 (i.e., parent ion mass) was selected in Q1 prior to trapping and irradiation
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in Q3. The mass spectrum observed following trapping of [Tyr + H]" in Q3 (but prior to irradiation)

is plotted in Figure 3.18.
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Figure 3.18 The Q3 mass spectrum of [Tyr + H]" as m/z=182 was selected in Q1 and subsequently underwent
CID with background gases.

Two major product channels, formation of m/z=136 and 165, are observed for [Tyr + H]" following
fragmentation due to collision with background gases in Q3. The UVPD spectrum of the parent
ion generated with those two fragmentation channels was unexpected (see Figure A.6 in
Appendix A) due to the non-zero background, wavelength-dependent increases in fragment
intensities according to UVPD of the parent ion, and wavelength-dependent depletion of fragment
ions during UVPD (see Figure 3.21). As a result, the experimental UVPD action spectrum of
[Tyr + H]" was generated using all the fragmented mass channels, excluding m/z=165 and 136,
induced by UVPD (Table 3.5).°” The neutral fragment loss of [Tyr + H]" at each fragmentation
channel was cited from the fragmentation study of Zhang et al.®” Notably, the measured UVPD
spectrum is in excellent agreement with that reported by Pereverzev et al., as shown in Figure 3.19,

where two regions, 220—240 nm and 260—300 nm, exhibit appreciable intensity.
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Table 3.5 The fragmentation channels of [Tyr + H]" observed in UVPD process.”’

m/z Neutral fragment
182 -
165 NH3
147 NH; + H.O
136 H, O+ CO
123 NH; + CH.CO
119 NH; + H2O0 + CO
107 H>O + CO + CH2NH
95 NH;3 + CO;z + CoHaz
91 H>,O + CO +NH3z + CO
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Figure 3.19 (a) The experimental UVPD action spectrum of [Tyr + H]" in N2 gas. The solid lines are three-
point adjacent averages of the data points. (b) The reported photofragment spectrum of [Tyr + H]" by
Pereverzev ef al. Adapted from Pereverzev ef al.*°
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To explore the fragmentation pathways that were involved in the UVPD process, the
UVPD action spectra generated for each fragmentation channel of [Tyr + H]" (except for m/z=165

and 136) were studied and are shown in Figure 3.20.
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Figure 3.20 The experimental UVPD action spectra of [Tyr + H|" generated with fragmentation channel of
(a) m/z=91, (b) m/z=95, (c) m/z=107, (d) m/z=119, (e) m/z=123, (f) m/z=147, and (g) all fragmentation
channels. The solid lines were three-point adjacent averages of the data points.
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The parent spectra monitored in two mass fragments, [Tyr — NH; — H,O + H]" (m/z=147) and
[Tyr — H20 — CO — CHoNH + H]" (m/z=107), varied significantly from those based on the other
fragments. The [Tyr + H]" spectrum as monitored via the m/z=147 product channel exhibited a
relatively high band intensity for the feature at 4.5 eV. The observation that fragmentation
efficiency for producing [Tyr — NH; — HoO + H]" is greater at 4.5 ¢V than at 5.5 €V contrasts
observations for all other observed product channels. This suggests that loss of HoO and NHj3
exhibits a relatively lower thermodynamic threshold during dissociation of [Tyr + H]" since more
fragment ions (i.e., [Tyr — NH3 — H2O + H]") were induced by absorbing smaller photon energies.
The m/z=107 fragmentation channel of [Tyr + H]", corresponding to the loss of H,O, CO, and
CH:NH, exhibited a single intense feature around 5.5 eV. It is predicted that the absorption at 4.5
eV, where fragment ions with m/z=91, 95, 119, 123, and 147 were generated, might not induce
fragmentation of the [Tyr — H,O — CO — CHoNH + H]" ion. Accordingly, thermodynamic
threshold calculations regarding to those two fragmentation processes are essential at this point —

this will be discussed in the next section.

As mentioned, the presence of the fragment ions induced by CID in Q3 might contribute
to unexpected artifacts in the UVPD spectrum of the parent ion. Hence, the UVPD spectrum for
the m/z=165, [Tyr — NH3 + H]J", as produced from [Tyr + H]" by CID (see Figure 3.18) was
recorded and compared with the spectrum of the parent [Tyr + H]" ion. This comparison is shown
in Figure 3.21. The UVPD spectra of [Tyr + H]" and [Tyr — NH; + H]" exhibit significantly
different spectral profiles. In particular, [Tyr — NH3; + H]" displays distinct spectral features at
4.9 eV and 4.3 eV. However, both [Tyr + H]" and [Tyr — NH3 + H]" absorbed light in the energy
region of 4.3 eV to 4.7 eV, suggesting that the 165 fragmentation channel produced via CID could

contribute to production of the lighter mass species (i.e., m/z=147) during UVPD of [Tyr + H]".
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This rationalizes the distinct [Tyr + H]" spectrum generated with m/z=147 fragment (Figure 3.20f)
in which a more intense intensity was observed at 4.5 eV, and it also suggests that
[Tyr —NH3 — HoO + H]" (m/z=147) can be produced sequentially from the [Tyr — NH3 + H]"
(m/z=165). Similarly, we hypothesize that [Tyr — H2O — CO + H]" (m/z=136) exhibit an absorption
at ~5.5 eV but not ~4.5 eV, and production of [Tyr — H2O — CO — CHoNH + H]" (m/z=107) is a
stepwise process during UVPD. As a result, [Tyr — H2O — CO + H]" can undergo additional
photofragmentation at ~5.5 eV to yield [Tyr — H2O — CO — CH2NH + HJ", rationalizing a single
band observed at ~5.5 eV in the UVPD spectrum of [Tyr + H]" generated with m/z=107 channel.
The fragmentation pathways of protonated Tyr postulated by Zhang et al. further supports that
[Tyr—=NH; —HO+ H]" is produced from [Tyr—NHs;+H]", and the formation of

[Tyr — H,O — CO — CH,NH + H]" is based on [Tyr — H,O — CO + H]".”’
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Figure 3.21 The UVPD action spectra of [Tyr + H]" (purple) and [Tyr — NH3 + H]" (blue). The solid lines
were three-point adjacent averages of the data points.

3.3.2.2 Computational results for [Tyr + H|*

The lowest energy prototropic isomers of [Tyr + H]" are shown in Figure 3.22.
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Figure 3.22 The optimized structures of [Tyr + H]" with protonation sites on (a) N-amine, (b) O-carboxyl,
and (c) O-hydroxyl. The optimizations and relative Gibbs free energy to that of the global minimum structure
were determined at the CAM-B3LYP/6-311++G(d,p) level of theory.

The calculated Gibbs energies of isomers 2 and 3 were 59.0 and 166.8 kJ/mol, respectively, above
the calculated global minimum. Structures of the [Tyr + H]" protomers in the water solution were
estimated by optimizing clusters consisting of [Tyr + H]" and water molecules manually located
at the hydrogen bonding sites. The structures and Gibbs energies of three cluster systems
containing three different [Tyr + H]" protomers calculated at the same level can be found in Figure
A.5 in Appendix A. As was calculated for the gas phase bare ion, the lowest energy structure of
[Tyr + H]" solvated by water was the N-amine protomer. The relative Gibbs energies of the O-
carboxyl and O-hydroxyl prototropic clusters exceeded +90 kJ/mol. Assuming a thermodynamic
equilibrium described by Boltzmann statistics, the population of isomers 2 and 3 in the gas phase
ensemble is expected to be negligible. Consequently, one expects that the N-amine protomer

dominates the gas phase ensemble.

Vibronic spectra were computed for isomers 1, 2 and 3 at the CAM-B3LYP/6-311++G(d,p)
level of theory. The spectral simulations employed the VG approximation and results were
red-shifted by 30 nm for better agreement with the experimentally acquired UVPD action spectrum

of [Tyr + H]", as shown in Figure 3.23.
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Figure 3.23 (a) The experimental spectrum of [Tyr + H]*. The calculated vibronic spectra of (b) isomer 1,
(¢) isomer 2, and (d) isomer 3 of [Tyr + H]" using the VG|FC approximation.

As mentioned previously in Chapter 2, the relatively shift of the computed spectrum compared to
that measured experimentally is likely to be due to the limited accuracy of the DFT method. The
calculated spectra of all three protomers of [Tyr+ H]" exhibit absorption features in the
200—350 nm region. The calculated spectrum of isomer 3 exhibits only a single feature in the

measures spectral region and does not well-reproduce the observed spectrum. The computed
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spectra of isomers 1 and 2 both exhibit features that match those observed experimentally, but the
calculated spectrum of isomer 2 shows an additional feature in the 300—340 nm region that was
not seen experimentally. Given these results and the large relative Gibbs energies of isomers 2 and
3, we favour isomer 1 as the sole spectral carrier.

The calculated vibronic spectra for each electronic transition (i.e., Si<So, S2<So,
S3¢—So...) of isomer 1 are plotted along with the experimental spectrum in Figure 3.24.
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Figure 3.24 (a) The experimental UVPD spectrum of [Tyr + H]". The calculated vibronic spectra of

[Tyr + H]" of (b) a sum of S; to S7 and (c) each singlet transition state from S; to S; using the VG|FC

approximation.
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Based on the simulations, we assign the feature at 4.5 eV to the S;<—So and S2«—So transitions, and
the feature at 5.5 eV to the S4«<—So and S7<So transitions, respectively. The HOTOs and LUTOs

associated with some featured electronic transition of [Tyr + H]" were computed and are shown in

(a) ﬁ (b) %, (c)
8 4 H>

Figure 3.25.
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Figure 3.25 The calculated LUTOs and HOTOs of (a) Si1<—So, (b) S2¢—So, (¢) S4«—So, (d) Ss5«<—So, and (e)
S7¢—So transitions.

Calculations of the HOTOs and LUTOs indicate the S;«—So transition to be of 7'« characters
with excitation localized on the aromatic ring system (Figure 3.25a). The S7«<—So transition, on the
other hand, was found to be of "« characters (Figure 3.25¢). The HOTOs and LUTOs of the
S4—So and Ss«—So transitions illustrated that the electron density started moving from the phenyl
ring to the -NH> and —COOH side as the photon energy increased. Meanwhile, the LUTO of

S7¢—So transition showed anti-bonding characters on the hydroxy oxygen and the amino nitrogen
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of [Tyr + H]". The electron density transfer might weaken these bonds and subsequently induce

losses of H>O, CO, and CH,;NH, leading to the production of [C7H;0]" (m/z=107).

To further investigate the dissociative mechanism(s) involved in the fragmentation of
[Tyr + H], energy thresholds were computed by determining the Gibbs energy difference between
geometry optimized parent and fragment ions at the CAM-B3LYP/6-311++G(d,p) level of theory.
Specifically, two fragmentation processes, production of [Tyr — NH3 — H,O + H]" (m/z 147) and
[Tyr — H,O — CO — CH,NH + H]" (m/z=107), were investigated. The thresholds for generating
[Tyr — NH3 — H,O + H]" and [Tyr — H,O — CO — CH>NH + H]" were calculated to be 1.01 eV and
1.93 eV, respectively, which are much lower than the photon energies utilized in the UVPD
experiments (3.5—6.2 eV). This suggests that production of 147 and 107 fragments was achievable
during UVPD of [Tyr + H]", and these two UVPD processes for [Tyr + H]" are single-photon
processes, which provides chances for the photo-excited molecular cations undergoing internal
conversion and dissociating on the ground state potential energy surface. This also proves that the
intense band observed in the UVPD spectrum of [Tyr + H]" that was monitored in the m/z=147
fragmentation channel (Figure 3.20f) is most likely due to a stepwise fragmentation of
[Tyr — NH3 + H]" during UVPD.
3.4 Conclusions

[Trp + H]" and [Tyr + H]" were investigated in the gas phase with DMS, MS, and UVPD
spectroscopy. Two dispersion curves were monitored for [Trp + H]" and exhibited hard-sphere
(Type C) behaviour when electrosprayed from MeOH/H>O solvent under N». Ion populations
associated with the two curves were shown to be the protonated Trp monomer and dimer species.
Only one conformation of [Tyr+ H]" was resolved in the DMS cell under a pure N> gas

environment. Unlike the species observed for [Trp + H]", [Tyr + H]" exhibited weak-clustering,
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or Type B, behaviour. This clustering behaviour indicated that the Tyr protomer experienced
dynamic clustering interactions with the ESI solvent. Upon collision-induced dissociation in Q3,
Trp monomer resulted in a prominent loss of NH3, signified by a mass channel at m/z=188;
fragment channels at m/z=165 (loss of NH3) and m/z=136 (loss of H>O and CO) were produced
from the [Tyr + H]" parent ion. These fragment ions produced via CID can contribute additional
electronic transitions to the parent ion spectrum. The distinct shape of the UVPD spectrum of
[Tyr + H]" monitored in the m/z=147 fragmentation channel suggests that the abundance of
[Tyr —NH3 — H2O + H]" at 4.5 ¢V was due to UVPD of [Tyr — NH; + H]", which reveals that
[Tyr — NH3 — H2O + H]" was produced from [Tyr — NH3 + H]" sequentially during the UVPD
process of [Tyr + H]". The UVPD spectra generated from both [Trp + H]" ion populations were
identical, indicating that the protonated state fragmented from [(Trp) + H]" was the same as that

of the [Trp + H]" monomer observed in the DMS.

The calculated Gibbs energies of protonated Trp and Tyr reveal that their gas-phase
ensembles contain a single protomer. In both cases, protonation takes place on the N-amine group.
Computed electronic orbitals indicate that both [Trp+ H]" and [Tyr+ H]" showed strong
electronic transitions involving 7 <z characters on the aromatic rings at 4.5 eV. The electronic
transitions involving o «—x characters were observed for [Trp + H]" at 4.8 eV, whereas [Tyr + H]"
showed a major electronic transition at 5.5 eV containing ¢« characters. The electron density
change observed between HOTOs and LUTOs during electronic excitation rationalizes the
observed [Tyr — H,O — CO — CH,NH + H]" product ion. Moreover, the calculated dissociation
thresholds for the fragmentation pathways of [Tyr + H]" imply that UVPD of [Tyr + H]" was a
single-photon process whereby the photo-excited molecular cations undergo internal conversion

and dissociate on the ground state potential energy surface.

58



Chapter 4: Investigating arginine clusters under various DMS

conditions

4.0 Overview

Protonated arginine clusters [(Arg), + H]" (n=1-4) were investigated by exploring the
dynamic ion-solvent interactions between the clusters and various solvent-modified nitrogen gas
environments in the DMS cell. Computationally, the structures of target ions were optimized at
the DFT level of theory to visualize the intramolecular interactions (i.e., hydrogen bonding and
ionic bonding) involved in the structures of [(Arg), + H]" (n=1-4). The electrostatic potential was
mapped onto the total electron density distributions for the species of interest to study their
intramolecular interactions via regions of high or low partial charge distributions. Thermodynamic
properties were determined to investigate the relative stability of each species and to predict the

most likely protonation site and binding motif for target ions in the gas phase.

4.1 Introduction

Arg is one of the twenty genetically encoded amino acids involved in protein biosynthesis
and works as the precursor for the biosynthesis of nitric oxide, and it has been shown that salt-
bridge interactions, which involve ionic and hydrogen bonding, are present in systems that contain

1,10,26,48,50,63,

protonated Arg. %899 Studying the salt-bridge interactions present in Arg-containing

clusters may help in understanding protein-protein interactions that involve Arg moieties.”310%10!
The presence of guanidino and carboxyl groups in Arg can induce intermolecular and

intramolecular ionic bonding established in clusters containing Arg, producing salt-

bridges.*3%°1:3 Figure 4.1b gives an example of a salt-bridge structure between a protonated
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guanidino group and a deprotonated carboxyl functional group, where both ionic bonding and

hydrogen bonding occur.

NH,
(a) e (b)
HZN\[rH OH HyC lonic bonding NH,
4
(O <
NH (0] A H2N
O Hydrogen bonding NH2

Figure 4.1 (a) Arg structure; (b) an example of a salt-bridge between a protonated guanidino and a
deprotonated carboxyl functional group.

Research concerned with the structures and properties of protonated Arg and its clusters
has been conducted by several groups.*~%>* Computational work performed by Strittmatter and
Williams suggested that the structures of protonated Arg dimer and Bradykinin (a peptide that
contains Arg) were stabilized by salt-bridge interactions when compared to the conformation
without ionic bonding interactions.>* Price et al. investigated the dissociation kinetics of proton-
bound dimers of Arg, glycine, and alanine in the gas phase and concluded that a protonated Arg
dimer structure contained a salt-bridge, where ionic and hydrogen bonding existed between a
protonated guanidino group and a deprotonated carboxyl group.*® The authors found that
additional salt-bridges could be formed when additional relevant functional groups were involved.
Prell et al. studied the geometric structures (viz. vibrational spectroscopy) of protonated dipeptides
of glycine, valine, proline, lysine, histidine, and Arg in the gas phase using infrared multiphoton
dissociation (IRMPD) spectroscopy.>® With the exception of the arginine dipeptide, a single formal
charge site was detected for the protonated state of each dipeptide. The Arg dimer instead exhibited
ionic bonding interactions and formed a salt-bridge structure.’® The clusters of protonated Arg
(i.e., dimer, trimer, tetramer...), which can provide insight into the relationship between the

number of existing salt-bridges and overall cluster structural stability, still remain unexplored.
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Here, the structures of the protonated Arg clusters, [(Arg), + H]" (n=1-4), were
investigated using DMS-MS and complementary quantum chemical calculations. Various gas-
phase modifiers were introduced to explore ion-solvent interactions with the numerous clusters.
Thermodynamic properties and electrostatic potential maps were calculated for the various
protomeric forms of each cluster. The structural stability as related to the charge distribution of

each Arg cluster is also explored.

4.2 Methods
4.2.1 Experimental methods

Arginine (98% purity) was purchased from Acros Organics. Arg standards were diluted to
a concentration of 100 ng/mL using 50:50 MeOH:H>0O (MeOH/H20) solution with 0.5% formic
acid. The experimental setup (i.e., DMS-MS) applied in this project is shown in Figure 3.3, as
highlighted in the dashed frame. Electrosprayed ions were directed toward the inlet of a SelexION
DMS from a SCIEX Turbo V electrospray ion source. Nascent ions were carried through the DMS
and towards a QTRAP 5500 mass spectrometer by dry Nz. The carrier gas environment was
modified by the addition of volatile solvents to the curtain gas line in experiments that employed
a chemical modifier. The target ion was selected by its m/z in Q1, and the mass spectrum was
recorded via mass axial ejection from Q3. The SV was scanned from 0—-3000 V in 500 V
increments and 3000—4000 V in 200 V increments. At each SV step, the CV was scanned from
—80to 25 Vin 0.1 V increments. Mass-selected ion intensities were recorded as a function of SV
and CV, yielding dispersion plots. A potential difference applied across the gap between the exit
of the DMS cell and the Q-jet region, known as the de-clustering potential (DP), was ramped from
0 to 300 in 50 V increments to monitor the change in intensities of clusters and bare ions in Q1 as

DP varied.
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4.2.2 Computational methods

Molecular models of the targeted species were generated manually using Gaussview.”> The
geometries of the target ions were then optimized at the B3LYP/6-31G level of theory using DFT,
and atomic partial charges were calculated using the CHelpG method as implemented in Gaussian
16.” The optimized geometries and calculated partial charges were used to generate input files for
a basin hopping (BH) routine, as discussed in Chapter 2. The BH routines involved 10,000 steps,
which result in 10,000 unique geometric structures being sampled for each molecule. With regard
to the monomer, each internal dihedral angle (a) was rotated by a random value between
=5 <a < 5° For clusters with n > 1, additional parameters were introduced, in which each moiety
was rotated around its center of mass by a random quantity f chosen from —4° <f<4° and
translated by a random step size # from —0.5 A <# < 0.5 A. The unique geometries obtained from
BH calculations were first refined at the PM6 level of theory and re-optimized using DFT at the
B3LYP/6-311++G(d,p) level of theory.**** Normal mode analyses were performed to obtain
thermodynamic corrections. The electrostatic potential was mapped onto the total electronic

density for each target molecule at the B3LYP/6-311++G(d,p) level of theory.

4.3 Results and discussion
4.3.1 Experimental results in N2

The DMS clustering behaviour of protonated Arg, [Arg + H]", was studied within a pure
N environment. The dispersion plots in N» recorded by monitoring the [Arg + H]" mass channel
were recorded for different DP values are shown in Figure 4.2. A single Type C dispersion curve
(corresponding on a single ionogram peak) was observed for [Arg + H]" when DP was setto 0 V.
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