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Abstract 

Electrochemical CO2 reduction in solid oxide electrolysis cell (SOEC) is a promising technology 

to address the global issue of greenhouse emissions. SOEC operates at high temperatures (>873K), 

possessing high energy efficiency. The products from CO2 reduction in SOEC, i.e. CO, can be used 

in the Fischer–Tropsch process by mixing with H2 (syngas) to produce chemicals and fuels. An 

efficient cathode electrocatalyst for reducing CO2 is a pre-requisite in SOEC. However, the main 

challenges for electrocatalysts are: 1) improvement of the catalytic activity and durability of 

cathode materials and 2) better understanding of the CO2 electroreduction mechanism to accelerate 

the development of SOEC. The objectives of this thesis are to study CO2 reduction mechanism in 

SOEC and provide new insights for the design of catalysts through multiscale modelling, i.e. 

periodic density functional theory (DFT) calculations, microkinetic simulations, and multiphysics 

modelling. Two different cathode materials were considered in this work: 1) Nickel (Ni)/Samaria 

Doped Ceria (SDC) and 2) Perovskite La(Sr)FeO3−δ (LSF). 

Ni/SDC has high catalytic activity towards CO2 electrolysis but suffers from Ni oxidation and 

carbon deposition. To understand the CO2 electroreduction mechanism at the three-phase boundary 

(TPB) of Ni/SDC, two simulation approaches have been performed:  

a) DFT combined microkinetic modelling (Chapter 3). The effect of oxygen vacancy locations on 

CO2 reduction reaction at the TPB have been studied using DFT +U calculations. Based on the 

DFT results, a micro-kinetic analysis was conducted to determine the rate-controlling step under 

various SOEC operating voltages at 1000 K. The analysis reveals that interface oxygen vacancy 

can notably boost CO2 adsorption and reduction. The rate-controlling step will change from the 

oxygen spillover step to the CO desorption step with an increase in cathode overpotential on 
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Ni(111)/SDC surface with non-interface oxygen vacancy. However, CO desorption is the 

dominating rate-controlling step on Ni(111)/SDC surface with interface oxygen vacancy. 

b) DFT based Multiphysics modelling (Chapter 4).To further extend the understanding regarding 

CO2 electrolysis at of Ni/SDC, the resulting kinetic data from DFT were incorporated into a two-

dimensional SOEC multi-physics model. Three reaction mechanisms were proposed to describe 

the charge transfer steps. The results show that the most likely charge transfer step is 

CO2(s)+(s)+2e− ↔ CO(s)+O(s)2-. Sensitivity analysis results show that CO desorption is the rate-

controlling step. The effects of CO/CO2 ratio and temperature indicates that a temperature of 700 ℃ 

or above and CO/CO2 inlet ratio of 1:1~1:3 are recommended to maintain a low content of carbon 

deposition, low polarization resistance and high current density.  

Compared to Ni/SDC, perovskite La(Sr)FeO3−δ (LSF) based materials have better coking resistance 

but lower catalytic activity. To explore the catalytic mechanism and predict active LSF based 

material, DFT combined microkinetic modelling were also employed (Chapter 5). CO2 adsorption 

and reduction reaction mechanism were investigated on 12 surface models describing the effects 

of surface oxygen vacancies and Ni/Mn doping. In particular, a phase diagram was established to 

find the most stable LSF structure under SOEC operating conditions. Ni-Mn double doping with 2 

surface oxygen vacancies of LSF was identified as the most effective electrocatalysts. 

Experimental studies for this material have yet to be reported in the literature. 
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1. Chapter 1. Introduction and Motivation 

1.1. Background 

It is widely accepted that fossil fuels combustion is the main cause of large amounts of CO2 in the 

atmosphere that lead to climate change. Among the different options to mitigate CO2 emissions,  

CO2 capture, storage, and utilization technologies are promising solutions to tackle this global 

problem [1-6]. The present thesis focuses on CO2 utilization, and more particularly on 

electrochemical reduction of CO2 which has recently attracted significant attention as a sustainable 

future energy technology [7]. In this process, captured CO2 is electrochemically reduced to CO 

which can be used in Fischer–Tropsch process by mixing with H2 (syngas) to produce chemicals 

and fuels. Compared with other CO2 conversion strategies (e.g. thermo-catalytic and photocatalytic 

CO2 conversion), electrochemical reduction of CO2 can not only convert CO2 to fuels [8], but also 

act as energy storage system for intermittent renewable electricity [9-12] as shown in Figure 1-1.  

CO2 electroreduction includes two main methods: i) low temperatures electrolysis (<100℃) in 

aqueous solutions, ii) high temperature electrolysis (>600℃) in solid oxide electrolysis cells 

(SOECs) [13-16]. SOECs exhibit a low overpotential and superior selectivity to CO formation as 

well as high current density compared with low temperature CO2 electroreduction [17, 18]. CO2 

reduction takes place at the triple phase boundaries (TPB) [13, 18, 19] with much lower transport 

limitation compared to low temperature electrolysis, and also higher operating temperatures result 

in faster reaction kinetics.  

SOEC can also be used for water electrolysis, or combined water and CO2 electrolysis to produce 

synthetic gas (i.e. essentially mixture of H2 and CO). Low temperature alkaline water electrolyzer 

shows efficiencies exceeding 80% [20, 21]; in comparison, energy efficiencies around 98% are 
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reported for water electrolysis in SOEC operating at 650 °C [20, 22]. On the other hand, high 

temperature electrolysis is more cost-effective than lower temperature technologies (~66% lower 

total cost) [20, 23]. Therefore, solid oxide electrolysis for CO2 and/or water reduction is a 

promising technology. However, the catalytic activity and stability of cathode materials are still not 

sufficient for practical implementation and commercialization, which still need to be further 

developed. 

 

Figure 1-1. SOEC based on renewable energy [6]. 

SOEC corresponds to the reverse operation of a solid oxide fuel cell (SOFC). Figure 1-2 presents 

a schematic of (a) solid oxide fuel cell (SOFC), (b) solid oxide electrolysis cell (SOEC) (CO2 and 

H2O co-electrolysis process). The process of CO2 reduction to CO by using the intermittent 

renewable electricity in SOEC is shown in Figure 1-2 (c), which can be coupled with CO2 capture 

process from power plant [24, 25]. The materials used for solid oxide electrolysis cells are similar 

to those used for SOFCs [8]. Typical electrolytes contain zirconia-based oxides, ceria-based oxides 

and lanthanum gallates-based oxides [13].Due to its high catalytic activity and relatively low cost, 

conventional nickel/yttria-stabilized zirconia (Ni/YSZ) composites are widely used as cathode 

materials in SOEC [26, 27].  
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Figure 1-2. Schematic of (a) solid oxide fuel cell (SOFC), (b) solid oxide electrolysis cell (SOEC) and (c) 

CO2 reduction to CO process in SOEC.  

Ni ensures good electronic conductivity and electrocatalytic activity towards CO2 and water 

electrolysis while YSZ provides ionic conductivity. Compared to YSZ, ceria-based electrolyte such 

as samarium-doped ceria (SDC) and gadolinium-doped ceria (GDC) exhibit higher ionic 

conductivity at intermediate temperatures (600-750℃) [28-30]. However, these cathodes suffer 

from severe electrical conductivity loss and deactivation because of the easy re-oxidation of Ni (Ni 

→ NiO) and carbon deposition in an atmosphere with highly concentrated CO2/CO [31]. Perovskite 

oxides, which takes the form of ABO3, have been proven to be the most promising replacement to 

the conventional Ni/YSZ cermet in SOECs [13]. The A-site is usually occupied by rare earth metal 

ions such as La3+, Gd3+, and Pr3+ whereas the B-site is often occupied by small tri- or tetravalent 
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3d transition metal ions, e.g. Fe3+, Co3+, Ni3+ [19]. Perovskite oxides are most widely used in the 

oxygen electrode of solid oxide cells to act as catalysts of oxygen reduction reaction (SOFC) and 

oxygen evolution reaction (SOEC). In principle, almost all perovskite composite oxides have the 

potential to be used as cathode materials in SOECs for CO2 electrolysis because of their property 

of mixed ionic and electronic conductivity. However, considering the catalytic activity and 

chemical stability under the condition of electrochemical reduction of CO2, only a few types of 

perovskite oxides have been investigated in detail, including La1−xSrxCr1−yMnyO3−δ, 

(LnxSr1−x)yTiO3−δ (Ln= lanthanide), La1−xSrxFeO3−δ, and other double perovskites such as 

PrBaMn2O5+δ, PrBa0.5Sr0.5Co1.5Fe0.5O5+δ, Sr2Mg1−xMnxMoO6−δ, or Sr2FeMo0.65Ni0.35O6−δ oxides 

[13]. Since CO2 reduction takes place on the SOEC cathode, the focus of this thesis is on the 

cathode. 

1.2. Motivation & Challenges 

The prerequisites for being an ideal cathode material for CO2 electrolysis in high temperature 

SOEC are: (1) excellent catalytic activity towards CO2 conversion, (2) good compatibility with 

electrolyte materials, (3) good coking resistance and long durability, (4) high electrical conductivity 

to provide electrons for CO2 reduction and high oxygen ionic conductivity, and (5) porous structure 

for gas diffusion [31].  

The conventional metal–ceramic materials (e.g. Ni/YSZ and Ni/SDC) shows high catalytic activity 

for the conversion of CO2 to CO but suffers from Ni oxidation and carbon deposition, leading to 

the loss of electronic conductivity and cell degradation during high temperature CO2 electrolysis. 

Compared to YSZ, SDC exhibits higher ionic conductivity at intermediate temperatures (600-

750℃). Thus, Ni/SDC is chosen to be one of the research topics in this thesis. Although many 

experimental studies have been performed to advance the performance of Ni/SDC in CO2 
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electrolysis[28-30, 32-34], additional theoretical studies are needed to reveal the unknown CO2 

electroreduction mechanisms, which play a significant role in improving SOEC performance[18], 

e.g. rate controlling step, oxygen ion conduction, the effects of oxygen vacancy location, charge 

transfer step and carbon deposition distribution. Perovskite-type oxides have been proven to be the 

most promising replacement of convential metal–ceramic materials in SOEC. La0.6Sr0.4FeO3-δ 

based perovskite oxides (LSF) have been chosen to be the another research topic in the present 

work because they have shown enhanced coking resistance and good compatibility with electrolyte 

materials (YSZ or SDC). The perovskites can resist carbon deposition but have lower catalytic 

activity and faces the problem of segregation of alkaline earth elements. Detrimental effects of such 

segregation on electrode performance or stability have been experimentally observed, particularly 

in many Sr-containing materials. Therefore, exploring new La0.6Sr0.4FeO3-δ based electrocatalysts 

with both high catalytic activity and stability is still a key challenge. Ni or Mn doped La0.6Sr0.4FeO3-

δ shows high performance as cathode materials for CO2 electrolysis in SOEC [35-37]. However, 

the functional mechanism of Ni or Mn doping in La0.6Sr0.4FeO3-δ on CO2 electrolysis have not been 

studied yet, which hindered further exploration of new materials with higher catalytic activity in 

SOEC. Revealing theoretical insights for the design of this cathode material is important for the 

development of SOEC.  

Nevertheless, modelling the behavior of a SOEC system is challenged by its multiscale nature. 

Different modelling methods are currently available to describe phenomena occurring at different 

scales [38-45]. In particular, Density Functional Theory (DFT) based on quantum chemistry 

attracted extensive research for its capability to study the electronic properties of materials and 

reaction pathways [46-50]. Micro-kinetic modelling can be used to explore the reaction mechanism 

(e.g. rate controlling step) under realistic conditions at the micro-scale level [51-55]. Moreover, 
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multiphysics modelling based on Finite Element Method can be employed to predict the system’s 

performance at the macro scale (e.g. spatial distribution of adsorbate species and current density, 

inlet gas ratio, applied voltage and temperature effects, etc.) [56-59]. Coupling of these approaches 

(e.g. DFT based micro-kinetic, DFT based multiphysics modelling) is instrumental to gain new 

insights that are never reported for CO2 electrolysis in SOEC. 

1.3. Research Objectives 

The research objective of this thesis is to provide new insights for the computer aided catalyst 

design for high temperature CO2 electrolysis with the aim to reveal reaction mechanism and 

corresponding kinetic parameters, as well as designing new cathode materials with enhanced 

catalytic activity. This thesis considers two different routes to design SOEC cathode materials: 1) 

Ni/SDC-based and 2) perovskite-based.  

The specific research objectives pursued in this research are as follows: 

1. Elucidate CO2 electroreduction mechanism for Ni/SDC by developing a multi-scale model 

consisting of DFT simulations (electronic level), microkinetic modelling (micro level), 

multiphysics modelling (macro level), as shown in Figure 1-3:  

a) Examine the effect of oxygen vacancy locations on CO2 reduction reaction using DFT +U 

calculations, which is critical for improving the performance of SOEC due to the significant 

role of oxygen vacancy in ionic conductivity and CO2 adsorption.  

b)  Determine the rate-controlling step under SOEC operating conditions using a micro-kinetic 

analysis using the DFT kinetic data for all the elementary steps occurring in TPB. 

c) Study the charge transfer step, dominant species and carbon deposition distribution by 

conducting a 2D multi-physics SOEC model (Figure 1-3) using the kinetic data calculated 
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by DFT along with coupled elementary chemical and electrochemical reactions, 

ionic/electronic conduction, and transport processes. 

2. Predict active perovskite La0.6Sr0.4FeO3-δ-based cathode materials by developing a DFT-based 

microkinetic modelling:  

a) Investigate CO2 adsorption and reduction reaction mechanism on La(Sr)FeO3-δ based 

surface models in Figure 1-3 describing the effects of surface oxygen vacancies and Ni/Mn 

doping or co-doping by DFT+U calculations. In particular, to establish a phase diagram in 

order to find the most stable LSF structure under SOEC operating conditions. 

b) Develop a microkinetic model, simulate polarization curves and compare with experimental 

data of pure LSF.  

 

Figure 1-3. Multi-scale modelling of CO2 electrolysis in SOEC in this thesis. 

1.4. Research Contributions 

This thesis aims to advance theoretical insights into high temperature CO2 electroreduction 

mechanism on conventional Ni/SDC and La(Sr)FeO3−δ based materials by performing a multi-scale 
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modelling analysis and predicting new La(Sr)FeO3−δ based materials with high catalytic activity. 

The research contributions of this work are as follows:  

(a) By developing a multiscale model, the charge transfer reaction for CO2 electroreduction on 

Ni/SDC was identified; in particular, CO2(Ni)+(Ni)+2e−↔ CO(Ni)+O(Ni)2-. This is different from 

previous reported studies that used O2- spillover from Ni to electrolyte, which we found less likely. 

(b) Development of  a CO2 electroreduction 2D multiphysics model that incorporates microkinetics, 

whose parameters were obtained from DFT for all the elementary steps on Ni/SDC, and where only 

2 sticking coefficients and one pre-exponential factor were determined through fitting experimental 

data. This model relies on fewer fitted parameters than previously reported models, while 

accurately matching experimental results over a wider range of operating conditions.  

(c) For the first time, the functional mechanism of doping elements Ni and Mn, and their effects 

during CO2 reduction on the catalytic activity and on oxygen vacancy formation and migration 

were reported in La(Sr)FeO3−δ based materials using DFT calculations.  

(d) By combining DFT and microkinetic modelling, it was proposed that Ni-Mn double doping 

with 2 surface oxygen vacancies of LSF is a more effective electrocatalysts than single Ni or Mn 

doping, and should be investigated experimentally.  

1.5. Organization of the Thesis 

This thesis is organized as follows: the literature review related to conventional metal–ceramic, 

perovskite-type oxides cathode materials for CO2 electrolysis in SOEC, and the multiscale 

modelling methods are presented in Chapter 2.  

In Chapter 3, CO2 electroreduction mechanism on Ni/SDC surface was studied by combining DFT 
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and micro-kinetic analysis. Effects of oxygen vacancy locations on CO2 reduction reaction were 

studied at Ni(111)/SDC surface using periodic DFT+U calculations. A micro-kinetic analysis was 

developed to determine the rate-controlling step under various solid oxide electrolysis cells 

operating voltages  at 1000 K. Outcomes from this work has been published in The Journal of 

Physical Chemistry C [52]. 

In Chapter 4, a 2D DFT-based multiphysics model is presented to reveal some properties of high 

temperature CO2 electrolysis at the macro scale using the kinetic data calculated by DFT for 

Ni/SDC. The aim is to identify the most likely charge transfer step, spatial distribution of adsorbate 

species, current density, inlet gas ratio, applied voltage and temperature effects. 

In Chapter 5, CO2 electroreduction mechanism at La(Sr)FeO3-based cathode in SOEC was studied 

by combining DFT with a micro-kinetic analysis. Catalytically active species typically reside on 

the B-site (transition metal sites) of perovskite. Thus, for the B-site, this work focused on the 

functional mechanism of doping elements Ni and Mn and its effect during CO2 reduction on the 

catalytic activity and on oxygen vacancy formation and migration. A micro-kinetic model was 

developed to determine which dopants achieve the best performance (i.e. highest current density 

under the same voltage). This is done by simulating polarization curves and comparing with 

experimental data reported for pure LSF. Outcomes from this work has been published in Journal 

of Catalysis[49]. 

Chapter 6 summarizes the conclusions from this research and outlines future areas of development 

for this research. 
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2. Chapter 2. Literature Review 

For the cathode materials of CO2 electrolysis in SOEC, the most important properties are the 

catalytic activity, durability, electrical conductivity, and ionic conductivity. Therefore, in this 

Chapter, with the end goal of multiscale modelling for CO2 electrolysis at Ni/SDC and La(Sr)FeO3-

based based cathode materials in SOEC, a brief review on Ni/YSZ and SDC is presented; in 

particular, as well as electronic and ionic conduction as well as reported strategies to solve the 

carbon deposition problem are reviewed since they represent the main challenges in Ni-ceramic 

materials. The composition, mechanisms of electronic and ionic conduction of perovskite-type 

materials are reviewed. The current reported strategies used to improve the reactivity of perovskite 

materials in SOEC are also presented which is the main challenge of perovskite materials. 

Multiscale modelling can provide new insights for the computer aided catalyst design for high 

temperature CO2 electrolysis with the aim to reveal reaction mechanism and predict catalysts’ 

activity. Therefore, a review on multiscale modelling approaches was performed; in particular, 

those that involve DFT simulation, microkinetic modelling and finite element method studies in 

solid oxide cells. 

2.1. Conventional Metal–ceramic Cathode Materials  

SOEC includes electrolyte for ionic transport, anode for the evolution of oxygen and cathode for 

the electrochemical reduction of CO2. Conventional metal-ceramic mixtures, e.g. Ni/YSZ and 

Ni/SDC composites are the most widely used cathode material in SOEC due to its high catalytic 

activity[15, 16]. For example, the electrochemical performance of CO2 electrolysis in the 

microtubular SOEC were reported at different temperatures and various CO2/CO inlet ratios with 

Ni/SDC as shown in Figure 2-1 [60]. It can be seen that increasing the temperature from 700℃ to 
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800℃ and decreasing the ratio of CO:CO2 from 2:1 to 1:9, the SOEC performance was improved. 

The current density could reach approximately 1.5 A·cm2 at 1.6 V and 800℃ with molar ratio 

CO/CO2 of 1. The electrolysis performance of pure CO2 inlet was lower than those with other gas 

compositions likely because of partial oxidation of nickel surface in high CO2 concentration. 

 

Figure 2-1. Polarization curves of Ni–SDC/YSZ/SDC/ PrBaCo2O5+δ (PBCO) cell under (a) various 

temperatures at CO/CO2 ratio of 1; (b) various CO/CO2 ratios at 750℃ [60].  

2.1.1. Electronic and Ionic Conduction  

In SOEC, with the use of electricity, CO2 is electrochemically reduced to CO and produce one 

oxygen ion, which migrates through the electrolyte and transforms into oxygen gas in the anode.  

Thus, the electrode material should have both high electric and ionic conductivity. The reactions 

on both anode and cathode take place at the TPB which comprise oxygen ionic conductors, 

electronic conductors, and the reactant gases. In conventional metal-ceramic mixtures, the metal 

component provides the electrical conductivity while the ceramic material provides the ionic 

conductivity of the cathode. Ni-ceramic material in porous fuel electrode is widely used for solid 

oxide cell applications due to its high electrocatalytic activity, low cost, and appropriate coefficient 

of thermal expansion (CTE) (in the range 10.0~12.5×10-6 K-1) [19, 61]. Ni has good electronic 
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conductivity of 104 S·cm−1 at 1123 K [62]. YSZ, a solid solution of around 8% molar ratio of yttria 

(Y2O3) in zirconia (ZrO2), remains the electrolyte material of choice in solid oxide cells with a 

satisfactory oxygen-ion conductivity and suitable chemical/physical stability at high temperatures 

[6, 20]. Figure 2-2 summarizes the ionic conductivity of YSZ and other ion conducting materials 

used in SOEC such as other zirconia-based, ceria-based, LaGaO3-based, and proton conduction 

BaCe0.9Yb0.1O3-δ [20]. From this figure, one can observe that, when compared to YSZ, ceria-based 

electrolyte such as samarium-doped ceria (SDC) and gadolinium-doped ceria (GDC) exhibit higher 

ionic conductivity at intermediate temperatures (600-750℃) [28-30]. The partial reduction of ceria 

from Ce4+ to Ce3+ under a reducing atmosphere is accompanied by the appearance of electronic 

conductivity [13], which is beneficial for a cathode materials but detrimental as electrolyte 

materials because of partial internal electronic short circuit in the cell. 

 

Figure 2-2. Ionic conductivity of electrolyte materials in SOEC [20]. 

The formation, migration and association of oxygen vacancies dominate the ionic conductivity in 
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SOFC and SOEC [63-70]. The hopping of charge carrier, i.e. O2-, causes oxide ion conduction. The 

diffusion of the oxide ion through the lattice can be expressed as follows [71]: 

  𝐷𝑂2−  ~[VO
∙∙] ∙ 𝑎2 ∙ 𝑒𝑥𝑝−(∆𝐻𝑓+∆𝐻𝑚+∆𝐻𝑎)/𝑅𝑇                                  (2-1) 

This equation shows that oxide ion diffusion is proportional to the concentration of oxygen 

vacancies, [VO
∙∙ ], the square of the lattice parameter, 𝑎 , and related with three main processes: 

formation (∆𝐻𝑓), migration (∆𝐻𝑚), and association (∆𝐻𝑎) of vacancies. 

Oxygen vacancy sites can bind adsorbates more strongly than normal oxide sites, and therefore 

promote adsorbate dissociation in metal oxides catalysts [72]. For example, the interface oxygen 

vacancy site in Ni/YSZ cermet can enhance the electrochemical reaction in SOFC by allowing H 

atoms to spillover from the Ni cluster to the Ni/YSZ interface [73]. Moreover, studies of Ni catalyst 

deactivation in SOFC have shown that CH is more likely trapped at the interface oxygen vacancy 

at the TPB region of the Ni/YSZ model rather than at the surface of the Ni cluster [74, 75]. These 

results indicate that surface oxygen vacancies, especially interface oxygen vacancy at the Ni/cermet 

have significant effects on the catalytic activity of the electrode materials.  

2.1.2. Carbon Deposition Problem  

Conventional Ni-ceramic materials suffer from a carbon deposition problem that negatively affects 

the electrode performance because carbon formation and accumulation can block the active sites 

on Ni and therefore reduce the production of the desired product [32-34]. During CO2 electrolysis, 

carbon forms via the disproportionation of CO through the Boudouard reaction (2CO ⇌ C + 

CO2)[28]. 

Different strategies can be employed to diminish the carbon formation, e.g. modification of the 

traditional Ni/YSZ cermet or using mixed ionic and electronic conductors (perovskites). Table 2-1 
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presents a summary of modification of Ni/YSZ, Ni/GDC and Ni/SDC cermets to address coking 

poisoning in SOFC. The information provided in Table 2-1 indicates that current strategies to 

address coking poisoning always have some drawbacks. For example, the addition of Cu in Ni/YSZ 

increases coking resistance, but this material has lower conductivity . Nano-composite Sn doped 

Ni/GDC [76] and infiltration of perovskites BaZr0.9Yb0.1O3-δ and BaZr0.1Ce0.7Y0.1Yb0.1O3-δ in 

Ni/SDC [32-34] demonstrated higher coking resistance, but those materials are still not fully 

resistant to coking. CeO2 promotes coking resistance of Ni but suffers degradation [77-79].  

Table 2-1. Summary of modification of Ni/YSZ cermet to address coking poisoning. 

Modification Benefits Drawbacks Ref. 

NiCu/YSZ or Cu/YSZ 
Cu resists coking 

formation better than Ni 

Lower conductivity; operation at 

temperature (<700 ℃) needed to 

prevent agglomeration of particles 

[77, 80, 

81] 

 

Nano-composite Sn doped 

Ni/GDC 

Suppressed carbon 

deposition, improved cell 

performance due to its 

excellent microstructure 

Still a small amount of carbon 

deposition 
[76] 

Substitution of YSZ by 

scandia-doped zirconia 

oxide (Ni/ScSZ) 

Improved conductivity ScSZ has high cost limits application [77, 82] 

Ceria with Ni (Ni/ CeO2) 
CeO2 promotes coking 

resistance 
Degradation of a CeO2 [78, 79] 

Cu and CeO2 instead of 

Ni 

(Cu/CeO2/YSZ) 

Good electro-catalytic 

performance and coking 

resistance 

CeO2 degradation and low 

temperature of operation due to Cu 

use 

[77-79] 

Copper, CeO2 and cobalt 

instead of Ni and YSZ 

(Cu/CeO2/Co), or 

NiCo/YSZ 

Good electro-catalytic 

activity 

Higher polarization resistance 

associated 
[83] 

Gadolinia-doped ceria Higher performance GDC is not as an effective sulfur [84, 85] 
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with Ni(Ni/GDC) compared to Ni–YSZ 

electrode 

absorbent as CeO2.; sulfur tolerance 

enhanced by higher GDC content 

which compromises electron transfer, 

increasing polarization overpotential 

Ni/SDC infiltration of 

perovskite 

(BaZr0.9Yb0.1O3-δ) or 

BaZr0.1Ce0.7Y0.1Yb0.1O3-δ 

Higher performance and 

conductivity and 

improved performance 

and diminished coking 

formation 

Not fully resistant to coking 

formation 
[32-34] 

 

Other than the modifications listed by in Table 2-1, Ru, Mo [86], W, Pd [87] and Rh doped Ni-

based cermet have also been reported to improve the coking resistance [88]. These modifications 

involve expensive noble metals which are beyond the scope of this research. The carbon deposition 

problem of conventional Ni-ceramic materials also triggered the use of other type of materials like 

perovskite, which has higher coking resistance and is stable at high temperatures with mixed ionic 

and electronic conductivity. 

Besides the experimental studies reviewed in this section, simulation studies for conventional 

metal-ceramic materials were also reviewed and are presented in Section 2.3 Multiscale Modelling.  

2.2. Perovskite-type Oxides  

Ni-based materials have drawbacks in terms of significant catalytic activity to promote coke 

formation from hydrocarbons and CO2 as well as low redox stability [89]. Mixed ionic and 

electronic conducting perovskites have been exploited as alternative SOFC anode materials. 

Perovskites present higher compatibility, stability, and coking tolerance compared to metal 

components under various fuels conditions [90-96]. Therefore, perovskite oxides are excellent 

candidate to be used as SOEC cathode materials. However, compared with Ni/YSZ or Ni/SDC, 

perovskite oxides show lower catalytic activity [31, 97]. Hence, it is highly desirable to develop 
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catalysts with high catalytic activity capable of efficient conversion of CO2 into CO. 

The general chemical formula for perovskite crystals is ABX3 (also referred to as ‘‘113’’, named 

from A: B: X atomic ratios) as shown in Figure 2-3. In SOEC/SOFC field, the A-site of the 

perovskites is usually occupied by rare earth metal ions, such as La3+, Gd3+, and Pr3+ while the B-

site is often occupied by small tri- or tetravalent 3d transition metal ions, e.g., Fe3+, Co3+, Ni3+ [19]. 

X site is usually the oxygen atom. 

 

Figure 2-3. The crystal structures of perovskite (ABX3) [98]. 

LaFeO3 based perovskite oxides have been extensively investigated as electrodes for both SOFCs 

and SOECs. The CTE of La0.8Sr0.2FeO3 is 12.2 × 10-6 K-1, which is very close to the CTE of 

electrolyte materials YSZ or SDC (in the range 10.0~12.5 × 10-6 K-1) [61], indicates that LaSrFeO3 

has very good compatibility with electrolyte materials and has potential for extending the thermal 

cycling of solid oxide cells. 

Tatsumi et al. investigated many oxide materials with different structures as cathode materials for 

CO2 electrolysis, as shown in Figure 2-4 [99]. That study showed that La0.6Sr0.4FeO3−δ perovskite 

presented a much higher electrocatalytic activity than the other materials studied in their work  [99]. 

This is probably due to the high mixed ionic and electronic conductivity and surface activity for 

the electrochemical dissociation of CO2 [35]. On the other hand, the electrochemical performance 
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of these materials is still poor compared to Ni-based materials because of their limited number of 

active sites (low electrocatalytic activity and insufficient electrical conductivity).  

 

Figure 2-4. I-V curves for the cells using various oxide cathodes at 1073K [99]. 

To improve the performance of cathode materials, strategies such as A-site and B-site doping, and 

nanostructured cathode fabrication by in situ exsolution, have been explored [89].  Those strategies 

will be described in the following sections. 

2.2.1. Mechanism of Electronic and Ionic Conductions  

The development of perovskite materials with mixed electronic and ionic conduction (MIEC) is of 

great interest for the advance of high temperature electrochemical devices. A better understanding 

of the mechanism that enables electronic and ionic conduction is key for designing new perovskite 

materials with enhanced electronic and ionic conductivity. 

Electronic conduction: Generally, electronic conduction in perovskites occurs through the B-site 

of perovskite because B-sites are occupied by cations that are able to adopt multiple oxidation 

states (e.g., Ti4+/ Ti3+, Nb5+/ Nb4+, Mn4+/ Mn3+, etc.) [36, 37, 100]. Conduction most likely occurs 

because of electron hopping from low valence cations (B(n-1)+) to high valence (Bn+) cations via 
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oxygen bridges, as shown schematically in Figure 2-5(a) and (b). The electronic conductivity is 

defined in the following equation [64]: 

    σ𝑒− = [𝐵𝐵
′ ] ∙ e ∙ μ𝑒−                                                              (2-2) 

where [𝐵𝐵
′ ] represents the concentration of a B-site ion sitting on a B-site lattice site with single 

negative charge; e represents the charge of one electron, i.e. 1.602×10-19 C. μ𝑒− is the mobility of 

the electron charge carriers (e-). The higher the concentration, [𝐵𝐵
′ ] and higher  μ𝑒−, the higher the 

conductivity, σ𝑒− [101-103].The transfer of electrons is usually promoted by appropriate doping 

and/or by exposing the materials to a reducing environment which removes oxygen ions from the 

structure and subsequently reduces Bn+ to B(n-1)+ , as described in the following equation: 

 2BB
X + OO

X ↔ 2BB
′ + VO

∙∙ +
1

2
O2                                                     (2-3) 

BB
X  and OO

X   are B-site metal ion and oxygen ion on a regular B-site and oxygen lattice site of 

perovskite, respectively. The prime on the BB
′   indicates a decrease in the charge relative to the 

original B site. VO
∙∙ is an oxygen vacancy.  

Ionic conduction: The ionic conductivity of perovskite also involves diffusion of the oxide ion 

through the lattice as expressed by equation 2-1. When the oxide ion starts hopping from its position, 

it need to break the bond connected with the adjacent B cations (the A-O bonds are generally very 

weak compared to the B-O bonds) as shown in Figure 2-5(c) [64, 71, 104]. 
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Figure 2-5. (a) Unit cell of perovskite-type oxide together with some typical cations that occupy the A and 

B sites. (b) Schematic view of the electronic conduction in perovskites. The oxygen lattice is omitted for 

clarity. (c) Schematic view of the oxide ion conduction in perovskites. Most of the oxygen ions are omitted 

for clarity [64]. 

In addition, when the bond breaks the corresponding B cation will decrease its coordination number 

from 6 to 5. The energy required for the formation of the vacancy ∆𝐻𝑓 is higher when B-O bond is 

stronger. Some cations, e.g. Mn, Co and Ga are known to be stable in coordination numbers lower 

than 6 [71] and have been successfully used in perovskites with good electronic and ionic 

conduction [64, 105].  

2.2.2. A-site Doping  

Doping chemistry is a promising way to adjust and improve the electrochemical activity and 

stability of electrode materials for SOECs. In order to increase the electronic and/or ionic 

conductivity of perovskite oxides, the ions in the A-site can be partially substituted by alkaline 

earth metal ions such as Ca2+, Sr2+, and Ba2+. When the A-site ion is partially substituted by another 

ion, oxygen vacancy trapping can occur, mostly because of size mismatch between the host and the 

substitution ion [106, 107]. Where the size of the host and dopant are similar, for example, when 

substituting Sr2+ (1.44 Å) for La3+ (1.36 Å) in lanthanum gallates, ∆𝐻𝑎  (the association of 
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vacancies) has been calculated to be zero [106] which leads to high ionic conductivity.  

Both the electrical conductivity and catalytic activity of lanthanum manganite (LaMnO3) are 

enhanced considerably when La is substituted partially with Sr (La1-xSrxMnO3-δ) [108]. At lower 

oxygen partial pressures (e.g., <10-10 Pa at 900 ℃ for x = 0.2) [109], the oxides become oxygen 

deficient and the charge compensation of the positive effective charges of VO
∙∙ is maintained by Mn 

reduction. The electronic and oxygen-ionic conductivity of LaFeO3 can be enhanced by doping the 

A site with Sr2+: a moderate amount of dopant increases the concentration of mobile oxygen 

vacancies and p-type charge carriers, whereas a Sr2+ content above 50% results in vacancy 

clustering, with a detrimental effect on the performance of the material [110].  

In summary, A-site can be doped by a variety of cations such as Ca2+, Sr2+ and Ba2+. However, for 

La-based perovskite (La0.6Sr0.4FeO3-δ), Sr is the most widely used A-site doping element due to the 

high ionic conductivity of Sr doping La-based perovskite. Thus, this research only focused on Sr-

doped LaFeO3. 

2.2.3. B-site Doping and Exsolution 

B-site can be partially substituted by transition metals such as Ni [35], Mn [36], Cr [91] or Fe [35]. 

If Fe is partially substituted with Ni (La0.6Sr0.4Ni1-xFexO3-δ), especially when x > 0.5, this material 

shows a high electronic conductivity and thermal expansion coefficient that are close to those of 

the YSZ electrolytes [111]. The high mixed ionic and electronic conductivity, good compatibility 

with electrolytes and thermal stability of La0.6Sr0.4Ni1-xFexO3-δ make it a potential electrode for 

SOFC. 

Luo et al. [35] developed a new Ni-doped La(Sr)FeO3-δ material, which has been initially designed 

as a cathode for CO2 electrolysis in a solid oxide electrolysis cell (SOEC). The ultra-low total 
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polarization resistance, together with an impressive current density of 1.21 A·cm2 at 1.55 V and 

850℃, demonstrates the superior electrocatalytic activity of La0.6Sr0.4Fe0.8Ni0.2O3-δ (LSFN) for 

effectively promoting the cathodic kinetics for the CO2 electrolytic reaction.  

Tatsumi et al. [36] found that La0.6Sr0.4Fe0.8Mn0.2O3-δ material as cathode shows much higher 

activity and selectivity toward CO2 electrolysis than that of LSF and was able to achieve a current 

density of CO2 electrolysis of 0.52 A·cm2 at 1.6 V and 1173 K. Compared with La0.6Sr0.4FeO3-δ 

without B-site doping, the performance has been improved. In contrast, substitution of Co, Cu, and 

Ni decreases the cathodic performance of LaFeO3 resulting in a decrease in electrolysis current as 

shown in Figure 2-6.  

Ye et al. [37] employed synergistic control of A-site deficiency and B-site dual doping strategy to 

tune LaSrTiO3-δ cathode surface structures, the resulting optimized (La0.2Sr0.8)0.95Ti0.85Mn0.1Ni0.05-

O3-δ  showed good stability with 100 h operation and 10 redox cycles at 800℃. The excellent 

performance is attributed to: (i) dopant Mn promotes the formation of oxygen vacancies which 

may facilitate the adsorption of CO2 and (ii) dopant Ni provides metal nanoparticle exsolution 

promoting the catalytic activity.  
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Figure 2-6. I-V curves for CO2 electrolysis using the cells with La0.6Sr0.4Fe0.8M0.2O3-δ (M=Co, Cu, Ni, and 

Mn) cathodes at 1073K [36]. 

It was reported that LaSrFeO3-δ based materials have high performance (high current density at 

similar operating conditions) [113]. This is also the reason why this promising material was selected 

to be the research topic and used as a basic material to design new materials with improved 

performance. 

Previous studies demonstrated that catalytically active transition metals (B-site of perovskite) can 

be released (exsolved) on the surface as metal particles following H2 reduction [114-116]. Liu et 

al. [31] developed a novel cathode prepared by reducing the Sr and Ni co-doped LaFeO3 perovskite 

oxide, i.e. La0.6Sr0.4Fe0.8Ni0.2O3−δ (LSFN), in H2 atmosphere at 1123 K. The Fe–Ni bimetallic alloy 

nanoparticles were successfully exsolved in situ and uniformly socketed on the oxygen deficient 

perovskite backbone. The cathode kinetics for CO2 electrolysis was significantly improved with 

enhanced current density of 1.78 A·cm-2 and a high Faradic Efficiency of 98.8% at 1.6 V and 1123 

K. Similarly, Sun et al. [117] observed the formation of Ni nanoparticles on Ni-doped 

(La0.7Sr0.3)CrO3 perovskites when it was reduced at high temperatures.  

In summary, B-site metal doping and exsolution method enhances the electronic conductivity of 

materials, increase the oxygen vacancy concentration at the reaction interface and facilitate the 

contact between CO2 molecules and site-B transition metals, thus enhancing the electrocatalytic 

activity and improving CO2 conversion efficiency [118-120].  

2.3. Multiscale Modelling 

Multiscale modelling aims to predict the behavior of the physical systems by connecting 

phenomena occurring at different length and time scales. Different modelling methods are currently 
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available to describe phenomena occurring at different scales [38-42, 121]. As shown in Figure 2-7, 

DFT and ab initio are commonly used to describe the electronic properties of materials and reaction 

kinetics [122]. Thermodynamic and transport properties can be depicted by Molecular Dynamics 

(MD) and Monte Carlo (MC) methods at the atomic scale [123, 124]. The former is often used to 

estimate time-dependent properties, e.g. thermal conductivity, viscosity and diffusivity coefficients. 

The latter is applied to estimate equilibrium properties, e.g. potential energy calculations, 

absorption studies or phase equilibria studies. Mesoscopic modelling methods, such as Kinetic MC 

methods, Brownian Dynamics are required to simulate the system at larger time and length scale 

[125-127]. When it comes to the macro-scale modelling, Finite Element Analysis methods are 

suitable [39, 128].  

Multiscale modelling has been widely used to perform computer aided materials design. For 

example, a multiscale model of thin film formation by chemical vapor deposition was used to 

generate the training data for the artificial neural networks in the presence of uncertainty [129]. A 

hybrid first principles/artificial neural network based multiscale modelling approach was 

developed to simulate a thin film growth process [130]. The first principles based multiscale and 

multiphysiscs model can be used for systems engineering applied to Li-ion batteries [131]. 

Multilevel Monte Carlo sampling technique can be employed for uncertainty quantification in 

stochastic multiscale systems, e.g. catalytic flow reactor [132]. Multiscale systems engineering also 

has applications to chemical reaction process ranging from the atomistic to the macroscopic [133] 

and crystal shape/size control [134]. A multiscale framework for ab initio simulation of room 

temperature CO2 reduction over an Ag(110) surface was presented to examine three alternative 

mechanisms [43]. Surface sites of Au-based catalysts in reducing CO2 to CO at low temperature 

were simulated by multiscale models, guiding the design of high-performance electrocatalysts.[135] 
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First-principles multiscale modeling composed by DFT and mesoscopic kinetic Monte Carlo (kMC) 

was performed to simulate the complex reaction pathway of catalytic CO2 hydrogenation to 

methanol, serving as a step towards the rational design of multifaceted copper catalysts.[136] 

Despite the efforts mentioned above, an application of multiscale modelling methods to study CO2 

electrolysis in SOEC is not available. Therefore, it is highly desirable to develop a multiscale model 

that can simulate the properties of the electrochemical cell at different spatial scales. DFT based 

microkinetic modelling and DFT based multiphysics modelling are used in this thesis. This thesis 

aims at filling the gap in CO2 electroreduction theoretical studies, specifically related to reaction 

mechanism, carbon formation, oxygen ion migration and doping effects. on both conventional 

Ni/SDC and perovskite La(Sr)FeO3-δ surfaces. DFT, microkinetic modelling and finite element 

methods were adopted in this thesis to describe the system properties at the electronic, micro and 

macro level, respectively, e.g. elementary reaction mechanism, electronic properties of materials, 

rate controlling step, current density/gas species/adsorbate distributions, etc. These three methods 

are reviewed in the following discussion. 
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Figure 2-7. Schematic representation of the most representative modelling methods for multiscale modelling 

analysis [38]. 

2.3.1. Density Functional Theory (DFT) Studies in Solid Oxide Cells  

Density Functional Theory (DFT) is one of the most popular and versatile methods available in 

condensed-matter physics, computational physics, and computational chemistry to search for a 

solution of the Schrödinger equation, the fundamental equation that describes the quantum 

behavior of atoms or molecules. Within this theory, the properties of a many-electrons system can 

be determined by using functionals, representing spatially dependent electron densities [137].  

DFT is a powerful method to study CO2 electrolysis that can provide key information that cannot 

be directly obtained from experiments. Theoretical works employing DFT have usually focused on 

the low temperature CO2 reduction kinetic mechanism [9, 50, 51, 138-140]. The protonation of CO 

to CHO was found to be the rate-limiting step for CO2 reduction to CH4 on Cu (211) surface [141]. 

The binding free energy of CO is a descriptor for CO2 reduction on copper and other transition-
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metal surfaces [139, 141].  

Multiple DFT simulation studies reported in the SOFC field focused on: 1) adsorption of atomic 

and molecular oxygen, methane and oxygen dissociation; 2) ionic conductivity (oxygen vacancy 

formation energy and migration) and 3) electronic conductivity (density of states (DOS)). DFT + 

U analysis disclosed a significantly different electronic structure and defect chemistry of 

La0.5Sr0.5Co0.25Fe0.75O6−δ (LSCF) due to the addition of cobalt, when it was used as SOFC cathode 

material [142]. The role of electron-deficient substitution in promoting oxygen diffusion in 

La1-xSrxFeO3-δ (LSF) was also revealed by DFT simulations on oxygen vacancy formation and 

migration [143, 144]. Sr2Fe1.5Mo0.5O6−δ (SFM) perovskite was widely used as both cathode and 

anode materials of SOFC to investigate the oxygen ion and proton conductivity, e.g. oxygen 

vacancies formation energy with DOS analysis,[145] efficient proton transport with doping of K+ 

[146] or oxide sublattice [147, 148], etc. The study of oxygen transport in LaCoO3 as the SOFC 

cathode material base on DFT indicated that low spin Co3+ promotes higher oxygen vacancy 

concentrations than other spin states [149]. The modest amount of transferred electron charge 

follows vacancy formation in Ni/CeO2 anode of SOFC, which can be explained based on DFT 

results and by the fact that the rather shallow vacancy-induced occupied band in ceria has a lower 

energy than the top of the Ni valence band [150]. As a follow-up study, the effect of Zirconia 

concentration was investigated, which showed that high ZrO2 can increase oxygen vacancy 

formation energy and lower activity of the oxide surface with reduction of the oxygen spillover 

barrier [151]. DFT was also employed to study carbon removal from the Ni/BaCe1−xYxO3− δ anode 

TPB of SOFC by adsorbed water molecules [152]. The simulation results showed that oxidation of 

interfacial carbon was more favorable on Ni/BaCe1−xYxO3− δ anode as compared to Ni/YSZ, which 

occurred via a reaction with hydroxyls. Based on this, the authors of that study argued that 
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favorable carbon oxidation is governed by the ability of the oxide to adsorb and partially split water 

molecules [152]. DFT was employed to provide a comparison of the electronic properties of 

Ni/YSZ and Ni/CeO2 interfaces and present an interpretation of their different chemical 

performances when used as anodes for SOFC [153]. DFT were also used to study the electric field 

effects on C-H bond cleavage in methane over Ni/YSZ surfaces, the results show that the presence 

of a low concentration of carbon species, or the addition of a positive electric field will improve 

the hydrocarbon activation process [154].  

Perovskites are most widely used in the oxygen electrode of solid oxide cells to act as catalysts for 

oxygen reduction reaction (SOFC) and oxygen evolution reaction (anode of SOEC). Most of the 

DFT studies described above for the perovskites acting as SOFC oxygen electrodes can also be 

applied to SOEC to explain some properties of perovskites, such as the adsorption energy of oxygen, 

ionic conductivity and oxygen exchange rate. Only a handful of DFT studies have been reported 

for SOEC. Nikolla et. al [155] studied H2O dissociation in SOEC on Ni and Ni-based alloy 

electrocatalysts and found a volcano-type relationship between the calculated electrochemical rates 

and the binding energies of O by DFT. Ni/Fe alloy was found to show the highest rate of H2O 

dissociation. Che et. al [156] investigated the field effects on hydrogen oxidation and water 

decomposition over the TPB region of the Ni/YSZ electrode and found that positive electric field 

can decrease the water decomposition rate. DFT was also used to interpret experimental work of 

CO2 adsorption on (La,Sr)TiO3 cathode surface. [157] and on La0.4Sr0.6Co0.2Fe0.7Mo0.1O3−δ [158]. 

However, no DFT works on CO2 adsorption, reduction energy barrier, oxygen vacancy effect on 

Ni/SDC and La0.6Sr0.4FeO3-δ based materials in SOEC have been reported. 

Figure 2-8 shows the general scheme of DFT analysis, where surface models are required to be 

established first according to the material properties reported in the literature. Structural 
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optimization is then considered to identify the ground states (most stable configurations) of the 

system. Next, adsorbate molecules are placed at different sites of the surface to perform structural 

optimization and be able to determine the most stable adsorption sites. 

 

Figure 2-8. Scheme of the DFT analysis 

The adsorption energy can be calculated according to these energetic results and used to establish 

reaction paths. These paths are found through transition state (TS) search using the climbing image 

nudge-elastic band (CI-NEB) method [159]. The fundamental idea in Nudged Elastic Band method 

is to perform an optimization over a number of intermediate images that maintain equal spacing to 

their neighboring images along the reaction path. Saddle points (the image with the highest energy) 

are identified among these optimized structures between known products and reactants to establish 

the reaction scheme with the minimum energy barrier. DFT can also be used to calculate the 

electronic structure, i.e. density of states [160]. 

2.3.2. Microkinetic Modelling 

Microkinetic modeling is a powerful tool in computational catalysis field, consisting in the 

construction of explicit kinetic reaction networks merging kinetic data provided by DFT calculation  
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or obtained experimentally [161-163]. Microkinetic models can be used to predict the rate limiting 

step, dominant reaction pathway, dominant adsorbate intermediates and estimate the dependence 

of the rate-determining step on operating conditions [162]. They are simple to apply, demand little 

computational effort and constitute an excellent complement to the free energy profiles which are 

routinely computed with DFT methods [162].  A common assumption in microkinetic modelling is 

the so-called mean-field approximation. In mean-field model, all the surface species and active 

sites are assumed to be uniformly distributed at the nanometer scale [163]. 

In microkinetic modelling, the forward and reverse rate constants for all elementary steps are 

implemented into a set of rate equations to obtain the “surface coverages” of all adsorbed species 

and empty sites at specific reaction conditions. The coverages are further used to calculate the rates 

of all the elementary steps. For example, if θA and θv denote the surface coverages of the adsorbed 

species and the vacant sites in first-order reaction, respectively, then the adsorption rate of the 

above elementary reactions can be expressed as follows,  

                         r = kfor θvPA – krev θA.                     (2-4) 

where PA is the partial pressure of the gas phase species A. kfor and krev represent the rate constants 

of the forward and reverse reactions respectively, which can be determined by DFT calculations or 

experiments. 

Then, a set of ordinary differential equations (ODEs) can be built to describe the time-dependent 

or steady-state concentration of each species in the reaction mechanism, i.e.  

                   
𝑑𝐶𝑖

𝑑𝑡
= ∑ (rprod,m − rcons,m) m                   (2-5) 

where 𝐶𝑖  is the concentration of species 𝑖; 𝑟𝑝𝑟𝑜𝑑,𝑚 is the producing rate of species 𝑖 in reaction m;  

rcons,m  is the consuming rate of species 𝑖  in reaction m.  Solving the ODEs provides the time 
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evolution of the surface coverage of species and reaction rates. A general approach of DFT based 

microkinetic modelling is shown in Figure 2-9. As shown in this figure, the energetic results 

obtained from DFT calculations (activation barrier, adsorption energy, vibrational frequencies, etc.) 

can be incorporated into the microkinetic models as inputs. A microkinetic model for 

heterogeneous catalysis involves both gas and surface species. The rate constants of surface 

reactions and non-activated surface adsorption/desorption are calculated by the transition state 

theory and collision theory [163], respectively. Microkinetic modeling allows to bridge reaction 

kinetics to concentration gradients. 

Developing a microkinetic model based on kinetic data obtained from DFT calculations is also 

critical to predict rates of elementary steps under realistic temperatures and pressures, and surface 

coverages influenced by temperature and voltage [53, 164, 165]. This enables the coupling of 

reaction kinetic data and electrochemical measurements [166], e.g. polarization curves[52].  

 

Figure 2-9. Scheme of the DFT based microkinetic modelling 

Nørskov et al. [51] reported a DFT combined microkinetic model to study low temperature CO2 

electroreduction to CO pathway on Ag(111) surface and indicated that the electric field aims to 
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stabilize key intermediates *CO2 and *COOH. Heyden et al. [164] conducted DFT calculations 

combined with microkinetic modeling considering the effects of anode bias potential which were 

used to investigate the electrochemical oxidation of H2 fuel on the (001) surface of Sr2Fe1.5Mo0.5O6 

(SFMO) perovskite. The model predicts that water desorption is rate-controlling and that 

stabilizing the oxygen vacancy structure increases the overall rate for H2 oxidation. The same group 

also performed a combined DFT and microkinetic modeling study of hydrogen oxidation at the 

Ni/YSZ anode of solid oxide fuel cells [166]. The results show that bulk oxygen diffusion in YSZ 

is rate-limiting at low temperatures, and H transfer from Ni to YSZ to form water becomes rate-

limiting at high temperatures. Zhu et al. [54] built a DFT based microkinetic model to explore the 

reaction mechanism for dry methane reforming on Ni catalyst. This study identified the dominant 

reaction pathway and examined the dependence of the rate-determining step on operating 

conditions. Despite these efforts, there is no reported DFT based microkinetic modelling work for 

high temperature CO2 electrolysis in SOEC.  In order to improve the performance of SOEC, it is 

crucial to gain theoretical insights of CO2 reduction reaction mechanism, especially through 

microkinetic modelling by considering the effects of high temperature and electrode overpotentials. 

2.3.3. Multiphysics Finite Element Method Simulations 

Searching for optimal conditions for electrochemical cell operation requires knowledge of the CO2 

reduction mechanism and the influence of all factors controlling cell performance. Measuring the 

conditions inside SOEC is quite challenging and very expensive to perform regularly due to high 

operating temperature (700-800℃). Modeling can be a comprehensive cost-effective tool to 

analyze the performance of such devices. In addition, compared with experimental analysis, 

computational modelling and simulation are more effective tools to investigate the underlying 

mechanisms of these complex processes; in particular to study the surface adsorbate distributions, 
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e.g. when their coverages are too low to be detected using experimental tests.  

The finite element method (FEM) is a numerical discretization method for solving partial 

differential equations (PDEs) by subdividing a large system into smaller parts, which are called 

finite elements [167]. Multiphysics means the coexistence of multiple physical fields in a process 

or a system, which has  become a research frontier in academic communities and industrial practice 

due to confrontation with problems of the disciplinary boundaries between physics, chemistry, 

material science and biology [168]. COMSOL Multiphysics is a cross-platform finite element 

based simulation software, which gives conventional physics-based interfaces and coupled systems 

of PDEs to address a wide range of physical phenomena [169-171].  

Regulations of chemical and electrochemical reactions act a critical role in chemical engineering 

and are typical multiphysics problems, not only depend on catalysts and local environments over 

them (e.g. concentration of reactants and products, temperature, etc.), but also depend on the 

coupled mass, charge, and heat transport [172]. Variations in local environments are crucial in 

heterogeneous reactions and have significant effects on performance, selectivity, and degradation, 

and make the assessment of kinetics difficult [173].  

COMSOL multiphysics finite element numerical modeling has gained popularity in research as it 

can provide design and operating criteria for regulations of chemical and electrochemical reactions 

by accounting for the critical physical phenomena, including electrochemistry, reaction kinetics, 

multiphase flow, and heat transfer [43, 174-176].  Multiphysics simulation in electrochemistry is 

based on Faraday’s law, Ohm’s law, Butler-Volmer equation, and gas transport equations [177]. 

Faraday’s law relates the applied current to the flow of oxygen ions [177]. Ohm’s law corresponds 

to the losses associated with the resistance to the flow of both ions and electrons. Butler–Volmer 

equation can be used to calculate the current density [59, 178-182] for the models without 
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considering the elementary reactions. 

Multiphysics modelling can be used to predict the properties of a SOEC system, such as 

polarization curves, gas species distributions, adsorbate species distributions, current density 

distributions or the effects of various operation conditions and geometric parameters. 

Butler–Volmer equation has been used in the modelling of CO2 reduction in SOEC to calculate the 

current density [59, 178-182] without considering the elementary reactions. For the reported 

studies with detailed elementary reactions, the current density is related to the charge transfer steps.  

There is still a gap in the literature regarding the most likely reaction mechanism of charge transfer 

step. A previous study with elementary heterogeneous reactions assumed CO2(Ni) + (YSZ) + 2e− 

↔ CO(Ni) + O2−(YSZ) as the charge transfer step [58]; however, that study did not consider the 

oxygen ion spillover step. For CO2 electrolysis in SOEC, the oxygen ion produced by CO2 

reduction could also be on Ni, i.e. O2-(Ni) instead of O2-(YSZ) [52, 183, 184]. One-step oxygen ion 

spillover from Ni surface to YSZ surface, i.e. O2-(Ni) + (YSZ) ↔ O2−(YSZ) + Ni(s), is used to 

describe the charge transfer step [183-185]. Two-step charge-transfer mechanism was also used to 

describe the reaction and transfer processes of CO-CO2 electrochemical conversion. For example, 

Yurkiv et al. [186] investigated three different spillover mechanisms for electrochemical CO 

oxidation at Ni/YSZ anodes. That study reported that the best agreement with the experimental 

data was obtained when two consecutive single-electron charge-transfer steps from O2-(YSZ) via 

O-(YSZ) to O(Ni) were considered. Shi et al. [187] developed an elementary reaction model for 

reversible CO-CO2 electrochemical conversion to couple two charge-transfer reactions, i.e. 

C(Ni)+O2-(YSZ)↔CO(Ni)+(YSZ)+2e- and CO(Ni)+O2-(YSZ)↔CO2(Ni)+(YSZ)+2e-. 

Detailed elementary reaction kinetics should be incorporated in the computational models to 
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provide insights in revealing the reaction mechanisms. Many mathematical models have been 

developed with detailed heterogeneous chemistry, coupled with ionic/electronic conduction and 

gas-phase transport for CO2 electrolysis in SOEC. Table 2-2 presents a summary of recent 

simulation works using FEM in solid oxide cells. From this table, one can observe that most of the 

current models in SOEC are one-dimensional (1D) models [56, 179, 184, 188]. However, models 

involving higher spatial dimensions can provide more information of the performance of the cell 

than 1D models, e.g. spatial distributions of current density, reaction intermediates and gas species. 

For the two-dimensional (2D) modelling work, almost all the works have used a global reaction 

mechanism [59, 182, 189-191]. Global reaction models cannot provide detailed information, such 

as reaction intermediates, charge transfer step and rate controlling step. Until now, there is only 

one 2D SOEC model with detailed heterogeneous catalysis and electrochemical reactions reported 

in the open literature [183]. However, many reaction kinetic data used in this paper are fitted to 

experimental data and there is no discussion about possible charge transfer steps. Therefore, to fill 

this gap, the objective of this thesis is to analyze the most possible charge transfer and provide new 

insights by using as few fitted data as possible. i.e. by adopting all the pre-exponential factors and 

activation barriers of every elementary step from DFT.  

Table 2-2 Summary of recent multiphysics work in solid oxide cells. 

 Kinetic/geometry Research contributions Ref. 

Reversible CO/CO2 

electrochemical conversion 

on patterned nickel 

electrodes  

1D, Electrolyte 

supported button cell 

(elementary reaction-

based) 

studied two-charge-transfer-step 

mechanism and validated in both 

SOEC and SOFC; elucidated the 

role of surface diffusion of CO and 

CO2. 

[188] 
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Electrochemical reduction 

of CO2  

1D, Cathode supported 

button cell 

(elementary reaction-

based) 

validated with own experimental 

data; found that the carbon 

deposition phenomenon at the 

cathode/electrolyte interface is 

more serious. 

[58] 

Syngas production by 

H2O/CO2 co-electrolysis  

1D, Cathode supported 

planar SOEC 

(elementary reaction-

based) 

considered 42-step elementary 

heterogeneous reaction 

mechanism; two sets of 

experimental data are reproduced 

by the simulations.  

[56] 

Ni/YSZ Electrodes in CO2 

and Co-electrolysis 

1D and 2D, Cathode 

supported planar SOEC 

(global reaction-based) 

considered the effect of the rib 

from the interconnect. 
[181] 

CO2/H2O co-electrolysis cell  

1D, Cathode supported 

button cell 

(elementary reaction-

based) 

considered the effects of cathode 

thickness; found that the main 

zone of electrochemical reactions 

is far enough from the main zone 

of heterogeneous reactions when 

the cathode is thick enough (e.g. 

700 μm). 

[184] 

Modeling of CH4-assisted 

SOEC for H2O/CO2 co-

electrolysis 

2D, Tubular, cathode 

support (global 

reaction-based) 

found that CH4 assisting is 

effective in lowering the 

equilibrium potential of SOEC 

thus greatly reduces the electrical 

power consumption for H2O/CO2 

co-electrolysis. 

[59] 

Co-electrolysis of steam and 

carbon dioxide 

2D, Cathode supported 

tubular SOEC (global 

reaction-based) 

considered the fluid flow, 

heat/mass transfer and 

electrochemical/chemical reactions 

in the SOEC; found that reversed 

water-gas shift reaction 

significantly promotes CO2 

conversion ratio. 

[189] 

Methane production by 

H2O/CO2 Co-electrolysis  

2D, Cathode supported 

tubular SOEC (global 

reaction-based) 

found that addition of H2 and the 

increase of electrolysis current 

could promote CH4 production 

rate. 

[190] 
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Electrochemical Reduction 

of CO2 to CO  

2D, Cathode supported 

planar SOEC 

microfluidic flow cell 

(global reaction-based) 

analyzed the effects of applied cell 

potential, CO2 concentration of the 

feed and feed flow rates, channel 

length and porosity of the gas 

diffusion electrodes. 

[182] 

Modeling for syngas 

generation  

2D, Cathode supported 

button cell 

SOEC(elementary 

reaction-based) 

considered detailed surface 

chemistry and the effects of 

applied voltage and temperature on 

carbon deposition. 

[183] 

Thermal modeling for 

syngas production by 

H2O/CO2 co-electrolysis 

2D, Cathode supported 

planar SOEC(global 

reaction-based) 

studied the heat/mass transfer and 

considered the effects of 

methanation and internal 

reforming on the co-electrolysis 

process. 

[191] 

Understanding degradation 

mechanism  

3D, Cathode supported 

planar SOEC (Both fuel 

cell and electrolysis 

mode, global reaction-

based) 

considered the electrode thickness 

and more geometric parameters 

 

[192] 

Localized carbon deposition 

study 

3D, Cathode supported 

planar SOEC (global 

reaction-based)  

found that gas diffusion and 

temperature are important driving 

forces for C deposition; C 

deposition can be avoided by 

thinner and more porous 

electrodes. 

[193] 

 

2.4. Summary 

Based on the literature review presented in this Chapter, conventional cathodes in SOEC are metal–

ceramics (cermet) such as Ni/YSZ and Ni/SDC, in which Ni demonstrates high catalytic activity 

and provides the electronic transport path, whereas YSZ (electrolyte material) provides the ionic 

diffusion path. Compared to YSZ, SDC exhibits higher ionic conductivity at intermediate 

temperatures (600-750℃). Thus, Ni/SDC was selected in this thesis. However, surface oxidation 
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and coke deposition on Ni particles leads to loss of electronic conductivity and cell degradation 

during high temperature CO2 electrolysis. CO2 electroreduction mechanisms are still not clear 

which plays an significant role in improving the performance of SOEC. (e.g. rate controlling step, 

oxygen ion conduction, the effects of oxygen vacancy location, charge transfer step and carbon 

deposition distribution). Therefore, additional research on conventional metal–ceramic cathode are 

needed to address these problems. As described previously, there are alternative SOEC materials 

that address coking issues, essentially perovskites. Perovskite-type oxides have been proven to be 

the most promising replacement of the conventional Ni/SDC in SOEC. La0.6Sr0.4FeO3-δ based 

perovskite oxides were selected as the main research topic in the present work because they have 

shown enhanced coking resistance and good compatibility with electrolyte materials (YSZ or SDC), 

although accompanied by insufficient catalytic activity and surface Sr segregation problems which 

causes cell degradation. The catalytic activity is still low because there are not enough theoretical 

insights for the design of this materials. Specifically, the functional mechanisms of B-site doping 

elements (e.g. Ni or Mn) in improving the catalytic activity are not clear. 

Multiscale modelling is a powerful tool to provide the theretical insights of the phenomena 

occurring at different scales; in particular, DFT for electronic scale, micro-kinetic modelling for 

micro-scale and multiphysics FEM for macro-scale. Therefore, developing a multiscale modelling 

approach combining different modelling methods is very important for the development of CO2 

electrolysis in SOEC, which has not been reported in the literature. In order to fill the gaps in the 

literature mentioned above, a DFT based microkinetic modelling study for Ni/SDC is presented in 

Chapter 3. As a follow up study, a DFT based multiphysics model for Ni/SDC is presented in 

Chapter 4. For another research topic, i.e. La(Sr)FeO3−δ based materials, a DFT based microkinetic 

modelling study is presented in Chapter 5. 
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3. Chapter 3. CO2 Electrolysis at Ni/SDC Cathode by 

Combined DFT and Microkinetic Modelling 

Better understanding of CO2 electroreduction mechanism at the TPB is of great importance for the 

development of SOEC. In this chapter, CO2 electroreduction mechanism on Ni/SDC surface is 

studied by combined DFT and micro-kinetic analysis. The rate controlling step is determined on 

the surface models with different oxygen vacancy locations. The effect of voltage is considered. 

3.1. Introduction  

It has been reported that oxygen vacancy sites can act as host for CO2 chemical adsorption at high 

temperatures [94]. Also, the chemically adsorbed CO2 can also be activated on oxygen vacancy 

sites, which is favorable for the electrochemical reduction [94, 194-196]. However, the effect of 

oxygen vacancies and detailed interface oxygen migration mechanism for CO2 electroreduction on 

Ni/SDC in SOEC are still unclear. In addition, the rate controlling step of high temperature CO2 

electroreduction in SOEC considering the effect of electrode overpotentials has not been studied 

yet. 

In order to improve the performance of SOEC, it is necessary to explore the reaction mechanism 

of CO2 electrochemical reduction including oxygen migration. In this study, catalytic reaction 

mechanisms of CO2 electrolysis at the Ni/SDC TPB were investigated using a combination of 

DFT+U calculation and mean-field microkinetic modeling method [164, 166]. Specifically, the 

energetics of elementary reactions in CO2 reduction including oxygen ion migration on 

Ni(111)/SDC surface were first studied using DFT+U calculations. Then, the energetic results were 

incorporated into a microkinetic modeling. All possible charge transfer steps, including one- or 
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two-electron charge transfer, are considered and discussed. 

3.2. Models and Methods 

3.2.1. Surface Models  

The Ni (111)/ceria model proposed by Ziegler’s group [153] was adopted in the present study. This 

is a representative model for the interface of Ni cluster and ceria surface. Hermansson et al.[197] 

suggested that a nine-layer surface model would be sufficient for the CeO2(111) surface 

calculations. For the surface model, it was reported that CeO2(111) is energetically the most stable 

[197, 198] among the low-index CeO2(111), (110), and (100) surfaces. Therefore, low energy ceria 

(111) surface was modeled using a (2×2) supercell slab with 9 atomic layers thick (24 CeO2 formula 

units with 72 atoms). The Ni cluster includes three layers of Ni atoms with nine, six, and three Ni 

atoms on the bottom, medium, and top layers, respectively. The Ni cluster is periodic in one 

direction (Figure 3-1) and exhibits a (111) surface towards the gas phase (Figure 3-1b). A 

theoretical lattice constant of ceria (5.49 Å) has been used in the present study [199]. The vacuum 

gap is set to be 15 Å. Ce1-xSmxO2−x(x=0.1~0.2) is the optimum ratio due to its highest ionic 

conductivity [200, 201]. Herein, we replaced four Ce atoms with Sm atoms (Ce20Sm4O46) to build 

a slab model consisting of 17 mol % Sm in SDC which is within the optimum ratio of Sm 

substitution reported above. Substituting every two Ce atoms with Sm will produce one oxygen 

vacancy. Accordingly, two oxygen vacancies were created to meet the stoichiometry requirement. 

By performing calculations with different locations of two Sm atoms, as shown in Table S3-1 in 

Supporting Information, the most stable SDC slab model was identified, in which one substituting 

Sm atoms should be located in the outermost surface and another one in the sub-surface layer.  

To study the effects of interface oxygen vacancy on CO2 electrolysis on Ni/SDC, two surface 
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models of Ni/SDC (with different oxygen vacancies locations) were built. Model 1 is Ni-SDC with 

non-interface surface oxygen vacancies of SDC created by removing the oxygen atoms O1 and O3 

in Figure 1a. Model 2 is Ni-SDC with interface oxygen vacancy modelled by removing O2 which 

is bound with Ni and Ce at the interface and O3 (Figure 3-1a).  

 

Figure 3-1. (a) Side view and (b) periodic top view of optimized structure of Ni(111) /SDC model. Atoms 

with the dark-blue, white, cyan and red colors represent the Ni, Ce, Sm, and O atoms, respectively. O1 and 

O3 are surface oxygen atoms of SDC. O2 represents the Ni/SDC interface oxygen. O4 is subsurface oxygen, 

while O5 represents bulk oxygen of SDC. The bottom three atomic layers, represented by the blue dotted 

box, are fixed during the calculations. 

3.2.2. Computational Details 

All calculations were carried out using DFT+U framework with periodic boundary conditions 

using Vienna Ab initio Simulation Package (VASP 5.4.4) [202, 203]. To solve the ion-electron 

interactions in a periodic system, the projector-augmented wave (PAW) method was applied [204]. 

The generalized gradient approximation (GGA) [205] with Perdew−Burke−Ernzerhof (PBE) [206] 

functionals was used to take into consideration the exchange-correlation interactions in the 
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Kohn−Sham equations [202]. Spin-polarized calculations have been carried out at the Γ-point using 

the Gaussian smearing method (σ=0.1 eV) with an energy cut off for the plane waves of 400 eV. 

Based on a slab with horizontal dimensions of 13.25×7.65 Å, the Monkforst-Pack k-point mesh of 

2 × 2 × 1 k-points was employed [207-209]. By increasing the cut off energy to 450 eV and the 

number of k-points to 4 × 4 ×1, we observed a negligibly small change in adsorption energies 

(<0.01 eV), which indicates that adsorption energy values are well converged with respect to these 

parameters. A Hellmann-Feynman [210] force of 0.01 eV/Å was chosen as the convergence 

criterion for optimization of the atomic structure. 

The Hubbard parameter, U=5 eV, was adopted in this work. This U value yields a qualitatively 

correct distribution of f-electrons, localized on the Ce atoms. For U = 5 eV, the 4f electrons are 

reported to be completely localized on two Ce ions near the oxygen vacancy [211]. The 4f electrons 

of Sm were treated as part of the core (core state model); therefore, the empirical U parameter for 

the 4f electrons of Sm was not required [68]. All atoms in the slab and the cluster were relaxed 

except the bottom 3 atomic layers of the SDC slab. The structures of transition state (TS) of 

elementary steps were obtained using the climbing image nudge-elastic band (CI-NEB) method 

[159]. 

The adsorption energy Eads of surface species is defined as follows: 

                 Eads= Eabsorbates/slab-Eslab-Eadsorbates                    (3-1) 

where Eabsorbates/slab, Eadsorbates and Eslab represent the total energy of surface slabs with adsorbates, 

the energy of free adsorbates and the energy of bare surface slabs of Ni/SDC, respectively. The 

activation barrier Ea and reaction energy ΔE are defined as follows  [208]: 

                         Ea=E(TS) -E(IS)                                    (3-2) 
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                          ΔE=E(FS) -E(IS)                                   (3-3) 

where E(IS), E(TS), and E(FS) represent the total energies of the initial state (IS), transition state 

(TS) and final states (FS), respectively. Negative values of ΔE represent exothermic reactions. 

3.2.3. Microkinetic Model 

Transition state theory was used to calculate the forward and backward rate constants (unit: s-1) for 

a surface reaction A* → B*, 

                         𝑘for = 𝐴for𝑒−𝐸for
a 𝑅𝑇⁄                       (3-4) 

                         𝑘rev = 𝐴rev𝑒−𝐸rev
a 𝑅𝑇⁄                       (3-5) 

where * indicates an active surface site, 𝐸for
a and 𝐸rev

a  denote the zero-point energy (ZPE)-corrected 

forward and reverse activation barriers, respectively [164]. The ZPE was obtained as ∑ (1/2)ℎ𝜈i𝑖  

from calculated vibrational frequencies, 𝜈i. h is the Planck constant. R is the gas constant and T is 

the temperature in Kelvin. The frequencies of all involved species were calculated and are 

presented in Table S3-2 in the Supporting Information.  

All the transition states were confirmed with one imaginary frequency. The frequency factors (A) 

were calculated from the vibrational partition functions qvib,TS, qvib,A*, qvib,B* for the transition state 

(TS), A* and B*, respectively, using the following expressions [164] : 

                           𝐴for =
𝑘B𝑇

ℎ

𝑞vib,TS

𝑞vib,A∗
                       (3-6) 

                           𝐴rev =
𝑘B𝑇

ℎ

𝑞vib,TS

𝑞vib,B∗
                       (3-7) 

                       𝑞vib = ∏
1

1−𝑒−ℎνi 𝑘B𝑇⁄𝑖                      (3-8) 

where kB is the Boltzmann’s constant.  
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For surface adsorption process, A + * → A*, the forward kfor and reverse krev rate constants, and 

the equilibrium constant K are correlated through 𝐾 = 𝑘for/𝑘rev. The equilibrium constant was 

calculated using the following expression [166], 

                    𝐾 =  
𝑞vib,A∗

𝑞vib,A∗𝑞rot,A∗𝑞trans,A∗
 𝑒

−∆𝐸ads
𝑅𝑇                   (3-9) 

where ΔEads is the zero-point energy corrected adsorption energy. 𝑞rot,A∗  and 𝑞trans,A∗  are the 

rotational and translational partition functions respectively. The present model assumes that all the 

CO2 molecules are absorbed into the surface; thus the sticking coefficient was set to the unity. Note 

that this assumption has also been considered in previous models32. Based on the above, the 

forward adsorption rate constant of an adsorption reaction was calculated as follows ((unit: s-1bar-

1)), 

                          𝑘for =  
105

√2𝜋𝑚𝐴𝑘B𝑇
 𝑆𝑢𝑛𝑖𝑡                         (3-10) 

where mA is the molecular weight of species A. Sunit is the surface area per site, which is 3.13 × 10-

19 m2 for the Ni cluster in our model.  

The forward and reverse rate constants for all elementary steps were implemented into a set of 

steady-state rate equations to obtain the “surface coverages” of all adsorbed species and empty sites 

at specific reaction conditions. The coverages are further used to calculate the rates of all the 

elementary steps. For example, if θA and θv denote the surface coverages of the adsorbed species 

and the vacant sites, respectively, then the adsorption rate of the above elementary reactions can be 

expressed as follows,  

                         r = kfor θvPA – krev θA.                     (3-11) 

where PA is the partial pressure of the gas phase species A. 
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Once the forward and backward rate constants of each elementary steps are identified, the rate 

controlling step in CO2 reduction under different SOEC operating cathode over-potentials can be 

determined. Campbell’s theory [212] was used in this work to determine the rate controlling steps 

[164, 166]. In Campbell’s theory, the “degree of rate control” for step i, XRC,i is calculated as follows: 

                                     𝑋RC,𝑖 =
𝑘𝑖

𝑟
(

𝛿𝑟

𝛿𝑘𝑖
)𝐾𝑖,𝑘𝑗≠𝑖

                      (3-12) 

where the equilibrium constant for step i (Ki) and all other rate constants (kj≠i) are held constant. 

The larger the numerical value of XRC,i, the larger the influence of its rate constant on the overall 

reaction rate r. 

For an elementary step involving a charge transfer process, the forward and backward charge 

transfer reaction rates are formulated as follows: 

          𝑘for = 𝑘𝑓
0 exp (

𝛽𝑛𝑖eη

𝑅𝑇
) = 𝐴forexp (

−(𝐸for
a −𝛽𝑛𝑖eη)

𝑅𝑇
)                   (3-13) 

       𝑘rev = 𝑘𝑟
0 exp (

−(1−𝛽)𝑛𝑖eη

𝑅𝑇
) = 𝐴revexp (

−(𝐸rev
a +(1−𝛽)𝑛𝑖eη)

𝑅𝑇
)        (3-14) 

where ni represents the number of transferred electrons in the charge transfer step, e is the charge 

of an electron (equivalent to 1.6×10-19 C), β is the symmetry factor (β = 0.5) and η is the cathode 

overpotential [58]. 

3.3. DFT Results Analysis  

In this section, oxygen vacancy formation, energetics of CO2 and CO decomposition, CO2 

reduction mechanism are presented in detail. 

3.3.1. Oxygen Vacancy Formation 

Previous DFT studies have shown that the nearest neighbor (1NN) position of dopant is the most 
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energetically favorable site for oxygen vacancy formation [70, 213, 214]. The nearest neighbor 

(1NN) position of dopant Sm in the models considered in this work includes surface, subsurface 

and bulk oxygen. The formation of these types of vacancies were studied on ceria surface. The 

vacancy formation energy has been evaluated as follows [153, 215]:  

            E(vac.) = E(Ni/SDC + vac.) + E(O) - E(Ni/SDC)          (3-15) 

where E(Ni/SDC) and E(Ni/SDC + vac.) are the total energies of the cells before and after the 

vacancy formation, respectively; E(O) is the half energy of an oxygen molecule in the triplet state. 

DFT calculations revealed that, in the absence of a Ni cluster, the formation of subsurface oxygen 

vacancies is most energetically favored with an E(vac) of -1.12 eV (exothermic) in SDC surface 

model. This indicates that, with Sm doping, oxygen vacancy formation on CeO2 (111) surface is 

spontaneous. The corresponding model and the oxygen vacancy formation energy are presented in 

Figure S3-1 in the Supporting Information (SI). In the presence of Ni cluster, surface oxygen 

vacancies are prone to form with a formation energy of 2.27 eV, which is lower than that of other 

oxygen vacancies configurations (Figure S3-2 in the SI). Thus, Ni/SDC with two surface vacancies 

(i.e. removing O1 and O3 as shown in Figure 3-1) has been built for Model 1, i.e. Ni(111)/SDC 

with two surface oxygen vacancies. Model 2 can be considered as a special case of Model 1, when 

one of the surface oxygen vacancy is located at the interface of Ni and SDC. Note that the formation 

of a non-interface surface oxygen vacancy is more favorable than the formation of an interface 

oxygen vacancy (formation energies are 2.28 and 3.67 eV, respectively) in the presence of Ni. This 

is consistent with that reported for Ni/CeO2 in a previous study [150]. In summary, surface oxygen 

vacancy is most energetically favored, which is also the reason why only surface vacancies were 

considered in both models.  
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3.3.2. CO2 → CO +O 

CO2 adsorption and reduction were studied on Ni-SDC with non-interface oxygen vacancies 

(Model 1) and with interface oxygen vacancy (Model 2). All configurations for the CO2 reduction 

reaction are presented in Figure 3-2 and the energetics of the elementary steps are listed in Table 

3-1. The adsorption energies are shown in Table S3-3 in SI. In Model 1, CO2 can be physically 

adsorbed (-0.33 eV) at the surface of SDC. For CO2 adsorbed on top of the Ni cluster, the 

corresponding CO2 chemical adsorption energy is -0.52 eV, which is close to that reported for Ni 

(211) surface in the literature  [216-218]. This value is reasonable because even though Ni (111) 

surface is exposed to a gas phase, the top site of the pyramid Ni cluster can be considered as a step 

surface. CO2 reduction reaction on top of the Ni cluster of Model 1 has a forward and backward 

activation energy barrier of 0.91 eV and 1.51 eV, respectively (Table 3-1). The adsorption energy 

of CO2 at the interface of Ni/SDC (Model 1) is -0.15 eV. The corresponding forward and backward 

activation energy for this reaction were found to be 0.63 eV and 1.02 eV, respectively. The low 

CO2 reduction energy barrier at the Ni/SDC interface site suggests that the interface site in Model 

1 is more favorable for CO2 reduction than Ni cluster top site.  

As shown in Table S3-3, the adsorption energy for Model 2 indicates that CO2 can be strongly 

bonded with the interface oxygen vacancy of Ni and SDC. The corresponding adsorption energy is 

-1.01 eV, indicating that CO2 molecules may be easily incorporated into interface oxygen vacancy 

sites. Such vacancy sites act as host sites to accommodate the nonpolar CO2. The energy barriers 

of the CO2 reduction step on the Ni/SDC interface (0.21 eV) and on the Ni cluster top (0.39 eV) 

are much lower than that of Model 1 (Table 3-1). This implies that CO2 reduction is notably 

promoted by the interface oxygen vacancy at the Ni/SDC.  
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Figure 3-2. Configurations of the initial states (IS), the transition states (TS) and the final states (FS) for the 

CO2 reduction reaction on Ni-SDC with non-interface oxygen vacancy (Model 1) and with interface oxygen 

vacancy (Model 2). CO2 reduction (a) on top of Ni cluster for Model 1; (b) at the interface of Ni cluster and 

SDC for Model 1; c) on top of Ni cluster for Model 2; d) at the interface of Ni cluster and SDC for Model 

2. 

Table 3-1. Activation energy (Ea /eV, the first value is for the forward reaction and the second for the 

backward reaction) and bonding distance (d/Å) (distance between atoms involved in the broken or new 

formation bonds in the transition states).  

Reactions 

Model 1 Model 2 

Ea /eV d /Å Ea /eV d /Å 

CO2 ⇌ CO +O (interface) 0.63 / 1.02 1.98 (C-O) 0.21 / 1.17 1.77(C-O) 

CO2 ⇌ CO +O (top Ni) 0.91 / 1.51 1.82(C-O) 0.39 / 1.19  1.81(C-O) 

CO ⇌ C+O (interface Ni) 3.08 / 1.42 2.00(C-O) 2.67 / 0.72 1.80(C-O) 
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CO ⇌ C+O (top Ni) 3.84 / 2.87 2.05(C-O) 2.91 / 1.78 2.01(C-O) 

O migration on Ni cluster 0.78 / 0.38 1.76(O-Ni) 0.78 / 0.38 1.76(O-Ni) 

O spillover from Ni to 

SDC 
1.41 / 1.38 1.95(O-Ce) ---- ---- 

O migration from SDC 

surface to subsurface 
0.19 / 0.76 

2.03(O-Ce) 

2.20(O-Sm) 
0.50 / 1.22 

2.18(O-Ce) 

2.20(O-Sm) 

Bulk O migration in SDC 0.61 / 0.92 2.13(O-Sm) 0.69 / 0.83 2.06(O-Sm) 

 

3.3.3. CO → C +O 

CO decomposition reaction has also been considered for the two models. The DFT energetics 

results show that, regardless of the models, the CO decomposition (carbon formation) energy 

barriers are much higher than that of CO2 reduction. Therefore, CO dissociation is not included in 

the proposed reaction mechanism of CO2 electroreduction and microkinetic analysis. The effects 

of different oxygen vacancy locations on the CO decomposition reaction are discussed in detail in 

the SI. The configurations are shown in the Supporting Information (Figure S3-3: a-d). 

3.3.4. CO2 Reduction Mechanism on Ni(111)/SDC Surface 

The proposed reaction mechanisms for CO2 electroreduction in the cases of Model 1 and Model 2 

are shown in Figure 3-3. Due to its low energy barrier, the CO2 reduction step at the interface of 

Ni-SDC was considered in the reaction mechanism on both Ni/SDC surface models with different 

locations of oxygen vacancies. The overall electrochemical reduction of CO2 at the Ni-SDC 

cathode can be expressed as follows: 

CO2(g) +  2𝑒′ +  VO
∙∙(SDC)  → CO(g) + OO

×(SDC) 

where VO
∙∙

  denotes a doubly charged oxygen vacancy of SDC that has been formed before CO2 
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reduction and OO
× with two electrons is the surface oxygen ion of SDC. 

 

Figure 3-3. Proposed mechanism for CO2 reduction on Ni-SDC without interface oxygen vacancy: (a): 

Model 1; (b): Model 2, the dashed circle represents the oxygen vacancy. IM represents intermediate species.  

The proposed reaction mechanism consists of the following steps:  

        CO2(g) + ∗ (Ni) →  CO2
∗                  R1 (Model 1 and Model 2)                       

        CO2
∗ + ∗ (Ni) →  CO∗ + O∗(Ni)     R2 (Model 1 and Model 2) 

        CO∗ →  CO(g) + ∗ (Ni)                   R3 (Model 1 and Model 2) 

        O∗(Ni) +  Vs →  Os + ∗ (Ni)          R4 (Model 1 only) 

Herein, R1-3 represent the CO2 adsorption, CO2 reduction and CO desorption steps, respectively. 

R4 represents oxygen spillover from Ni to SDC surface. Vs denotes a non-interface surface oxygen 

vacancy and Os is a surface oxygen on SDC surface. CO2 reduction mechanism in Model 2 is 

similar to that of Model 1, except that it does not include the oxygen spillover step from Ni to SDC 

surface (R4). This is because the CO2 reduction reaction is prone to occur at the interface vacancy 

position, and the oxygen produced by CO2 fills the interface vacancy of Model 2 (i.e. the surface 

vacancy of SDC).  

To complete the reaction cycle, an oxygen removal step (R5) was introduced in the mechanism by 

assuming that this oxygen will be conducted through the electrolyte and become oxygen gas at the 
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anode. In fact, R5 includes two steps: oxygen migration from cathode SDC bulk to the SDC 

electrolyte (R5a) and gas oxygen formation (R5b), i.e. 

Obulk
× + Vel

∙∙ → Oel
× + Vbulk

∙∙         (R5a) (Model 1 and Model 2) 

 Oel
× →

1

2
O2(g) + Vel

∙∙              (R5b) (Model 1 and Model 2) 

where, Vel
∙∙   and Vbulk

∙∙   represent the oxygen vacancy of electrolyte and SDC bulk, respectively, 

whereas Oel
×  and Obulk

×  are the corresponding oxygen ion in electrolyte and SDC bulk. According 

to previous studies, oxygen evolution reaction at the anode side (R5b) is very fast at high 

temperatures (700-900℃) [164, 166]; therefore, it was assumed that the reaction rate of R5 is the 

same as that of R5a. As shown in Figure 3, the last step is oxygen migration from SDC surface to 

SDC bulk (R6):  

Os + Vbulk → Obulk + Vs         (R6) (Model 1 and Model 2) 

The energetics results of CO2 reduction and oxygen migration are summarized in Table 3-1. The 

energy profile for the CO2 reduction and oxygen migration processes in Model 1 and Model 2 are 

depicted in Figure 3-4. IM2 is Model 1(or 2) with adsorbed CO* and O* (Ni). Note that, with the 

exception of IM1 and IM2, the free energy of all the intermediate species reported in Figure 3-4 

include the free energy of the CO gas molecule. The process from IM4-1 to IM4-2 is bulk oxygen 

removing process for Model 1. The energy difference between IM4-1 and IM4-2 is the bulk oxygen 

vacancy formation energy of pure SDC (-0.83 eV as shown in Figure S1). The process from IM3-

1 to IM3-2 is bulk oxygen removing process for Model 2. The energy difference between IM3-1 

and IM3-2 is also the bulk oxygen vacancy formation energy of pure SDC (-0.83 eV). 
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Figure 3-4. Energy profile for CO2 reduction and oxygen migration processes on Ni-SDC with non-interface 

(Model 1, blue) and interface oxygen vacancy (Model 2, red). All energies are with reference to the energies 

of the initial state of Model 1 with adsorbed CO2 (IM1 in blue). The insets provide a side view of the 

optimized structures of the intermediates. The transition states are listed in Table S3-4 and S3-5 in the 

Supporting Information.   

The energetics of R1 to R3 for Model 1 and Model 2 are shown in Table 3-1 and Table S3-3. For 

Model 1, the spillover of oxygen from Ni to SDC surface (R4) proceeds with an activation barrier 

of 1.41 eV, and it is an endothermic process (ΔE = 0.03 eV). The energy barrier of reaction R5 

(oxygen migration: from subsurface to bulk) in SDC is found to be 0.61 eV and exothermic by 

−0.31 eV. R6 is considered as the oxygen migration process from the surface to the subsurface. The 

energy barrier is 0.19 eV and is exothermic by −0.57 eV. With regards to Model 2, bulk oxygen 
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migration (R4) has similar energy barrier (0.69 eV) to that observed for Model 1. Interface oxygen 

migration from the SDC surface to the subsurface (R5) has a slightly higher energy barrier (0.50 

eV) than that for Model 1. This is because the interface oxygen atom is bonded with both Ce and 

Ni, making it difficult to migrate from the interface to the subsurface.  

Based on the discussion above, two slightly different routes for CO2 reduction and oxygen 

migration were proposed in Model 1 and Model 2. The energetic results were used to develop a 

microkinetic modeling, which is presented next. 

3.4. Insights from Microkinetic Modeling 

3.4.1. Microkinetic Analysis without Cathode Overpotentials 

Microkinetic analysis for CO2 reduction on Ni (111)/SDC was performed to deduce the rate 

controlling step based on DFT+U calculations. Rate constants for each elementary step are 

determined by the forward and backward energy barriers of the elementary steps, entropies and 

frequencies of involved species. Surface coverages of all adsorbed species and vacant sites, as well 

as the overall reaction rates were evaluated at steady state. In addition, to the authors’ knowledge, 

the charge transfer steps for CO2 electrochemical reduction have not been presented in the literature. 

In the present study, the possibilities involving one- or two- electron charge transfers were 

considered. 

Table 3-2 and Table 3-3 summarize the forward reaction rates, XRC, and equilibrium constants of 

all the elementary steps proposed for Model 1 and Model 2, respectively, without considering the 

effect of electrode overpotential. The SOEC operating conditions were set as follows: T= 1000 K, 

PCO2
=0.7 atm, PCO= 0.3 atm and PO2

=0.21 atm (in air). These operating conditions were chosen in 

order to compare our simulation results with data reported in the literature [31, 58].  
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Table 3-2. The forward reaction rates, XRC, and equilibrium constants of the elementary steps of Model 1 

calculated at 1000K, PCO2
=0.7 atm, PCO= 0.3 atm and PO2

=0.21 atm (in air) without considering the effect 

of electrode overpotential. 

Reaction step kfor (s−1) K XRC Forward rate (s−1) 

R1 3.92  108 4.81  103 0.01 2.54  104 

R2 1.15  109 1.19  10 0.02 3.24  104 

R3 2.04  104 4.15  10-5 0.06 1.42  104 

R4 1.18  106 1.67  100 0.91 5.56  102 

    R5 8.11  109 4.19  101 0.00 8.87  107 

    R6 8.56  1011 4.92  102 0.00 1.90  107 

Table 3-3. The forward rates, XRC, and equilibrium constants of the elementary steps of Model 2 calculated 

at 1000K, PCO2
=0.7 atm, PCO= 0.3 atm and PO2

=0.21 atm (in air) without considering the effect of electrode 

overpotential. 

Reaction step kfor (s−1) K XRC Forward rate (s−1) 

R1 3.92  108 1.62  107 0.35 1.17  104 

R2 9.83  1011 2.09  105 0.00 1.18  104 

R3 1.81  104 3.67  10-5 0.65 1.81  104 

R5 8.11  109 4.19  101 0.00 8.87  107 

    R6 1.29  1010 2.53  103 0.00 6.77  104 

 

In Campbell’s theory [212], the larger the numeric value of XRC,i is for a given step, the larger the 

influence of its rate constant on the overall reaction rate r. Therefore, Campbell’s degree of rate 

control analysis indicates that the oxygen spillover step (R4) is the rate-controlling process for 
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Model 1, whereas the CO desorption step (R3) is the rate-controlling step for Model 2. Note that 

the CO desorption entropy change calculated with the other method [219] do not change current 

conclusion. The calculation details are discussed in the Supporting Information. CO adsorption 

energy calculated by hybrid functional HSE06 [220-223] has very little difference (< 0.1 eV) 

compared to that using GGA+U functional, and also do not change the current conclusion. 

The overall rate (roverall = ri =ri,forward-ri,backward (i=1-6)) is 5.56  102 s-1 for Model 1 and 1.17  104 

s-1 for Model 2. In the absence of cathode overpotential, the microkinetic analysis predicts that the 

overall rate of Model 2 is two-order of magnitudes higher than that of Model 1. This trend is 

expected since CO2 reduction presents a lower energy barrier in Model 2, and there is no oxygen 

spillover step. 

3.4.2. Effects of Electrode Overpotentials 

Potentials of 0-0.3 V vs. open circuit voltage (OCV) are considered in this study. At high potentials, 

it is reported that mass transfer is always the limiting step for CO2 electrolysis [224, 225].  

When the electrode overpotential is taken into account, the rate constants for surface reactions 

involving charge transfer were modified. 

In the proposed CO2 reduction mechanism, there are four elementary steps for Model 1 (R1-R4) 

and three steps for Model 2 (R1-R3), involving Ni cluster sites. Since Ni is governing the electronic 

conductivity of SOEC, these elementary steps can be affected by the cathode bias potential. They 

can be further classified as follows: i) surface adsorption (or desorption) (R1, R3 for both models); 

ii) surface reactions (R2 and R4 for Model 1; R2 for Model 2).  

For surface adsorption and desorption, the potential drop across the cathode/electrolyte interface, 

caused by electrochemical double layer, can induce an electric field and affect the binding energies 
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of surface species [226]. Therefore, DFT calculations with a uniform electric field (from 0 to 0.5 

V/Å), were performed to investigate the effects of electric field on the adsorption energies of CO2 

and CO. A typical magnitude of the electric field in the electrochemical double layer is about 0.5 

V/Å in SOFC [226]. In the present study, the electric field was introduced by inducing an artificial 

dipole layer in the middle of the vacuum layer [226, 227]. This approach was proposed by 

Neugebauer and Scheffler [228]. The potential energy profile of the Ni/SDC system [227] is shown 

in Figure S3-4 in the SI. That figure shows that this uniform electric field has significantly more 

effects on the interface of Ni/SDC than on the SDC bulk. Also, a previous report has indicated that 

the electric field only has minor effects (less than 0.02 eV) on the binding energies of oxygen on 

Ni (111) surface [226]. Hence, only the effects of electric field on the adsorption of CO2 and CO 

are considered. The field-induced changes in the binding energy of CO2 and CO adsorbed at the 

interface of Ni and SDC were calculated as follows: 

∆𝐸𝑎𝑑𝑠 =  𝐸𝑎𝑑𝑠(with electric field) − 𝐸𝑎𝑑𝑠(without electric field)           (3-16) 

Figure 3-5 indicates that, under an electric field smaller than 0.5 V/Å, the effects of the electric 

field on the adsorption energies of CO2 and CO are small (< 0.03 eV). This result is expected, 

because these species are not ionic and should not be severely affected by an electric field. 

Therefore, effects of electric field on CO2 adsorption and CO desorption can be neglected.  
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Figure 3-5. Field-induced change in the binding energies of CO2 and CO adsorbed at the interface of Ni and 

SDC. 

Hence, only effect of electric field was considered for charge transfer reactions. In addition, both 

one- or two-electron charge transfer processes were considered. The overall reaction of CO2 

electrolysis in SOEC involves two electrons’ transfer in total. Herein, three situations were 

considered for Model 1: i) two-electron charge transfer for R2 (this will be referred to as T2); ii) 

two-electron charge transfer for R4 (this will be referred to as T4); iii) one-electron charge transfer 

for R2 and R4 (this will be referred to as O24). For Model 2, there is only one situation: two-

electron charge transfer for R2. The corrected forward and backward rate constants were 

implemented in the microkinetic model to recalculate the surface coverages and rates at the applied 

voltage. The calculated rate constants and equilibrium constants for the four possibilities of charge 

transfer steps at a representative electrode overpotential of 0.3V (relatively low potential) and at a 

temperature of 1000 K are presented in Table S3-6 of the SI. 

Table 3-4. The overall rates and the rate control factors XRC for the four situations at a cathode bias potential 

of 0.3 V calculated at 1000K.  
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Model Charge transfer step 
XRC (Rate-

controlling step) 

Overall rate 

(s−1) 

Model 1 

R2 0.64 (R3) 1.22  104 

R4 0.41 (R3) 5.39  103 

R2+R4 0.60 (R3) 9.81  103 

    

Model 2 R2 0.65 (R3) 1.17  104 

Table 3-4 summarizes the overall rates calculated for the four possibilities of charge transfer steps, 

and the corresponding rate control factors determined using Campbell’s analysis at a cathode bias 

potential of η = 0.3 V. The results indicate that CO desorption (R3) is always the rate-controlling 

step at the bias potential of η = 0.3 V for both models. This result is reasonable because studies 

have found that CO2 reduction is hindered on the CO poisoned transition metals which suggests 

that catalysts are strongly bonded with CO [229].  

Comparison of Table 3-2 and Table 3-4 shows that the maximum overall rate obtained at η = 0.3 V 

(1.22  104 s-1) is almost two orders of magnitude higher than the rate at η = 0 V for Model 1. This 

reflects the promoting effect of applied potential on CO2 reduction. However, by considering the 

effect of potential, the overall rates and rate controlling step of Model 2 remain unchanged. This is 

because XRC for the charge transfer step R2 is approximately 0 which means that this step has 

almost no effect to the overall rates. Therefore, the rate constants of R2 modified by the potential 

will not affect the overall rates and rate controlling step when R2 is the charge transfer step. 

Moreover, the micro-kinetics analysis exhibits that with the increase of electrode overpotential 

from 0 to 0.3 V, the rate controlling step of Model 2 is unaltered which is the CO desorption step 

(R3).   
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Figure 3-6 shows that the rate-controlling steps changes from oxygen spillover (R4) to CO 

desorption (R3) when the electrode overpotentials are increased in the three charge transfer 

pathways for Model 1.  

 

Figure 3-6. Campbell’s degree of rate control (XRC) analysis of CO2 reduction for Model 1 as a function of 

electrode overpotentials (T = 1000 K). (a): Two-electron charge transfer for R2 (T2); (b): Two-electron 

charge transfer for R4 (T4); (c): One-electron charge transfer for R2 and R4 (O24). 

3.4.3. Polarization Curves 

The kinetic relationship between cell voltage and current density is represented by the simulated 

polarization curves. To simplify the calculations, this study assumed that: i) mass transfer is not the 

limiting step under low overpotentials; ii) ohmic losses are neglected due to the high ionic 

conductivity of SDC; and iii) anode potential is fixed at its equilibrium potential. Thus, the cell 

voltage vs. OCV is equal to the cathode bias potential in this study. The current density is calculated 

using the Butler-Volmer Equation, i = zerΓ [225], where i denotes the current density (A·cm−2), z 

is the number of electrons involved in the overall reaction, r represents the overall reaction rate 

(s−1) calculated from microkinetic model, and Γ is the number of active sites per surface area (cm−2). 

The simulated polarization curves of three charge-transfer possibilities for Model 1 are depicted in 

Figure 7. The dash black-line in that figure represents the experimental polarization curve 53 for a 
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solid oxide electrolysis button cell with Ni/YSZ as cathode at the operating condition of 700℃ 

(973K) and CO2/CO molar ratio of 2/1, which are similar operating conditions for which the present 

model is valid. 

 

Figure 3-7. Simulated polarization curves of 3 situations of CO2 reduction for Model 1 calculated at 1000K. 

(Blue line: Two-electron charge transfer for R2 (T2); red line: Two-electron charge transfer for R4 (T4); 

green line: One-electron charge transfer for R2 and R4 (O24).) The dash line is experimental polarization 

curve 53 for a solid oxide electrolysis button cell with Ni/YSZ as cathode (700◦C with CO2/CO molar ratio 

of 2/1). 

As shown in Figure 3-7, the polarization curves are consistent with experimental observations at 

low cathode overpotentials (0-0.3V), i.e. the current density increases with increasing cell voltages 

[31, 58]. However, at higher overpotentials, the simulated results deviate from the experiments. 

This is because, at large overpotentials, mass transfer becomes the limiting step for the electrolysis 

of CO2 [224, 225], which is not considered in the present microkinetic model. Note that the analysis 

shows that the two-electrons charge transfer on R2 (T2) yields higher current density than the other 

pathways (T4 and O24). As we mentioned, compared to YSZ, SDC exhibit higher ionic 

conductivity at intermediate temperatures (600-750℃) [28-30]. Therefore, it can be speculated that 
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Ni/SDC has relatively better performance than Ni/YSZ at 700℃. The polarization curve for the 

SOEC with Ni/SDC cathode would shift slightly left compared with that of Ni/YSZ in Figure 3-7. 

These results may indicate that two-electron charge transfer for R4 (T4) is most unlikely to occur 

in the actual setting due to its most deviation with experiment data; however, the sensitivity of other 

key parameters on the system (e.g. thickness of the electrolyte) is needed to further support the 

electron charge transfer mechanisms in this system. 

As for the polarization curves for Model 2, the current density remains constant with increasing 

cell voltage (Figure S3-5 in the SI), which is not reasonable. This is because CO desorption (R3) 

is the rate-controlling step in Model 2 regardless of the potential. As discussed before, the 

modification of rate constants for the charge transfer step R2 under applied potentials has no effects 

to the overall rate. Constant overall rate leads to the unchanged current density. Herein, Model 2 

may account for a small fraction in an actual situation because its polarization curves may deviate 

significantly from experimental results for Ni/SDC cathode of SOEC. This is predictable since the 

interface oxygen vacancy of Model 2 is more difficult to form compared with other surface oxygen 

vacancies. Note that at low cathode overpotential (0-0.3V), the current density of Model 2 (~1.2 

A·cm−2) is higher than that of Model 1. This also reveals that Ni-SDC with interface oxygen 

vacancies facilitates CO2 reduction process. Insufficient adsorption of CO2 is also the limitation 

that leads to the local starvation of CO2, thus restricting the current efficiency and cell performance 

[229-231]. Therefore, introducing more interface oxygen vacancies is critical to SOEC 

performance.  

3.5. Summary 

To achieve the objective 1 (a) and (b) of this thesis, i.e. elucidating CO2 electroreduction 



61 

 

mechanism for Ni/SDC, a DFT based microkinetic modeling study under SOEC operating 

conditions was performed and used to gain insight on the overall CO2 reduction process on Ni/SDC 

cathode and to determine the rate-controlling steps. The DFT study performed in this part of the 

research found out that the interface oxygen vacancy can enhance CO2 adsorption and further 

promote CO2 reduction by lowering its energy barrier. Considering the effect of electric potential 

and possibility of one- or two-electron charge transfer processes at various elementary steps, a 

microkinetic analysis has shown that the rate-controlling step changed from the oxygen spillover 

step to the CO desorption step with an increase in cathode overpotential on Ni(111)/SDC surface 

with non-interface oxygen vacancy (Model 1). However, once interface oxygen vacancy is 

considered (i.e. Model 2), the results indicate that CO desorption is the dominating rate-controlling 

step regardless of the cathode overpotential. This model also has some limitations, e.g. lacking 

consideration of ionic conduction, gas diffusion, and the thickness of electrode and electrolyte 

effects, which motivated the development of more detailed multiphysics model, which is the main 

subject presented in the next Chapter. 
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4. Chapter 4. CO2 Electrolysis at Ni/SDC Cathode by 

Coupled Ab-initio and Multiphysics Simulations  

The microkinetic modelling presented in the previous Chapter cannot consider ionic conduction, 

gas diffusion, and the thickness of electrode and electrolyte effects. To study the CO2 electrolysis 

process at a larger scale by considering ionic/electronic conduction and transport processes, a DFT-

based multiphysics model for CO2 reduction at the cathode of Ni/ SDC in SOEC was developed 

for a cathode supported button cell. Compared to the current multi-physics SOEC models: the 

present study considers the following features: 1) the pre-exponential factors and activation 

energies for each elementary step were determined from DFT. 2) three reaction mechanisms were 

proposed for the first time to describe the charge transfer steps. Sensitivity analysis, the effects of 

CO/CO2 ratio and temperature, and the spatial distributions of adsorbate species, in particular 

carbon deposition, are presented in this Chapter. 

4.1. Introduction  

Identifying optimal conditions for electrochemical cell operation requires knowledge of the CO2 

reduction mechanism. Compared with experimental analysis, computational modelling and 

simulation are more effective tools to investigate the underlying mechanisms of CO2 reduction in 

SOEC, especially to study surface adsorbate distributions, in particular when their coverages are 

too low to be detected, or hardly accessible using experimental tests. 

Multiscale models with elementary reaction kinetics through coupled ab-initio calculations and 

physics-based simulation are crucial to provide more detailed and accurate mechanistic insights 

into CO2 reduction in SOEC. However, there are still no reported studies about that. Although the 

current computational models with fitted kinetic data work well in many circumstances, developing 
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a robust DFT-based multi-scale model is also essential to avoid time-consuming and expensive 

procedures [38, 43]. 

Elementary reaction kinetics should be incorporated in the computational models to provide 

insights in revealing the reaction mechanisms. In fact, many mathematical models have been 

developed with detailed heterogeneous chemistry, coupled with ionic/electronic conduction and 

gas-phase transport for CO2 electrolysis in SOEC. However, most of the current models in SOEC 

are 1D models [56, 179, 184, 188]. 1D geometry does not represent a real cell, even the simplest 

button cell. In addition, they are usually unable to represent accurately boundary conditions at the 

inlet/outlet of the cell. On the other hand, 2D models are accurate representations of button cell 

because of the axisymmetry of such cell. Until now, there is only one 2D SOEC model with detailed 

heterogeneous catalysis and electrochemical reactions reported in the open literature [183]. Most 

of the previous reported studies used the kinetic data from [232], for which many kinetic data were 

obtained from unity bond index-quadratic exponential potential (UBI-QEP) method; however, 

many were subsequently modified to make the model thermodynamic consistent. In addition, UBI-

QEP employs a few thermodynamic observables (gas-phase bond energies and atomic 

chemisorption energies) which DFT does not require [233].  

In addition, there is still a gap in the literature regarding the most likely reaction mechanism of 

charge transfer step. One-step oxygen ion spillover from Ni surface to YSZ surface, i.e. O2-(Ni) + 

(YSZ)  ↔ O2−(YSZ) + Ni(s), is used to describe the charge transfer step [183-185]. Two-step 

charge-transfer mechanism was also used to describe the reaction and transfer processes of CO-

CO2 electrochemical conversion. For example, Yurkiv et al. [186] investigated three different 

spillover mechanisms for electrochemical CO oxidation at Ni/YSZ anodes. That study reported 

that the best agreement with the experimental data was obtained when two consecutive single-
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electron charge-transfer steps from O2-(YSZ) via O-(YSZ) to O(Ni) were considered. Shi et al. [187] 

developed an elementary reaction model for reversible CO-CO2 electrochemical conversion to 

couple two charge-transfer reactions, i.e. C(Ni)+O2-(YSZ)↔CO(Ni)+(YSZ)+2e- and CO(Ni)+O2-

(YSZ)↔CO2(Ni)+(YSZ)+2e-.  

However, CO2 reduction on Ni surface and the following oxygen spillover step from Ni to YSZ are 

all key surface reactions at the TPB. The possible charge transfer step could be: i) the two-electron 

charge-transfer step for interface electrochemical reaction (CO2(Ni)+(Ni)+2e-↔ CO(Ni)+O2-(Ni)); 

ii) the two-electron charge-transfer step for O2-(Ni) + (YSZ) ↔ O2−(YSZ) + Ni(s), or iii) the two 

consecutive single-electron charge-transfer steps involving these two reactions. CO2(Ni) + (Ni)+e- 

↔ CO(Ni)+O- (Ni) and O-(Ni) + (YSZ) +e- ↔ O2−(YSZ) + Ni(s). Having access to this insight 

allows the identification of the mechanism that leads to a dependence of species coverage on the 

applied voltage and offers more accurate predictions for the experimental phenomena. 

In the present study, a DFT-based 2D multi-scale model for SOEC button cell was built to validate 

the proposed reaction mechanisms obtained from DFT calculations. Compared to the previously 

reported models, the present model not only adopted the pre-exponential factors and activation 

energies of each elementary step calculated from DFT, but also considered three possible charge 

transfer steps. The multi-physics model includes coupled elementary catalytic and electrochemical 

reactions, ionic/electronic conduction, and transport processes within the cell. Comparison between 

experimental and simulated polarization curves were carried out to determine the most possible 

reaction mechanism. Also, a sensitivity analysis was performed to analyze the impact of every 

elementary step on the current density, and thereby determine the rate controlling step. The effect 

of CO/CO2 ratio and the 2D spatial distributions of gas and adsorbate species were analyzed to 

provide a better understanding of CO2 electrolysis process in SOEC.  
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4.2. Model Development and Governing Equations 

4.2.1. Geometry and Assumptions 

The 3D geometry, as shown in Figure 4-1(a), represents the SOEC button cell (green region) and 

the corresponding gas channels for both anode (orange region) and cathode (blue region). Figure 

4-1(b) shows the computational domain of the 2D continuum transport model used in the present 

study. A cathode supported SOEC cell was adopted in this study. It consists of a Ni/SDC negative 

electrode support layer (500 μm), a YSZ electrolyte layer (20 μm), and a lanthanum strontium 

manganate (LSM) anode (15 μm). The diameter of the anode is 1.3 cm, and the diameter of the 

remaining layers is 2.6 cm. The thickness of the wall in between the inner and outer fuel channel 

is 1mm. These dimensions were built referring to a previously reported cathode supported SOEC 

study [58] so as to make the results of this study comparable with the aforementioned experimental 

study. The anode electrode is exposed to the ambient air. The fuel channel is feed with CO/CO2 gas 

mixtures. Figure 4-1(c) illustrates the microkinetic model showing the TPB and the main 

elementary reactions for CO2 reduction over Ni/SDC, which are coupled with the continuum model. 

Figure 4-1(d) depicts the Ni(111)/SDC surface model used for the kinetics calculations of the 

elementary steps using DFT.  

The assumptions made in the present model are as follows: (1) the model is isothermal; (2) the gas 

mixtures are assumed to be ideal gases; (3) heterogeneous thermochemical and electrochemical 

reactions are assumed to take place on both the Ni and SDC surfaces; the active reaction sites are 

assumed to be uniformly distributed; (4) the oxygen ion transfer reaction from SDC to YSZ is 

neglected due to their similar properties as ceramic materials [28, 29]. Because the focus of the 

present work is on the cathode, only a global reaction is considered at the anode. 
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Figure 4-1. (a) Schematic of SOEC button cell and gas channel; (b) 2D continuum transport model used in 

the present study. (c) Microkinetic model showing the triple phase boundary (TPB) and main elementary 

reactions for CO2 reduction over Ni/SDC, which is coupled with the continuum model. (d) The Ni(111)/SDC 

surface model used for the DFT kinetics calculations of the elementary steps.  

4.2.2. Heterogeneous Chemistry 

In the cathode, the CO2 reduction mechanism on Ni(111)/SDC surface and reaction kinetic data 

calculated from DFT for every elementary step from one of our previous studies [52] were used in 

this study. Arrhenius parameters for the rate constants k are formulated as follows:  

𝑘 = 𝐴 𝑇𝑛𝑒𝑥𝑝 (−
𝐸𝑎

𝑅𝑇
)                                                             (4-1) 

where A, n and 𝐸𝑎  are the pre-exponential factor, temperature exponent and activation energy, 

respectively. The pre-exponential factor of the surface reactions and desorption were calculated 

from the vibrational frequencies using DFT [52]. 𝐸𝑎 was also obtained from DFT analysis. The 
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complete reaction mechanism for SOEC CO2 reduction, composed of 10 reactions at the cathode, 

is shown in Table 4-1. Reaction r11 is the oxygen evolution reaction at the anode. The current 

density in the anode is expressed by the global Butler-Volmer equation (equation 12 in Table 4-2). 

The reaction O(s) + O(s) ↔ O2 + Ni(s) + Ni(s) is neglected due to the extremely low partial oxygen 

pressure (10−20 atm) in the cathode during CO2 electrolysis [37, 49, 57]. 

Table 4-1. Heterogeneous reaction mechanism for CO2 electrolysis in SOEC. 

No. Reactions A (cm, mol, s)a na Ea (J/mol)a 

 Adsorption and Desorption on Ni surface 

r1 CO2 + Ni(s) → CO2(s) 1.000 × 10−04 b - 0 

r2 CO2(s) → CO2 + Ni(s) 3.433 × 10+05 0.0 49920 

r3 CO + Ni(s) → CO(s) 4.000 × 10−02 b - 0 

r4 CO(s) → CO + Ni(s) 6.989 × 10+10 0.0 174720 

 Surface reactions on Ni surface 

r5 CO2(s) + Ni(s) → CO(s) + O(s) 3.569 × 10+21 0.0 87360 

r6 CO(s) + O(s) → CO2(s) + Ni(s)  2.567 × 10+21 0.0 144960 

r7 CO (s) + Ni(s) → C(s) + O(s) 1.530 × 10+22 0.0 368640 

r8 C(s) +O(s) → CO(s) + Ni(s) 6.752 × 10+23 0.0 275520 

 Transfer of oxygen ions  

r9 O(s) + VSDC
∙∙  → O(SDC)+ Ni(s) 2.837 × 10+22 0.0 135360 

r10 O(SDC) + Ni(s) → O(s) + VSDC
∙∙  1.201 × 10+22 0.0 132480 

r11 OYSZ
2-  → ½ O2 + 2𝑒−+(YSZ) Global Butler-Volmer  

a Arrhenius parameters for the rate constants are written in the form: k = AT^n*exp(−Ea/RT). 

b Sticking coefficient. 
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4.2.3. Electrochemistry 

When the electrode overpotential is taken into account, the following equations were used to 

modify the rate constants for surface reactions involving charge transfer. The forward kf,CT, and 

reverse kr,CT, charge transfer (CT) reaction rate constants are as follows: 

𝑘𝑓,𝐶𝑇 = 𝑘𝑓,𝐶𝑇 
0 exp (−

𝐸𝑓.𝐶𝑇
𝑎

𝑅𝑇
) exp (

𝛽𝑧𝐹

𝑅𝑇
𝜂𝑐𝑎)                                                 (4-2) 

𝑘𝑟,𝐶𝑇 = 𝑘𝑟,𝐶𝑇
0  exp (−

𝐸𝑟.𝐶𝑇
𝑎

𝑅𝑇
) exp (

−(1−𝛽)𝑧𝐹

𝑅𝑇
𝜂𝑐𝑎)                                           (4-3) 

where 𝑘𝑓,𝐶𝑇
0   and 𝑘𝑟,𝐶𝑇

0   are the pre-exponential factors; 𝐸𝑓,𝐶𝑇
𝑎   and 𝐸𝑟,𝐶𝑇

𝑎   are the thermal activation 

energies;  z is the number of electrons transferred in the electrochemical reaction, 𝛽 is the charge 

transfer coefficient, 𝜂𝑐𝑎 is the cathodic overpotential (V), and F is the Faraday constant (96,487 

C·mol-1).  

The overall electrochemical reduction of CO2 at the Ni-SDC cathode can be expressed as follows: 

CO2(g)+ 2e-+ VO
∙∙ (SDC)→CO(g)+OO

×
(SDC)                                    (4-4) 

In the present study, the possibilities of charge transfer steps involving one-or two-electron charge 

transfers were considered. The overall reaction of CO2 electrolysis in SOEC involves two electrons’ 

transfer in total. Herein, three reaction mechanisms were considered, as shown in Figure 4-2: i) 

reaction mechanism 1: two-electron charge transfer for CO2 reduction step: CO2(s) + Ni(s) + 2e- 

↔ CO(s) + O2-(s); ii) reaction mechanism 2: one-electron charge transfer for CO2 reduction step 

and oxygen spillover step respectively; and iii) reaction mechanism 3: two-electron charge transfer 

for oxygen spillover step: O2-(s) + VSDC
∙∙  ↔ OSDC

2-  + Ni(s). These charge transfers are chosen because 

the CO2 reduction step and oxygen spillover step are the main elementary surface reactions (except 

the surface adsorption/desorption and carbon formation). 



69 

 

 

Figure 4-2. Three reaction mechanisms involving different charge transfer steps. 

4.2.4. Governing Equations 

The present model integrates detailed elementary chemical and electrochemical reactions with 

ionic/electronic conduction and gas transport processes in SOEC. The main governing equations, 

including heterogeneous chemistry/electrochemistry, mass conservation, charge conservation and 

momentum conservation, are summarized in Table 4-2. The nomenclature section of this study 

provides the definition for each of the variables and parameters listed in Table 4-2 and used 

throughout the manuscript. More details about the model can be found elsewhere [57, 58, 188]. 

Note that for surface chemistry, the reaction rate is usually expressed as a function of the surface 

coverage 𝜃𝑖, which is defined as follows [234]: 

 𝜃𝑖 =
𝑐𝑖

Γ
                                                                         (4-5) 
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where 𝑐𝑖 is the concentration of species i (mol·m-2) and  Γ is the area-specific density of Ni (mol·m-

2). The uncovered Ni surface is treated as a dummy surface species. 

Table 4-2. Main SOEC cell governing equations [57, 58] 

Heterogeneous chemistry and electrochemistry No. 

Reaction rate constant of 

surface reactions and 

desorption reactions in 

Arrhenius form (m, mol, 

s) 

𝑘𝑚 = A𝑚𝑇𝛽𝑚𝑒𝑥𝑝 (−
𝐸𝑚

𝑅𝑇
) ∏ 𝜃𝑖

𝜇𝑘𝑚
𝐾𝑠

𝑘=1
𝑒𝑥𝑝 (−

𝜀𝑘𝑚𝜃𝑖

𝑅𝑇
) (4-6) 

Net production rate for 

species i (mol·m-2) 
𝑠𝑖 = ∑(𝑣𝑖

′′ − 𝑣𝑖
′) (𝑘𝑓,𝑚 ∏ 𝑐𝑖

𝑣𝑖
′

𝑅𝑓,𝑚

− 𝑘𝑟,𝑚 ∏ 𝑐𝑖

𝑣𝑖
′′

𝑅𝑟,𝑚

) 

𝑚

 (4-7) 

Charge transfer (CT) 

reaction rates (mol·m-2) 
𝑟𝑚 = 𝑘𝑓,𝐶𝑇 ∏ 𝑐𝑖

𝑣𝑖
′

𝑅𝑓,𝑚

− 𝑘𝑟,𝐶𝑇 ∏ 𝑐𝑖

𝑣𝑖
′′

𝑅𝑟,𝑚

 (4-8) 

Charge transfer  

Ionic charge conservation 

at the electrolyte 
∇ ⋅ (−𝜎ion, elyte ∇𝑉ion, elyte ) = 0 (4-9) 

Electronic and ionic 

charge conservation at the 

anode and the cathode 

∇ ⋅ (−𝜎elec
eff ∇𝑉elec) = 𝑄elec  = −∇ ⋅ (−𝜎ion

eff ∇𝑉ion) = −𝑄𝑖𝑜𝑛 (4-10) 

Current source derived 

from electrochemical 

reactions in the cathode 

(A·m-3) 

𝑄𝑐𝑎 = 2𝐹 × 𝑆𝑇𝑃𝐵,𝑐𝑎 × ∑ 𝑟𝑚

𝑚

 (4-11) 

Exchange current density 

in the anode (A·m-2) 
𝑖0,𝑎𝑛 =

𝛾𝑅𝑇

4𝐹
𝑒𝑥𝑝 (−

𝐸𝑎𝑛

𝑅𝑇
) (𝑃𝑂2

𝑎𝑛)0.25 (4-12) 
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Global Butler-Volmer 

expression for the current 

source in the anode (A·m-

3) 

𝑄ion,𝑎𝑛 = −𝑖0,an𝑆𝑇𝑃𝐵,𝑎𝑛

× (
𝑐𝑂2

𝑇𝑃𝐵

𝑐𝑂2

bulk
𝑒𝑥𝑝 (

𝛼𝑧𝐹𝜂𝑐𝑎

𝑅𝑇
)

− 𝑒𝑥𝑝 (−
(1 − 𝛼)𝑧𝐹𝜂𝑐𝑎

𝑅𝑇
)) 

(4-13) 

Overpotential at the 

cathode (V) 
 𝜂𝑐𝑎 = 𝑉𝑒𝑙𝑒𝑐,𝑐𝑎 − 𝑉𝑖𝑜𝑛,𝑐𝑎 − 𝑉𝑟𝑒𝑓,𝑐𝑎 (4-14) 

Overpotential at the anode 

(V) 
𝜂𝑎𝑛 = 𝑉𝑒𝑙𝑒𝑐,𝑎𝑛 − 𝑉𝑖𝑜𝑛,𝑎𝑛 − 𝑉𝑟𝑒𝑓,𝑎𝑛 (4-15) 

Applied voltage (V) 𝑉𝑐𝑒𝑙𝑙 =  𝑉𝑟𝑒𝑓,𝑎𝑛 − 𝑉𝑟𝑒𝑓,𝑐𝑎 +  𝜂 (4-16) 

Open circuit voltage (V) 𝑂𝐶𝑉 =
−∆𝐺0

𝑛𝐹
−

𝑅𝑇

𝑛𝐹
∗ 𝑙𝑛 (

𝐶𝐶𝑂(𝐶𝑂2
)0.5

𝐶𝐶𝑂2

) (4-17) 

Mass transfer  

Gas transport in the 

porous electrodes as well 

as fuel/gas supply channel 

(extended Fick’s model 

(EFM)) 

𝜀
𝜕𝑐𝑖,𝑔

𝜕𝑡
+ 𝛻(−𝐷𝑖

𝑒𝑓𝑓
𝛻𝑐𝑖,𝑔) +  𝑢𝛻𝑐𝑖,𝑔 = 𝑠𝑖,𝑔 (4-18) 

Effective diffusivity of 

gaseous species (m2 s−1) 
𝐷𝑖

𝑒𝑓𝑓
= (

1

𝐷𝑖,𝑚𝑜𝑙𝑒
𝑒𝑓𝑓

+
1

𝐷𝑖,𝑘𝑛
𝑒𝑓𝑓

)

−1

 (4-19) 

Effective molecular 

diffusion coefficient (m2 

s−1) 

𝐷𝑖,𝑚𝑜𝑙𝑒
𝑒𝑓𝑓

=
1 − 𝑥𝑖

∑ (𝑥𝑗/𝐷𝑖,𝑗
𝑒𝑓𝑓

)𝑛
𝑗=1,≠𝑖

 (4-20) 

Effective binary 

molecular diffusion 

coefficient (m2 s−1) 

𝐷𝑖,𝑗
𝑒𝑓𝑓

=
𝜀

𝜏
𝐷𝑖,𝑗 =

0.00101𝜀𝑇1.75(
1

𝑀𝑖
+

1
𝑀𝑗

)1/2

𝜏𝑃(𝑉
𝑖

1
3 + 𝑉𝑗

1/3
)2

 (4-21) 

Effective Knudsen 

diffusion coefficient (m2 

s−1) 

𝐷𝑖,𝑘𝑛
𝑒𝑓𝑓

=
𝜀

𝜏
𝐷𝑖,𝑘𝑛 =

4

3

𝜀

𝜏
𝑟𝑝 √

8𝑅𝑇

𝜋𝑀𝑖
 (4-22) 

Momentum conservation   
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Brinkman equation and 

the Darcy’s law (in the 

fuel/gas supply channel 

and porous electrodes) 

𝜌
𝜕𝑢

𝜕𝑡
+𝜌(𝑢 ∙ 𝛻)𝑢 = 𝛻 ∙ [−𝑃𝐼 + 𝜇(𝛻𝑢 + (𝛻𝑢)𝑇) −

2𝜇

3
(𝛻𝑢)𝐼] + 𝐹 −

𝐾

𝜇
𝛻P (4-23) 

 

The cathode reference potential 𝑉𝑟𝑒𝑓,𝑐𝑎 was set to zero. Then 𝑉𝑟𝑒𝑓,𝑎𝑛 equals to the Open circuit 

voltage (OCV). 

4.2.5. Model Parameters and Boundary Conditions 

The operating parameters used in this study are summarized in Table 4-3. The cathode supported 

SOEC geometry and model parameters were taken from a previous experimental work [58].  

Table 4-3. Operating parameters[57, 58, 188] 

Parameters Value Units 

Cathode   

Thickness (H), radius (r) 5.0×10-4, 1.3×10-2 m 

Porosity (ε) 0.4  

Tortuosity(τ) 1.2  

Ni electronic conductivity(𝜎𝑁𝑖) (3.27×106-1060.3[1/K]×T) s•m-1 

Surface site density of Ni (Γ) 5.1×10-5 mol•m-2 

Effective TPB area (𝑆𝑇𝑃𝐵,𝑐𝑎) 1.8×106 m2•m-3 

Symmetry factor β 0.5  

Fuel channel radius, wall thickness 6.5×10-3, 1.0×10-3 m 

Outlet fuel channel radius 1.3×10-2 m 

Inlet fuel velocity 0.05 m•s-1 

Surface diffusion coefficient of CO  

on Ni surface (DCO) 
2.85×10-5·exp(-19307[K]/T) m2•s-1 

Surface diffusion coefficient of CO2  

on Ni surface (DCO2
) 1.20×10-9·exp(-3472[K]/T) m2•s-1 

Surface diffusion coefficient of C on 

Ni surface (DC) 
3.5×10-9·exp(-3472[K]/T) m2•s-1 

Surface diffusion coefficient of O  on 

Ni surface (DO) 
6.3×10-7·exp(-7373[K]/T) m2•s-1 

Electrolyte   

Thickness (H), radius (r) 2.0×10-5, 1.3×10-2 m 

YSZ ionic conductivity (𝜎𝑌𝑆𝑍) 3.34×104·exp(-10300[K]/T) s•m-1 

Anode   

Thickness (H), radius (r) 1.5×10-5, 6.5×10-3 m 
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Porosity (ε) 0.35  

Tortuosity(τ) 1.5  

LSM electronic conductivity(𝜎𝐿𝑆𝑀) 4.2×107[S·K/m]/T·exp(-1150[K]/T) s•m-1 

Symmetry factor 𝛼 0.25  

𝛾 in the exchange current density 1.06×10-9 Ω−1•m−2 

Inlet air channel radius 6.5×10-3 m 

 

The boundary conditions of the governing equations for charge transfer and mass transfer are listed 

in Table 4-4. These boundary conditions are the same as those reported in the references [57, 183]. 

Details regarding the mathematical descriptions for each of these boundary conditions can be found 

elsewhere [182]. 

Table 4-4. Boundary conditions 

 Air channel 
Channel 

/Anode 

Anode 

/Electrolyte 

Cathode 

/Electrolyte 

Channel 

/Cathode 
Fuel channel 

Ionic 

charge 
N/A Insulation Continuity Continuity Insulation N/A 

Electronic 

charge 
N/A 

Specified 

voltage 
Insulation Insulation 

Electric 

ground 
N/A 

Mass O2/N2 mass Continuity No flux No flux Continuity 
CO2/CO 

mass 

Momentum 
Flow rate, 

Pressure 
Continuity 

Wall (no-

slip) 

Wall (no-

slip) 
Continuity 

Flow rate, 

Pressure 

 

4.3. Computational Model  

The model described above was implemented in the finite element commercial software COMSOL 

MULTIPHYSICS®. The button cell performance was calculated at a given cell voltage 𝑉𝑐𝑒𝑙𝑙. The 

average current density at a given cell voltage was calculated from the total volumetric current 

densities. A complete polarization curve was generated by setting different cell voltages and 

running model calculations at each voltage. The physics-controlled mesh was employed in the 2D 

domain with triangular mesh elements and “Extra fine” element size. The estimated relative error 
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in Newton iterations is set by the specified tolerance of 10-3. The simulations were conducted using 

multifrontal massively parallel sparse (MUMPS) direct solver. The compressible Brinkman 

equation and Darcy’s law were used for the momentum conservation in the fuel/gas supply 

channels and porous electrodes [185]. Extended Fick’s model (EFM) was used to describe the 

diffusion of gas species in the porous electrodes as well as fuel/gas supply channels. Charge 

balances were formulated using generic Ohm’s law.  

4.4. Results and Discussion 

4.4.1. Model Validation 

In the present model, three parameters were adjusted to reproduce an acceptable polarization curve 

obtained experimentally under a CO/CO2 ratio of 1/2  and at 700℃ [58]. More precisely, the fitting 

was performed by matching the current density at a selected voltage of 1.25 V which lies in the 

middle of the voltage range considered in [58]. The three fitted parameters are the sticking 

coefficients for CO2 and CO adsorption and the pre-exponential factor of k5. The two sticking 

coefficients were originally taken from [232], i.e. 1×10−5  for CO2
 and 5×10−1 for CO, which were 

determined from fitting experimental data. The sticking coefficient is a function of surface 

coverage, which becomes smaller with a higher surface coverage [235]. Due to the dependence on 

surface coverage, the values of sticking coefficients can be manually adjusted through trial-and-

error simulations. The resulting values were found to be 1×10−4 for CO2 and 4×10−2 for CO (Table 

4-1). The changes from the initial values (×10 for CO2 and ×0.08 for CO) are consistent with the 

resulting calculated low surface coverage of CO2 and high surface coverage of CO. It was found 

that the model’s convergence is sensitive to the value of the pre-exponential factor of k5, which 

was also adjusted through simulations. The calculated pre-exponential factor of k5 from DFT is 



75 

 

3.569 × 1022 cm^2/mol/s, which was reduced by an order of magnitude using manual tuning to 

obtain acceptable results that are comparable with experimental observations. A comparison 

between the experimentally observed [58] and simulated polarization curves using the three 

reaction mechanisms at 700 ℃ with a CO/CO2 molar ratio of 1/2 is shown in Figure 4-3. The 

cathode supported SOEC operating parameters used in this study were taken from [58]. The kinetic 

and system parameters were fixed and used to predict the current density at various applied voltages 

using three reaction mechanisms.  

 

Figure 4-3. Comparison of the experimentally observed [58] and simulated polarization curves using three 

reaction mechanisms (as shown in Figure 4-2) at 700 ℃ with a CO/CO2 molar ratio of 1/2.  

It can be observed that the simulated polarization curve using reaction mechanism 1, i.e. two-

electron charge transfer for CO2(s) + Ni(s) + 2e- ↔ CO(s) + O2-(s), fits best the experimental data. 

This indicates that reaction mechanism 1 is the most likely mechanism to dominate in the actual 

catalytic process. The deviations observed of the simulated polarization curves with respect to the 

experimental data using mechanism 2 and mechanism 3 in the high and low cell potential ranges, 
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respectively, are likely due to the underestimated overpotential effects on the CO2(s) + Ni(s) ↔ 

CO(s) + O(s) reaction in these two mechanisms. This observation also agrees with the conclusion 

that the two-electron charge transfer for oxygen spillover step (reaction mechanism 3) is highly 

unlikely to occur according to Chapter 3, as the polarization curve of this reaction mechanism 

shows the most deviations with experimental data. However, in Chapter 3, only overpotentials up 

to 0.3 V vs. open circuit voltage (OCV) were considered, because at high potentials, it is reported 

that mass transfer is always the limiting step for CO2 electrolysis [94, 224]. In the present multiscale 

model, by integrating the kinetic behavior and multiple gas transport processes, it was possible to 

predict the polarization curve for a wider overpotential window and compare with experimental 

data to infer the mechanism that agrees the best with experimental observations. 

Further model validation was conducted by comparing the polarization curve using reaction 

mechanism 1 with experimental data at different operating conditions. The kinetic and system 

parameters were fixed and used to predict the current density at various applied voltages, CO/CO2 

ratios and temperatures. Figure 4-4 shows the comparison between the experimentally observed 

[58] and simulated polarization curves using reaction mechanism 1 at (a) different temperature 

(650/700/750℃) with CO/CO2 molar ratio of 1 and (b) with various CO/CO2 molar ratios (2, 1 and 

0.5) at 700℃. As shown in Figure 4-4, in all cases the model predictions agree well with the 

experimental observations. From Figure 4-4, one could see that increasing the temperature and the 

ratio of CO2 in the inlet gas can both increase the current density and thus enhance the performance 

of direct CO2 electrolysis in SOEC. 
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Figure 4-4. Comparison between experimental data [58] and simulated polarization curves using reaction 

mechanism 1 at (a) different temperature (650/700/750℃) with CO/CO2 molar ratio of 1 and (b) with 

different CO/CO2 molar ratios (2, 1 and 0.5) at 700℃. 

4.4.2. Distribution of Current Density 

In Figure 4-5, the electronic and ionic current density distributions are examined along the axis-

symmetric line (r=0) from cathode to anode at overpotentials of 0.3V, 0.4V and 0.5V, respectively, 

under a CO/CO2 ratio of 1/2 and at 700℃. As shown in Figure 4-5, the results show that the current 

density increases as the overpotential increases (applied cell voltage increases since the OCV is 

constant due to the temperature and ratio of CO/CO2 are all the same for these cases).  

In Figure 4-5, both the electronic and ionic current densities remain nearly constant throughout the 

cathode support layer up to around 425 μm from the cathode/fuel channel interface, then they 

change rapidly within 75 μm of the cathode near the electrolyte. This result indicates that the 

electrochemical reaction takes place mainly within about 75 μm of the cathode. This observation 

is consistent with the conclusion that the depth of the electrochemical reaction zone is about 60-

100 μm as per previous simulation studies [184, 189, 236] and experimental study of Ni-YSZ anode 

supported SOFC [237]. 
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Figure 4-5.  Distribution of (a) local electronic and (b) ionic current density along the cell axis-symmetric 

line (r=0) from cathode to anode at overpotentials of 0.3V, 0.4V and 0.5V, respectively, at a CO/CO2 ratio 

of 1/2,  and at 700℃ for LSM/YSZ/Ni-SDC sandwiched button cell. 

4.4.3. Sensitivity Analysis of Elementary Steps 

To determine which elementary step has the most impact on the current density, the percentage 

change of current density under an overpotential of 0.4V and a CO/CO2 ratio of 1/2 at 700℃  was 

examined when the rate constants (pre-exponential factors) of every elementary reactions were 

changed by +/-10%. Note that sensitivity analysis at overpotentials of 0.3V and 0.5 V were also 

carried out and it was found that there was not much difference with that at 0.4V. 

 As shown in Figure 4-6, r3 and r4 (in Table 4-1), i.e. CO adsorption and desorption step, have 

more significant effects on the current density than the other elementary steps in this model. 

Increasing the rate constant of CO desorption and decreasing the rate constant of CO adsorption is 

expected to increase the current density. This observation is consistent with the DFT based micro-

kinetic study results which indicated that CO desorption is the rate controlling step at overpotentials 

above 0.15 V for the case of reaction mechanism 1 (CO2 reduction step as the charge transfer step) 

[52].  
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Figure 4-6. Percentage change of current density at an overpotential of 0.4V, a CO/CO2 ratio of 1/2 and at 

700℃ when the rate constants of every elementary reactions (a) increase by 10% and (b) decrease by 10%. 

The CO2 adsorption (r1) and desorption step (r2), as well as CO2 electroreduction step (r5) also 

have a relatively high effect on the current density as depicted in Figure 4-6. Those observations 

are consistent with those reported in a previous simulation study, i.e. CO surface diffusion and CO2 

adsorption may be co-limiting for CO2 direct electrolysis in SOEC [188]. The other elementary 

steps from r6 to r10 have little influence on the current density.  

4.4.4. Distribution of Gas and Adsorbed Surface Species  

The multiscale model presented in this study adopted a detailed elementary reaction mechanism, 

which allows to investigate the surface intermediate species distribution. Figure 4-7 shows the 

spatial distribution of molar fractions of gas species and surface coverage of adsorbate species at 

an overpotential of 0.5V under the operating condition of a CO/CO2 ratio of 1/2 and temperature 

of 700℃. In SOEC, the consumed CO2 is converted into CO and O2- by electrochemical reduction 

in the cathode. Oxygen ions are then migrated through the electrolyte and become O2 in the anode. 
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Accordingly, as shown in Figure 4-7(a), the molar fraction of CO2 decreases slowly in the fuel 

supply channel; however, a more rapid decrease is observed when CO2 reaches the cathode towards 

the cathode/electrolyte interface. The molar fraction of O2 increases more rapidly in the anode area 

as it approaches the anode/electrolyte interface.  

Carbon deposition in the nickel-based cells can accumulate on the catalysts surface and can lead to 

the deactivation of the catalysts, which must be considered during CO2 electrolysis [193, 238]. 

Figure 4-7 (b), (c) and (d) show the 2D spatial distribution of CO2(s), CO(s) and C(s) surface 

coverages in the cathode, respectively. The central area of the cathode in contact with the electrolyte 

and located below the anode is referred to as the electrochemical reaction zone, whereas the other 

area of cathode is referred to as the chemical reaction zone. Surface coverage of CO2(s) is relatively 

lower, while surface coverage of CO(s) and C(s) are relatively higher in the electrochemical 

reaction zone compared with those in chemical zone due to faster electroreduction of CO2.  

Due to the highest concentration of gas CO2 around the interface of electrochemical/chemical zone, 

as shown in Figure 4-7(a). The corresponding CO2 surface coverage is also the highest at interface 

of electrochemical/chemical zone compared with the rest of the cathode area as shown in Figure 

4-7(b). Another observation from Figure 4-7 is that the surface coverage of CO(s) shows an 

opposite trend compared with that of CO2(s) and C(s) from the interface of electrochemical/- 

chemical zone to the edge of chemical zone.  

From this figure, one can observe that the surface sites are almost fully covered by adsorbed CO 

molecules (i.e. more than 99%). Moreover, CO(s) has higher surface coverage and distributes 

uniformly in the electrochemical zone, where CO(s) dissociation leads to higher coverage of C(s). 

The surface coverage of C(s) was observed around 2.35×10-4 at the cathode at an overpotential of 

0.5V under the operating condition of a CO/CO2 ratio of 1/2 and temperature of 700℃, which is 
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comparable with the reported carbon surface coverage of 1.5×10-4 at the anode of SOFC with pure 

CO inlet at 700℃ [185].  

In this study, the surface coverage of CO(s) is about 0.991 on Ni surface at a CO/CO2 ratio of 1/2 

and 700℃. This might be ascribed to the high adsorption energy (174.72 kJ/mol) of CO on Ni 

calculated by DFT which indicates adsorbate CO is difficult to desorb from the surface. The 

calculated CO adsorption energy is consistent with that obtained in previous DFT studies (173–

200 kJ/mol) for CO adsorption on Ni surface [54, 216, 239]. Other fitting experimental data 

predicted that CO adsorption energy are within 135.7–167.36 kJ/mol [240-242]. It is also reported 

that CO(s) dominate on Ni surface with a coverage of 0.66 in a DFT-assisted microkinetic analysis 

of methane dry reforming on Ni catalyst under the conditions of 973.15 K, 10 bar with the BET 

area of Ni catalyst of 7.2 m2/g with the initial volume fractions of CH4 and CO2 being 0.5 and 0.5, 

respectively [54]. Currently, most of the multiphysics models of SOEC and SOFC used the reported 

reaction kinetics proposed by Deutschmann et al. [232], in which the adsorption energy of CO is 

111.27 kJ/mol. By using this value,  the species distribution was studied within the SOEC cathode 

[58]. The results indicate that (Ni) and CO(Ni) are the major species on the catalysts surface. It is 

also reported that most sites on the Ni surface are vacant sites, i.e. (Ni) has a surface coverage of > 

94% corresponding to a CO(Ni) surface coverage of 4.4% [188]. In order to verify the effect of CO 

adsorption energy on its surface coverage, we also performed the simulations by changing the CO 

adsorption energy from 174.72 kJ/mol to 157.25 kJ/mol (decrease by 10%) under the operation 

conditions of a CO/CO2 ratio of 1/2 and 700℃. The resulting θCO decreases from 0.991 to 0.989. 

This indicates that decreasing CO adsorption energy by 10% alone does not have much impact on 

the surface coverage of CO in the present study.  
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Figure 4-7. Spatial distribution of molar fractions of gas species and surface coverage of adsorbate species 

at an overpotential of 0.5V,  a CO/CO2 ratio of 1/2 and 700℃. (a) 2D spatial distribution of molar fractions 

of CO2 gas (in the cathode and gas channels) and O2 gas (in the anode and gas channels, respectively). 2D 

spatial distribution in the cathode near the electrolyte of (b) surface coverages of CO2(s), (c) surface 

coverage of CO(s), (d) surface coverage of C(s). 

Moreover, another discrepancy between DFT and the empirical reaction kinetics that affects the 

CO surface coverage is the energy barrier of CO dissociation into C. The energy barrier of this 

reaction calculated by DFT is 368.64 kJ/mol, which is considerably higher than that in the empirical 

reaction kinetics (116.12 kJ/mol). This might be because the DFT calculations were only conducted 

on Ni(111)/SDC surface. According to the literature [216], compared with Ni(211) surfaces, Ni(111) 

has a much lower activity for C−O bond breaking, and thus, flat surfaces are less susceptible to 

deactivation by coke. This DFT study literature reported a CO dissociation energy barrier of 290.42 

kJ/mol on Ni(111) surface. However, multiple lattice plane exists in an actual Ni catalysis. 

Therefore, the DFT calculations in this study overestimated the energy barrier of CO dissociation 



83 

 

step. In order to verify the influence of this overestimation, we also performed simulations by using 

the empirical CO dissociation energy barrier (116.12 kJ/mol) at a CO/CO2 ratio of 1/2 and 700℃. 

The results show that θCO decreases from 0.991 to 0.857. This implies that changing CO 

dissociation barrier has a noticeable impact on surface coverage of CO. 

These results imply that the disparity between DFT and empirical reaction kinetics can make a 

significant difference in the predicted absolute value of CO surface coverage. Nonetheless, the 

present multiscale model still provides reasonable predictions of relative surface species 

distributions. High θCO further supports the observation that CO desorption is the rate controlling 

step revealed by the sensitivity analysis depicted in Figure 4-6. 

Figure 4-8 shows the surface coverage distribution of adsorbed surface species ((a)CO(s), (b) O2-

(s), (c) CO2(s)) on Ni along the cell axisymmetric line (r=0) within the cathode at overpotentials 

from 0.1V to 0.5V, at a CO/CO2 ratio of 1/2 and at 700℃. The results show that the surface 

coverage of CO(s) (θCO) increases as the overpotential increases. This is due to the fact that CO(s) 

is a product of the charge transfer step (CO2(s) + Ni(s) + 2e- ↔ CO(s) + O2-(s)) in this study. The 

increase in overpotential allows for more charge transfer reactions to occur, thus leading to more 

CO being produced. In addition, the θCO increases when approaching the cathode/electrolyte 

interface, because more CO(s) is produced by the electrochemical reaction in this region, which 

has faster kinetics compared to that of the CO(s) production from the chemical reaction in other 

regions. This is indicated in the definition of rate constants of the electrochemical reactions (Eqs. 

4-1 and 4-2), with the addition of a term involving the overpotential decreases the energy barrier. 

Likewise, more electrochemical reaction occurring at the cathode/electrolyte interface leads to an 

increase of O2-(s) and decrease of CO2(s), as shown in Figure 4-8(b) and (c). Note that, different 

from surface coverages of CO(s) and O2-(s), the surface coverage of CO2(s) shows little variation 
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in chemical reaction zone with the increase of the overpotential but it decreases rapidly in the 

cathode towards the cathode/electrolyte interface. This is probably because the adsorption of CO2(s) 

in the chemical reaction zone can almost compensate its slow consumption, while in the 

electrochemical reaction zone, with the increase of the overpotential, the local starvation of CO2 

due to the sluggish adsorption of CO2(s) is insufficient to make up for its rapid consumption. 

Moreover, the variation of surface coverages of CO(s) and O2-(s) under different overpotentials in 

the chemical reaction zone might be due to the surface diffusion of these species on Ni from the 

high concentration zone close to cathode/electrolyte interface. However, the surface diffusion 

coefficient of CO2 on Ni surface is smaller compared to that of the other two species; hence, there 

is not an obvious variation among the surface coverage under different overpotentials. 

Figure 4-8(d) shows the surface coverage of CO(s) at overpotentials from 0.1V to 0.5V under 

different CO/CO2 inlet ratios. The molar ratio of CO in the inlet gas mixture has a much larger 

impact on its surface coverage than the overpotential itself. Less inlet CO gas results in lower 

surface coverage. 
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Figure 4-8. The effect of overpotential and CO/CO2 ratios on the surface coverage distribution of (a) CO(s), 

(b) O2-(s), (c) CO2(s) on Ni along the cell axisymmetric line (r=0) within the cathode at overpotentials from 

0.1V to 0.5V at a CO/CO2 ratio of 1/2, and at 700℃. (d) shows the surface coverage of CO(s) at the 

overpotential from 0.1V to 0.5V under different CO/CO2 inlet ratios.  

4.4.5. CO/CO2 Ratio and Temperature Effects 

As discussed in section 4.4.1, the CO/CO2 molar ratio in the inlet gas mixtures has a distinct impact 

on the electrochemical performance for CO2 electrolysis in SOEC. Herein, numerical simulations 

using different CO/CO2 molar ratios were performed to study the influence of this input variable 

on the simulated polarization curves and the surface coverage of C(s). The results are shown in 

Figure 4-9. 
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Figure 4-9. (a) Simulated polarization curves (b) Surface coverage of C(s) in the center of cathode surface 

using reaction mechanism 1 at 700 ℃ under different overpotentials and various CO/CO2 molar ratios. 

It can be observed that with the increasing proportion of CO2 in the inlet gas mixtures, the 

electrochemical performance is improved, which is consistent with experimental results [188, 243]. 

Currently, SOECs are usually operated with H2 and/or CO as the safe gas. The state-of-the-art fuel 

electrode consists of Ni metal as the electronic conductor and YSZ as the oxygen ion conductor 

[244]. Without the safe gas, Ni particles undergo surface oxidation and agglomeration in a high 

CO2-steam atmosphere, thus losing their electrical and catalytic activity, leading to poor redox 

stability, and eventually degrading the cell performance [60, 243, 245]. For long-term performance, 

the gas composition of the reactive gas needs to be optimized because of the trade-off between 

performance and durability.  

Moreover, the results show that high cell voltage conditions may cause an increase of the surface 

coverage of C(s) and the deposition of carbon on the surface of Ni catalyst. This has also been 

previously reported [183, 188]. At high cell voltages, carbon deposition on the active sites or within 

the porous electrode would reduce cell performance. In addition, with the increase of CO 

concentration in the inlet gas, the carbon deposition is also increased. This is reasonable since Ni 
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catalyst is well known to catalyse dissociation of carbon containing gases or disproportionation of 

CO (Boudouard reaction) leading to the formation of coke [243]. It was reported that the formation 

of coke only occurs at very high CO concentrations [246]. 

As shown in Table 4-5, another parameter that can affect carbon deposition is temperature. When 

there are large amounts of CO, carbon deposits through the boudouard reaction (CO + CO → CO2 

+ C) and this worsens as the temperature decreases. At the same ratio of CO/CO2 (1:1), when 

temperature decreases from 700℃ to 600℃, the carbon surface coverage increases significantly 

from 2.7 × 10-4  to 8.5 × 10-4. At 700℃, the carbon deposition keeps decreasing as the ratio of 

CO/CO2 decreasing from 9:1 to 1:9. A ratio of CO/CO2  less than 1:1 may be suitable because the 

current densities are quite close when increasing CO/CO2 ratio from 1:1 to 2:1 as shown in Figure 

4-4, however, the carbon deposition increased. Therefore, a temperature above 700 ℃ and an 

CO:CO2 inlet ratio less than 1:1 are expected to maintain low carbon deposition and high SOEC 

performance. A higher temperature in SOEC operation can provide better performance, however, 

it requires higher energy input and higher costs [247, 248]. 

Table 4-5. The effects of temperature and ratio of CO/CO2 on the surface coverage of C(s). The values are 

all calculated at an overpotential of 0.5V. 

Temperature (℃) Ratio of CO/CO2 Surface coverage of C(s) 

600 1:1 8.5 × 10-4 

650 9:1 1.2 × 10-3 

650 5:1 9.0 × 10-4 

650 1:1 6.5 × 10-4 

650 1:2 3.2 × 10-4 

700 1:9 9.1 × 10-5 

700 1:5 1.3 × 10-4 

700 1:4 1.5 × 10-4 
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700 1:3 1.8 × 10-4 

700 1:2 2.4 × 10-4 

700 1:1 2.7 × 10-4 

700 2:1 3.0 × 10-4 

700 3:1 3.8 × 10-4 

700 4:1 4.3 × 10-4 

700 5:1 4.7 × 10-4 

700 9:1 6.2 × 10-4 

4.4.6. Polarization Resistance  

The polarization resistances in the cathode under different CO/CO2 ratios at 700℃ and 

overpotential of 0.5V were also calculated as shown in Figure 4-10. The cathodic polarization 

resistances were calculated using the cathodic overpotential  𝜂𝑐𝑎  divided by the local current 

density in the cathode.  It can be seen that with the increasing of CO2 ratio of CO/CO2 inlet mixture, 

the polarization resistance in the cathode also increases. In addition, the cathodic polarization 

resistance increases more rapidly when CO:CO2 ratio changes from 1:5 to 1:9. These observations 

are consistent with that of experimental electrochemical impedance spectra (EIS) data by using Ni–

SDC as the cathode in microtubular cells [60] and Ni–Gadolinium-doped ceria (GDC)  as cathode 

[249]. This trend is due to increased activation polarization caused by reaction kinetics and 

concentration polarization caused by the gas diffusion. 
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Figure 4-10. Simulated polarization resistance (Ω·cm2) along the distance from cathode/fuel channel 

interface (μm) under various CO/CO2 molar ratios from 1:1 to 1:5 at 700 ℃ and overpotential of 0.5V. The 

inset figure is the simulated polarization resistance under CO/CO2 molar ratios of 1:9. 

These data also imply that too high CO2 concentration in the inlet mixture will cause large 

polarization resistance. Therefore, a CO:CO2 inlet ratio lager than 1:3 would be recommended to 

maintain a low resistance because when changing CO:CO2 ratio to 1:4 or 1:5, the resistance will 

increase rapidly. 

Note that the absolute value of simulated polarization resistance in the present study cannot be 

directly used to compare with experimental EIS data since this model cannot consider the evolution 

of catalysts, e.g. Ni oxidation, which is also another reason causing the fast-growing polarization 

resistance in high CO2 concentration [60]. 

4.5. Summary 

To overcome the limitations of the DFT based microkinetic model and achieve the objective 1 (c) 

this thesis, i.e. elucidating CO2 electroreduction mechanism for Ni/SDC, a 2D cathode-supported 

multiphysics model was built with Ni/SDC as the cathode materials. The kinetic data of surface 
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reactions and desorption were calculated by DFT while the pre-exponential factors of the CO2 and 

CO adsorption along with the pre-exponential factor of CO2 reduction were fitted to the 

experimental data. The multi-scale model was validated with reported experimental data. The 

model developed in this work has provided the following insights:  

(1) The most possible reaction mechanism is the one with CO2(s)+(s) 2e−↔ CO(s)+O(s)2- reaction 

as the charge transfer step. 

(2) The electrochemical reduction of CO2 takes place mainly within about 75 μm distance from the 

cathode/electrolyte interface. 

(3) CO(s) is the dominate species on Ni catalyst surface and CO desorption is the rate-controlling 

step.  

(4) A temperature above 700 ℃ and an CO:CO2 inlet ratio between 1:1~1:3 are recommended to 

maintain a low content of carbon deposition, low polarization resistance and high current density. 
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5. Chapter 5. CO2 Electrolysis at La(Sr)FeO3-based 

Cathode  

Despite the advantage of conventional Ni-ceramic materials, i.e. high catalytic activity, this cathode 

material encounters several limitations, such as Ni oxidation, sulfur poisoning, and carbon 

deposition [250]. Compared with Ni/YSZ or Ni/SDC, perovskite oxides have enhanced coking 

resistance but lower catalytic activity[31, 97]. Hence, it is highly desirable to develop such catalysts 

with high catalytic activity capable of efficient conversion of CO2 into CO. In this chapter, CO2 

electroreduction mechanism at La(Sr)FeO3-based cathode in SOEC were studied by coupling DFT 

calculations with a micro-kinetic analysis. In particular, the effects of Ni doping, Mn doping and 

co-doping of Ni and Mn on CO2 reduction reaction, electronic properties, oxygen vacancy 

formation and oxygen ion migration are investigated theoretically using DFT analysis. The 

performance of pure LSF and doped LSF under realistic SOEC operating conditions are evaluated 

through microkinetic modelling. 

5.1. Introduction 

La(Sr)FeO3 perovskite oxides (LSF) have been widely investigated as cathode materials for CO2 

electrolysis in SOEC because of their mixed ionic and electronic properties and good thermal 

compatibility with electrolyte YSZ [251]. Oxygen vacancy sites can act as hosts for CO2 chemical 

adsorption at high temperatures, and in this way CO2 can be activated favoring the electrochemical 

reduction [17, 30, 52, 94, 195, 252]. Moreover, cation substitution in transition-metal oxides is also 

an important approach to improve electrocatalysts through the optimization of their composition 

[37, 253]. LaFeO3 doped with lower valence cations of Sr and Ni in La(A-site metal) and Fe sites 
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(B-site metal), respectively, can promote the oxygen vacancies formation in order to maintain the 

system electrically neutral [35, 110, 113]. La0.6Sr0.4Fe0.8Mn0.2O3−δ has also exhibited remarkable 

performance towards CO2 electrolysis using LaGaO3-based electrolyte [36]. 

While La(Sr)FeO3 based materials have been widely used, the CO2 reduction mechanisms, 

particularly the role of the synergetic effects of oxygen non-stoichiometry and Ni/Mn doping, have 

not been theoretically studied. Developing a microkinetic model based on kinetic data obtained 

from DFT calculations is critical to predict rates of elementary steps and surface coverage 

influenced by temperature and voltage [53, 164, 165]. This would construct a bridge between 

reaction kinetic data and electrochemical measurements [166], e.g. polarization curves [52].  

In order to improve the performance of SOEC, it is crucial to gain theoretical insights of CO2 

reduction reaction mechanism, especially through microkinetic modelling by considering the 

effects of high temperature and electrode overpotentials. This study aims at filling the gap of the 

absence of reported reaction kinetic mechanism of CO2 reduction on perovskite. Compared with 

pure metal systems, the difficulty for modelling perovskite materials in this study is that it involves 

more possible configurations, including combinations of several oxygen vacancies positions and 

adsorption positions of species involved in the reaction [164]. Based on the screening of all these 

possible combinations, a comprehensive DFT+U study of CO2 electrolysis on La(Sr)FeO3 based 

materials was performed to investigate the synergistic effects of surface oxygen vacancies, doping 

elements (Ni, Mn and Ni-Mn co-doping) and surface cation doping ratio. In addition, a 

microkinetic modelling was first developed based on DFT+U results under realistic SOEC 

operation conditions, which can determine the rate-controlling step and polarization curves to 

compare with reported experimental results.  
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5.2. Models and Methods 

5.2.1. Surface Models  

The model of LaFeO3 was built with a cubic structure in space group 𝑃𝑚3̅𝑚 and lattice parameter 

3.926 Å, which is similar to that previously reported by experimental data [254]. A (001) surface 

was cleaved with FeO2-terminated. Studies have shown that the (001) structure is the most stable 

surface in perovskites oxides [255, 256] and the catalytic activity of these materials involves 

interaction between the gas molecules with the B-site redox active transition metals [143]. This 

surface model of (2×2) supercell slab was constructed with 8 atomic layers thick, which captures 

the well-known cooperative tilting of the FeO6 octahedra [143, 257]. The G-type antiferromagnetic 

state of LSF was considered in this study to be consistent with neutron diffraction experiments 

[254].  

In the present model, 50% of La was substituted with Sr (La0.5Sr0.5FeO3) to address the role of Sr 

doping, which is in close agreement with optimum experiment ratio: La0.6Sr0.4FeO3 [31, 35, 113]. 

We considered all unique arrangements of La and Sr within the LaFeO3 lattice (Table S5-1 in 

Supporting Information); the most stable structure with Sr substitution is shown in Figure 5-1.  

5.2.2. Computational Details 

Structure relaxations, single-point energies, and electronic structures were calculated using DFT+U 

with periodic boundary conditions as implemented in the Vienna ab initio Simulation Package 

(VASP 5.4.4) [202]. The projector-augmented wave (PAW) method was used to treat the core 

electrons. The generalized gradient approximation (GGA) with Perdew−Burke−Ernzerhof (PBE) 

[206] functionals was used to describe exchange-correlation interactions [205]. Spin-polarized 

calculations with plane-wave cut off 400 eV was adopted using convergence criteria of 10-5 eV and 
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the Gaussian smearing method (σ=0.1 eV). Hellmann-Feynman force of 0.02 eV/Å was chosen as 

the convergence criterion for optimization of the atomic structure. A vacuum layer of 15 Å was 

adopted to prevent the interaction between neighboring slabs. The surface slabs were optimized 

using a 2 × 2 × 1 Monkhorst−Pack k-mesh for sampling of the Brillouin zone. By increasing the 

cut off energy to 450 eV and the k-points to 4×4×1, we observed a negligibly change in adsorption 

energies (<0.01 eV), which indicates that adsorption energy values have asymptotically converged 

using those parameters. To describe the correlated electrons for the 3d-orbitals of Fe, Ni and Mn, 

the Hubbard parameter Ueff values of 4 eV was used for each element in all calculations [164, 255]. 

The structures of transition state (TS) for the elementary steps were obtained using the climbing 

image nudge-elastic band (CI-NEB) method [159]. All the transition states in this study were 

confirmed with one imaginary frequency. Van der Waals interactions were also considered using 

the DFT-D2 method of Grimme [258]. 

The adsorption energy Eads of surface species and the activation barrier Ea and reaction energy ΔE 

are defined the same as those in Chapter 3 and in the reference [208]: 

A detailed description of the microkinetic modeling approach can be found elsewhere [52]. The 

frequencies of all involved species were calculated and are presented in the supporting information 

(Table S5-2). For an elementary step involving a charge transfer process, the forward and backward 

charge transfer reaction rates are formulated the same as those in Chapter 3: 

The current density is calculated using the Butler-Volmer Equation [164],  

                                                           i = zerΓ                                                                       (5-1) 

where i denotes the current density (A·cm−2), r represents the overall reaction rate (s−1) calculated 

from microkinetic model, z is the number of electrons involved in the overall reaction and Γ is the 
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number of active sites per surface area (cm−2), which is 1.62 × 1014 cm−2 for the (001) FeO2-

terminated surface in our model.  

 

Figure 5-1. LaFeO3 supercell showing FeO6 octahedra and the optimized most stable La0.5Sr0.5FeO3 (001) 

surface structure.  

5.3. Results and Discussion 

5.3.1. Ab Initio Thermodynamic Analysis 

Oxygen nonstoichiometry and defective structures of perovskite are expected at low oxygen partial 

pressure and elevated temperatures (PO2
< 0.13atm, T > 473K) [259]. With the aim to determine the 

most stable LSF structure under SOEC operating conditions, we carried out a thermodynamic 

analysis of Gibbs free energies based on ab initio calculations on La0.5Sr0.5FeO3-δ (001) surface 

model. An approximate phase diagram was constructed for the possibility of 1-5 oxygen vacancies. 

Hence, a total of 45 structural optimization configurations were performed for the surface models 

with 1-5 oxygen vacancies at all possible locations. Results from this analysis would be used to 

find the structure with the lowest free energy at 0 K for each case (1-5 oxygen vacancies). This 

information is provided in Table S5-3 in the Supporting Information. The most stable structures 

identified for the possibilities of 1-5 oxygen vacancies at 0 K were then incorporated into the 
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constrained ab initio atomistic thermodynamics calculations [164], which enabled further 

identification of relevant structures and compositions under realistic temperatures and pressures. 

The corresponding phase diagrams were constructed by calculating the change in the free energy 

(∆G) for the oxygen vacancy formation process  as a function of the oxygen chemical potential, i.e. 

temperature and oxygen partial pressure. 

                                   La8Sr8Fe16O48 →  La8Sr8Fe16O48−𝛼 +
𝛼

2
O2                                         (5-2) 

Note that 𝛼 denotes the number of oxygen vacancies (𝛼 =0-5 in this study). The Gibbs free energy 

change for the formation of 𝛼 oxygen vacancies can be calculated as follows: 

                                    ∆G = 𝐸defective + 𝛼[𝐸O + ∆𝜇O(𝑇, 𝑃)] − 𝐸perfect                                            (5-3) 

where 𝐸defective and 𝐸perfect were obtained from DFT+U calculations and represent the free energies 

of surface models with and without oxygen vacancies, respectively. 𝐸O is the energy of the atomic 

oxygen, i.e. 

                                                           𝐸O =
1

2
(𝐸O2

+ ∆ℎ𝑂2
)                                                                  (5-4) 

where 𝐸O2
 denotes the free energy of an oxygen molecule of gas phase in the triplet state by ab 

initio calculations. ∆ℎ𝑂2
 is the 1.36 eV correction [260] used to correct the GGA binding energy. 

∆𝜇O describes the temperature- and pressure- dependent chemical potential of O: 

                                    ∆𝜇O(𝑇, 𝑃) =  
1

2
[∆𝜇O2

(𝑇, 𝑃0) + kBT ln (
P

P0
)]                                                (5-5) 

where ∆𝜇O2
(𝑇, 𝑃0) can be derived from the gas phase thermochemistry data of O2, i.e. enthalpy 

and entropy contributions, which are described as polynomial functions of temperature at 1 bar 

[261]. 𝑃0 is standard pressure(1 atm).  Figure 2(a) illustrates the calculated phase diagrams for the 

La0.5Sr0.5FeO3-δ (001) surface models with 0-5 oxygen vacancies. Each colored area indicates the 
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number of oxygen vacancies yielding the lowest Gibbs free energy change for a given temperature 

and oxygen partial pressure. 

 

Figure 5-2. (a) Calculated phase diagrams of La0.5Sr0.5FeO3-δ (001) surfaces. Each colored area indicates the 

number of oxygen vacancies yielding the lowest Gibbs free energy change for a given temperature and 

oxygen partial pressure. Dashed lines indicate experimental cathodic SOEC conditions (T = 1,073 K and 

PO2 =10−20 atm [37]). (b) The optimized most stable structure with 4 oxygen vacancies is shown as the 

intermediate 1 (IM1) together with the reaction mechanism of CO2 electroreduction proposed in this study. 

At typical SOEC operating conditions, i.e. T = 1,073 K and PO2
 =10−20 atm [37], the surface model 

that involves 4 oxygen vacancies is the most favorable (oxygen vacancy concentration: 4/48 = 

8.3%). According to experimental results [259, 262], the concentration of oxygen vacancy in LSF 

is approximately 8% at 1,073K and O2 partial pressure of 10-20 atm. These observations indicate 

that the ab initio thermodynamic analysis is in good agreement with reported experimental results. 

Note that we tested all meaningful oxygen vacancy positions with the aim to identify all the 

possible lowest-energy structures for the cases with 1-5 oxygen vacancies. The optimized most 

stable structure with 4 oxygen vacancies is shown as the intermediate 1 (IM1) in Figure 2(b) 
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together with the reaction mechanism of CO2 electroreduction proposed in this study based on 

literature [52, 164]. IM1 is also the starting point for the detailed investigation of reaction pathways 

for this process. 

5.3.2. CO2 Reduction Mechanism on La0.5Sr0.5FeO3-δ (001) Surface 

The proposed reaction mechanisms for CO2 electroreduction on La0.5Sr0.5FeO3-δ (001) surface is 

shown in Figure 5-2(b). The overall electrochemical reduction of CO2 at the LSF cathode can be 

expressed as follows: 

CO2(g)+ 2e-+ VO
∙∙ (LSF)→CO(g)+OO 

2-
(LSF)                                       (5-6) 

where VO
∙∙

 denotes a doubled charged oxygen vacancy of LSF that has been formed before CO2 

reduction and OO 
2-

 with two electrons is the surface oxygen ion of LSF. 

As shown in Figure 5-2(b), R1-3 represent the CO2 adsorption, CO2 reduction and CO desorption 

steps, respectively. To complete the reaction cycle, the oxygen evolution step (R4) was added to 

the mechanism under the assumption that oxygen ions are conducted through the electrolyte due 

to the applied voltage and become oxygen gas at the anode. We have reported the energy barrier 

for the oxygen migration step in samarium-doped ceria (SDC) electrolyte in our previous study 

[52]. Therefore, SDC is also adopted to be the electrolyte in this study. At present, SDC or 

Gadolinium-doped ceria (GDC) are also added into the cathode materials and mixed with LSF 

uniformly to enhance the ionic conductivity for CO2 electrolysis in SOEC [31]. In fact, the reaction 

R4 includes two steps: oxygen migration from cathode SDC bulk to the SDC electrolyte (R4a) and 

gas oxygen formation (R4b), i.e. 

                                                Obulk
2-

 + Vel
∙∙ → Oel

2-
+ Vbulk

∙∙  (R4a) 

                                                Oel
2- ⇌ ½ O2 +2e- (R4b) 
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where Vel
∙∙   and Vbulk

∙∙   represent the oxygen vacancy of electrolyte and SDC bulk, respectively; 

similarly, Oel
2-

 and Obulk
2-

 are the corresponding oxygen ion in electrolyte and SDC bulk, respectively. 

Note that we neglected the oxygen migration from LSF bulk to the SDC within the cathode, which 

is a reasonable assumption due to the uniform distribution of these two materials in the cathode 

[31]. According to previous studies, oxygen evolution reaction at the anode side (R4b) is faster at 

high temperatures (700-900℃) [164, 166]; therefore, it was assumed that the reaction rate of R4 is 

the same as that of R4a. The forward energy barrier of R4a (bulk oxygen migration in SDC) is 0.61 

eV while the backward energy barrier is 0.92 eV. As shown in Figure 2, the last step is oxygen 

migration from LSF surface to LSF bulk (R5), i.e.  

                                            Osurface
2- +  Vbulk

∙∙  ⇌ Obulk
2-

 + Vsurface
∙∙  (R5)  

5.3.3. CO2 Adsorption Energy and Reduction Reaction Energy 

5.3.3.1. Pure La0.5Sr0.5FeO3-δ (001) Surface 

We have investigated the CO2 adsorption configurations on a clean LSF (001) surface (IM1 in 

Figure 5-2(b)) by including up to 11 possible adsorption sites and CO2 molecule orientations 

including parallel and inclined configurations with respect to the surface. The configurations of 

CO2 and CO adsorption before and after structural optimization considered in this study are 

presented in the Supporting Information (Figure S5-1 and Figure S5-2). The results show that only 

3 chemical adsorption configurations are found to be stable. These stable configurations are shown 

in Figure 5-3. Configuration 1 and 2 depicted the formation of tridentate; that is, CO2 bonds with 

surface oxygen (C-Osurface bond) and Fe (O–Fe bond) simultaneously. The Osurface–C distance and 

the O–C–O bending with approximately 120° angles indicate a carbonate formation[263]. High 

temperature CO2 electrolysis experiments based on operando near-ambient pressure XPS have also 
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demonstrated the existence of carbonate species on La0.6Sr0.4FeO3-δ [264]. The basicity of surface 

O2- ions of perovskite makes it more likely to attract and bind with C of CO2 (Lewis acid center) 

thus forming carbonates. Experimentally, the presence of surface defects modifies O basicity: O 

vacancies accepting electrons from other atoms should enhance the individual O basicity [265, 

266], which allows stronger CO2 adsorption towards carbonate formation. These adsorption modes 

result in strong interactions between CO2 and the surface (Eads = -2.28 eV and -1.05 eV for 

configurations 1 and 2, respectively) so that the CO2 dissociation reaction energy (endothermic) 

and energy barrier are much higher (> 3 eV) than that of configuration 3 (1.3 eV): CO2 adsorption 

on top of Fe-O vacancy-Fe site, as depicted in Figure 5-3. The adsorption energy of -0.15 eV 

calculated in this study indicates a moderate chemisorption. More importantly, the reduced CO2 

dissociation reaction energy (1.30 eV) and energy barrier (1.82 eV) ascribed to the weaker 

adsorption of energy make this chemisorption configuration to qualify as the most favorable for 

CO2 reduction reaction (i.e. configuration 3).  

 

Figure 5-3. (a), (b) and (c) are the three CO2 chemisorption configurations before and after adsorption and 
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their corresponding optimized structures of dissociation products CO+O. 

5.3.3.2. Ni and Mn Doping 

A DFT+U study describing the doping effects of LSF on CO2 adsorption energy and reduction 

reaction energy were completed on the most stable LSF (001) surface model with 4 oxygen 

vacancies (La0.5Sr0.5FeO2.75). The main models after structural optimization investigated in this 

study are depicted in Figure 5-4. This Figure shows the 12 models that were built involving Ni/Mn 

doping and Ni-Mn-co doping. Surface oxygen vacancy effects can be obtained by comparing the 

models with 2 or 3 surface oxygen vacancies. We can also gain insight on the surface cation doping 

ratio effect by comparing the models with the substitution of 25% or 50% of surface Fe atoms. 

These models were also used for further screening and the selected models with the lowest CO2 

reduction reaction energy would be incorporated in the following DFT analysis and micro-kinetic 

modelling. 

 

Figure 5-4. Models investigated in this study. The notations indicate the surface compositions: e.g. Ni1Fe3-
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2Ovac represents the model with 1 Ni cation, 3 Fe cation and 2 oxygen vacancies on the surface. 

In order to be comparable with the most stable pure LSF model, all the models with doping include 

4 oxygen vacancies. Moreover, the locations of all oxygen vacancies for the models with doping 

are the same as those of the pure LSF model. The total doping ratio is 25% (4 out of 16 Fe cations, 

La0.5Sr0.5Fe0.75Ni0.25O2.75) for each model, which is close to the reported optimal Fe/Ni and Fe/Mn 

ratios [31, 113]. After performing calculations with different locations of 4 doping cations (Ni/Mn), 

it was found that the two most stable LSF slab models with doping were those that corresponded 

to the models with 1 and 2 doping cations on surface, namely, 25% and 50% surface cations doping 

ratio respectively; this is presented in Table S5-4 in the Supporting Information. For Ni/Mn co-

doping model in this study, Ni and Mn surface doping ratios are all 25% with one Ni cation and 

one Mn cation exposed on the surface in order to investigate synergistic effects of Ni and Mn on 

CO2 reduction reaction. 

To simplify the analysis, only two representative CO2 adsorption configurations, including 

configuration 1 (most stable) and configuration 3 (most favorable for dissociation), were 

considered on all models, as shown in Figure 5-4. Moreover, the co-adsorption of the corresponding 

reduction products of CO and O were also studied. The dissociation reaction energy of each CO2 

chemical adsorption configuration was calculated for every model tested. The lowest reaction 

energy and its corresponding CO2 adsorption energy on each model are summarized in Figure 

5-5(a). The corresponding data used to construct this figure can be found in Table S5-5 in 

Supporting Information. The configurations for the adsorption of initial state (IS) and final state 

(FS) in the CO2 reduction reaction of SOEC are presented in Figure 5-5(b). Note that for pure LSF 

models, we also considered the models with no oxygen vacancy (Ovac) and 1 Ovac for comparison 

purposes (see Table S5-5).  
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Fe4-2Ovac-1 is the model with two surface oxygen vacancies located at two adjacent Fe-O-Fe sides 

while Fe4-2Ovac-2 has two surface Ovac in the opposite sides. The former allows the existence of 

the most favorable CO2 adsorption configuration for its dissociation; therefore, the reaction energy 

is lower than that of the latter. For pure LSF, the reaction energy reduces with the increase of surface 

oxygen vacancies except when CO2 is adsorbed by binding with surface oxygen (the carbonate 

formation). Fe4-3Ovac-1 and Fe4-3Ovac-2 correspond to the models with CO2 adsorption 

configuration 3 and 1 in Figure 5-3, respectively. 

Two adjacent surface oxygen vacancies were also tested for all the models with doping. For the 

models with 2 surface oxygen vacancies and 25% surface cation doping, the reaction energies are 

as follows: Ni1Mn1Fe2-2Ovac< Mn1Fe3-2Ovac< Fe4-3Ovac-1<Ni1Fe3-2Ovac< Fe4-2Ovac-1. Note 

that all these models are compared based on the same CO2 adsorption configuration. 

Therefore, Ni-Mn co-doping can notably boost CO2 reduction reaction thermodynamically. With 

50% surface cation doping, when we locate CO2 in the same adsorption site with CO2 adsorption 

configuration 3, it can only be repelled thus forming physical adsorption. This is possibly because 

doping more Ni or Mn elements on the surface increases the distance between the two surface metal 

cations connected with the oxygen vacancy as displayed in Table S5-6 in Supporting Information. 

Hence, CO2 cannot chemically bond with those two metal cations with C and O atoms 

simultaneously. In summary, 25% surface cation doping is better than 50% in terms of CO2 

reduction reaction energy. 
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Figure 5-5. (a) CO2 adsorption energy and reduction reaction energy summary for all the models investigated 

in this study. (b) The adsorption configurations of CO2 (initial state (IS)) and its corresponding reduction 

products CO+O (Final state (FS)) on all the models. The notations indicate the surface compositions: e.g. 

Ni1Fe3-2Ovac represents the model with 1 Ni cation, 3 Fe cation and 2 oxygen vacancies on the surface.  

In contrast, for the models with 3 surface oxygen vacancies, all the models with doping can only 

form extremely strong CO2 adsorption, which is the same observed for configuration 1 (i.e. 

carbonate formation), as shown in Figure 5-3. Contributing to the formation of the most favorable 

CO2 adsorption configuration for dissociation, the CO2 reduction reaction energy for the doping 

models with 2 surface oxygen vacancies are always lower than that of models with 3 oxygen 

vacancies. Therefore, models with 2 surface Ovac are better than 3 for the models with doping in 

terms of favoring CO2 reduction reaction. Nevertheless, the same conclusion can be drawn for the 

3 surface Ovac with the case of 2 surface Ovac, i.e. Mn doping model exhibits lower reaction 
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energy towards CO2 electrolysis than that of Ni doping model.  

5.3.4. CO2 Reduction Kinetics and Oxygen Vacancy Formation & Migration 

Four models of pure LSF, Ni doping, Mn doping and Ni-Mn co-doping featuring the lowest CO2 

reduction reaction energies were employed to do further investigation relevant to the proposed CO2 

reduction mechanism, i.e. Fe4-3Ovac-1, Ni1Fe3-2Ovac, Mn1Fe3-2Ovac and Ni1Mn1Fe2-2Ovac.  

As shown in Table 5-1, taking the kinetic barriers of CO2 electrolysis into consideration, we find 

that they follow the same trend as with the thermodynamic free energy change except for Ni-Mn 

co-doping which exhibits remarkably low reaction energy while the energy barrier is slightly higher 

than that of Mn doping. As shown in Table S5-7 and Table S5-8 in the supporting information, we 

can conclude that Mn prefers to bind with O of CO2 while Ni is more likely to bind with C of CO2 

during CO2 adsorption process. Among the selected four models, Ni-Mn co-doping allows for its 

stronger interactions with the products CO (binding with Ni through C atom) and O (binding with 

Mn) simultaneously, which lowers the free energy of the products (final state) of the CO2 

electrolysis process. Meanwhile, the energy of CO2 adsorption configuration is higher (initial state) 

ascribed to the weaker adsorption; this is more likely due to the counterbalance of CO2 binding 

with Ni (through C atom) and Mn cations (through O atom) on surface. This explains the saliently 

low reaction energy of CO2 reduction (∆E=E(FS)-E(IS)) triggered by Ni-Mn co-doping.  

Table 5-1. Energetic data calculated by DFT for the selected models of pure LSF, Ni doping, Mn doping and 

Ni-Mn co-doping. 

Reactions 

 

Ea /eV for surface reactions (forward / backward);  

Eads /eV for surface adsorption 

Fe4-3Ovac-1 Ni1Fe3-2Ovac 
Mn1Fe3-

2Ovac 

Ni1Mn1Fe2-

2Ovac 
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CO2  adsorption (R1) -0.15 -0.22 -0.17 -0.05 

CO2 reduction reaction (R2) 1.82 / 0.52 1.87 / 0.44 1.57 / 0.29 1.73 / 1.04 

CO adsorption (R3) -0.65 -0.55 -0.37 -0.76 

O2- migration from the 

surface to the bulk (R5) 
   0.63 / 0.91 0.71 / 1.01 0.43 / 0.72 0.69 / 1.18 

Surface oxygen vacancy 

formation energy /eV 
0.73 0.02 1.18 0.10 

Bulk oxygen vacancy 

formation energy /eV 
1.66 0.32 1.47 0.30 

 

Mn doping leads to the lowest energy barrier of CO2 electrolysis owing to its most preferable 

binding of O likewise which can be further illustrated by the effective Bader charge analysis in 

Table 5-2. The electrons (formal charges) obtained by the surface O bonded with metal cations 

followed the same trend with the surface oxygen formation energy (Evac): Mn doping > Pure LSF > 

Ni-Mn co-doping > Ni doping. The vacancy formation energy has been evaluated as follows [52]: 

                                      E(vac.) = E(model + vac.) + E(O) - E(model)                                   (5-7) 

where E(model) and E(model + vac.) are the total energies of the models before and after the 

vacancy formation, respectively; E(O) is the half energy of an oxygen molecule in the triplet state. 

The effective Bader charges calculated in this study are analogous to that of LaMO3 (M = Mn, Fe, 

Co, Ni) [267]. These trends in oxygen vacancy formation energy agree with other DFT+U studies 

on the redox energetics of late transition metal oxides [255, 260, 268]. For instance, the oxygen 

vacancy formation energy of La7/8Sr1/8MnO3 reported by Piskunov et al. [269] is lower than the 

that of LaMnO3, which could easily be due to oxidation of Mn3+ by Sr doping and Sr-oxygen 

vacancy interaction (around 1eV) [255]. Therefore, considering the Sr doping, the surface oxygen 
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vacancy formation for La0.5Sr0.5Fe0.75Mn0.25O2.75 calculated in this study (1.18 eV) is close to 1.2 

eV, which is the same to that reported Evac of LaMnO3 (001) surface (2.2 eV) [255] minus 1 eV.  

Table 5-2. Calculated Bader Charges (e) of surface (O, Fe, Ni, Mn) and subsurface atoms (Sr and La) for 

the selected models of pure LSF, Ni doping, Mn doping and Ni-Mn co-doping. 

Atoms 

Bader charges (in e) 

Fe4-2Ovac-1 Ni1Fe3-2Ovac Mn1Fe3-2Ovac 
Ni1Mn1Fe2-

2Ovac 

O -1.109 -1.062 -1.149 -1.095 

Fe +1.192 +1.181 +1.155 ---- 

Ni ---- +1.123 ---- +1.129 

Mn ---- ---- +1.488 +1.342 

Sr +1.572 +1.578 +1.567 +1.584 

La +2.073 +2.065 +2.080 +2.072 

O: surface oxygen bonded with Ni, Mn and Fe;  Fe: the cation connecting to 2 

surface oxygen vacancy. 

 

As expected, the most electron charge transfer between Mn and O is an indication of higher O 

affinity of Mn compared to other doping situations. However, this also leads to higher O vacancy 

formation energies for Mn doping, which implies that there will be fewer oxygen vacancies on the 

surface. Note that the models with Mn, Ni, and Ni-Mn co-doping considered in this study are all 

with 2 surface oxygen vacancies on surface. Our calculations on bulk oxygen vacancy formation 

energies for these models are also in qualitative agreement with previous DFT studies [255]: 

LaMnO3 and LaFeO3 have high bulk Evac, of which the surface vacancy concentration will be 

orders of magnitude higher than in the bulk, impacting the surface vs bulk oxygen transport. 

Whereas LaNiO3 has quite low bulk Evac, although their surface vacancy concentrations are also 
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expected to be higher than in their bulk.  

Based on the above, the generally higher O vacancy formation energy suggests that Mn doping 

alone could be catalytically less active for CO2 reduction reaction in SOEC. Ni-Mn co-doping 

model demonstrates slightly higher energy barrier than that of Mn doping model but significantly 

reduced oxygen formation energy. On the basis of our current analysis, we expect that the addition 

of Ni to the Mn doped LSF surface could facilitate surface oxygen vacancy formation, which in 

turn improves the electrochemical performance towards CO2 reduction. Shishkin and Ziegler found 

that for Ni adsorption on ceria, Ni donates some electrons to the surface [150] (here mostly to the 

Fe atoms). When Ni is added to this Sr2Fe1.5Mo0.5O6 (001) surface [164], upon removing the 

additional oxygen atom, most of the extra charge is transferred back to Ni, and the Fe atoms are 

not significantly further reduced. Thus, Ni promotes oxygen vacancy formation by accepting the 

extra electrons left by the removed oxygen atom, resulting in its lowest valence state (formal charge) 

among all the cations. Based on these observations, we can reasonably expect that Ni-Mn doping 

would be the best choice to achieve low oxygen formation energy, energy barrier and reaction 

energy of CO2 reduction from a theoretical (DFT) point of view. To date, experimental studies 

involving this co-doping material have not been reported in the literature. 

5.3.5. Insights from Microkinetic Modeling 

In order to better understand the performance of LSF cathode materials under realistic SOEC 

operation conditions (with and without doping), a micro-kinetic modelling was developed based 

on the DFT calculations. The energetic data considered in the micro-kinetic modelling is 

summarized in Table 5-1. Figure 5-6(a) depicts the energy profile of the proposed CO2 reduction 

mechanism from R1 to R5 for the four selected models: Fe4-3Ovac-1, Ni1Fe3-2Ovac, Mn1Fe3-

2Ovac and Ni1Mn1Fe2-2Ovac. All energies are reported using the energies of the initial state of the 
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bare surface model with gas CO2 (IM1) as a reference. The insets in Figure 5-6(a) provide the 

optimized structures of the transition states of R1 and R5 for the four models investigated in this 

study. 

 

Figure 5-6. (a) Energy profile for CO2 reduction and oxygen migration processes in the 4 selected models 

of pure LSF, Ni doping, Mn doping  and Ni-Mn co-doping (IM5 to IM6) and SDC electrolyte (IM4 to IM5). 

IM: intermediate. All energies are with reference to the energies of the initial state of bare surface model 

with gas CO2 (IM1). The insets provide the optimized structures of the transition states of R1 and R5 for the 

4 models investigated in this study. (b) Simulated polarization curves of 4 situations. The dash line 

represents an experimental polarization curve [36] for a solid oxide electrolysis button cell with 

La0.6Sr0.4FeO3-δ cathode (1,073K with CO2/CO molar ratio of 50/1). 

 

Rate constants and equilibrium constants of each elementary step at 1,073K, P(CO2)=0.5 atm, 

P(CO)= 0.01 atm and P (O2)=0.21 atm (in air) were determined by the forward and backward 

energy barriers of the elementary steps, entropies and frequencies of involved species. This 

information is listed in Table 5-3. The forward rates of every elementary step and overall rates 

calculated in the microkinetic models for the selected models of pure LSF, Ni doping, Mn doping 
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and Ni-Mn co-doping are shown in Table S5-9 in the Supporting Information. These operating 

conditions were chosen in order to compare our simulation results with data reported in the 

literature[36]. Surface coverages of all adsorbed species and vacant sites were evaluated at steady-

state to calculate the overall reaction rates which can be further utilized to compute current density 

under different applied voltages (electrode overpotentials). Potentials of 0-0.3 V vs. open circuit 

voltage (OCV) were considered in this study. At higher potentials, it is reported that mass transfer 

(concentration polarization) is always the rate limiting step for CO2 electrolysis [224]. 

Table 5-3. Forward rate constants and equilibrium constants of the elementary steps of the 4 selected models 

calculated at 1073K, P(CO2)=0.5 atm, P(CO)= 0.01 atm and P (O2)=0.21 atm (in air) with and without 

considering the effect of electrode overpotential. 

 Fe4-3Ovac-1  Ni1Fe3-2Ovac  Mn1Fe3-2Ovac  Ni1Mn1Fe2-2Ovac 

Reaction 

step 
kfor (s−1) K  kfor (s−1) K  kfor (s−1) K  kfor (s−1) K 

R1 7.47  108 1.57  104  7.47  108 4.88  103  7.47  108 4.85  103  7.47  108 1.14  103 

R2 2.28  104 8.20  10-6  1.48  104 1.22  10-6  8.36  105 1.26  10-5  9.15  104 1.08  10-3 

R3 1.36  109 1.45  100  9.83  109 1.05  101  1.77  109 1.88  101  8.36  109 8.92  100 

R4 1.33  1010 3.27  101  1.33  1010 3.27  101  1.33  1010 3.27  101  1.33  1010 3.27  101 

R5 4.84  109 1.76  101  2.30  109 2.77  101  4.86  1010 2.81  101  2.55  109 1.81  102 

R2(0.3V) 5.85  105 5.39  10-3  3.80  105 8.01  10-4  2.15  107 8.29  10-3  2.35  106 7.13  10-1 

 

The forward rate constants and equilibrium constants of R2 is the smallest compared to the rest of 

the elementary steps; thus, it is deemed as the rate-controlling step. We have also calculated the  

“degree of rate control” according to Campbell’s theory [212] and verified R2 is indeed the rate-

limiting step. Upon the addition of the cathode overpotential, the forward rate constants and 
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equilibrium constants for R2 increased up to 2-3 orders of magnitude but still remain as the rate-

controlling step. This result agrees well with previous experimental observations: perovskite still 

has relatively low catalytic activity towards CO2 reduction compared with the conventional 

Ni/YSZ cathode materials [31, 35, 113]. 

The kinetic relationship between cell voltage and current density is represented by the simulated 

polarization curves shown in Figure 5-6(b). Some assumptions were made to simplify the 

calculations [52]: i) ohmic losses can be neglected due to the high ionic conductivity of SDC 

electrolyte [30]; ii) anode potential is fixed at its equilibrium potential, which indicates the anode 

overpotential is ignored; therefore, the cell voltage vs. OCV is equal to the cathode bias potential 

in this study. Our previous study has shown that CO2 adsorption (R1) and CO desorption (R3) 

process were barely affected by the electric field because they are not ionic in SOEC [52]. Hence, 

only CO2 reduction (R2) was considered as charge transfer step.  

As shown in Figure 5-6(b), our simulated polarization curves for pure LSF models and Ni doping 

model are in quantitative agreement with previous experimental polarization curves on the order 

of magnitude [36] for a solid oxide electrolysis button cell with La0.6Sr0.4FeO3-δ cathode (1,073K 

with CO2/CO molar ratio of 50/1). The Mn doping model exhibits the highest performance as 

expected because of the lowest CO2 dissociation energy barrier, which is consistent with 

experimental results: La0.6Sr0.4Fe0.8Mn0.2O3–δ shows much higher activity (current density) of CO2 

electrolysis compared with Co, Cu and Ni doped LSF [36]. Experimentally, the performance of 

LSF with Mn doping is slightly higher than that of pure LSF and Ni doped LSF, whereas the current 

density of those three models are still in the same order of magnitude[36]. The simulated current 

density for the models with Mn doping and Ni-Mn co-doping have almost 2 orders of magnitude 

difference compared to that of other models (i.e. pure LSF model and Ni doping model) and 
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experimental data [36]. This is mostly because our micro-kinetic model is very sensitive to the 

energy barriers of rate-limiting step [164] as shown in sensitivity analysis (Figure S5-3). The 

current density would decrease by more than 2 orders of magnitude when increasing the energy 

barrier of CO2 reduction by 20%. Despite this observation, our model still captured the same trends 

of Mn doping, Ni doping and pure LSF with reported experimental results [35, 36, 113]. The 

performance of Ni-Mn co-doping model is a little lower than that observed for the Mn doping 

model but still demonstrates quite high current density. Taking into consideration both oxygen 

vacancy formation energy and the performance of the activation stage under SOEC operating 

conditions, LSF with Ni-Mn co-doping is the most promising candidate as cathode materials for 

CO2 reduction in SOEC. Our study suggests that co-doping represents an effective strategy to 

bypass the limitations of materials with single doping on the activation stage of high temperature 

CO2 reduction reaction. 

5.4. Summary 

To achieve the second objective of this thesis, i.e. predicting active La(Sr)FeO3 based cathode 

materials, combined DFT+U calculations and microkinetic analysis were conducted to address the 

effects of surface oxygen vacancy, Ni/Mn dopants and surface doping ratio of La(Sr)FeO3 based 

models. Simulations from the microkinetic model provided the following insights:  

(1)The most stable LSF configuration , i.e. the configuration including three oxygen vacancies on 

surface and one in the bulk, under SOEC operating conditions (T = 1,073 K and PO2 =10−20 atm) 

were determined by performing a phase diagram derived from ab initio thermodynamic 

calculations.  

(2)La(Sr)Fe0.75Ni0.125Mn0.125O2.75 with 2 adjacent surface oxygen vacancies exhibits the best 
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performance due to the higher oxygen affinity of Mn (lower energy barrier and reaction energy) 

and lower oxygen affinity of Ni (reduced oxygen vacancy formation energy) compared with Fe 

indicated by the Bader charge analysis.  

(3)A microkinetic model based on DFT+U calculations captured the experimentally reported 

performance trends of LSF with Ni doping and Mn doping. It also provided reliable evidence to 

the prediction: Ni-Mn co-doping of LSF can be a promising candidate for direct CO2 electrolysis 

in SOEC. 
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6. Chapter 6. Conclusions and Recommendations 

6.1. Conclusions 

CO2 reduction in SOEC provides a promising effective solution to reduce global emissions and to 

enable large-scale energy storage and conversion. Multiscale modelling was performed to study 

CO2 electroreduction mechanism in SOEC, which is crucial for the design of cathode materials and 

for facilitating the development of CO2 conversion in SOEC. This thesis studied two different 

SOEC cathode materials: 1) Ni/SDC-based and 2) La(Sr)FeO3−δ perovskite-based, filling the gap 

on theoretical studies on CO2 reduction reaction mechanism and predicting active cathode materials. 

Figure 6-1 summarizes the work performed in this thesis. 

 

Figure 6-1. Summary of research in this thesis. 

(1) For Ni/SDC, two approaches were implemented: 

(1-a) A first-principles based microkinetic modeling study under SOEC operating conditions 

was carried out and used to gain insight on the overall CO2 reduction process on Ni/SDC 
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cathode and to determine the rate-controlling steps. This study found that the interface oxygen 

vacancy can, not only enhance CO2 adsorption, but also promote CO2 reduction by lowering its 

energy barrier. A microkinetic analysis was built that considers the effect of electric potential 

and was used to explore the possibility of different charge transfer processes, with one- or two-

electron charge transfers. The results show that the rate-controlling step will change from the 

oxygen spillover step to the CO desorption step with an increase in cathode overpotential on 

Ni(111)/SDC surface with non-interface oxygen vacancy. However, once interface oxygen 

vacancy is considered, the results indicate that CO desorption is the dominating rate-controlling 

step regardless of the cathode overpotential. This is because the interface oxygen vacancy 

makes oxygen spillover easier to occur by binding CO2 at the interface. 

(1-b) Furthermore, a 2D cathode-supported multi-scale model was built to study CO2 

electrolysis considering ionic/electronic conduction, and transport processes, which the initial 

microkinetic modelling did not take into account. The kinetic data of surface reactions and 

desorption were calculated by DFT while using fewer fitted parameters than previously 

reported models. Only the sticking coefficients of CO and CO2, as well as the pre-exponential 

factor for the CO2 reduction reaction were fitted to experimental data. The multi-scale model 

was validated with reported experimental data. The results show that the most likely charge 

transfer is CO2(s)+(s) 2e−↔ CO(s)+O(s)2-. The electrochemical reduction of CO2 takes place 

mainly within about 75 μm from the cathode/electrolyte interface. CO(s) is, by far, the 

dominating species on the Ni catalyst surface and CO desorption is the rate-controlling step. A 

relatively high temperature (700 ℃) and relatively low CO ratio (CO: CO2 =1:1~1:3) are 

recommended to maintain low carbon deposition, low polarization resistance and high current 

density. 
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(2) For La(Sr)FeO3−δ based materials, in order to reveal the catalytic mechanism of B-site dopants 

and predict new La(Sr)FeO3−δ based materials with high catalytic activity, combined DFT+U 

calculations and microkinetic analysis were conducted.  

(2-a) Based on DFT calculations, the most stable LSF configuration under SOEC operating 

conditions (T = 1,073 K and PO2 =10−20 atm), determined through constructing a phase diagram, 

is the configuration that includes three oxygen vacancies on the surface and one in the bulk.  

Over 45 configurations with various oxygen vacancy concentrations were considered. The CO2 

and CO chemical adsorption with  moderate binding strength were identified as the most active 

adsorption configurations leading to the lowest reaction energy after exploring more than 10 

and 8 possible positions for CO2 and CO adsorption, respectively. 

(2-b) A microkinetic model based on DFT+U calculations was developed and was able to 

capture experimentally reported performance trends of LSF with Ni doping and Mn doping. 

This model also suggests that: Ni-Mn co-doping of LSF can be a promising candidate for direct 

CO2 electrolysis in SOEC. La(Sr)Fe0.75Ni0.125Mn0.125O2.75 with 2 adjacent surface oxygen 

vacancies exhibits the best performance due to the higher oxygen affinity of Mn (lower energy 

barrier and reaction energy) and lower oxygen affinity of Ni (reduced oxygen vacancy 

formation energy) compared with Fe as indicated by the Bader charge analysis.  

In summary, a series of multiscale models were developed to study CO2 reduction mechanism in 

SOEC, which  i) revealed mechanistic insights into catalytic mechanism: the charge transfer step, 

rate-controlling step and carbon deposition; ii) predicted and facilitated the design of new cathode 

materials with higher catalytic activity in SOEC; and iii) provided guidance for enhancing the 

performance of SOEC, i.e. introducing more interface oxygen vacancies and dopants, and 

promoting CO desorption.  
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6.2. Recommendations 

Based on the studies conducted in this research, the following recommendations are proposed for 

future work:  

Further development of DFT work. The kinetic data calculated by DFT were limited to 

Ni(111)/SDC and La(Sr)FeO3−δ (001) surfaces because these surfaces are the most stable surfaces. 

Although these surfaces are critical, to have a comprehensive understanding of these cathode 

catalysts, more DFT calculations are required on other surfaces that take into account stepped 

structures (e.g. stepped 211 surface). 

Comprehensive multiscale simulation. Multiphysics simulation of the co-electrolysis of CO2 and 

H2O is also recommended since this process is another important application of SOEC to produce 

syngas (CO+H2) with higher current density than CO2 electrolysis alone. More DFT work will then 

be needed to consider additional reaction mechanism and to determine reaction kinetics for CO2 

and H2O co-electrolysis. Further work is required to make the multiphysics model developed in 

this research with Ni/SDC cathode more comprehensive and realistic when considering larger cell, 

or stack, e.g. carbon nucleation mechanism, energy conservation equations. In order to describe the 

complete SOEC operation process with La(Sr)FeO3 cathode, additional modelling details involving 

mass transport and geometry effects need to be considered.  

Computer aided materials design using Machine learning techniques .DFT calculations in 

combination with machine learning was reported to accelerate catalysts discovery and guide the 

experimental exploration of multi-metallic systems [270]. DFT data can be used to train a machine 

learning model, which can also be employed to study the optimized multi-dopants in the perovskite 

oxides yielding the lowest reaction energy/ activation barrier of CO2 reduction in SOEC. 
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Incorporation of experimental work. More experimental work is required to further support the 

predictions made by the models presented in this research. For instance, experimental work is 

needed to: 1) advance the development of Ni/cermet material by introducing more interface oxygen 

vacancies, and promoting CO desorption rate; 2) perform Ni and Mn co-doping in LSF cathode 

material. 

Further investigation of cathode materials with high catalytic activity and stability. Conventional 

Ni/YSZ or Ni/SDC cathodes are still facing carbon deposition and Ni oxidation; also, there are 

currently no effective ways to solve these problems without losing catalytic activity. A new 

perovskite catalysts can resist carbon deposition but have lower catalytic activity and faces the 

problem of segregation of alkaline earth elements. Detrimental effects of such segregation on 

electrode performance or stability have been experimentally observed, particularly in many Sr-

containing materials. Therefore, exploring new electrocatalysts with both high catalytic activity 

and stability is still a long-term research, e.g. perovskite oxides with B-site metal in situ exsolution. 
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[149] A.M. Ritzmann, M. Pavone, A.B. Muñoz-García, J.A. Keith, E.A. Carter, J. Mater. Chem. A, 2 
(2014) 8060-8074. 
[150] M. Shishkin, T. Ziegler, J. Phys. Chem. C, 114 (2010) 21411-21416. 
[151] M. Shishkin, T. Ziegler, ECS Trans., 35 (2011) 1611-1619. 
[152] M. Shishkin, T. Ziegler, J. Phys. Chem. C, 117 (2013) 7086-7096. 
[153] M. Shishkin, T. Ziegler, Phys. Chem. Chem. Phys., 16 (2014) 1798-1808. 
[154] F. Che, S. Ha, J.S. McEwen, Angew. Chem. Int. Ed., 129 (2017) 3611-3615. 
[155] X.-K. Gu, E. Nikolla, J. Phys. Chem. C, 119 (2015) 26980-26988. 
[156] F. Che, S. Ha, J.-S. McEwen, Ind. Eng. Chem. Res., 56 (2017) 1201-1213. 
[157] L. Ye, C. Pan, M. Zhang, C. Li, F. Chen, L. Gan, K. Xie, ACS Appl. Mater. Interfaces, 9 (2017) 
25350-25357. 
[158] H. Lv, T. Liu, X. Zhang, Y. Song, H. Matsumoto, N. Ta, C. Zeng, G. Wang, X. Bao, Angew. Chem. 
Int. Ed., 59 (2020) 15968-15973. 
[159] G. Henkelman, B.P. Uberuaga, H. Jónsson, J. Chem. Phys., 113 (2000) 9901-9904. 
[160] Q. Guo, A. Assoud, H. Kleinke, Adv. Energy Mater., 4 (2014) 1400348. 
[161] J.A. Dumesic, An American Chemical Society Publication, 1993. 
[162] M. Besora, F. Maseras, Wiley Interdisciplinary Reviews: Computational Molecular Science, 8 
(2018) e1372. 
[163] G.R. Wittreich, K. Alexopoulos, D.G. Vlachos, Handbook of Materials Modeling: Applications: 
Current and Emerging Materials, (2020) 1377-1404. 
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8. Appendix A: Supporting Information for Chapter 3 

Table S3-1. Free energy of Ni (111)/SDC with different Sm substitution positions 

Energy (eV) -661.8089 -661.8377 -661.6978 

Different 

Sm substitution 

positions 

   

 

Table S3-2. The frequencies of all involved specie (IS: initial state; TS: transition state; FS: final state). 

Model Elementary step                                                                                            frequencies (cm−1)       

Model 1 

R2IS (R1FS)                 

R2TS                

R2FS                  

R3IS                   

R4IS                    

R4TS   

R4FS    

R5IS  

R5TS  

R5FS  

R6IS  

R6TS  

R6FS  

[1829 1182 629 521 239 152 131 95 54]; 

[1769 532 411 368 353 245 167 79]; 

[1766 530 503 369 340 299 283 171 118]; 

[1765 398 378 316 159 124]; 

[537 487 263]; 

[627 154]; 

[544 222 194]; 

[457 385 267]; 

[640 197]; 

[431 334 300]; 

[460 296 246]; 

[666 173]; 

[487 401 290]; 
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Model 2 

R2IS  

R2TS  

R2FS   

R3IS   

R4IS   

R4TS   

R4FS  

R5IS   

R5TS  

R5FS   

[1580 819 667 452 339 270 235 144 112]; 

[1743 535 467 402 300 258 183 118]; 

[1766 479 399 361 289 261 213 155 128]; 

[1729 422 372 264 176 112]; 

[457 385 267]; 

[640 197]; 

[431 334 300]; 

[465 321 175]; 

[585 305]; 

[456 411 296]; 
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Table S3-3. Adsorption energies (Eads /eV) for CO2 and CO adsorption. 

Model  Adsorption position and species Eads/eV 

Model 1 

CO2 on top of Ni cluster -0.52 

CO2 at the interface of Ni and SDC -0.15 

CO on top of Ni cluster -1.78 

CO at the interface of Ni and SDC -1.82 

Model 2 

CO2 on top of Ni cluster -0.69 

CO2 at the interface of Ni and SDC -1.01  

CO on top of Ni cluster -2.01 

CO at the interface of Ni and SDC -2.19 

 

 

Table S3-4. The transition states of R4-R6 on model 1 

TS of R4 on model 1 TS of R5 on model 1 TS of R6 on model 1 
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Table S3-5. The transition states of R4, R5 on model 2 

TS of R4 on model 1 TS of R5 on model 1 

  

 

 

Table S3-6. The calculated rate constants and equilibrium constants for all the possibilities of charge transfer 

steps at a representative electrode overpotential of 0.3V (1000 K) (PCO2
=0.7 atm, PCO= 0.3 atm and PO2

=0.21 

atm (in air)). 

Model Charge transfer step 

One-electron charge transfer  Two-electron charge transfer 

kfor (s−1) K  kfor (s−1) K 

Model 1 

R2 6.58  109 3.85  102  3.75  1010 1.25  104 

R4 6.73  106 5.42  101  3.83  107 1.76  103 

Model 2 R2 5.61  1012 6.81  106  3.19  1013 2.21  108 
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Table S3-7 shown below lists the CO adsorption energies at the interface of Model 2 using HSE06 and 

GGA+U functional, and the corresponding Eabsorbates/slab, Eadsorbates and Eslab used to calculate CO adsorption 

energy. As shown in Table S7, the difference in CO adsorption energy is 0.09 eV, or 4% of the value 

determined from the normal GGA functional (-2.19 eV).  

Table S3-7. CO adsorption energies using HSE06 and GGA+U functional 

CO adsorption energy/eV (GGA+U) CO adsorption energy/eV (HSE06) 

-2.19 -2.10 

Eadsorbates/eV Eslab/eV Eabsorbates/slab/eV Eadsorbates/eV Eslab/eV Eabsorbates/slab/eV 

-14.79 -650.39 -667.37 -20.48 -972.92 -995.50 

 

By substituting the corresponding CO adsorption energy value calculated by hybrid functional HSE06 into 

our micro-kinetic model, it was found that the values of the corresponding XRC (“degree of rate control”) 

for every elementary steps remain the same as using CO adsorption energy by GGA +U functional. Similar 

calculations were done for Model 1, and the same conclusion was reached, i.e. no impact on the values of 

XRC. Thus, the small difference of CO adsorption energy obtained by hybrid functional HSE06 does not 

change the outcomes of the present study.   
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Vacancy vac-1 vac-2 vac-3 vac-4 

Ovac formation energy(eV) -0.8684 -0.7815 -1.1251 -0.8296 

Figure S3-1. Configurations of SDC with different oxygen vacancies and their corresponding oxygen 

vacancy formation energies. 

 

 

Vacancy Ni-SDC-vac-1 
Ni-SDC-vac-

2 
Ni-SDC-vac-3 Ni-SDC-vac-4 

Ovac formation energy(eV) 3.6673 2.2797 2.6596 2.983 

Figure S3-2. Configurations of Ni-SDC with different oxygen vacancies and their corresponding oxygen 

vacancy formation energies. 



134 

 

 

 

Figure S3-3. Configurations of the initial states (IS), the transition states (TS) and the final states (FS) of 

the CO dissociation reaction on Ni-SDC with non-interface oxygen vacancy (Model 1) with interface 

oxygen vacancy (Model 2). CO dissociation a) on top of Ni cluster of model 1; b) at the interface of Ni 

cluster and SDC of model 1; c) on top of Ni cluster of model 2; d) at the interface of Ni/SDC of model 2. 

CO decomposition reaction is also investigated on the two models (Figure S3-3a-d). The results indicate 

that, on Model 1, CO decomposition has a lower energy barrier at the interface (3.08 eV) than that of the 

top of Ni cluster (3.84 eV), see Table 1 in the manuscript. This lower energy barrier for CO decomposition 

at the interface indicates that interface may accelerate the carbon deposition. This DFT result is consistent 

with experimental observations that carbon deposition at the cathode/electrolyte interface is more serious 

than that at the electrode surface during the SOEC operation mode. On Model 2, the energy barrier for CO 

dissociation on the interface (2.67 eV) and the top (2.91 eV) are lower than that of Model 1. The adsorption 

of CO at the Ni/SDC interface is stronger (-2.19 eV) than the Ni cluster site. This indicates that both CO 

adsorption and decomposition are more favorable at interface oxygen vacancy site of Ni/SDC.  
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Figure S3-4. The x-y plane average potential energies of the Ni/SDC model at different Z-direction positions 

as a function of the electric field strength. The green, red and blue solid lines represent the potential energies 

under a positive electric field (0.5 V/Å), in the absence of a field and a negative electric field (-0.5 V/Å), 

respectively. The second figure is the enlargement of the first figure in the range of 5-15 Å in order to make 

the difference of these three lines clear. 
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Figure S3-5. Simulated polarization curves of Model 2 (1000 K). 

 



137 

 

9. Appendix B: Supporting Information for Chapter 5 

Table S5-1. Arrangements of La and Sr within the LaFeO3 lattice considered in this study. 

Table S5-2. The frequencies of all involved specie (IS: initial state; TS: transition state; FS: final state). 

Model Elementary step                                                                                            Frequencies (cm−1)       

Fe4-3Ovac-1 

 

R2IS (R1FS) 

R2TS 

R2FS 

R3IS 

R4IS 

R4TS 

R4FS 

R5IS 

R5TS 

R5FS 

 

[1899 1214 624 522 226 184 132 83 25]; 

[2163 578 279 254 225 195 160 27]; 

[2189 434 263 258 242 215 99 39 31]; 

[2198 269 248 163 57 49]; 

[457 385 267]; 

[640 197]; 

[431 334 300]; 

[493 335 242]; 

[601 440]; 

[526 327 285];  

 
Sr substitution 

1 2 

Configurations considered in this 

study 

 

 

Gibbs free energy / eV -141.64 -141.53 
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Ni1Fe3-2Ovac 

 

R2IS (R1FS) 

R2TS 

R2FS 

R3IS 

R4IS 

R4TS 

R4FS 

R5IS 

R5TS 

R5FS 

 

 

[1829 1213 664 553 240 219 181 131 66]; 

[2123 474 433 402 284 194 158 81]; 

[2196 569 342 330 283 251 203 64 48]; 

[2196 342 331 251 64 48]; 

[457 385 267]; 

[640 197]; 

[431 334 300]; 

[536 408 252]; 

[623 504]; 

[507 332 292]; 

Mn1Fe3-

2Ovac 

 

R2IS (R1FS) 

R2TS 

R2FS 

R3IS 

R4IS 

R4TS 

R4FS 

R5IS 

R5TS 

R5FS 

 

 

[1884 1218 656 469 222 179 168 149 52]; 

[2013 500 373 359 268 218 87 41]; 

[2120 440 296 278 259 234 212 51 29]; 

[2118 266 250 209 45 31]; 

[457 385 267]; 

[640 197]; 

[431 334 300]; 

[492 392 262]; 

[560 499]; 

[440 316 278]; 

Ni1Mn1Fe2-

2Ovac 

 

R2IS (R1FS) 

R2TS 

R2FS 

R3IS 

R4IS 

 

[1851 1225 685 540 238 222 153 116 57]; 

[2083 623 390 345 219 161 146 64]; 

[2160 723 454 401 366 241 196 68 54]; 

[2160 453 401 367 71 63]; 

[457 385 267]; 
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R4TS 

R4FS 

R5IS 

R5TS 

R5FS 

[640 197]; 

[431 334 300]; 

[429 375 284]; 

[593 521]; 

[539 337 291]; 

 

 

Table S5-3. The most stable structures for cases of 1-5 oxygen vacancies and the possibilities considered in 

this study. 

 

 

  

 
Oxygen vacancy 

1 2 3 4 5 

Configurations 

considered in 

this study 

  

 

 

 

Gibbs free 

energy / eV 
-554.0392 -548.1569 -541.7768 -535.6326 -528.8474 

Possibilities 

considered 
2 14 12 9 10 
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Table S5-4. Gibbs energy change of creating different oxygen vacancies (3, 4, and 5) for Ni, Mn doped and 

NiMn co-doped LSF models under typical SOEC conditions: T = 1,073 K and PO2 =10−20 atm. 

 

Models 

∆G at typical SOEC conditions 

3 Ovac 4 Ovac 5 Ovac 

Ni doped LSF -3.82 -4.06 -3.79 

Mn doped LSF -1.83 -2.42 -1.96 

NiMn co-doped LSF -3.25 -4.13 -3.61 

 

We can observe that the ∆G for the models with Ni and NiMn dopants are all lower than that of the Mn 

doped model. This further proves our conclusion that, Ni or NiMn dopants can make the oxygen vacancy 

easier to form compared with the Mn dopant. 

 

Table S5-5. Different possible locations of Ni/Mn doping cations and their energies. 

 
Ni or Mn substitution 

1 2 3 4 

Configurations 

considered in this study 

 

 
 

 

Ni doping 

Energy / eV 
-541.77 -542.82 -541.63 -542.29 

Mn doping 

Energy / eV 
-567.11 -567.72 -567.04 -566.94 
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Table S5-6. CO2 adsorption energy and reduction reaction energy on the models investigated in this study. 

Models Eads /eV ΔE /eV 

Fe4-1Ovac -1.15 3.31 

Fe4-2Ovac-1 -0.57 1.75 

Fe4-2Ovac-2 -1.24 2.97 

Fe4-3Ovac-1 -0.15 1.30 

Fe4-3Ovac-2 -2.28 3.42 

Fe4-No Ovac -1.21 5.44 

Ni1Fe3-2Ovac -0.22 1.43 

Mn1Fe3-2Ovac -0.17 1.28 

Ni2Fe2-2Ovac -0.12 2.29 

Mn2Fe2-2Ovac 0.22 1.05 

Ni1Mn1Fe2-

2Ovac 
-0.05 0.69 

Ni1Mn1Fe2-

3Ovac 
-1.76 2.84 

Ni1Fe3-3Ovac -2.33 4.27 

Mn1Fe3-3Ovac -1.84 3.49 

Ni2Fe2-3Ovac -2.36 3.23 

Mn2Fe2-3Ovac -1.50 2.46 

 

As shown in Table S5-7, for the models with 2 surface oxygen vacancies and 25% Ni / Mn doping alone, 

the distance of Fe-Ovac-Ni is 4.121 Å while Mn-Ovac-Fe is 4.153 Å. Doping more Ni / Mn elements (50%) 

on the surface or creating 3 surface oxygen vacancies give rise to the increase of the distance between the 

two surface metal cations connected with the oxygen vacancy. This will further cause weak CO2 binding 

(physical adsorption). For the models with Ni-Mn co-doping, we also considered other arrangements of Ni 

and Mn position on surface and the CO2 adsorption configuration on these models were listed in Table S5-
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6. It is found that there are no existences of CO2 adsorption configuration 3 (most favorable for CO2 

reduction reaction) also due to the increase of the distance between the two surface metal cations connected 

with the oxygen vacancy.  

 

Table S5-7. Other possible CO2 configurations on LSF models with Ni, Mn and Ni-Mn co-doping with 3 

surface oxygen vacancies and 2 surface oxygen vacancies respectively. 

 
Other CO2 adsorption configurations 

3 oxygen vacancies on surface 2 oxygen vacancies on surface 

Ni 

doping 

 
 

Mn 

doping 

 

 

Ni and 

Mn co-

doping 

 

 

 

As shown in Table S5-8 and Table S5-9, because of lower adsorption energy (stronger binding), Mn prefers 

to bind with O of CO2 while Ni is more likely to bind with C of CO2 during CO2 adsorption process. 
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Table S5-8. Different CO2 adsorption configurations and the corresponding adsorption energies on Ni1Fe3-

2Ovac model. 

 
CO2 adsorption on Ni1Fe3-2Ovac 

1 putting C of CO2 close to Ni 2 putting O of CO2 close to Ni 

Configurations 

considered in this study 

 

 

CO2 adsorption 

energy(eV) 
-0.22 0.17 

 

 

Table S5-9. Different CO2 adsorption configurations and the corresponding adsorption energies on Mn1Fe3-

2Ovac model. 

 
CO2 adsorption on Mn1Fe3-2Ovac 

1 putting C of CO2 close to Mn 2 putting O of CO2 close to Mn 

Configurations 

considered in this study 

 

 

 

CO2 adsorption 

energy(eV) 
0.096 -0.167 
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Table S5-10. Forward rate (s−1) of every elementary step and overall rates (s−1) calculated in the microkinetic 

models for the selected models of pure LSF, Ni doping, Mn doping and Ni-Mn co-doping. 

Reactions 

Forward rate (s−1) of every step and overall rates (s−1) 

Fe4-3Ovac-1 Ni1Fe3-2Ovac Mn1Fe3-2Ovac Ni1Mn1Fe2-2Ovac 

R1 3.73  108 3.73  108 3.73  108 3.73  108 

R2 1.95  101 3.96  100 2.22  102 1.47  102 

R3 9.36  106 9.36  106 9.37  106 9.36  106 

R4 1.86  108 1.86  108 1.86  108 1.86  108 

R5 3.86  106 1.17  106 2.42  107 1.97  105 

Roverall  1.95  101 3.96  100 2.22  102 1.47  102 

R2(0.3V) 5.01  102 1.01  102 5.70  103 3.76  103 

R3(0.3V) 9.36  106 9.36  106 9.37  106 9.36  106 

Roverall(0.3V) 5.01  102 1.01  102 5.70  103 3.76  103 

 
 

The sensitivity analysis of current density as shown in Figure S5-3 was conducted through changing the 

energy barriers of CO2 reduction reaction by -5%-5% on LSF model with Mn doping. The reaction energy 

was kept as constant during these calculations. The current density would change by almost 1 order of 

magnitude when changing the energy barrier of CO2 reduction by ± 5%, which proves that it is very sensitive 

to the absolute value of energy barriers of CO2 reduction reaction (rate-limiting step). 
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Figure S5-1. Physical adsorption configurations (a-h) and chemical adsorption configurations (1-3) of CO2 

on La0. 5Sr0. 5FeO2.75 (001) surface before and after DFT structural optimization. 
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Figure S5-2.  Physical (a-d) and chemical (1-4) adsorption configurations of CO on La0. 5Sr0. 5FeO2.75 (001) 

surface before and after DFT structural optimization.  

 

 

Figure S5-3. Sensitivity analysis of current density based on changing the energy barriers of CO2 reduction 

reaction by -5%-5% on LSF model with Mn doping. 

 


