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c© Élise Devoie 2020



Examining Committee Membership

The following served on the Examining Committee for this thesis. The decision of the
Examining Committee is by majority vote.

External Examiner: Andrew Ireson
Professor, School for Environment and Sustainability,
University of Saskatchewan

Supervisor(s): James R. Craig
Professor, Dept. of Civil & Environmental Engineering,
University of Waterloo
William L. Quinton
Professor, Dept. of Geography, Wilfrid Laurier University

Internal-External Member: Jonathan S. Price
Professor, Dept. of Geography & Environmental Management,
University of Waterloo

Alternate: Behrad Gharedaghloo
Adjunct Assistant Professor, Dept. of Geography & Environmental Management,
University of Waterloo

Internal Member: Nandita Basu
Professor, Dept. of Civil & Environmental Engineering,
University of Waterloo

Internal Member: Neil R. Thomson
Professor, Dept. of Civil & Environmental Engineering,
University of Waterloo

ii



Author’s Declaration

This thesis consists of material all of which I authored or co-authored: see Statement
of Contributions included in the thesis. This is a true copy of the thesis, including any
required final revisions, as accepted by my examiners.

I understand that my thesis may be made electronically available to the public.

iii



Statement of Contributions
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Abstract

Hydrology and hydrological modelling in the far north is understudied, and many gaps
exist in the current understanding and representation of northern thermal and hydrological
systems. A combination of fieldwork and modelling was used to gain a better understanding
of landscape evolution and thaw processes in the peatland-dominated discontinuous per-
mafrost region of the Northwest Territories. Data collected at the Scotty Creek Research
Station and modelling tools are developed and used to identify and quantify controls on
isolated and connected talik formation in discontinuous permafrost peatland systems which
include soil moisture, snow cover, surface temperature and subsurface lateral flow. The
formation of a talik was shown to be a tipping point in permafrost degradation after which
several positive feedback cycles led to more rapid permafrost loss.

Given the widespread prevalence of taliks in this discontinuous permafrost peatlands
environment, seasonal pressure and temperature gradients were analyzed in different talik
configurations to determine the impacts of taliks on the landscape. It was found that the
formation of taliks led to a balance between increased hydrologic storage due to isolated
talik prevalence, and increased discharge from the basin due to connected talik features
allowing previously inaccessible runoff features to be connected to the drainage network.
Thermodynamically speaking, the interplay between subsurface temperature, thaw rates,
subsidence, snow accumulation, canopy coverage and soil moisture were discussed support-
ing the idea that talik formation is a positive feedback for permafrost loss. It is also noted
that the loss of permafrost causes subsidence and geophysical destabilization leading to
ecosystem change and a change in greenhouse gas emission regimes.

Existing models representing permafrost and other cold-regions processes are either
computationally expensive physically-based models, or empirically based. This limits their
predictive ability at the watershed scale or larger. Large-scale predictions of the impacts
of changing climate and subsequent permafrost thaw are needed to improve our under-
standing of long-term evolution of semi-discontinuous permafrost landscapes. To extend
predictions to this scale, a novel physically-based interface model of active layer and per-
mafrost evolution is developed and validated against both field data and a benchmarked
continuum numerical model. This simplified model is designed to be incorporated into
a semi-distributed hydrological model that will be used to predict hydrologic impacts of
changes in permafrost dynamics at the basin scale. This model was used to inform the
current understanding of permafrost thaw mechanisms in this environment.

In order to quantify the rate of permafrost loss, different parts of the landscape are
classified based on the mechanisms for permafrost thaw including conduction and advection
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in both the vertical and lateral directions. These results help to explain the observed
heterogeneity in thaw rates in the landscape. It was found that conduction is responsible
for much of the thaw in the vertical direction, while advective processes do play a role in
flow-through talik features. Lateral thaw is occurring more rapidly than vertical thaw, due
both to conduction and advective heat transfer. Finally, thaw from below is documented
both due to geothermal heat flux, and observed deep thermistor temperature profiles. The
combined fieldwork and modelling efforts provide a better understanding of the rapidly
changing discontinuous permafrost environment, help to predict hydrologic and landscape
changes in Canada’s north, and create tools which are transferable to other cold-regions
environments.
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Chapter 1

Introduction

Discontinuous permafrost occurs in a large part of Northern Canada including most of the
Northwest Territories, and refers to a landscape which is partially underlain by ground
which is frozen for two or more consecutive years (Natural Resources Canada, 1995). An-
thropogenic climate change is affecting northern regions with warming at twice the global
average rate, resulting in rapid permafrost thaw. The Intergovernmental Panel on Climate
Change (IPCC) has projected the widespread disappearance of near-surface permafrost
underlying about 25% (by area) of the northern hemisphere by 2100 (Pörtner et al., 2019;
Zhang et al., 2008b). The impacts of thaw are expected to be significant, from increased car-
bon emissions and forest fire frequency to altered hydrologic regimes and ecosystem dynam-
ics including serious impacts on infrastructure due to thaw-induced subsidence (Schaefer
et al., 2009; Chen et al., 2012). More than half of global discontinuous permafrost is found
in peatlands, where surface soil porosity is upwards of 80% (Tarnocai, 2009). This per-
mafrost is ecosystem-protected, meaning that organic soils insulate remnants of permafrost
(Bonnaventure & Lamoureux, 2013). These landscapes generally exhibit little large-scale
topographic variation, so thaw processes and the subsequent subsidence strongly impact
both surface and subsurface flow paths in the region, increasing the overall hydrologic con-
nectivity and consequently basin discharge (Connon et al., 2015). Permafrost thaw has the
potential to impact other components of the water balance as well (Connon et al., 2015;
Walvoord & Kurylyk, 2016).

Peatlands overlaying permafrost represent a significant global carbon store, containing
30% of the world’s soil carbon on only 3% of the land surface (Kimmel & Mander, 2010).
Carbon sequestration in peatlands has therefore been identified as an important control
on global climate (Kimmel & Mander, 2010). However, peatlands are fragile ecosystems
whose function depends on climate (Rydin & Jeglum, 2013; Price, 1991). It is therefore
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important to consider not only the impact of peatlands on the climate, but also the impact
of climate on peatlands, especially in discontinuous permafrost regions where climate is
changing and impacting local ecology (McBean, 2007). Current literature focuses on the
short-term predictions or observed impacts of thaw and climate change without trying to
describe the future state of the system. For example Tarnocai (2009) predicts that 87%
of perennially frozen and 44% of unfrozen Canadian peatlands will be severely affected by
climate change, but does not explain the future state or rate of change of these hydrologic
and ecological systems, which will be determined in large part by the changes in hydrology
and the water and energy balance.

A small number of field research campaigns have investigated discontinuous permafrost
responses to changing climate, and those that do point to a lack of understanding of thaw
processes and the interactions between system elements, especially in peatlands (Hayashi,
2013). Current model predictions of future ecosystem states are contradictory; for example,
Swindles et al. (2015); Chasmer et al. (2011) predict an arctic fen as the final successional
stage of thawing permafrost peatlands, while Woo (2012); Wright et al. (2008) predict
that thaw will cause increased evaporation and drying of wetland features. This indicates
inadequate and sometimes conflicted understanding of the process of permafrost degrada-
tion, and a need for field research to document thaw mechanisms, drivers and processes.
Improved conceptual models developed from this additional data need to be tested within
a modelling framework to predict long-term change, which can inform future mitigation or
adaptation efforts.

This thesis will examine the role of taliks in the evolution of permafrost basins. In the
discontinuous permafrost region, taliks (perennially thawed ground in permafrost regions)
are well-documented under water bodies such as lakes, fens and streams (Rowland et al.,
2011; Yoshikawa & Hinzman, 2003; Connon et al., 2015; Woo, 2012). In contrast, the
occurrence of isolated taliks, or taliks sandwiched between the active layer (the region of
soil that freezes and thaws annually) and permafrost table is largely undocumented in
the literature, though they are likely widespread (Connon et al., 2018). Investigation of
talik formation and evolution may lead to a better understanding of wetland evolution in
the region. Understanding this process may enhance the numerical descriptions of thaw,
resulting in increased confidence in the modelled future system states.

The quantification and understanding of thaw processes at the local and mesoscale is
an important step in being able to predict landscape evolution and future system states
in the discontinuous permafrost region. While thaw development through talik formation
is poorly understood, the numerical representation of thaw is also lacking. Current freeze-
thaw models fall into two fairly distinct categories. Firstly, there are continuum physical
models which are based on the governing equations of freeze-thaw (Goodrich, 1978). These
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models solve coupled differential equations governing heat and moisture transfer numeri-
cally, and are computationally demanding, for example McKenzie et al. (2007); Frampton
et al. (2013); Daanen et al. (2008); Karra et al. (2014); McGuire et al. (2016) and others.
The second category is empirically based models, which are much less computationally
demanding. These models are based on measurements and observed trends in behaviour
(Cherkauer & Lettenmaier, 1999). The empirical relationships used in these models are
generally not physically-based, and assume temporal stationarity and spatial transferabil-
ity, such as those presented by Hinzman et al. (1998); Krogh et al. (2017); Semenova et al.
(2013); Woo et al. (2004) and others. This limits their applicability under changing climate,
landscape evolution, and in ungauged basins.

The scale of current freeze-thaw models is also disparate. Physical models act at a local
scale, predicting future states of hillslope systems (on the order of metres to tens of metres,
e.g., Cherkauer & Lettenmaier (1999); Frampton et al. (2011)). Empirical models tend to
represent much larger systems, with significantly less detail, and do not capture landscape
heterogeneity e.g. Slater et al. (1998); Nicolsky et al. (2007). Neither type of model scales
with landscape size, especially in the discontinuous permafrost region where diverse land-
cover regions coexist. A computationally efficient model which can appropriately treat
physical processes at a coarser scale is needed in this region to more accurately predict
thaw impacts on the landscape, infrastructure, water resources, and the environment.

1.1 Thesis Objectives

The goal of this thesis is to improve our ability to quantify, explain, simulate and predict
hydrologic changes due to permafrost thaw in the peatland-dominated discontinuous per-
mafrost region of the Northwest Territories (NWT). Two key questions drive this research.

First, how do small, confined taliks (unfrozen areas sandwiched between the active
layer and permafrost table) form and evolve? What is their role in the degradation of
permafrost and changing shape of peatlands? The formation of taliks will be studied in
the field through the measurement of frost table evolution in conjunction with soil moisture,
ground cover and radiation in regions affected and unaffected by advection-driven thaw.
This will be combined with modelling work to test hypotheses developed in the field, and
to provide a tool to predict future permafrost states and their hydrological impact.

Second, can we fill the existing gap in modelling work that calls for a numerically
efficient and physically-based numerical model of freeze-thaw? This model should take our
current and new-found process understanding to construct a predictive tool for subsurface
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thermal conditions in permafrost environments. This unique model should be applicable
to general cold regions hydrological and geophysical models, not only to this investigation.

The specific thesis objectives are to:

1. Identify and quantify controls on local talik formation in the Taiga Plains discontin-
uous permafrost zone using a mixed field and modelling approach. [Chapters 4,7]

2. Determine and compare the hydrologic function of taliks adjacent to bogs and fens by
analyzing seasonal pressure and temperature gradients to understand the evolution
and thaw mechanisms in the discontinuous permafrost peatland system. [Chapters
5, 7]

3. Develop, validate and test a physically-based interface model of active layer evolution.
Validation will be performed against both field data and a benchmarked numerical
model. [Chapter 6]

4. Distinguish thaw mechanisms in the discontinuous permafrost peatlands environment
and use a combination of modelling and data collected in the field to determine which
processes lead to the spatially variable thaw observed at the Scotty Creek Research
Station (SCRS). [Chapter 7]

The following chapters initially review the literature related to the hydrology of discon-
tinuous permafrost peatlands, and hydrological modelling of cold regions. This background
material is followed by the methods and results for each research objective, and finally a
conclusion and summary of contributions to the field of permafrost hydrology. The con-
tents of chapters 4, 5, and 7 are tied to 3 published manuscripts, as described at the start
of these chapters.
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Chapter 2

Literature Review

For both the modelling and fieldwork objectives, an understanding of peatlands, permafrost
and the cold-regions peatland hydrological system is needed. Because the discontinuous
peatland permafrost system is currently changing so rapidly, the field observations collected
in this study will likely report thawing trends as opposed to an equilibrium system state.
Background information on permafrost peatlands systems is reported here in a manner
that highlights these changes, and considers potential trends in behaviour due to thaw
processes.

First, peatlands and their interaction with different permafrost regimes are discussed
in the context of a changing climate. Then the water balance of a cold-region peatland
is presented, with a focus on the role degrading permafrost plays in the system. Once a
thorough background of the permafrost-peatlands system is presented, work on modelling
similar systems is reviewed, and gaps in process understanding and model representation
are highlighted.

2.1 Peatlands

Peatlands are characterized by incomplete cycling of matter, resulting in a net positive
carbon balance. They are generally poorly drained areas suitable for wetland vegetation
capable of surviving the anaerobic environments favourable to peat formation. A landscape
may be classified as a peatland once the peat accumulation exceeds 40 cm according to
Canada Soil Survey Committee (1978). Peatlands through which water flows continuously
are referred to as fens, whereas bogs are ombrotrophic meaning that they rely on the
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atmosphere for nutrients and water. Non-vascular sphagnum moss is one of the few species
that can survive the nutrient-poor conditions in a bog, and excludes other plant competitors
by acidifying the water through ion exchange (Clymo, 2012; Smith, 1985).

Figure 2.1: Extent of Canadian peatlands. From Tarnocai et al. (2011).

Many factors govern the development of peatlands, but a water table near the ground
surface leading to waterlogged and anoxic conditions as well as nutrient-poor conditions
due to isolation from the regional water table are clear drivers of peat accumulation.
These conditions are driven by both the climate, which determines the water and energy
balance and hence the water table position, and the geology of the region (Gillespie et al.,
2014). Peatlands develop in topographically flat areas with some form of hydraulically
confining layer at depth preventing water drainage (Gillespie et al., 2014). Topographic
and climatic conditions lead to the geographic distribution of peatlands (figure 2.1), in
which peatlands are preferentially found in northern regions in which the precipitation
exceeds evapotranspiration and where permafrost acts as the hydraulic confining layer.
Peatlands can also be found in silt and clay deposits with low hydraulic conductivity
(Woo, 2012). Arctic and sub-arctic peatlands are consistently found in conjunction with
permafrost because they co-evolved (Warner, 2016). The permafrost in northern Canada
is in large part a remnant from the Little Ice Age, in which the climate was favourable not
only for the formation of permafrost, but also for the deposition of peat (Smith, 2011). As
peat deposits accumulated, permafrost thickened in these regions, reducing the hydraulic
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conductivity and the drainage of the peatlands, thus allowing for the accumulation of
additional peat (Warner, 2016). This positive feedback cycle continued while the climate
was favourable to the formation of permafrost. Today 37% of Canadian peatlands remain
underlain by permafrost (Tarnocai, 2009).

Figure 2.2: Extent of Canadian permafrost. From Natural Resources Canada (1995).
Note that continuous permafrost is indicated in purple, while discontinuous to sporadic
permafrost is indicated in blue to yellow.

2.2 Permafrost in Peatlands

The permafrost distribution in Canada aligns well with the northern extent of peatlands
in topographically flat areas (figure 2.2). Permafrost in peatlands tends to have high ice
content because the water table is near the ground surface, and peat has a porosity of
0.7 to 0.9 which is significantly greater than most soils (Boelter, 1966). The hydraulic
conductivity, thermal conductivity and heat capacity of peat are highly dependent on the
water and ice content of the soil because of the large pore volume of peat soils.

When peat is dry or frozen, a large volume fraction of the soil is occupied by air or ice,
respectively. In these cases, few pores are hydraulically connected, and the cross-sectional
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area accommodating flow is reduced, resulting in low hydraulic conductivity. Hydraulic
conductivity increases rapidly with soil liquid water content as more pore spaces become
connected and contribute to flow (Gharedaghloo et al., 2020; Kurylyk & Watanabe, 2013;
Côté & Konrad, 2005). Though recent publications indicate that freezing and drying have
the same effect on hydraulic conductivity (e.g. Gharedaghloo et al. (2020), many studies
suggest freezing generally results in lower hydraulic conductivities than drying (for the same
medium and moisture content) because changes in pressure result in moisture migration
to the freezing front, and greater local impedance to flow (Kurylyk & Watanabe, 2013).
This impedance due to the presence of ice can be represented in several ways, but in this
work it is taken from Côté & Konrad (2005):

Kf = Ku · 10−10θi (2.1)

where θi is the volumetric ice fraction of the pore water, Kf is the hydraulic conductivity of
the frozen (or partially frozen) soil, and Ku is the hydraulic conductivity of the unsaturated
soil. Moisture migration is governed by the unsaturated Richards’ equation (presented in
section 2.6.2), modified by the pressure gradients induced by the presence of freezing soils,
which can be obtained from the Clausius-Clapeyron equation. The term accounting for
cryosuction was derived using an approach outlined in Edlefsen et al. (1943), in which it
is assumed that the liquid and solid phases of water must be in equilibrium while they
coexist at the same temperature. This leads to a computation considering the change in
free energy, f of each phase which is dependent on the pressure ψ and temperature, T (in
degrees Kelvin):

dfl =

(
∂fl
∂ψ

)
T

∂ψ +

(
∂fl
∂T

)
ψ

∂T

dfi =

(
∂fi
∂ψ

)
T

∂ψ +

(
∂fi
∂T

)
ψ

∂T

into which is substituted the definition of specific volume v (or 1/ρ and entropy s:
(
∂f
∂ψ

)
T

=

v and
(
∂f
∂T

)
ψ

= −s, substituting this into the above relation, along with the definition of

entropy generation for heat transfer, ∆s = ∆h/T :

∂ψ

∂T
=
si − sl
vi − vl

=
L∆ρ

T
(2.2)
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where ρl and ρi [kg/m3] are the densities of water and ice, respectively, Plf and Pi [J/m3] are
the soil pressure in the freezing and frozen phase, Hf [J/kg] is the latent heat of fusion, and
T is the temperature [◦C] (Kurylyk & Watanabe, 2013). It is unclear how this relationship
changes when the assumption that phase change happens at a sharp boundary is lifted,
and a slushy region is allowed to exist (Amiri et al., 2018). Rather, the relationship
is implicitly handled in the soil freezing curve often used to represent the ice content -
temperature relationships in soils.
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where Pi [L] is the perimeter of the i-th pore in the image and Aimg [L
2] is the total image area. We 

also note that active porosity φA, instead of total porosity, should be used to represent the flow in 
peat. It is given by; 

 

 /∑=
i

iA Aφ Aimg (9) 

 
where Ai [L

2] is the area of the i-th pore in the image. Since the formation factor F in the Kozeny-
Carman equation is commonly assumed inversely proportional to porosity (Berryman and Blair, 
1987, Eq. 15), Eq. 6 can be re-expressed as; 

 
 k = CpφA (φA/p)2 (10) 

 
where Cp is a dimensionless coefficient. 

Permeability was computed from Eqs. 8-10 and converted to hydraulic conductivity through Eq. 
1 for the thirteen digital images, using Cp as a fitting parameter to match the computed values to 
the solid line in Fig. 4b with the least-squares method. When a single value of Cp was used for all 
depths, it was impossible to obtain a reasonably good match for both the upper (< 0.15 m) and 
lower layers. Therefore, Eq. 10 was used with two separate values of Cp for the upper and lower 
layers, which resulted in a reasonable match (Fig. 5a).  
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Figure 5: Saturated hydraulic conductivity estimated from pore image data using Eq. 10 (a) and Eq. 15 (b). 
The lines indicate conductivity distribution modeled by Eq. 5 (same as in Fig. 4b). 

The best-fit values of Cp were 1.1 × 10-2 in the upper layer and 1.4 × 10-3 in the lower layer. This 
is similar to the results of Quinton et al. (2000) in that the fitting parameter C in Eq. 2 was greatly 
different in magnitude between the upper and lower layers. These results suggest that peat 
hydraulic conductivity is strongly influenced by active porosity and specific perimeter, but the two 
parameters may not be the most effective indicator of hydraulic conductivity. 

Hydraulic Conductivity Estimates from Individual Pore Conductance 
To further investigate the relation between hydraulic conductivity and pore size, a second 

approach was taken to derive hydraulic conductivity from the conductance of individual pores. 

Figure 2.3: Hydraulic conductivity of peat
with depth. Points represent field data col-
lected in the southern Northwest Territories,
and lines indicate the best-fit profile and up-
per and lower bounds. From Quinton et al.
(2008).

The hydraulic conductivity is depen-
dent not only on the cross-sectional area
available for flow, but also the pore struc-
ture of peat. Near-surface peat tends to be
more fibric and have more connected pores
than more decomposed peat at depth, lead-
ing to increased saturated hydraulic con-
ductivity near the surface (figure 2.3) (Boel-
ter, 1966; Quinton et al., 2008). All other
things being equal, the thermal conductiv-
ity of peat is less dependent on the pore
structure than the hydraulic conductivity.
The thermal conductivity is dependent on
the air, water and ice content of the pore
matrix because the thermal conductivities
of air (0.02 W/mK), water (0.58 W/mK)
and ice (2.18 W/mK) differ significantly.
This difference in thermal conductivities
makes peat ideal for permafrost develop-
ment, because the high hydraulic conduc-
tivity and low water retention surface layer
drains and dries quickly, allowing it to act
as an insulator (Shur & Jorgenson, 2007).
Dry peat has very low thermal conductiv-

ity, effectively insulating the underlying soil from warm atmospheric temperatures, slowing
the seasonal thaw of ground ice. The thermal properties of peat play an important role in
determining the state of the permafrost in northern peatlands.

Peatland permafrost regimes can be separated into three classes based on their depen-
dence on climate, ecosystem, and substrate. The first is climate-driven, ecosystem modified
(continuous) permafrost, found in the far north (Shur & Jorgenson, 2007). In this regime,

9



the mean annual temperature is less than -2◦C, and the active layer, or uppermost soil
layer that freezes and thaws annually, is determined by the maximum thaw depth because
all of the soil that thaws will refreeze overwinter.

The second permafrost regime, found further south, is ecosystem-driven (predominantly
continuous) permafrost. This is permafrost that exists in regions where the mean annual
temperature is near zero, but because of the enhanced ground heat loss during the win-
ter and the relatively small summer heat gain, the peatland system is conducive to the
formation and preservation of new permafrost (Shur & Jorgenson, 2007; Jorgenson et al.,
2010). Taliks are often found in these regions, in areas that are insufficiently protected
by peat accumulation, or in depressions that remain wet through the summer (figure 2.4).
Ecosystem-driven permafrost is somewhat susceptible to disturbance, which can impact
the energy balance, such as forest fires, peat harvesting, or deforestation. Peatland sys-
tems may recover from disturbances if they regain tree-cover, accumulate peat, and the
mean annual temperature remains near zero.

The last, and least stable, permafrost regime in northern peatlands is ecosystem-
protected (discontinuous) permafrost. The mean annual temperature in these regions is
generally well above zero (roughly +2◦C), and the areas are unfavourable to the formation
of new permafrost (Shur & Jorgenson, 2007; Bonnaventure & Lamoureux, 2013; Quinton
et al., 2018). Permafrost in this regime is a remnant from colder climate periods, and would
thaw if it were not protected (insulated) by peat deposits. Regions underlain by permafrost
are often topographically elevated above the prevalent permafrost-free areas which have
subsided as ground ice thawed (Connon et al., 2018). This regime is very sensitive to
change, and when exposed to forest fire, deforestation or other disturbance, the permafrost
thaws readily (Baltzer et al., 2014). There is no driving mechanism to re-establish the
permafrost because it is in disequilibrium with the climate, and permafrost in this regime
is changing fastest.

2.3 Arctic Climate Change

Global temperature increases are amplified in the arctic, pushing more and more per-
mafrost regions into disequilibrium with climate (McBean, 2007). Not only is permafrost
jeopardized by increases in temperature, but the projected changes in precipitation are
also detrimental to permafrost. Cold regions are often referred to as arctic deserts due to
their aridity (Woo, 2012). However, it is projected that precipitation in cold regions will
increase in the next decades, especially in the winter season (McBean, 2007). This is the
worst-case scenario for permafrost, because increases in winter precipitation will result in

10



Figure 2.4: Anticipated changes to permafrost regimes under climate warming. Key fea-
tures of the permafrost landscape are also shown, such as open and confined (in formation)
taliks. From Walvoord & Kurylyk (2016).
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Figure 2.5: Soil profile showing different taliks found in discontinuous permafrost environ-
ment.

thicker snow cover earlier in the season (McBean, 2007). Snow, just like dry peat, is an
excellent insulator and prevents the soils from losing energy to the cold atmosphere. Under
these conditions, the active layer is less likely to refreeze completely, consequently forming
a confined talik sandwiched between the active layer and the permafrost table, which can
be seen in figure 2.5. Increased summer precipitation will lead to increased soil moisture
resulting in higher thermal conductivity, and deepening taliks. As seen in figure 2.5, the
deepening of taliks may form a connected confined taliks which allows flow between wet-
lands over the top of the permafrost table. Once this type of talik is developed, permafrost
loss accelerates due to the energy carried with the water flowing through the soil column
(see Chapter 7). Taliks isolate the permafrost from the atmosphere during the winter, but
reconnect it during the summer, meaning that when a talik exists, the permafrost can only
gain energy. The formation of a talik is a tipping point after which the permafrost in an
area will degrade and eventually disappear (Connon et al., 2018; Devoie et al., 2019).

Ground thaw in permafrost regions has been found to increase the rate of decomposition
in peatlands, releasing increased amounts of methane and carbon dioxide to the atmosphere
(Kimmel & Mander, 2010). This process creates a positive feedback loop between thaw
and climate warming, compounding the rate and effects of global warming on cold regions.
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2.4 Water Balance

Permafrost thaw not only impacts the climate, but also has more immediate and observable
effects on the hydrology of peatlands, which can be best observed through the terms of
the regional water balance. At any given time, most of the liquid water in the peatlands
system can be found in liquid water storage, S [mm], because peat is highly porous and
accumulates preferentially in regions where the water table is near the ground surface. The
typical water balance in subarctic and arctic peatlands is given by:

dS

dt
= P − ET −Q−R + SM + IM (2.3)

The low relief of peatland landscapes favours stagnation and ponded water, meaning
that runoff from rain, R [mm/d], and discharge, Q [mm/d], are a smaller fraction of the
water balance than precipitation inputs, P [mm/d], and losses to evapotranspiration, ET
[mm/d] (Price & Maloney, 1994; Whitfield et al., 2009). The snowmelt term, SM [mm/d],
describes water input from the spring freshet. The freshet can account for more than
70% of the annual water inputs in the arctic and subarctic (Wright et al., 2008). The
contribution from ground thaw, IM [mm/d], accounts for water that was held in the soil
pores as ice, but melts and becomes available to the system. It is positive if thaw occurs,
but negative when ground ice forms.

2.4.1 Storage

In peatlands, the annual change in water storage in the system is generally a small frac-
tion of the total water stored, which has a long residence time in the system (Morris &
Waddington, 2011). This storage is transient, such as water accumulation in the annual
snowpack, or as soil moisture in the near-surface active layer affected by precipitation and
evapotranspiration. However in arctic and sub-arctic systems the bulk of water storage is
long-term, persisting inter-annually. Permafrost, which persists for millennia, is an exam-
ple of long-term storage. Other examples of long-term storage include deep, sub-permafrost
aquifers in which water is conveyed very slowly, or the peatlands themselves, that cycle
and release water slowly (Morris & Waddington, 2011).

In the discontinuous permafrost region, transient storage in the snowpack dominates
the annual hydrograph. The storage capacity of the supra-permafrost layer (combination
of active layer and perennially thawed ground overlaying permafrost) is limited because
of the shallow soils, and changes throughout the season as thaw occurs (Bonnaventure &
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Lamoureux, 2013). The active layer often does not extend all the way from the ground
surface to the permafrost table, leaving a confined talik with the capacity to store and
transmit liquid water year round sandwiched between the permafrost table and the active
layer (Woo, 2012). Confined taliks can form a shallow groundwater flow network, allowing
water stored in lakes, fens and connected bogs to move downstream when it would otherwise
be confined by ground ice (Bense et al., 2009; Connon et al., 2018). If these taliks penetrate
the permafrost in some locations, flow ‘windows’ open, connecting the shallow groundwater
regime with the deep groundwater and allowing for recharge or discharge at the regional
scale. This is called an open talik (figure 2.4 (b)). The connection to the deep groundwater
system transforms the shallow groundwater flow network from a local, rapid response to
precipitation or melt events to a more regional system with slower response to climate
forcing (Bense et al., 2009).

2.4.2 Losses

Evapotranspiration (ET) represents the largest water loss in peatland systems because
the water table is close to the topographically flat ground surface, and ponded water is
abundant (Wright et al., 2008). In the discontinuous permafrost region, ET is limited by
incoming solar radiation, mean annual air temperatures, and the dominance of non-vascular
vegetation (Wright et al., 2008; Tarnocai, 2009; Swindles et al., 2015; Woo, 2012). Vascular
plants, though small in number, can account for up to 80% of the ET losses (Woo, 2012;
Whitfield et al., 2009). However, the coniferous canopy that exists in sub-arctic and arctic
peatlands does not transpire significantly, and the understory is dominated by non-vascular
mosses and lichens which lack the ability to move deeper water stores to the atmosphere
(Clymo, 1984). Ponded open water is prevalent because of irregularities in the permafrost
which form impermeable depressions, leading to significant open water evaporation (Wright
et al., 2008; Shook et al., 2013).

Discontinuous permafrost peatlands do not exhibit typical variable source area be-
haviour in which increasing water table is linearly related to increasing runoff (Hewlett
& Hibbert, 1967; McDonnell, 2003; Woo, 2012). Limits to infiltration and storage caused
by ground ice trigger threshold behaviours which are non-linear and hysteretic (McDon-
nell, 2003; Connon et al., 2015). Spatial differences in frost table elevation define lateral
boundaries that act as flow thresholds resulting in abrupt changes in runoff when they
are overtopped (Woo, 2012). Permafrost peatlands exhibit fill-and-spill behaviour similar
to that described by Tromp-Van Meerveld & McDonnell (2006) on bedrock slopes. Due
to the relatively flat topography and lack of hydraulic gradients, fill-and-merge behaviour
is also likely to occur when two adjacent wetlands merge before becoming hydrologically
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connected with the outlet (Leibowitz et al., 2016). The order in which storage features
become connected, and their contributing area, depend on antecedent moisture conditions,
pre-existing connections in the landscape, and the local distribution of rainfall (Shook
et al., 2013; Connon et al., 2015). Shook et al. (2013) showed that flattening the topogra-
phy increases these hysteretic effects.

Overland flow is prevalent early in the thaw season when the frost table is near the
ground surface, leading to local and intermediate flow systems dominated by lateral flows
in or over the shallow thawed organic layer (Devito et al., 2005). Discharge shifts to the
subsurface as the season progresses and flow paths thaw and deepen. In areas where taliks
connect adjacent storage features, there can be simultaneous quick-flow along the top of the
frost table and subsurface flow through a talik. An example of the different flow regimes
and resulting rating curve can be seen in figure 2.6, though numbers will differ based on
particular site characteristics, and have been discussed by Bense et al. (2009).
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Figure 2.6: Flow regimes and rating curve for flow between two storage features in discon-
tinuous permafrost zone. Subsurface flow rates are depth dependent, and overland flow in
this system is rare after the spring freshet.

Subsurface drainage of peatlands is dependent on the underlying substrate, which is
given by the topography of the frost table mentioned above (Devito et al., 1997; Wright
et al., 2008). Quick-flow along the top of the permafrost table follows a fill-and-spill
mechanism in the discontinuous permafrost region, until flow is intercepted by an open
talik (figure 2.4) (Yoshikawa & Hinzman, 2003; Sjöberg et al., 2016; Woo, 2012). Open
taliks are often found under lakes or wetlands because of increased thermal conductivity in
wet regions, but can also exist in clearings where unimpeded insolation increases seasonal
thaw. These features allow for surface and ground water mixing (Woo, 2012; Walvoord &
Kurylyk, 2016). Increased ground thaw activates deeper flow paths with lower hydraulic
conductivity, slowing the lateral movement of water if the water table drops with the
permafrost table. When thaw occurs in natural areas of discharge, it can lead to increases
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in stream baseflow, and make ephemeral streams flow year-round (Bense et al., 2009).
Open taliks can also alter the landscape, draining thermokarst features (wetlands formed
by subsidence resulting from thaw) that were once maintained by permafrost boundaries
(Bense et al., 2009; Yoshikawa & Hinzman, 2003). This poses a risk to peatlands that
formed as a result of water ponding above impermeable permafrost boundaries that no
longer exist, as they are likely to dry, resulting in successional change and altered hydrology
(Bense et al., 2009).

2.4.3 Contributions to Runoff

A significant fraction of annual precipitation falls as snow in cold regions, and midwinter
melt events are extremely rare because of cold winter temperatures (Woo, 2012). In the
discontinuous permafrost regime the freshet is the dominant hydrological event, and can
account for more than 70 % of the annual water inputs, leading to floods and overland
flow (Woo, 2012; Wright et al., 2008). This water input replenishes many storage features
that are otherwise disconnected from the rest of the landscape (Woo, 2012). In contrast to
the continuous permafrost regime, where the spring runoff is almost exclusively composed
of meltwater, Carey & Quinton (2004) found that a significant fraction of spring runoff
is composed of ‘old water’ thought to have been stored deeper in the supra-permafrost
layer in the discontinuous permafrost region. In areas without permafrost or where taliks
are present, the water table is less likely to follow the surface topography, and follows
the regional flow trends instead, resulting in a higher water table near streams (Carey &
Quinton, 2004). The combination of the deeper water table and the presence of perennially
thawed flow paths enhances the ability of event (snowmelt) water to infiltrate discontinuous
permafrost. However limited storage capacity and the high input during a short freshet
results in high runoff.

The contribution of ground ice thaw water to streamflow is small when compared to
the freshet and the increases in hydrologic connectivity afforded by thaw (Walvoord &
Kurylyk, 2016). In the discontinuous regime ground thaw contributes water to baseflow
year-round, not only through the water from seasonal ice thaw and permafrost thaw, but
also from the deep groundwater that is made available as holes develop in the permafrost.
The increase in connectivity due to ground thaw has been observed to increase baseflow
and allow some previously ephemeral streams to flow year-round (St Jacques & Sauchyn,
2009). The formation of deep groundwater flow paths due to permafrost thaw in peatlands
is important because unlike temperate peatlands that become disconnected from their
watersheds when the water table is low, there is no isolating mechanism for permafrost
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peatlands after the permafrost thaws. This can eventually lead to widespread drainage of
the landscape.

2.5 Thaw Trends

Table 2.1: Representative water balance terms in the continuous (Roulet & Woo, 1986),
discontinuous (Wright et al., 2008), and temperate (Lafleur et al., 2005) regions. Note
that the temperate regime has significantly more precipitation than the two permafrost
regimes. Dashes indicate missing data, (+) indicates input and (-) is loss, and all values
report water in mm.

Continuous Discontinuous Temperate

Winter Summer Winter Summer Winter Summer
Storage ∆S 101 385 99 -99 400 -400
Precipitation 101 134 215 154 490 416
ET 0 -223 0 -280 -90 -350
Runoff 0 99 – 220 – –
Subsurface 0 -1 – – 0 0
Snowmelt 0 146 0 215 200 0
Ice Melt 0 230 1 245 0 0

As can be seen in table 1, the overall trend in hydrologic behaviour as permafrost thaws
seems to be decreased storage capacity and increased connectivity, however further data
should be collected to add certainty to this trend. This results in an increase in baseflow
and a deeper water table, and there is potential for increased ET from the system because
the deeper water table allows vascular plants to colonize the area (Smith, 2011). The
question remains whether or not northern peatlands that developed in conjunction with
permafrost will be able to survive after thaw has occurred, or whether the conditions will
be too dry, leading to decomposition, an increased chance of fire (observed in northern
peatlands recently by Oledefeldt (2016); Tarnocai (2009)), and eventual land-cover change
to Boreal forest. This change could result in the emission of significant carbon and methane
stores to the atmosphere, which would form a positive feedback cycle between thaw and
climate change, potentially changing cold regions and the earth’s climate irreversibly.

The current understanding of permafrost peatland hydrology neglects many local-scale
thaw processes. It is documented that the landscape is changing, hydrologic connectivity
is increasing, and land surfaces are subsiding, but the actual mechanisms and patterns of
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this thaw are poorly understood. Taliks have been observed in the vicinity of lakes and
fens, but their formation and expansion is generally undocumented, as is their existence
in other locations in the landscape, even though they may play a critical role by: acting
as pathways for advective heat transfer, isolating permafrost from the atmosphere and
preventing permafrost cooling, increasing the hydrologic connectivity of the landscape, and
storing liquid water and nutrients which become available to plants when the active layer
thaws. This thesis aims to address the gap in our understanding of thawing peatlands
systems through the detailed study of talik formation and function in different regions
of the landscape. To better understand and predict changes due to permafrost thaw,
conceptual and numerical models must be developed and compared to field observations.
Current models have not been able to account for all of the hydrologic processes and their
interactions in permafrost peatlands, especially at the regional scale.

2.6 Modelling Permafrost and soil freeze-thaw

Modelling is a useful tool to test hypotheses about system function and project possible
future system states. In the discontinuous permafrost environment, the appropriate repre-
sentation of permafrost and seasonal ground ice thaw is essential. The presence of frozen
soil strongly affects not only the hydrology, but also the thermodynamics, soil chemistry
and ecology of regions experiencing freezing soils, as outlined in figure 2.7 (Hayashi, 2013).
Practically, it is essential to accurately model soil freeze-thaw because it controls many
important processes including infiltration, the migration of soil moisture to the surface,
winter quiescence of hydrological systems, and the destabilization of soils (especially in the
permafrost region). Jutras et al. (2009) point out that with an incomplete representation
of soil freezing and thawing processes, it is impossible to model multiple seasons (e.g., a
poor representation of snow melt refreeze limits the ability to model the spring freshet).
Hydrologic models neglecting soil freezing and thawing can therefore only be run seasonally,
and are inappropriate for multi-year predictions, or climate projections. To date, models
representing discontinuous permafrost have either been 1-D vertical freeze-thaw models,
such as NEST (Zhang et al., 2003), or local models (McClymont et al., 2013).

Though both seasonal ground ice and permafrost are under-represented in current mod-
els, seasonal ground ice is more commonly incorporated into hydrological models (Goodrich
(1978); Craig et al. (2020); Semenova et al. (2013); Zhou (2014)). These representations
are generally not interchangeable as they are currently implemented, as seasonal ground
ice only affects the system for a portion of the year, and primarily impacts infiltration
(Slater et al., 1998). Permafrost affects infiltration and redistribution, but also acts as an

18



aquitard, modifying the storage and routing of water in the system (Wania et al., 2009).
The few algorithms available to represent these processes (Slater et al. (1998), Wania et al.
(2009), Oelke et al. (2003), Hinzman et al. (1998)) are primarily designed for the continu-
ous permafrost region. Continuous permafrost process representation is unsuitable for the
discontinuous permafrost system as described in literature (e.g., Wright et al. (2009), Quin-
ton et al. (2009)), in which permafrost-free areas exist adjacent (spatially and temporally)
to regions underlain by permafrost, and to regions in which permafrost is degrading both
vertically and laterally, and active layer development is non-uniform. Most permafrost
models include only vertical thaw (e.g., Hayashi et al. (2007); McClymont et al. (2013);
Kurylyk et al. (2014)), neglecting lateral heat transfer. McClymont et al. (2013) have how-
ever shown that thaw in the discontinuous permafrost region is dominated by lateral heat
transfer. This points to a need for computationally efficient multidimensional freeze-thaw
models.
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where Pw (Pa) is the pressure of liquid water, T (K) is temperature, 
Lf (J kg−1) is the latent heat of fusion, and Vw (m3 kg−1) is the 
specific volume of liquid water. In Eq. [1], the pressure of ice is 
assumed constant. Using a polynomial equation to represent the 
temperature dependence of Lf in Eq. [1], Spaans and Baker (1996) 
expressed the total potential of liquid water (mw, J kg−1) as a func-
tion of soil temperature:
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where T0 is the reference temperature of 273.15 K (= 0°C), pw 
(Pa) is the osmotic pressure, and rw (kg m−3) is the density of 
liquid water. Equation [2] shows that a relatively small drop of 
temperature below 0°C results in a dramatically low potential. 
For example, the potential of pure water at −1°C is −1.22 ´ 103 J 
kg−1, or equivalent to a potential head of −124 m, compared with 
mw = 0 at 0°C. As the soil freezes and the water potential drops, 
the remaining liquid water occurs in absorbed films around soil 
particles and in pores of sufficiently small diameter. This condition 
is similar to the drying of unfrozen soil. The relationship between 
soil temperature (or potential through Eq. [2]) and liquid water 
content is called the soil freezing characteristic, which is analogous 
to the soil moisture characteristic of unfrozen soil (Miller, 1980).

The hydraulic conductivity of unfrozen, unsaturated soil decreases 
dramatically with decreasing water content because the drying 
of soil occurs from large pores with higher conductance, leaving 
smaller pores to conduct water. In a similar manner, the hydraulic 

conductivity of frozen soil decreases sharply as ice forms in large 
pores and liquid water is forced to flow in smaller pores and thin 
films (Watanabe and Flury, 2008), which has a strong influence 
on infiltration processes.

The heat capacity of bulk soil is determined by the heat capacity 
and volumetric fraction of liquid water, ice, air, and solids (Miller, 
1980). Because the heat capacity of air (1.3 ´ 103 J m−3 K−1) is 
much smaller than that of liquid water (4.2 ´ 106 J m−3 K−1) and 
ice (1.9 ´ 106 J m−3 K−1) (Hillel, 1998, p.315), the bulk soil heat 
capacity increases with increasing water content. The soil thermal 
conductivity depends on the connectivity and geometry of individ-
ual components in addition to their volumetric fraction (Farouki, 
1981). The approximate thermal conductivity of individual com-
ponents at 0°C are: 0.024 W m−1 K−1 for air, 0.56 W m−1 K−1 for 
liquid water, 2.2 W m−1 K−1 for ice, 2.9 W m−1 K−1 for silicate 
minerals, and 0.3 W m−1 K−1 for organic materials (Hillel, 1998). 
Therefore, the bulk thermal conductivity of mineral soil is higher 
than that of organic soil (e.g., peat), and the thermal conductivity 
increases with increasing liquid water content in unfrozen soil and 
ice content in frozen soil.

The dependence of soil hydraulic and thermal properties on liquid 
water and ice content results in complex feedback mechanisms 
among physical processes and their interactions with chemical 
and biological processes (Fig. 1). This presents a major challenge 
and opportunities in vadose zone research.

 6Hydrology
From a hydrologic perspective, the most important function of frozen 
soil is its effect on infiltration and overland flow (Fig. 1). When the 
intensity of rainfall or snowmelt exceeds the infiltration capacity of 
the land surface, infiltration-excess overland flow is generated. This 
mode of overland flow is dominant in urban areas but rarely occurs 
in relatively undisturbed forest or grassland (Dunne and Leopold, 
1978). Frozen soil provides an important exception due to the reduced 
hydraulic conductivity (see above) and strongly influences the amount 
and timing of winter and spring runoff in cold regions.

The infiltration capacity of frozen soil is dependent on soil texture 
and water content, as well as land use and agricultural practices. 
In an overview of studies undertaken in the Canadian prairies, 
Gray et al. (2001) classified snowmelt infiltration in frozen soil into 
three categories: (i) unlimited infiltration where soils are capable of 
infiltrating most or all of the available water (e.g., coarse-textured 
soil or soils with cracks and macropores), (ii) restricted infiltration 
where the infiltration capacity is severely reduced by an impervi-
ous surface (e.g., a soil layer nearly saturated with ice or basal ice 
lens forming at the soil surface), and (ii) limited infiltration where 
the capillary flow is dependent on the water and ice content. In 
the case of limited infiltration, the infiltration capacity decreases 
with the pre-melt water content (liquid + ice) of the surface and 

Fig. 1. Connection and feedback between soil freeze–thaw and 
various other processes. Arrows indicate the direction of influence of 
one set of processes on another (GHG is greenhouse gas).

Figure 2.7: Interplay between freeze-thaw, hy-
drology, and other processes. Arrows indi-
cate the direction of influence, and GHG refers
to greenhouse gas. Modified from Hayashi
(2013).

The formation of pore ice results in a
decrease in hydraulic conductivity, similar
to the drying of temperate soils (Lawrence
et al., 2008). Models often assume a binary
value of hydraulic conductivity (i.e., zero
when the soil is frozen) along with a binary
freezing function, but this leads to nu-
merical instabilities in a continuum model
and is not typically an appropriate physi-
cal representation of the system (Lawrence
et al., 2008). Three dimensional contin-
uum models, such as SUTRA-ICE, avoid
these instabilities through fine discretiza-
tion, but can only be deployed to simulate
these systems at the local hillslope scale,
and are not readily applied to larger sys-
tems (McKenzie et al., 2007). Continuum
models of freeze-thaw, such as those pre-
sented by Slater et al. (1998), Goodrich
(1978), and Hinzman et al. (1998), are

computationally expensive, and attempts to increase the efficiency of these models rep-
resent some processes empirically, neglect latent heat transfer, and invariably make ap-
proximations in assigning relatively large model element size rendering them ineffective in
the discontinuous permafrost region because of the heterogeneity of the landscape. These
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approximations have not been adequately justified through benchmarking and sensitivity
analysis, nor are they likely to be effective in the study area.

Entirely empirically-based models of permafrost systems also exist (Oelke et al., 2003).
Empirically-based models are generally accurate in the region in which they are developed,
and are sufficiently computationally efficient to be applied to large modelling scales (e.g.
Hinzman et al. (1998); Slater et al. (1998)). However, their ability to represent diverse
hydrologic response units (HRU) is limited (e.g. Zhou (2014)). Though it is computa-
tionally feasible to extend these relationships to represent larger or ungauged areas, the
predictions generated are not physically meaningful because the empirical relationships are
defined based on measurements in a particular basin, with fixed soil characteristics and
hydrological parameters. Therefore, they cannot be reliably extended to regions with dif-
fering soil characteristics, vegetation classes, or even channel characteristics, unless these
parameters are known, and available to be modified in different regions as in a distributed
model (Wania et al., 2009). Even in distributed empirically-based models, the challenge
remains that empirical coefficients cannot be derived from data in ungauged basins, and
empirical models assume system stationarity, so even if there is basin data, it is insufficient
to make predictions of future system states when faced with changes in land-use, climate
or any other model parameter(s) (Magnusson et al., 2014). Stationarity is the assumption
that historical data is indicative of the system over time, with the implicit assumption that
changes in climate or land cover do not occur. This limits the ability of empirically-driven
models to make predictions of future system behaviour.

Physically-based models solve the governing equations of heat transfer and moisture
migration in the system. These processes are generally described using coupled partial dif-
ferential equations and an operator splitting approach. Due to the computational demands
of solving this coupled system, approximations about the moisture content of the system
are often made, commonly assuming a completely saturated soil profile, or a fixed thermal
conductivity.

2.6.1 Heat Equation

Heat transport in the porous media is governed by:[
cρ+ L

dF

dT
ρηθ

]
∂T

∂t
=

(
∂

∂z

(
λb
∂T

∂z

)
− clρl

∂qzT

∂z

)
+ qyρwcw(Tin − T ) (2.4)

in which the parameters c [J kg−1◦C], η [-], λb [J m−1s−1◦C], and q [m s−1] refer to bulk
heat capacity, porosity, bulk thermal conductivity and flow rate of liquid water respectively.
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The subscripts z [m] and y [m] refer to the vertical and horizontal directions, and Tin [◦ C]
is the temperature of water laterally entering the soil column driving advection. Note that
water may be supplied laterally to the column via the final qy term, with the flux given by
qy = −K(ψ, T )∂h

∂y
, where the gradient is fixed for each simulation, and K values reflect the

impedance due to ice content. This term is applicable only when the soil column contains
a talik connected to a wetland feature. The inclusion of this source term allows the 1-D
vertical model to represent lateral water movement in short-term simulations of permafrost
evolution. This method is not appropriate for long-term change detection where lateral
permafrost thaw is expected.

2.6.2 Unsaturated Richards’ Equation

Water movement is governed by the unsaturated Richards’ equation (represented in mixed
form here, similar to Celia et al. (1990)):(

∂θl
∂ψ

+ Ss

)
∂ψ

∂t
+

(
ρi
ρl
θi + θl

)
∂F (T )

∂t
=

∂

∂z

(
K(ψ, T )

(
∂ψ(z, T, θ)

∂z
− 1

))
(2.5)

where θ [-] represents water saturation, ψ [m] is soil matric potential, Ss [m−1] is specific
storage, t [s] is time, ρ [kg m−3] is density, F [-] is the temperature-dependant ice fraction,
T [◦C] is temperature, z [m] is vertical distance, and K [m s−1] is hydraulic conductiv-
ity. The hydraulic conductivity is given using the van Genuchten model with peat-specific
parameters (Van Genuchten, 1980). The hydraulic conductivity is modified by an empir-
ical relationship describing the impedance of ice content to water movement through the
partially-saturated soil, as presented by Kurylyk & Watanabe (2013). The subscripts l and

i refer to liquid water and ice phases respectively. The less common term
(
ρi
ρl
θi + θl

)
∂F (T )
∂t

on the LHS is a source/sink term arising from the inclusion of phase change. Vapour
flux is not included in this model; Putkonen (1998) deemed it unimportant (especially in
wet soils) as compared to the other processes occurring in an unsaturated 1-D freezing
or thawing soil column. The main role of vapour flux is to deliver water to the freezing
front, which is accomplished instead by the Clausius Clapeyron (CC) relation (Karra et al.,
2014). The CC relation is included in equation 2.5 when the temperature is in the freezing
range, assumed to be 0 ◦C to -0.05 ◦C (equation 2.6). This equation is very similar to the
form of the Clausius relationship presented in Kurylyk & Watanabe (2013). The terms g,
L and ∆ρ−1 refer to gravity [m s−2], the latent heat of fusion of water [J kg−1] and the
change in specific volume associated with the phase change [m3 kg−1] respectively. Note
that ψ yields the combined matric potential and cryosuction as will be discussed further in
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chapter 4, while ψ∗ is the effective matric potential given by the soil characteristic curve
at the particular saturation and with an effective porosity reflecting the ice content in the
soil as a loss in available porosity.

ψ(θ, T ) =

{
ψ∗(θ, ηeff ) + L

ρgT∆ρ−1
∂T
∂t

∆t if Tres ≤ T ≤ 0

ψ∗(θ, ηeff ) else
(2.6)

ηeff = η − θi

In the above relation, we note that the cryosuction and matric potential terms are
additive, while in literature pressure is attributed to one or the other of these terms Kurylyk
& Watanabe (2013). Given the assumptions in the derivation of equation 2.2, we know
the free energy of both liquid and solid phases are the same, and given that the energy
is continuous, the pressure should also be continuous. This implies that at the initiation
of freezing and the residual water content when the CC relation no longer applies, it is
expected that the matric potential match the pressure of the mixed phase. Note that the
cryosuction term tends to zero at the limits of the freeze thaw range (as the change in
density is zero when phase change is not occurring), and thus a sum achieves this goal.
Other relations are considered, but there is no justification for an increase in mathematical
complexity. Additionally, it is intuitively reasonable to expect that the pressure deficit be
greater in freezing dry soils than in freezing soils near saturation. Though literature was
consulted, very little was found on this topic, and it ought to be investigated in future
studies.

2.6.3 Modelling at Large Scales and in Ungauged Basins

In physically-based models, input parameters describing the soils, vegetation, and other
local system characteristics are included to define the physical system. This enables these
models to be extended to regions beyond their initial study basin, and to make predic-
tions in ungauged areas, where sufficient land cover and class information exists to drive
the models (Goodrich, 1978; Semenova et al., 2013; Craig et al., 2020). Extending the
predictive ability of these models to wider areas often requires significant input data, and
computational cost. It is often difficult, time consuming or costly to obtain these input
data. For this reason, it is desirable to determine the sensitivity of the model to various
input parameters, and to propagate the uncertainty in input parameters to uncertainty in
modelled output. To accurately characterize uncertainty in parameter values and model
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predictions, sensitivity analysis is a useful tool. These analyses, similar to calibration,
require multiple model runs, and can be prohibitive for large physically-based models (e.g.
Hinzman et al. (1998)), though some relatively coarse models of smaller areas employ these
techniques to determine the driving processes (e.g. Kuchment et al. (2000)).

Current cold region hydrology models generally act at a particular scale, and provide
useful predictions for the scale at which they were developed (Lawrence et al. (2008), Wa-
nia et al. (2009), Oelke et al. (2003), Slater et al. (1998), Goodrich (1978), Frampton et al.
(2011)). Though separate models are developed at many scales, they lack the ability to
simultaneously represent multiple scales. For example, Cherkauer & Lettenmaier (1999)
can represent freeze-thaw using a modification of the VIC (Variable Infiltration Capacity)
model at the point scale, but is unable to predict streamflow at the scale of the basin as it
cannot handle sub-basin heterogeneity or lateral thaw. The problem of scale is well-known
and well-documented in hydrology (Bloschl & Sivapalan (1995)), but has not been suffi-
ciently addressed in the representation of soil freezing and thawing. Emergent behaviour at
larger modelling scales has been assumed in some cold-region models. For example, Kuch-
ment et al. (2000) assume that snow accumulation over a large area can be represented by
a log-normal distribution to capture the effects of redistribution in the basin. However the
use of emergent behaviour is not widespread, and is often not rigorously tested. Determin-
ing and verifying emergent scale behaviours in hydrologic models with field data would be
an important and useful contribution to cold-regions hydrology, and may be a byproduct
of this work.

Though this discussion has revealed that some work has been completed on the freeze
and thaw of peatland soils, a need has been demonstrated to extend this work to physically
represent freeze-thaw processes on a regional scale in areas of discontinuous permafrost.
Coupling soil pore water state to moisture migration, snow processes and subsurface water
movement will identify emergent behaviour, which will be compared to field observations.
Significant uncertainty in future system states exists, and leaves room for new process un-
derstanding in thawing permafrost systems. The focus of this research will be the efficient
hydrological representation of freezing and thawing soils in the discontinuous permafrost
region, and then impact of permafrost thaw on hydrology.
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Chapter 3

Study Site

Field studies were completed at the Scotty Creek Research Station (SCRS), located ap-
proximately 70 km south of Fort Simpson in the Liard River watershed as seen in figure 3.1.
This landscape is dominated by discontinuous permafrost peatlands (described in Quinton
et al. (2018)) . The mean annual air temperature is approximately -3.2 ◦C, with a mean
precipitation of 369 mm as reported by the Environment Canada Climate Normals from
1971 - 2000 for the Fort Simpson weather station (Meteorological Service of Canada, 2012).
The climate is described as dry-continental with long winters and short summers. This
landscape is nival, and the hydrograph collected at Scotty Creek at Highway 7, of which the
SCRS is a headwaters, is clearly dominated by the spring freshet (Water Survey of Canada,
2020). Based on this gauged stream outlet, the Scotty Creek Basin is approximately 140
km2.

The SCRS was established in 1999, and is ideal for the study of permafrost degrada-
tion because it includes permafrost in a variety of stages of degradation including stable
permafrost features, features with isolated and connected taliks, and permafrost-free wet-
land features (Connon et al., 2018). The land cover of the Scotty Creek basin is primarily
described as forested uplands with lowland peatlands which are the focus of this study.
The peat deposit in the lowlands ranges from 2 m to 8 m in thickness, and overlays clay,
silt/clay, and low-permeability glacial till (Quinton et al., 2018). High permeability peat
soils drain readily when the water table is below the ground surface, leaving a relatively dry
insulating surface peat layer that preserves permafrost underlying peat plateaux (Quinton
et al., 2009). Though insulated from high summer temperatures, the permafrost in this
discontinuous permafrost site is warm, and a significant portion of it is within the zero
curtain (undergoing phase change) as shown in figure 3.2. This figure depicts the upper
and lower bound of temperatures measured using deep thermistors installed in two talik
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Figure 3.1: Location of field site inset or aerial imagery of study site. Transects and
locations of meteorological stations, water level records and thermistors used in this work
indicated.
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Figure 3.2: Typical subsurface temperature profile at SCRS in a location with a talik. Note
that isothermal region at freezing point indicates phase change at depth - this permafrost
is likely thawing and contains fractional ice content.

features (along the seismic line and winter road) at the study site. Data is collected from
RBR thermistors up to a depth of 9 m.

Within the peatland lowlands, peat plateaux are elevated above the surrounding permafrost-
free wetlands due to the subsidence which accompanies permafrost thaw, and the loss of
segregated ground ice. Plateaux have a relatively dry vadose zone, allowing them to sup-
port a black spruce (Picaea mariana) canopy (Quinton et al., 2009). The ground cover
is dominated by lichens and mosses, while sparse vascular ground cover persists in some
area. These plateaux are surrounded by two wetland types that dominate the landscape.
Collapse scar bogs act mainly as water storage features, and are sphagnum-dominated
clearings Quinton et al. (2009). These features are referred to as bogs in this work, how-
ever they do not fit the true ombrotrophic definition of a bog as they may be ephemerally
connected to other wetland features either losing or gaining water though narrow channels
Connon et al. (2015). Channel fens that act as the low-gradient routing feature in this
flat, high-storage landscape (Gordon et al., 2016). Fens are sedge-dominated, and contain
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hummocky terrain that supports tamarac (Larix ) stands. These are relatively sparse in
comparison to the black spruce on plateaux.The water table is generally found up to 20
cm below the ground surface in the wetland features while it remains between 50 and 70
cm below the ground surface on plateaux. This is also the maximal depth of the active
layer observed in this site, where regions with isolated taliks may have deeper permafrost
tables and generally collect water Connon et al. (2018).

A land cover classification based to a digital elevation model from 2008 categorized the
peatland landscape as 39 % treed peat plateaux, 37 % collapse scar bog, and 24 % fen
Chasmer et al. (2014). This classification can be seen in figure 3.3. Note that there are
two types of anthropogenic linear features that can be seen in this figure, which are usually
classified as bog (in yellow) unless they are traversing a fen (green). The straight cut lines
(the most obvious of these runs SW - NE between the lakes) are seismic exploration lines,
while there are also cut lines from a army road (or winter road) established and used in
the 70s. The winter road is best picked out along the east side of the small lake in the
centre of the map, as well as to the west and between the lakes. These linear features are
generally permafrost-free and take on the behaviour of the nearest wetland features.

In this landscape of ephemerally interconnected wetlands, lateral movement of water
through the portions of the supra-permafrost layer (usually in areas with a talik) that re-
main saturated most of the year is common, and may help explain variability in permafrost
degradation rates across the landscape (Chasmer et al., 2011). Peat plateaux adjacent to
wetland features have been observed to degrade more quickly (both vertically and later-
ally) than plateaux with isolated taliks (McClymont et al., 2013; Baltzer et al., 2014); it is
proposed that lateral advection through the talik plays a considerable role in determining
the rate of permafrost degradation. This flow generally happens at depths exceeding 20 cm
below ground surface, through peat which is moderately to well-decomposed. This peat
has lower hydraulic conductivity (on the order of 0.125 m/day) than the overlaying 15 - 20
cm of undecomposed peat (360 m/day) Quinton et al. (2008). The porosity of the living
surface peat is near 0.9, while at depth this decreases to about 0.8, though decomposed
peat is know to be a dual-porosity material, meaning many of the pores are not connected
to a wider flow network and therefore do not fill or drain readily Price et al. (2005). The
permafrost underlying plateau features is (conceptually) impermeable.

Since its establishment in 1999, many studies have taken place at the SCRS, and a
significant data archive has been established. Meteorological stations have been established
on each of the land cover types, including measurements of net radiation, temperature,
humidity, snow cover, wind velocity and direction, soil moisture and soil temperature
profiles as well as ground heat flux. This is augmented by a vast network of pressure
transducers recording water levels in wetland features and in depressions on the peat
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Figure 3.3: Land cover classification of Scotty Creek Research Station with locations of
instrumented sites.
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Figure 3.4: Loss of permafrost (grey shaded areas) between 1947 and 2008. Figure modified
from Chasmer et al. (2014).

plateaux. There are many transects and two grids monitored semi-annually for maximal
thaw and refreeze depth. Snow surveys are also conducted annually. Two shielded weighing
gauges for precipitation measurement are also located in the study site, one in proximity
to each lake feature. The location of measurement points can be seen in figures 3.1 and
3.3. Saturated hydraulic conductivity has also been measured at the yellow markers in
figure 3.3. Auxiliary data such as digital elevation models and vegetation surveys are also
available for the site. Only a small subset of the data collected was used in this thesis, but
all the data collected in support of this work and other studies at the SCRS can be found
in the data archive linked in appendix A.

A summary of the evolution of this site over the past two decades of study is presented in
Quinton et al. (2018), and describes this data in detail, including noting the nonstationarity
of each measurement site, as it will be demonstrated that nearly all permafrost in the
landscape is at some stage of degradation. A summary of permafrost loss over the past
five decades is presented by Chasmer et al. (2014), and shows preferential permafrost loss
adjacent to existing wetland features (as seen in figure 3.4).

Carpino et al. (2020) establish a trajectory of change for this landscape, using a space-
for-time approach to outline the phases of permafrost degradation, and the impact of
permafrost loss on energy and water balances. In figure 3.5, pane I indicates stable con-
tinuous permafrost, but with a change in surface energy flux, often due to an alteration
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in canopy dynamics, an isolated talik is formed as seen in pane II. As thaw progresses
this thaw feature widens and deepens, potentially thawing through the entire depth of
permafrost and becoming a collapse scar bog. Stage IV shows bog capture - the process
where a fen or bog adjacent to another wetland feature expands and coalesces with the
neighbouring thawed feature. Stages V and VI detail the loss of permafrost generally and
the slow drainage of the landscape. Forest establishment (stage VII) may result in the
return of permafrost in locations where the climate is favourable for this, while as is noted
herein, permafrost is not in equilibrium with the climate at the study site, and permafrost
loss is permanent. Though pane I and pane VII appear similar in canopy coverage and
carbon storage, the presence of permafrost in the subsurface alters the hydrologic and
thermodynamic behaviour of the system notably. This likely has implications on the nu-
trient cycling in the system, the discharge from the system, and it’s response to changes
in climate.

Figure 3.5: Trajectory of change in permafrost environments as presented in Carpino et al.
(2020).
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Chapter 4

Taliks : A tipping point in
discontinuous permafrost
degradation in peatlands

Statement of contribution

The following chapter is based on the following published manuscript:

Devoie, É. G., Craig, J. R., Connon, R. F., and Quinton, W. L. (2019). Taliks : A tipping
point in discontinuous permafrost degradation in peatlands. Water Resources Research.
DOI: https://doi.org/10.1029/2018WR024488

This paper presents the results of a modelling study in which a 1-D variably saturated
freeze-thaw model is applied to soil columns to test the sensitivity of talik development
to various conditions. In this paper, I developed the model in Matlab, and collected and
aggregated field data from the Scotty Creek Research Station to be used as initial and
boundary conditions in the model simulations. I also prepared the manuscript. Dr. Craig
provided key insights during model development, benchmarking, and the development of
test scenarios. His attention to detail and experience solving PDEs where invaluable in his
evaluation of the mathematical formulations and editing the manuscript. Drs. Quinton and
Connon provided insight into processes in the field, assisted in design and implementation
of field studies and guidance through reviewing the manuscript.
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4.1 Introduction

Permafrost regions are very sensitive to changes in climate, especially those classified as
discontinuous or sporadic (Stendel & Christensen, 2002; Zhao et al., 2010; Chasmer et al.,
2011). Climate warming trends have been shown to cause permafrost degradation and loss,
resulting in subsidence, wetland expansion, and landscape transition (Rowland et al., 2010;
Walvoord & Kurylyk, 2016; Carpino et al., 2018). One of the mechanisms for permafrost
degradation is cited as ‘active layer thickening’, driven by increases in mean annual air
temperature, precipitation, and anthropogenic or natural land cover change or disturbance
(Shiklomanov et al., 2012; Bonnaventure & Lamoureux, 2013). This process is indicative
of permafrost degradation in continuous permafrost, where the active layer, or layer which
freezes and thaws annually, is defined by the late summer maximum depth of thaw (Burn,
1998). However, in areas where permafrost is degrading, especially at the southern limit
of permafrost, the active layer can either be determined by the depth of thaw or the late
winter refreeze depth if a talik exists between the permafrost table and the active layer
(Connon et al., 2018). In the second case, the depth of thaw exceeds the refreeze depth,
leaving a perennially thawed region between the base of the active layer and the top of the
degrading permafrost body.

Taliks are typically documented beneath or adjacent to water bodies such as wetlands
or lakes (Bonnaventure & Lamoureux, 2013; Rowland et al., 2010; Woo, 2012), while the
formation and evolution of shallow suprapermafrost taliks hydrologically isolated from wet-
land features over the winter season (hereafter referred to as isolated taliks) have received
relatively little attention. Though briefly mentioned in field literature (e.g., Fisher et al.
(2016)), the factors controlling the formation of isolated taliks have not been thoroughly
investigated in thermal modelling literature. A comprehensive review of current thermal
models was completed by (Kurylyk & Watanabe, 2013); talik modelling was not mentioned.
This omission is likely due in part to scale, where large scale models do not resolve the
relatively local process of talik formation, e.g. Stendel & Christensen (2002).

Freeze-thaw models based on analytic or semi-analytic solutions of the Stefan problem
(e.g. Hayashi et al. (2007); Hinzman et al. (1998); Krogh et al. (2017); Semenova et al.
(2013); Woo et al. (2004); Zhang et al. (2008b)) are unable to represent the three-tiered
system (permafrost-talik-active layer) present in talik formation. These models may be
inappropriate for modelling degrading permafrost at the local scale because they assume
a linear temperature profile between the soil surface and the (single) freeze/thaw front.
Existing continuum models (that do not assume a linear temperature profile; e.g. McKenzie
et al. (2007); Frampton et al. (2013); Daanen et al. (2008); Karra et al. (2014); Schaefer
et al. (2009); Jorgenson et al. (2010); McGuire et al. (2016); Zhang et al. (2008b)) have
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thus far focused on longer-term lateral permafrost extent, water seepage, carbon storage,
permafrost resilience or other processes that do not distinguish controls on isolated talik
formation or evolution in peatland environments.

The initiation of an isolated talik has been simulated by Frampton et al. (2013); Atchley
et al. (2016); Yi et al. (2014); Endrizzi et al. (2014); Rawlins et al. (2013); Jafarov et al.
(2013); Brown et al. (2015) and Walvoord et al. (2019), where controls on the active layer
such as saturation, snow cover, shading, forest fire and ponded water were quantified. These
studies shed light on processes governing active layer thickness as defined by maximum
thaw depth, but talik formation was not their focus. Nicolsky et al. (2017) simulated
talik formation by the end of the century in the Alaskan North Slope under RCP 4.5 and
8.5 greenhouse gas scenarios, driven by changes in climate forcing, but moisture, snowpack
and incoming radiative effects were not distinguished. Evans & Ge (2017) simulated supra-
permafrost layer thickening due only to increased mean annual air temperature in the aim
of quantifying the effect of changes in frozen ground regimes on groundwater discharge.

The modelling efforts presented in this paper focus on the formation, evolution and
persistence of isolated taliks at the local scale. This work aims to build on existing work
in discontinuous permafrost presented by Kurylyk et al. (2016) and Langford et al. (2020).
Kurylyk et al. (2016) detail the lateral permafrost thaw and vertical thaw at the bottom
boundary of permafrost bodies while Langford et al. (2020) simulated a single peat plateau
in the research basin. The detailed 3-D modelling work presented in these studies did not
address vertical thaw at the top of a permafrost body, or the formation of isolated taliks
within permafrost plateaux.

It is proposed here that talik formation plays an important threshold-based (as defined
by Grosse et al. (2016)) thermodynamic role in the initiation of permafrost degradation at
the interior of permafrost bodies in discontinuous permafrost regions, and ultimately the
hydrologic evolution of permafrost environments in the peatlands region of the southern
Taiga Plains, Canada. The impacts of unsaturated soil conditions, moisture migration due
to temperature and pressure gradients, lateral advection, and insulation due to variations
in annual snowfall will be considered to explicitly identify drivers for talik formation. The
subsequent permafrost degradation rate once a talik is formed is also presented for this
ecosystem-protected permafrost environment. The objectives of this study are to (1) use
a 1-D model to identify the conditions under which isolated taliks are likely to form, (2)
asses the extent and controls on the rate of talik formation, and their consequences for
permafrost evolution and (3) evaluate the mechanisms by which talik formation can lead
to a ‘tipping point’ condition at which permafrost recovery becomes unlikely.
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4.2 Methods

4.2.1 Field Methods

This study focuses on the application of a 1-D vertical freeze/thaw model informed by
boundary conditions and validation data collected at the SCRS to simulate a set of repre-
sentative soil columns in a discontinuous permafrost environment. Temperature data were
measured using Campbell Scientific CS107 or CS109 thermistors or Onset HOBO U12
4-channel thermistors and loggers. These were installed in depth profiles approximately
every 5 - 20 cm from a depth of 5 cm to 50 cm, where the observation data used to generate
boundary condition were measured at either a depth of 5 cm or 10 cm. Exact measurement
depths and spacing varied across the measurement sites.

The permafrost that underlays peat plateaux in the landscape can be classified either as
degrading or stable. The degrading boundary condition describes a plateau with an isolated
talik that remains perennially thawed. The stable boundary condition describes a plateau
in which the permafrost is not actively degrading, and there is complete refreeze of the
active layer in most if not all years. Figure 4.1(b) shows surface temperature data collected
in both conditions from which surface temperature boundary conditions were constructed.

Data to inform the mean and variance of the stable temperature boundary condition
were collected at five different sites in the area of interest, three of which were located on
the same permafrost plateau (Indicated as white circles on figure 1(c)). Sites with moss
and lichen ground cover were likewise represented; at least three of the sites developed a
talik before the end of the data record. Data up to two years preceding talik development
were included in the dataset used to generate boundary conditions for the stable condition.
Talik formation was inferred if any one of the thermistors in the vertical profile did not
drop below the zero curtain for 5 or more consecutive days. The data after the formation
of a talik was combined with temperature data collected along an abandoned winter road
(an anthropogenic cut line where permafrost has degraded visible in figure 1(c)) to inform
the degrading temperature boundary condition (those representing unsteady warming con-
ditions) as observed in figure 4.1(b). Both field data time-series included data gaps due to
instrument malfunction, but provided a roughly 10-year data record.

Deep soil temperature data were collected at two sites with degrading permafrost using
RBR deep thermistors with one metre spacing from 2 m to 8 m below the ground surface
white circles on figure 1(c). The temperature of lateral flow through a connected talik was
assigned based on the average daily temperature at 40 cm - 50 cm below the ground surface
in wetlands in the landscape. Subsurface temperature data for a bog were only available
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for a single sampling location (labelled ‘bog station’ in figure 1(c)), though these data
were consistent over the more than 10 year period of record. Similar data were available
for a channel fen (the ‘fen station’), though the period of record was only four years, and
contained several data gaps. Temperature data collected at three other locations in a fen
using HOBO U20 pressure transducers and temperature loggers were consistent with this
shorter data series. Lateral advective flow rates (qy) were estimated based on available
hydraulic gradients measured using sets of HOBO U20 pressure transducers installed in
adjacent features (shown as white circles in figure 1(a)). Soil moisture boundary conditions
were based on measured moisture content at a depth of 20 cm using Campbell Scientific
CS 615 and Campbell Scientific CS 616 water content reflectometers located at meteoro-
logical station indicated as black triangles in figure 1(a). Probes were calibrated according
to the manual using soil samples collected at the SCRS. Model parameters such as satu-
rated hydraulic conductivity, porosity, thermal conductivity, field capacity (to define the
pressure-saturation relation), and others listed in table 4.1 were fixed at representative
values, either measured in the field, or found in literature (e.g. thermal conductivity of
peat), without model calibration.

Validation data included temperature data measured in the same locations as above,
but at a depth of 50 cm, as well as frost table measurements along 9 transects and one
grid, (black lines and grid in figure 1(c)) documenting lateral and vertical permafrost
thaw rates. Monitoring points were located along transects traversing permafrost plateaux
and intersecting the border of bogs and fens in order to contrast permafrost degradation
adjacent to different wetlands. The transects were established in 2011, and permafrost
degradation along these transects has been measured annually since 2015, as described in
detail by Connon et al. (2018).

In typical stable permafrost environments where the ground annually refreezes to the
permafrost table, active layer depth can be measured at the end of the thaw season, but
taliks are prevalent at the SCRS, resulting in an active layer depth that can only be
determined by knowing the (hard to measure) refreeze depth. In the instance of a talik,
the active layer is therefore measured in early spring before ground thaw begins by drilling
through the frozen soil to find the base of the frozen layer as detailed in Connon et al.
(2018).

4.2.2 Modelling Methods

Two coupled differential equations are used here to represent the problem of heat and water
transport in freezing soils. These equations are solved in one dimension using an iterative
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Figure 4.1: (a) Trumpet plot for ground temperatures measured at the SCRS, indicating
maximum and minimum soil temperature at various depths. Dashed line illustrates the
theoretical curve for this site. Data below the talik sit within the freezing point depression
indicating permafrost undergoing phase change. (b) Range of soil temperatures measured
on a stable peat plateau (stable) and a degrading peat plateau in the presence of a talik
(degrading) at a depth of 5 - 10 cm below soil surface. Note that the moisture content
increases with the formation of a talik, which is reflected in the duration of the zero-
curtain periods. (c) Map of study site including frost table transects and grid, thermistor
sites where soil temperature is measured in profile, water level recorders used to establish
hydraulic gradient and subsurface temperature and meteorological stations monitoring
a suite of climate variables including soil temperature and moisture described in Field
Methods section. (d) Set of three possible subsurface scenarios - no talik (termed plateau
in simulations) and talik both isolated and allowing flow laterally. (4.2.1).
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Crank-Nicolson finite volume solver. Water movement is governed by the unsaturated
Richards’ equation (represented in mixed form here, similar to Celia et al. (1990)):(

∂θl
∂ψ

+ Ss

)
∂ψ

∂t
+

(
ρi
ρl
θi + θl

)
∂F (T )

∂t
=

∂

∂z

(
K(ψ, T )

(
∂ψ(z, T, θ)

∂z
− 1

))
(4.1)

where θ [-] represents water saturation, ψ [m] is soil matric potential, Ss [m−1] is specific
storage, t [s] is time, ρ [kg m−3] is density (it is assumed the density of ice and water are
equivalent for simplicity), F [-] is the temperature-dependant ice fraction, T [◦C] is tem-
perature, z [m] is depth below the ground surface, and K [m s−1] is hydraulic conductivity.
The hydraulic conductivity is given using the van Genuchten model with peat-specific
parameters (Van Genuchten, 1980). The hydraulic conductivity is modified by an empir-
ical relationship describing the impedance of ice content to water movement through the
partially-saturated soil, as presented by Kurylyk & Watanabe (2013). The subscripts l and

i refer to liquid water and ice phases respectively. The less common term
(
ρi
ρl
θi + θl

)
∂F (T )
∂t

on the LHS is a source/sink term arising from the inclusion of phase change. Vapour flux
is not included in this model; Putkonen (1998) deemed it unimportant (especially in wet
soils) as compared to the other processes occurring in an unsaturated 1-D freezing or thaw-
ing soil column. The main role of vapour flux is to deliver water to the freezing front, which
is accomplished instead by the Clausius Clapeyron (CC) relation (Karra et al., 2014). The
CC relation is included in the ∂θl

∂ψ
term and the RHS of equation 4.1 when the temperature

is in the freezing range, assumed to be 0 ◦C to -0.05 ◦C (equation 4.2). This relation is
a modification to the soil characteristic curve that is applied over the freezing range as
explained in section 2.6.2. It includes a form of the Clausius relationship similar to that
presented in Kurylyk & Watanabe (2013). The terms g, L and ∆ρ−1 refer to gravity [m
s−2], the latent heat of fusion of water [J kg−1] and the change in specific volume associated
with the phase change [m3 kg−1] respectively. This relation is derived in section 2.2.

ψ(θ, T ) =

{
ψ∗(θ, ηeff ) + L

ρgT∆ρ−1
∂T
∂t

∆t if Tres ≤ T ≤ 0

ψ∗(θ, ηeff ) else
(4.2)

θ(ψ, T ) =


η if ψ ≥ 0

θ∗(ψ − L
ρgT∆ρ−1

∂T
∂t

∆t, ηeff ) if Tres ≤ T ≤ 0

θ∗(ψ, ηeff ) if T < Tres

ηeff = η − θi

37



Note that the soil characteristic curve is assumed to govern the matric potential, to which
a correction for cryosuction is added peicewise over the freezing range. Summation was
chosen to maintain continuity of energy and pressure. In model simulations, an approach
similar to that presented in Kurylyk & Watanabe (2013) for unsaturated freezing soils
is used. In this approach, the relation for pressure or water content is corrected in the
freezing range both for cryosuction as well as for the change in porosity associated with an
assumption that pore ice behaves as soil volume and does not convey water.

Heat transport in the porous media is governed by:[
cρ+ L

dF

dT
ρηθ

]
∂T

∂t
=

(
∂

∂z

(
λb
∂T

∂z

)
− clρl

∂qzT

∂z

)
+ qyρwcw(Tin − T ) (4.3)

in which the parameters c [J kg−1◦C], η [-], λb [J m−1s−1◦C], and q [m s−1] refer to bulk
heat capacity, porosity, bulk thermal conductivity and flow rate of liquid water respectively.
The subscripts z [m] and y [m] refer to the vertical and horizontal directions, and Tin [◦ C]
is the temperature of water laterally entering the soil column driving advection. Note that
water may be supplied laterally to the column via the final qy term, with the flux given
by qy = −K(ψ, T )∂h

∂y
, where the gradient is fixed for each simulation, and K values reflect

the impedance due to ice content. This term is used only when the soil column contains
a talik connected to a wetland feature. The inclusion of this source term allows the 1-D
vertical model to represent lateral water movement in short-term simulations of permafrost
evolution. This method is not appropriate for long-term change detection where lateral
permafrost thaw is expected.

Both governing PDEs were discretized using an Crank-Nicholson scheme, and solved
numerically through matrix inversion. An operator splitting approach was taken in cou-
pling the relations, in which first the unsaturated Richards’ equation was solved to deter-
mine fluxes in a given timestep, and then these fluxes were applied when solving the heat
equation. Change in ice content was then updated before incrementing the timestep and
returning to the Richards’ equation.

These equations have individually been solved elsewhere, and the uncoupled formula-
tions (i.e. unfrozen Richards’ and saturated conductive heat transport) were separately
benchmarked against results from Kurylyk et al. (2014) and Celia et al. (1990). Model
benchmarking was performed using parameter values listed in table 4.1, and benchmark-
ing results for the thermal portion of the model are presented in figure 4.2. No existing
analytical models are available to benchmark the coupled set of equations. The relation-
ships are coupled using operator splitting, first solving the unsaturated Richard’s equation
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Table 4.1: Model parameter values used to model a uniform peat soil column. Values were
not assumed to change with depth, however changes due to variations in water/ice/air
content in the soil matrix were included.
Variable Description Value [Units] Source
η Porosity 0.8 -
Ss Specific Storage 0.001 m−1 Price et al. (2005)
ρi Density of ice 1000 kg/m3

ρw Density of water 1000 kg/m3

Ksat Saturated hydraulic conductivity 6×10−6 m/s Quinton et al. (2008)
g Gravity 9.81 m/s2

L Latent heat of fusion 334000 J/kg
λw Thermal conductivity (water) 0.6 J/(msK)
λi Thermal conductivity (ice) 2.14 J/(msK)
λa Thermal conductivity (air) 0.024 J/(msK)
λs Thermal conductivity (soil matrix) 0.005 J/(msK) Oriol et al. (1978)
cw Heat capacity (thawed) 4182 J/(kgK)
ci Heat capacity (frozen) 2108 J/(kgK)
cs Heat capacity (soil matrix) 630 J/(kgK) Oriol et al. (1978)
Q Impedance factor 11 - Kurylyk & Watanabe (2013)
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and then the heat transport equation in each time step, using an approach similar to Har-
lan (1973). The specific storage Ss is dependent on ice content, θi, which is determined
from the temperature T , as is the hydraulic conductivity, K. Moisture migration due to
temperature gradients near the freezing temperature is allowed using the CC relationship.
The inclusion of this process changed model predictions less than 1% in saturated condi-
tions, but reduced model stability and increased computation time. Bulk parameters are
calculated based on the ice/water/air fractions in the soil matrix, where the heat capac-
ity (c) and density (ρ) are calculated using the volumetrically weighted arithmetic mean
of saturation values determined by the unsaturated Richards’ equation, and the thermal
conductivity λb is calculated using a volumetrically weighted geometric mean, as suggested
by Kurylyk et al. (2014) for anisotropic heterogeneous media. The physical properties
of the assumed soil column are homogeneous, except those which depend on the water
or ice saturation of the profile, which are allowed to vary with soil water or ice content.
The omission of depth-dependant parameters most affects the hydraulic conductivity and
pore water retention in the top 0.3 m of the soil profile, as the other modelled parame-
ters are relatively constant with depth (Quinton et al., 2008; Gharedaghloo et al., 2018).
This may speed the equilibration time of the profile when subject to specified water flux
conditions due to higher hydraulic conductivity near the surface, but is not expected to
drastically affect model results and still permits the comparison of various drivers of per-
mafrost degradation. The overestimate of pore water retention in the near surface my lead
to an overestimate of soil moisture in the near-surface and therefore higher than actual
thermal conductivities.

As seen in figure 4.3, the soil column is discretized into 2 cm elements for all simulations.
For simulations where the soil column is saturated (i.e. not those investigating unsaturated
conditions), a 0.48 h time step is used. In unsaturated conditions this is refined to 0.24 h
to ensure convergence, and is further refined when moisture migration due to temperature
gradients is included to 0.12 h. In all cases, the thermal operator converged at each time
step. In the unsaturated case with moisture migration due to temperature gradients, the
moisture operator (equation 4.1 failed to converge no more than 0.5 % of the simulation
time. This lack of convergence occurred in the shoulder seasons, when the hydraulic
conductivity is modified by ice content and very sharp gradients due to relatively rapid
movement of the freeze/thaw front were observed as see in figure 4.1 (b).

4.2.3 Boundary and Initial Conditions

As a peatland, the study site maintains a water table near the ground surface. The
water table is found within the top 0 - 30 cm of the soil profile in the wetlands and in
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Figure 4.2: Benchmarking of thermal model. Comparison made to Kurylyk et al. (2014),
using all model parameters for Suggested Benchmark 1 of that study. The maximum
relative error after 24h simulation is 0.3%.

depressions atop peat plateaux. The sloping edges of the peat plateaux are able to drain
to adjacent wetlands, and the interior of the plateau can drain to internal depressions.
In these locations, the water table is often found just above the frost table at a depth of
30 - 80 cm below the ground surface depending on time of year. A depth of - 50 cm is
representative of a well-drained area for most of the thawing season.

The surface boundary condition for the Richards’ equation used here is a specified flux
condition. Saturated conditions are simulated with a no-flow surface condition imposed
on an initially saturated soil column (water table at ground surface). For unsaturated
conditions, the average depth to water table of - 50 cm on peat plateaux is used as an
initial condition. A constant specified flux condition derived from water level records
consists of the removal of 10 cm of water between mid-May and the end of June, and the
addition of the same amount of water between mid-August and the end of September.
A no-flow condition is imposed at the base of the soil column, where it is assumed that
permafrost is always present. A diagram of the model setup including both thermal and
water content initial and boundary conditions is included in figure 4.3.

Thermal boundary conditions are given by the ground surface temperature as modified
by the presence of the snowpack, generated using a seasonal autoregressive moving average
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Figure 4.3: Model domain showing boundary conditions and initial conditions for various
simulation experiments for both soil moisture and thermal relations.

model following the method outline by Hipel & McLeod (1994) constructed using soil tem-
peratures collected in the field. This allowed to generate multiple independent temperature
boundary conditions with the same statistical properties as the collected field data. It was
necessary to use a continuous dataset from the same field site to appropriately capture the
data covariance. For the stable case, only a four year time-series was available for building
the autoregressive model. In the degrading case, a longer 10 year data set was available,
though it had a data gap of approximately six months. Therefore only a four-year subset
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was used to generate the autoregressive model, while the entire series was tested for sta-
tionarity. Both datasets were tested for stationarity: it was found that a stationary model
was sufficient for stable permafrost, while a linear trend of + 0.055 ◦C/year was apparent
in the deseasonalized data for the degrading case. This positive trend was applied when
generating ensemble temperature data for this boundary condition. Boundary conditions
realizations for either 5 - year or 10 -year simulations were sampled from the stable and de-
grading models reproducing seasonal trends and data variance observed in the field, while
incorporating inter-annual variability. The bottom thermal boundary condition is a zero
heat flux condition. Field data show that the permafrost is effectively isothermal at 0 ◦C to
a depth of 8 m, and simulations have a maximum vertical depth of 3 m, so the geothermal
gradient (of approximately 0.08 W/m2 (McClymont et al., 2013)) is neglected, see figure
4.1(a). This condition was chosen as opposed to a fixed temperature due to uncertainty in
ice content and freezing function - some flexibility to represent various ice contents at the
bottom boundary was desired.

Heat flux at the ground surface is a clear direct driver of permafrost degradation (e.g.
Walvoord et al. (2019)). Changes in tree canopy, surface albedo and ground cover con-
tribute to modified ground heat flux (Quinton et al., 2018). This change is incorporated
into model simulations as an increase in soil surface temperature in the summer. It would
not be expected that the duration of the summer and winter season or the over-winter
temperatures should be affected due to a change in canopy, unless there are changes to the
snowpack due to interception. In the winter season, the ground heat flux is controlled by
snow accumulation. Snowcover, and inter-annual variability in snowcover, has important
implications for the ground thermal regime. End of season snow surveys are conducted
annually across all landcover types at the SCRS providing an estimate of snow water
equivalent (SWE), or total water stored on the landscape in the form of snow.

Once a talik exists in the soil profile it is possible for it to connect adjacent wetland
features. In the case of a connected talik, lateral advection through the talik is parameter-
ized by treating through-flow as a distributed source/sink term in the 1-D energy balance.
The lateral hydraulic gradient contributing to qy in equation 4.3 is specified as 0.002 m/m
in the case of a connection to a collapse scar wetland and 0.007 in the case of a channel fen.
The gradients are selected based on water level data collected in the field. Actual field data
from connected talik features show variations and even reversals in hydraulic gradient over
the year, but for simplicity these are omitted in favour of the average observed differences
between wetland types. The range of inflow temperatures was derived from measurements
in a collapse scar wetland and a channel fen at a depth of 50 cm below the ground surface.
Sensitivity to changes in gradient are computed to put this assumption into context. For
simplicity, this study neglects any freezing point depression, and a linear freezing function
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was applied between 0 and -0.05 ◦C, while data collected at the field site indicates a very
small freezing point depression.

Two sets of initial temperature conditions are used in model simulations: a plateau
condition and a talik condition. These conditions describe (generalized) field observations
of mid-winter soil temperatures on a stable peat plateau and a plateau with an isolated talik
respectively. The plateau initial temperature profile is a uniformly frozen soil column at a
constant temperature of -0.1 ◦C. The talik condition is initialized to the same temperature
as the plateau condition, except from a depth of 0.75 m to 1.5 m which is initialized at a
temperature of 0 ◦C and zero ice content as seen in figure 4.3. All model simulations are
summarized in table 4.2.

4.3 Results and Discussion

4.3.1 Model Evaluation

After the model was successfully benchmarked against both thermal and water-content
models from literature (Kurylyk et al., 2014; Celia et al., 1990) (figure 4.2), the performance
of the model was evaluated in relation to soil temperatures and refreeze depths measured
at the SCRS. This ensured that the governing processes in this field site were represented
adequately, and the approximated depth-homogenized soil properties were appropriate.

Soil Temperature

The model was first tested by comparing modelled and measured temperatures at depth
(40 cm - 50 cm below ground). Stable boundary conditions were applied to an unsaturated
plateau initial condition with water table initially 50 cm below the soil surface to best
represent a permafrost plateau. All model simulations are summarized in table 4.2. A
contour plot of temperature evolution for the stable peat plateau boundary condition, as
well as a comparison of modelled and measured temperatures at approximately 45 cm is
shown in figure 4.4 (a) and (b). These results were obtained without model calibration.
Modelled soil temperatures adequately represent the zero curtain period both during spring
melt and winter freeze up. Measured data at all depths have high variability relative to
modelled data because they are aggregated from data collected at 5 different sites over
approximately 10 years (with data gaps) including inter-site variability, while simulated
boundary conditions are constructed from data collected at a single instrumented site.
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Table 4.2: Model boundary and initial conditions for all simulations completed in this
study.
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Figure 4.4: Modelled stable permafrost plateau. (a) shows freeze-thaw cycles over 5 year
(saturated) simulation. (b) Range of measured and modelled temperatures at 40 cm below
ground surface for the soil column, aggregated over 5 year simulation. Data agreement
representative of other depths and simulations. (c) Measured refreeze and underlying
permafrost [left], sorted by increasing depth to permafrost (n = 48). Dashed line indicates
average refreeze (over a talik). Box and whisker plots indicate the measured and modelled
variance in active layer (refreeze) depth (n = 12) for all distinct simulation scenarios with
a talik.
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Refreeze Depth

Though there is good agreement between modelled and measured soil temperature at
depth, latent heat represents a large fraction of the system’s energy storage and transfer
(Hayashi et al., 2007), so the depth of freeze/thaw is also compared to field measurements
of active layer (figure 4.4 (c)). Active layer depth in permafrost without a talik is sensitive
to measurement timing and given variation in end of season measurements this comparison
yielded higher uncertainty. Additionally talik-free active layers are often unsaturated and
given the difficulty in achieving model convergence in unsaturated cases the saturated
comparison was preferable. Field measurements of maximum thaw depth in the absence
of a talik reported 59 ± 4.5 cm (n = 106) and 60 ± 4.1 cm (n = 99) in 2016 and 2017
respectively, while the maximum refreeze with a talik was 58 ± 12.2 cm (n = 120) and
59 ± 11.5 cm (n = 48) in 2017 and 2018 respectively. Numbers in parentheses indicate
the number of point measurements. Modelled soil columns with a talik align well with the
measured value of refreeze over a talik: 61 ± 6.7 cm (n = 12), while simulations without a
talik very slightly under-estimate the maximum thaw depth: 56 ±10.5 cm (n = 15). Given
the agreement between modelled and measured soil temperatures and active layer depths,
the model was deemed sufficient for the evaluation of controls on talik formation.

The benchmarked and verified model was used to 1) assess the relative influence of
controls on isolated talik formation from a continuous permafrost state (section 4.3.2) and,
2) determine how these factors affect permafrost degradation rates once a talik is formed
(section 4.3.3).

4.3.2 Controls on Talik Formation

Conditions favourable to talik formation on a permafrost plateau are identified based on
the a) soil moisture, b) soil surface temperature, and c) snow cover. All simulations of
talik formation were subject to the plateau initial condition and (unless otherwise stated)
the stable boundary condition. Average snow conditions for the study site (115 mm SWE)
are used in all simulations except those testing the impact of changes in SWE.

Unsaturated Soil Conditions

To determine the impact of different soil moisture conditions on talik formation, a modelled
saturated soil column was compared to three unsaturated columns. For the unsaturated
cases, the water table was initially set to a depth of 0.25 m, 0.5 m, and 1 m, and then

47



subject to a specified flux boundary condition, with and without moisture migration due
to temperature gradients.

Figure 4.5 compares the unsaturated (a) and saturated (b) cases. It can be seen by
examining the 0 ◦C isotherm that in the unsaturated case there is complete refreeze of the
soil column each winter, while the freezing front penetrates the soil column further than
the thawing front. This can be compared to the saturated case in figure 4.5(b), in which a
talik forms. The unsaturated surface condition in the summer plays a key role in insulating
the permafrost, protecting it from degradation evident in figure 4.5(b) as the expanding
region in the zero curtain (between 0 and -0.05 ◦C).
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Figure 4.5: Soil temperatures over 5 year simulation with stable boundary condition for (a)
data-driven unsaturated soil conditions with initial water table 25 cm from soil surface and
(b) hypothetical saturated conditions. Dashed line indicates the maximum thaw contour.
Panels (c) and (d) present the respective response in mean temperature of near-surface
soil and talik thickness to changes in soil moisture (labelled by initial position of the water
table below the ground surface).
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The response of the mean temperature in the top 1 m of soil, and talik thickness
to changes in soil moisture are presented in panels (c) and (d) of figure 4.5. The mean
temperature and the volumetric water content are evaluated over the course of the entire
5-year simulation, while the maximum talik thickness is evaluated in the final winter of
the simulation. Part (c) of the figure shows that as the moisture content increases, the
mean annual soil temperature decreases, likely because more energy is required to heat a
wetter soil profile. As the water table moves further from the soil surface, it becomes more
difficult to draw the water to the freezing front, insulating the soil column over-winter. The
saturated case is drastically different from the unsaturated case because it is not subject
to the seasonal water flux at the soil surface. This flux plays an important role in cooling
the profile as it increases the thermal conductivity over winter and decreases it during the
warmest part of the summer. The inclusion of the CC relation in the simulations (grey
triangles) obfuscates the moisture effects because the temperature gradient draws water to
the soil surface, bringing the upper soil near saturation. With the CC relation, the applied
boundary and initial conditions are not impactful on simulation results, which are shown
as an average with standard deviation.

Only the saturated soil column develops a talik without the addition of moisture mi-
gration to the freezing front, and though the least saturated case has a warm mean annual
temperature, it does not have sufficient heat capacity to offset the over-winter freezing
of the soil column. The decreased soil moisture also leads to very low thermal conduc-
tivity, limiting the ability of this heat to penetrate the soil column and cause permafrost
thaw. The active layer in these simulations is deeper, but is not saturated and stores no
more energy than the saturated conditions. In all cases involving the CC relation, a talik
was formed. This is thought to be due to the near-saturated conditions induced in the
near-surface during both freezing and thawing. The migration of moisture to the thawing
front overcomes the imposed summer drying and winter wetting, leading to near-saturated
conditions. However, the simulations without the CC relation are consistent with moisture
conditions observed in the field and should therefore be considered when understanding
the impact of soil moisture on talik formation.

In the field it is thought that taliks are associated with increased soil moisture, and
differences in soil moisture are the driving control on differentiating land cover types,
where the presence of (dry) lichen indicates higher permafrost stability, as reported by
Grant et al. (2017); O’Donnell et al. (2009) and many others. These simulations seem to
confirm this field observation. Other modelling studies have found that soil moisture is
less impactful on active layer evolution and talik formation when compared to changes in
snowfall, but they do not include the observed seasonality in soil moisture leading to dry
summer conditions and wet winter conditions (Atchley et al., 2015). The inclusion of this
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seasonality alleviates the competing processes of increasing thermal conductivity due to
increasing moisture content, with a concomitant increase in latent heat required to fully
freeze/thaw the soil column observed in other modelling studies (Atchley et al., 2015).

Temperature

Summer soil surface temperatures were altered to reproduce changes in heat flux into the
ground representative of differences in incoming radiation or surface albedo. Both the
stable and degrading boundary conditions were considered. Results are reported in terms
of annual mean surface temperature. Figure 4.6 shows the thickness of talik formed due
to changes in mean annual surface temperature. Both responses are near linear, with the
degrading condition forming a notably thicker talik at cooler temperatures. The shape
of the temperature profile drives the degrading condition to store more heat despite the
same mean annual temperature in both simulations. The degrading condition differs most
prominently from the stable condition in that the zero-curtain period is longer. This delay
in freezing and thawing may lead to a net energy gain to the system, where the zero-
curtain does not provide a temperature gradient sufficient to freeze the soil in the fall,
while the (shorter) spring zero-curtain period occurs earlier than in the stable case, leaving
the summer thaw season approximately the same length in both cases.

Snow Cover

It is widely understood that snow is a highly effective insulator due to its large (60-90%)
air volume. When there is an early or thicker than usual snowpack, the soil temperatures
are warmer than usual (Woo, 2012). Though somewhat data-limited at this field site (es-
tablished in 2006), figure 4.7 (c) shows that this relationship holds true at the SCRS. The
relationship between snow water equivalent (SWE) and soil temperature was used to test
the impacts of increased snowfall by uniformly increasing the average overwinter temper-
ature for the stable condition where the empirical relation from figure 4.7 (c) was used to
determine the impact on winter soil temperatures. An increase in soil surface temperature
derived from the linear relationship between SWE and overwinter soil temperature (figure
4.7(c)) was applied to only the first winter (figure 4.7 (a)) and then the first and second
winter (figure 4.7 (b)). Though there is no immediate talik development in the first case,
it should be noted that the talik formed in the fourth winter is actually due to the addi-
tional energy stored in the soil profile from the first high snow winter, as without it, the
simulation results in figure 4.4 (a). The second case clearly confirms that increased snow
cover can be a trigger for talik formation. These results were also found in the study by
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Figure 4.6: Response of talik thickness to changes in mean annual soil surface temperature.
Temperature profile derived from the stable boundary condition shown in triangles, and
degrading boundary condition in crosses. The original boundary condition (before summer
temperature modification) is outlined in black.
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Atchley et al. (2015) and Atchley et al. (2016), in which it was shown that increased snow
cover could lead to talik formation near Barrow, AK. Similarly to that study, increased
snow resulted in an extension of the zero-curtain period, and a decrease in the maximum
depth reached by the freezing front in high-snow years (Atchley et al., 2015). Some climate
change scenarios predict higher snowfall in the study region (Solomon et al., 2007). Snow
depth may also be increased locally by talik formation which leads to the development
of local depressions where snow will preferentially accumulate, a forward feedback mecha-
nism. These depressions and accompanying increased snow depth have been observed at
the SCRS. This is similar to sites with shrub development, where Jafarov et al. (2018)
have shown that the preferential snow accumulation within shrub patches can lead to the
formation of isolated taliks that evolve from closed taliks to through taliks.

The opposite process, in which low-snow years can reverse the formation of a talik
is less likely. A decrease in SWE of equal magnitude to the initial increase is required
to reverse the formation of a talik. Similarly to other regions in which the overwinter
snowpack undergoes transformations such as sublimation and redistribution, the statistical
distribution of annual SWE near the study site is skewed. It shows a tail toward high snow
years, and a higher probability of just below average low-snow years (Shook et al., 2015).
Therefore it is unlikely to see an equal magnitude SWE deficit.

The sensitivity of talik formation to snow cover was tested by modifying the stable
case with winter temperatures shifted resulting in a mean surface temperature of 2◦C as
the original saturated stable condition resulted in talik formation with no change in SWE.
Figure 4.7 (d) indicates the necessary deviation from mean SWE (temperature shift applied
only in the second winter) to form a talik is approximately 2 cm.

4.3.3 Talik Evolution

Soil moisture, temperature and snowfall conditions have been identified under which taliks
are formed, initiating permafrost degradation. Once a talik is present in the soil column,
field observations indicate that it is likely that permafrost will continue to degrade. The
sensitivity of this permafrost degradation to the same conditions studied above is presented
here. These results are extended to include the impacts of advection through the newly
formed lateral flow path. Simulations in the following sections are run with the talik
initial condition, and (unless otherwise specified) the stable boundary condition so as to be
directly comparable to the simulations of talik formation. Average snow conditions for the
study site are used in all simulations except those testing the impact of changes in SWE.
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Figure 4.7: Impact of snow accumulation on soil temperatures. (a) One high (SWE =125
mm) snow winter. (b) Two consecutive high snow winters. (c) Average winter (November
- April) ground temperature at 5 - 10 cm in relation to maximum snow accumulation. R2

= 0.77. (d) Modelled talik thickness response to changes in SWE in winter 2.

Soil Moisture

The impact of soil moisture on average temperature in the top 1 m of the soil column is very
similar in the talik condition and the plateau condition, especially when the CC relation
is not applied (figure 4.8 (a)). With a talik, there is less temperature-driven movement of
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water in near-surface, resulting in similar trends in temperature as the case neglecting the
CC relation. In all cases, the mean temperature is higher than without a talik.

The impact of unsaturated conditions on the thickness of the talik is quite remark-
able. All unsaturated conditions without the CC relation, and the condition with lowest
soil moisture including the CC relation resulted in talik thinning and evidence of per-
mafrost recovery. This contrasts the saturated conditions (and near-saturated conditions
with temperature-driven moisture migration) in which the talik thickens over the 5-year
simulation.

Temperature

An increase in talik thickness was found in the case initialized with a talik for all surface
temperatures above 2◦ C (Figure 4.8 (c)). A decrease in mean annual temperature up to
1◦C did not seem to lead to permafrost recovery as the talik thickness remained constant.
Simulated increased summer temperatures result in faster permafrost degradation beneath
a pre-existing talik than over a plateau forming a talik.

Snow

The relationship between snowfall and permafrost degradation is very similar before and
after the formation of a talik, i.e., small increases in SWE help to insulate the ground
leading to increased talik thickness. Though the trend remains the same, an increase in
talik thickness is observed in all cases tested, while in the simulation started with the
plateau condition only showed talik development after a SWE increase of 20 mm (figure
4.8 (d)). Even under low-snow conditions, the talik in the profile is observed to thicken by
4 cm over the course of the simulation, with no evidence of permafrost recovery.

4.3.4 Advection

Here, three hypothetical soil columns with the talik initial condition and degrading bound-
ary condition are modelled to examine the role of advection: 1) an isolated talik (without
advection), 2) a connected talik with a hydrological connection to a collapse-scar wetland,
and 3) a connected talik with a hydrological connection to a channel fen. A hydraulic gra-
dient of 0.002 was applied in the case of the bog and 0.007 in the case of a fen, while the
isolated talik was not subjected to any lateral flow. Figure 4.9 (a), (b) and (c) shows that
although all three simulations result in permafrost degradation, advection accelerates thaw
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Figure 4.8: (a) Sensitivity of average soil temperature of top 1 m of soil profile (only in
the case of soil moisture). Change in talik thickness due to (b) soil moisture, (c) average
surface temperature, and (d) changes in SWE for talik initial condition.
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rates and increases the sensible heat stored in the soil profile. As reported by Sjöberg et al.
(2016), the abrupt changes in temperature of water flowing through the soil column in a
fen observed at the SCRS can have significant impacts on thaw rates because of the high
thermal gradients induced. In both cases including advection it is apparent that there is
overwinter permafrost thaw in connected taliks adjacent to wetlands, which is not present
without advection (see annotations on figure 4.9(c)). This overwinter degradation has been
observed in the field in a talik connecting a fen on one side to a bog on the other. Over-
winter permafrost degradation can be seen as a tipping point, where permafrost recovery
is highly implausible as degradation occurs year-round. No plausible conditions could be
identified through modelling that led to permafrost recovery in this case, nor have there
been any instances of permafrost recovery observed under these conditions in the field.

Figure 4.9: Soil temperatures as a result of advection representative of (a) an isolated talik,
(b) a connected talik adjacent to a bog, or (c) a fen. Rate of vertical permafrost degradation
determined by temperature (d) for a constant gradient of 7×10−3, and hydraulic gradient
(e) where the inflow temperature is unaltered from field measurements
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The inclusion of plausible advection rates roughly doubles the modelled permafrost
degradation rate relative to that with only conductive input (from 9.1 cm/yr to 17.5 cm/yr).
McKenzie & Voss (2013) also report that conduction and advection have similar magnitude
effects on permafrost thaw rates, though their analysis focused on taliks beneath lakes and
groundwater exchanges were the source of (vertical) advection. Lateral flows as the source
of advection similar to the ones modelled here were considered by de Grandpré et al. (2012),
where advection contributed a significant amount of heat to thaw permafrost under a road
bed, though the relative contribution of advection was not computed.

The assumption of a constant gradient in the simulations of a bog and a fen neglects
the variability in this data. In the case that a talik connects two wetland features, this
assumption is reasonable. Though there may be seasonal changes in pressure (especially
during the freshet), there is enough water stored in each feature to sustain flow over the
winter without large changes in gradient. However, a small isolated talik adjacent to a
wetland (with a single connection) likely does not have the storage capacity to sustain
flows over winter, so the impacts of advection would be less in these cases. Observed rates
of permafrost degradation at the SCRS are slower in these cases.

To better understand the dependence of thaw rate on temperature and rate of advection,
42 simulations with consistent stable boundary and talik initial conditions were completed
for a range of advective flow rates and incoming temperatures. Figure 4.9(d) and (e) shows
the change in permafrost degradation rate due to increasing mean advection temperature
and hydraulic gradient. Permafrost degradation rate for each simulation was calculated
as the slope of a linear fit to the maximum annual depth to permafrost over a 10 year
simulation. The inflow temperature was sampled between Tin -1 ◦C and Tin + 3 ◦C, where
Tin is the mean daily inflow temperature representative of a bog which never drops below
1.2 ◦C.

Thaw rates are comparably sensitive to changes in hydraulic gradient and advection
temperature, where an increase in gradient or temperature leads to a clear increase in
permafrost thaw rate, as may be expected from examining equation 4.3. Both relations
are linear in the range unaffected by changes in hydraulic conductivity due to partial ice
saturation. As seen in figure 4.9(e), at low flow rates, pore ice formation limits the hydraulic
conductivity and thus the impact of hydraulic gradient on thaw rate is suppressed (up to
a gradient of approximately 0.005). In the field, this decrease in hydraulic conductivity
may lead to a resulting increase in hydraulic gradient as water movement becomes limited,
pushing advection out of this non-linear, low-flow region. Increases in hydraulic gradient
may also be expected during the freshet when ice and snow prevent overland flow and
result in ponded water on the landscape, though many flow pathways would be clogged
with frozen pore water. Such complicated interplay between partially frozen soils and
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groundwater flow is similarly documented in de Grandpré et al. (2012), and can aid in
explaining the anomaly in linearity of response to increasing hydraulic gradient. The
deviation from the linear relation may also be attributed to a talik initial condition with
stable boundary conditions and so some error in equilibration may be expected for relatively
low flow rates and temperatures.

4.4 Synthesis

4.4.1 Drivers of Talik Formation

A comparison of figures 4.5, 4.6 and 4.7 indicate that soil moisture conditions and changes
in SWE have effects of similar magnitude on the formation of taliks over the expected range
of parameter values observed in the field. The magnitude of the resulting change in talik
thickness is similar to that observed for a change in ground surface temperature of 0.5 ◦C.
This suggests that with projected climate warming in Northern Canada (Solomon et al.,
2007), talik formation is likely regardless of changes in soil moisture and SWE regimes.

Model simulations indicate that small variability in forcing even over a single season
can lead to permafrost degradation and talik formation. This sensitivity to perturbation
is not unique to the SCRS, where the permafrost can be classified as ecosystem protected,
as defined by Shur & Jorgenson (2007). Robinson & Moore (2000) describe how changes
to the surface layer of peat due to wildfire can lead to permafrost degradation, but other
disruptions to it such as an abnormally wet summer, the removal of a tree canopy, or
anthropogenic compaction of the surface layer are also very likely to lead to talik formation
(through the process shown in figure 4.5).

Though soil moisture, ground heat flux and SWE are thought to be the main drivers of
talik formation, there were other factors which should receive attention. One such factor
is the timing of the snow-covered period as a control on the refreeze process. Though
not simulated here, it is anticipated that a prolonged delay between the onset of freezing
conditions and the arrival of substantial snowfall would result in enhanced refreeze depths
as the absence of snow would not only increase the conductive heat transfer through the
soil surface, but would also leave the bare surface exposed to convective heat transfer.
Measurements and simulations by Zhang et al. (2008a) confirm this, showing earlier and
deeper refreeze in a year with late snow onset. This is observed in the field as the sloping
edges of channel fens which are scoured by wind in early winter generally exhibit refreeze
about 10 cm deeper than other, more protected, areas in the landscape.
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4.4.2 Talik Formation as a Tipping point

Modelling results from section 4.3.3 demonstrate that once a talik is present in the soil
column, only decreases in soil moisture (with seasonally dry summers and wet winters)
are able to initiate permafrost recovery in the studied discontinuous permafrost peatlands
environment. The other cases including cooler mean annual surface temperatures and
decreases in SWE (within ranges observed at the SCRS) did not lead to any talik thinning,
though would lead to permafrost recovery if allowed to exceed the likely range at the field
site. Comparing results presented in sections 4.3.2 and 4.3.3 leads to the generalization
that changes in mean annual temperature results in increased permafrost degradation rates
once a talik is formed. Changes to soil moisture and SWE caused slower talik thickening
after talik formation due to the increased soil column depth, but did show more sensible
heat storage.

Advection modelling tests (section 4.3.4) showed that lateral flow through a connected
talik significantly increases thaw rates which has been verified by field observations. Such
flow pathways are permanently active year-round and can contribute significantly to per-
mafrost thaw in a manner that is likely irreversible, since advection can only supply energy
to frozen ground. McClymont et al. (2013) document advection as a dominant control on
permafrost thaw, but in this work, as in others (e.g. Walvoord & Kurylyk (2016)), advec-
tion is the result of flows along the edges of peat plateaux, along channel fens, or in the
moat of collapse scar bogs. Here it is proposed that advection through a talik connecting
wetland features (i.e. a bog connected to a fen via a talik) would also lead to thermal
erosion of permafrost at the top of a permafrost body. This has the potential for a much
higher hydraulic gradient and subsequent flow rate than may be expected in a channel fen
in this low-relief landscape (with a typical gradient of 0.0032, Stone (2018) as compared to
a gradient of 0.01 measured between features connected by a talik), especially over winter
when ice and snow-load can increase subsurface pressure in the landscape.

Given the drivers of talik formation and evolution identified above, the model was
applied using observed field conditions to predict likely changes in permafrost in different
parts of this landscape. These conditions are the plateau initial condition with stable
boundary condition (Stable Plateau) and talik initial condition with degrading boundary
conditions (Degrading Talik).

Stable Plateau

None of the 20 realizations of surface boundary conditions constructed using the seasonal
autoregressive model of the stable condition discussed in section 4.2.3 with an initial water
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table at a depth of 0.5 m below the surface resulted in the formation of a talik in the 10
years modelled. The simulations did however show potential for active layer thickening, as
reported in Shiklomanov et al. (2012). There was an increase in maximum thaw depth (with
complete refreeze) of approximately 0.3 cm/year over the entire 10 year simulation, with
the same average rate in only the last 5 years of simulation for the stable condition. Figure
4.10(a) shows the distribution of rates of permafrost degradation for this stable boundary
condition on the left for the entire 10-year simulation (grey), and then only for the last 5
years of simulation (black). Agreement between these supports an appropriate selection
of initial conditions. The small annual loss of permafrost in a 10 year simulation indicates
that the current condition of peat plateaux results in permafrost degradation. Given long
enough periods forced with these consistent boundary conditions, it is expected that the
permafrost will begin to degrade, as discussed for this field site in Quinton et al. (2018).
This is analogous to results found by Briggs et al. (2014) who shows that though permafrost
aggradation has been observed in draining lakes, this phenomenon is only transitional as
the permafrost is an artifact of the groundwater regime and shading from shrubs, and it
is expected to thaw within the decade.

Figure 4.10: (a) Stacked relative frequency distribution of permafrost degradation rates
modelled with stable boundary condition (left) and degrading condition (right). Vertical
dashed lines indicate the mean permafrost degradation rate for the entire simulation (10
years) or for only the last 5 years of simulation. (b) Talik formation (for the degrading
boundary condition) shown as a temperature contour plot. Note that the incomplete re-
freeze in the sixth winter initiates the formation of a talik, which then provides a previously
absent pathway for advection.
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At the SCRS there is clear evidence of degrading permafrost. Evidence of aggrad-
ing permafrost is sparse and unconfirmed, suggesting that permafrost formation may not
be possible in the current climate unless significant dewatering of the landscape occurs.
Though sections of permafrost peat plateaux appear stable, they are extremely vulnerable
to change as the underlying permafrost is not in equilibrium with the current climate. Given
the slow rate of permafrost degradation identified from models with the current boundary
conditions, it is only a matter of time before this ecosystem protected permafrost degrades
even without the additional mechanisms discussed above. Using tree canopy as a proxy
for permafrost (Carpino et al., 2018), aerial imagery from this study site was compared
from 1947 to 2008, showing a 38 ± 8 % decrease in permafrost coverage (Quinton et al.,
2011), indicating that this degradation is already underway. This is echoed in the findings
of Kwong & Gan (1994) describing a northward moving southern limit of sporadic and
discontinuous permafrost due to increases in mean annual temperature.

Expanding Talik

Figure 4.10 (a - degrading) shows the response of an initially talik-free system to the
degrading boundary condition. The formation of a talik increases permafrost thaw rates,
while also increasing the variability in thaw rate. The variance in simulated thaw rates is
significantly greater in the case with a talik for two possible reasons: 1) These simulations
include the formation of the talik, as shown in figure 4.10(b), which is sensitive to changes
in boundary conditions; and 2) The formation of a connected talik allows for advection
which is further modified by the presence of ice in the soil column affecting the permeability.
It is not appropriate to compare the permafrost degradation rate in the stable case directly
to the talik case as the boundary conditions in each scenario differ. The impact of talik
formation on permafrost thaw can, however, be discussed by focusing only on the talik
condition simulations.

An example of talik formation can be seen in figure 4.10(b). The first five winters of
this simulation involve complete refreeze and subsequent cooling of the underlying per-
mafrost. As soon as a talik is formed in year six, the underlying permafrost remains near
the measured freezing point depression and above the temperature at which the freezing
function used in the model reaches residual unfrozen saturation. This simulation aptly
demonstrates that permafrost degradation clearly accelerates once a talik forms, as can be
seen to the right of figure 4.10 (a - degrading). This is anticipated for three reasons: 1) the
activation of an advective flow pathway, 2) a reversal of the temperature gradient, and 3)
(in the case of field measurements) subsidence of the ground surface, resulting in a positive
feedback leading to increased soil moisture.
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The presence of a talik with a temperature at or above the zero-point depression alters
the ground temperature profile such that the surface of a permafrost body always experi-
ences a positive (or zero) temperature gradient (Connon et al., 2018). The permafrost at
or below the freezing point depression is always colder than the overlaying thawed talik,
and consequently gains thermal energy year-round. This can be seen in figure 4.1(a), which
shows the (co-linear) maximum and minimum annual temperatures measured over a talik.
The talik is apparent in the figure as the region (in grey) that never cools below the zero
point depression, but is warmed in the summer. Below this region, the permafrost is es-
sentially isothermal in the zero curtain, indicating that it is undergoing phase change and
is unable to lose energy to the atmosphere. In combination with advection, this can lead
to the overwinter permafrost thaw observed in the SCRS. One such connected talik feature
connecting a bog and fen has exhibited 21 cm of thaw between August 2016 and May of
2017 and 13 cm of thaw between September 2017 and April of 2018.

In the field, the positive feedback of permafrost degradation after talik formation is
furthered by an increase in soil moisture due to ground surface subsidence. As shown in
section 4.3.2, this increase leads to slightly enhanced thaw rates, but increased soil moisture
also counteracts the only realistic modelled conditions able to promote permafrost recovery
- an unsaturated soil column. More energy is able to reach the permafrost table both due to
the increased thermal conductivity, as well as a thinning canopy as the black spruce (Picea
mariana) suffer from water-logging of their root networks (Quinton & Baltzer, 2013). The
depressions formed allow for preferential accumulation of snow, which was shown to trigger
permafrost thaw. In this sense, the formation of a talik can be seen as a tipping point
leading to accelerated permafrost thaw rates with little chance of recovery.

4.4.3 Permafrost Degradation in the Landscape

Given the impacts of soil moisture, advection and the existence of taliks on permafrost
degradation rates, it is expected that the rates of permafrost degradation should differ
across landscape features. Sjöberg et al. (2016) suggest that the relative importance of thaw
mechanisms including conduction and vertical or lateral advection vary both seasonally and
across different peatland landscape features. To better capture thaw in each part of the
landscape, a final modelling experiment was undertaken. In this experiment, advection was
forced with temperatures based on profiles observed in a bog and a fen at the SCRS, similar
to the simulations used to generate figure 4.9(a), (b) and (c). Temperature boundary
conditions were consistent with the stable condition for the plateau landscape type, while
the three talik conditions (isolated, connected bog and connected fen) used the a boundary
condition constructed using the autoregressive model constructed for the talik condition.
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Modelled thaw rates are compared to thaw measured as change in end-of-season depth to
permafrost using a frost probe at different locations in the landscape. This comparison is
shown in figure 4.11, where field data were categorized according to the type of talik. Note
that the high variance in measured thaw rates in connected taliks adjacent to fens and bogs
is likely due to variations in flow rate and temperature at different monitoring locations.
The modelled thaw rates for taliks assume a saturated soil column. This explains the
slight over-estimation of thaw rates in isolated taliks, which are generally wetter than the
surrounding stable plateau, but are rarely completely saturated in the field. Permafrost
degradation is incrementally faster as advection rates and temperatures increase in bogs
and fens, as demonstrated in figure 4.9.

The slow but positive thaw rate observed on a ‘stable’ plateau is indicative of a system
in disequilibrium with the climate. The gradual permafrost loss either as active layer
thickening or as talik formation points toward an eventual near-complete loss of permafrost
from the system. Once a talik is formed, the rate of permafrost degradation is notably
more rapid due to the combined effects of higher thermal conductivity, advection, canopy
degradation, thermal storage in taliks, and ground surface subsidence.

At the landscape scale, permafrost loss is likely to emanate outward from existing wet-
land features, especially fens that have higher flow rates and temperatures, while preferen-
tially forming the hydrologic connections between wetlands where the hydraulic gradient
is greatest, as documented by Connon et al. (2015). Not only will the edges of permafrost
cored peat plateaux be eroded, but depressions are likely to grow into isolated taliks which
will expand and interlink, leaving small isolated hummocks of permafrost as described in
Quinton et al. (2017). These isolated permafrost features are documented in the sporadic
permafrost region by Woo (2012).

The long term evolution of discontinuous permafrost is complex and influenced by ad-
ditional influences not included in the boundary conditions used here, hence the simulation
duration was limited to a decade. Such influences include gradual wetting of the soil pro-
file due to subsidence, increase in surface temperature because of canopy loss, increased
snow accumulation due to depression formation, and lateral flow rates and inflow tempera-
tures that may vary based on upstream conditions. Under these more complete conditions,
long-term simulations may be more meaningful, but it is likely that the positive feedbacks
associated with talik-influenced permafrost thaw presented here would still play a critical
role. Further work is needed to better quantify the role of isolated and connected taliks at
a longer time scale, and it is anticipated that multi-dimensional modelling may be neces-
sary to inform a more complete understanding of talik influence on long term permafrost
evolution.
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Figure 4.11: Comparison of permafrost thaw rates in different portions of the landscape.
Box and whisker plot shows spread in measured talik development data, while triangles
show average modelled value for each type of talik. A total of 78 locations were measured
semi-annually over the course of 8 years to generate the permafrost degradation rate data.
Note that points fall outside of 1.5 times the interquartile range, the upper bound of the
whiskers.
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4.5 Conclusion

This study used a combination of extensive field data and 1-D modelling to investigate
the formation of isolated taliks beneath the active layer. A freeze-thaw model was devel-
oped that reproduces temperature data and refreeze depths in discontinuous permafrost
peatlands. This model was used to provide a rigorous evaluation of the controls on iso-
lated talik formation, which is prevalent in discontinuous permafrost environments and
can be driven by soil moisture, snow accumulation, and/or seasonal temperature trends.
Soil moisture, ground heat flux, snowcover, and advection were all found to affect the
formation of taliks in different contexts. It was deemed difficult to identify which factor
is dominant as they often occur simultaneously and are inter-dependent. However, wet
conditions, deep snow, and warmer soil surface temperatures were found to increase the
probability and rate of isolated talik formation. Isolated talik formation was shown to be a
tipping point in permafrost degradation, leading to accelerated permafrost thaw which is
unlikely to recover once the talik is formed. Once a talik is formed, permafrost degradation
can be accelerated by subsurface flows through the talik (especially if it forms a pathway
between wetland features), increased soil moisture, increased ground heat flux, and snow
accumulation due to a critical lack of energy loss from the permafrost to the atmosphere
overwinter. Only unsaturated conditions (highly unlikely in permafrost degrading within
a wetland system) were found to lead to permafrost recovery, resulting in accelerated and
potentially irreversible permafrost thaw in this environment. It may therefore be perti-
nent to consider talik formation in models of other permafrost environments, especially
at larger scales where these processes are often neglected, but may lead to significantly
different permafrost conditions.

66



Chapter 5

Passive flux meters as a measure of
water movement in low-gradient,
variably-saturated cold regions
landscapes

Statement of contribution

The following chapter is written based on the following article:

Devoie, É. G., Craig, J. R., Connon, R. F., and Quinton, W. L. (2020). Passive flux
meters as a measure of water movement in low-gradient, variably-saturated cold regions
landscapes. Hydrological Processes DOI: https://doi.org/10.1002/hyp.13900

This paper presents the results of a field study implementing passive flux meters in a
low-gradient permafrost peatland landscape. In this paper, I compare the current Darcy-
flux approach to computing subsurface flow in the system to data collected using these
instruments. I prepared the field methodology, and performed the data analysis. I also
prepared the manuscript. Dr. Craig provided key insights during manuscript preparation.
Drs. Quinton and Connon assisted in implementation of field studies and provided feedback
on the manuscript.
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5.1 Introduction

Field estimates of saturated lateral subsurface fluxes are typically determined through the
application of Darcy’s law, which depends on a characterization of the spatially and tem-
porally variable hydraulic gradient and hydraulic conductivity. This method is subject to
several sources of uncertainty. Measurement of fluxes in variably saturated porous me-
dia using the Darcy-Buckingham equation is even more uncertain, as local gradients may
dominate and conductivity varies dramatically with saturation (Winter, 1983). Though
methods exist to determine the unsaturated hydraulic conductivity (e.g. Ankeny et al.
(1991)), the water table position evolves over time, making the cross-sectional area of
the saturated profile hard to predict. Additionally, water retention curves are known to
demonstrate hysteretic behaviour which affects the hydraulic conductivity (Naasz et al.,
2005). Lastly, in cold regions, hydraulic conductivity is also sensitive to partial and com-
plete freezing in soils (Lebeau & Konrad, 2012), while the measured hydraulic gradient is
affected by temperature gradients, ice-capping and snow accumulation on wetland features,
making over-winter flux predictions unreliable.

Annable et al. (2005) proposed a novel method for measuring temporally averaged sub-
surface flow using Passive Flux Meters (PFMs). This method deploys a tracer-impregnated,
activated charcoal filled cartridge into a well or piezometer. Subsurface flow through the
meter causes the de-soprtion of multiple tracers at (different) known rates, allowing the
user to determine the flux of water through the cartridge given the period of installation
(Hatfield et al., 2004, 2002). These PFMs have predominantly been used in contaminant
monitoring as they contain activated carbon, allowing contaminants to be sorbed while
the known tracers are de-sorbed (Haluska et al., 2018; Desormeaux et al., 2019; Klammler
et al., 2007; Kunz et al., 2017; Lee et al., 2007; Hatfield et al., 2004). Not only are
these instruments capable of reporting mass transport of many diverse contaminants and
nutrients, but they provide reliable time-integrated subsurface flux measurements.

PFMs have mainly been used in relatively high flux groundwater studies, and have not
yet been deployed under freezing conditions. Though they have been used in a glaciated
watershed to determine fluxes in various soil zones (Benton et al., 2018), the study was of
short duration, and did not include the freezing season. The use of PFMs in low hydraulic
gradient wetlands subject to permafrost and seasonal freeze-thaw is considered here as a
means of estimating otherwise highly uncertain water fluxes through variably saturated,
variably frozen soils. Results from the PFMs (with uncertainty bounds) are compared to
gradient-based measurements for the thawed season, and unsaturated and over-winter data
are presented for this novel method.
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5.2 Study Site

This study was undertaken at the Scotty Creek Research Station (SCRS) located approx-
imately 70 km south of Fort Simpson in the Northwest Territories, Canada, as described
in Section 3 (Quinton et al., 2017). Subsurface flow through talik features is determined
by the seasonally variable hydraulic gradient between the wetlands. Understanding the
magnitude and direction of subsurface flow is critical in defining the water balance in this
flat landscape. Three talik sites were selected, two between a bog and a fen, and one
between two bogs, where subsurface flow was suspected based on permafrost thaw rates
and measured hydraulic gradients.

5.3 Methods

Five 1.2 m long passive flux meters (Hatfield et al., 2002) were installed in the three sites
described above, where two instruments were installed at each site except one bog-fen
connection. The exact location of installation was chosen such that the permafrost table
was approximately 1.2 m below the ground surface, such that the PFM recorded flow
through the entire supra-permafrost layer, as shown in schematic figure 5.1. For smooth
installation, a 2” pilot hole was augured to the permafrost table before the PFM was
installed in a slotted PVC well slotted from its base to approximately 15 cm below the
ground surface. Due to the known high hydraulic conductivity of peat, it was assumed
that the PFM would not act as a preferential flow path, and should therefore not alter the
subsurface fluxes. Additionally, a flow divergence calculation similar to that presented in
Hatfield et al. (2004) was computed to find α = 2, indicating mild flow convergence, and
indicating results may be a slight over-estimate of actual flow. This is due to an average
saturated peat hydraulic conductivity of 1.6 m/d, and the given properties of the PFM.
The top of the casings were sealed against vertical water inputs from precipitation. All
PFMs were installed within two days of August 23, 2018.

The passive flux meters were left over winter, and two were removed within two days of
April 10, 2019, while the remaining instruments were retrieved at the end of the thawing
season, within two days of September 19, 2018. In order to remove the PFMs in the
spring (while the ground was still frozen) small resistance heater strips were affixed to an
aluminum rod that was inserted into the central tube of the PFM and left for 24-48 hours
attached to a marine cycle battery and a solar array. This sufficiently thawed the cartridge
to allow it to slide out of the well. Once removed, the PFMS were sub-sectioned into two
segments in the spring, and five segments in the fall. Sections were evenly spaced along
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Figure 5.1: Schematic figure describing installation setup of PFM in connected talik fea-
tures.

the PFMs, resulting in two 60 cm long sections for the over-winter measurements, and
five 24 cm sections for the fall measurements. Sorbent from each sampling depth was well
mixed, sub-sampled into 500 mL containers, and carefully packaged for analysis, using the
methodology set forth by Hatfield et al. (2004). Once the samples were collected, they
were shipped to the PFM manufacturer EnviroFlux for tracer analysis to determine the
total flux through the meter over the period of installation.

Flux measurements were compared to the current standard approximation of ground-
water flow - an application of Darcy’s law. The hydraulic gradient for this approximation
is determined using pairs of HOBO UL20 pressure transducers which report water level
in adjacent wetland features, and the saturated hydraulic conductivity. Pairs of water
level recorders (WLRs) were installed at each study site up-gradient and down-gradient
from each PFM to determine the gradient. Water level was recorded at half-hour intervals
for the entire study period. Saturated hydraulic conductivity was determined at different
depths and in different locations in the study basin using slug tests and falling head tests.
For these tests, a pressure transducer recording at 1 s intervals allowed for high resolution
water table position tracking in the drive-point piezometer. These data were augmented
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with Guelph permeameter tests in the high-conductivity near-surface peat, as reported by
(Quinton et al., 2008).

5.4 Results

Figure 5.2: Comparison of summer flux at three sites using PRMs (coloured lines) and the
Ksat & ∇h technique (dashed grey lines and shaded region). Average water table at each
site indicated with a horizontal line, note that this water table is not Representative of the
wetlands but rather the plateau features separating them.

Figure 5.2 compares the average summer flux measured using PFMs and the gradient-
based approach at all three study sites. The estimated uncertainty in the passive flux
meter readings based on error bounds supplied by the manufacturer (with maximum shown
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as the shaded coloured region) is small compared to the combined uncertainty in the
measured hydraulic gradient and saturated hydraulic conductivity (shown as shaded grey
regions in figure 5.2). The uncertainty in measured gradient combines the sensitivity of
the WLRs, and the Differential Global Positioning System (DGPS) elevation data and
separation resulting in up to 2% error. The hydraulic conductivity is much more uncertain
as measurements vary spatially and temporally (due to ice content in the subsurface).
In order to capture the spread of values observed at the SCRS, all of the data collected
using in-situ slug and pump tests, as well as laboratory analyses were combined by depth,
and for each depth the range between the maximum and minimum hydraulic conductivity
reported at that depth was used as a measure of uncertainty. A combination of these two
uncertainties results in the grey shaded region in figure 5.2.

The seasonal PFM data is shown in figure 5.3, indicating that 28% of annual flow
occurring over-winter at Bog-Fen Connection 1, and 13 % at the Bog-Bog Connection. The
winter flux and summer flux in the saturated region are similar between sites, indicating
relatively low spatial variability in time-integrated flux. The over-winter data are not
compared to the gradient-based method because the over-winter gradient is unreliable due
to pressure artifacts in which vertical moisture movement to the freeze/thaw front caused
by near-freezing temperatures (induced by the Clausius-Clapeyron relation, (Kurylyk &
Watanabe, 2013)) and snow loading, and there was no hydraulic conductivity data available
for either unsaturated, partially frozen or completely frozen profiles.

5.5 Discussion

The gradient-hydraulic conductivity method of estimating flow uses a spatially integrated
gradient and point measurement of (saturated) hydraulic conductivity, though this could
be spatially averaged given data availability unavailable at this study site. This results
in high measurement uncertainty when compared to the PFM method which reports a
temporally averaged point measurement. The PFM manufacturer suggests an error of up
to ±25% due to uncertainty in sorption/de-sorption rates, spatial variability of hydraulic
properties and flow paths and well geometry (shown as coloured shaded region in figures 5.2
and 5.3), thought the error may be as low as 5 %, depending on the degree of de-sorption
(Hatfield et al., 2004). These error estimates were provided by the PFM supplier, and may
not include specific effects due to ice formation and de-saturation of the profile. Figure
5.3 compares the summer flows for all three study locations. Below the water table, these
measurement ranges are overlapping indicating that the spatial variability of flow at each
site is likely captured within the error bounds placed on the measurement.
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Figure 5.3: Comparison of mean PFM-estimated summer flux at all sites and winter flux
for two of the three instrumented sites.

Significantly more sources of measurement error are present in the gradient-based esti-
mation. Firstly, the measurement of the gradient is subject to measurement errors stem-
ming from pressure transducer accuracy and barometric pressure correction as well as
DGPS accuracy in both elevation and euclidean distance between sensors. Additionally,
the over-winter gradient provided from the sensors is unreliable due to near-freezing tem-
perature induced changes in pressure, ice cover in the wetland where wells were installed
and snow load. The hydraulic conductivity is also subject to measurement error. It is
made as a point measurement in both space and time, and is known to be highly spatially
variable. Not only are slug tests and pump tests susceptible to multiple sources of mea-
surement error due to well screen placement and geometry, boundary effects and well-skin
effects (Hyder et al., 1994), but hydraulic conductivity known to be highly spatially vari-
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able (Lewis et al., 2012; Sudicky, 1986; Gupta et al., 2006), and repeated measurements
made under identical conditions can report highly varying values depending on antecedent
conditions (Chappell & Lancaster, 2007). The available data is only applicable to a strictly
saturated and thawed soil. It is therefore a gross underestimation of uncertainty in unsat-
urated or partially frozen systems. Finally, as freezing occurs, the area available for flux
shrinks at some unknown rate due to reduced (and unknown) hydraulic conductivity in
frozen soils. Gradient-based flow estimation is therefore not only subject to higher uncer-
tainty, but it is unable to provide flux estimates in unsaturated and/or frozen conditions.

Figure 5.3 shows that the PFMs have the potential to address both of the shortcomings
of the gradient-based approach. The summer data from the bog - bog connection aligns
very well with the gradient-based calculation in figure 5.2. This location maintains a water
table near the soil surface, however, the other two sites have an average water table position
at a depth of 40 cm or more (figure 5.2), and the surface flux cannot be estimated using
the saturated soil properties. In these sites, the near-surface flux reported by the PFMs
is significantly lower, but cannot be compared to an estimate using the gradient-based
approach. Note that the flows above the water table may be artificially inflated due to
seasonal fluctuations in water table as well as the measurement resolution of the PFM -
flux was interpolated between the measurement depths that were spaced at least 20 cm
apart. The measured flux through the PFM may be affected by the capillary barrier effect,
as described by Stormont & Anderson (1999), where preferential flow may occur within
the activated carbon of the PFM due to its low porosity compared with the peat. That
being the case, Price & Ketcheson (2009) discuss the importance of moisture wicking in
unsaturated peat as a mechanism for vertical water transfer, and Quinton et al. (2009)
discuss the structure of peat which lends itself well to unsaturated vertical water transfer,
and may therefor limit the effect of boundary flow. Diffusive effects may also lead to
errors in PFM flow estimates, especially for low-flow conditions. Hatfield et al. (2004)
demonstrated using the Peclet number that fluxes of 0.7 cm/day were the lower limit that
could be measured using PFMs without considering diffusive effects. Figure 5.3 shows that
the reported fluxes over the summer months are greater than this limit. More work needs
to be done using PFMs in unsaturated environments to better characterize unsaturated
fluxes.

Instruments do exist that allow for the measurement of soil tension and unsaturated
hydraulic conductivity, though estimates of unsaturated hydraulic gradient are extremely
uncertain due to soil heterogeneity (strongly affected by pore size distribution which is
not spatially homogeneous) (Richards, 1941; Hayashi et al., 1997; Hallett et al., 2004).
Tensiometers capable of reporting unsaturated soil tension are however confounded by
the freeze/thaw process due to its impact on pressure gradients (Kurylyk & Watanabe,
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2013), as well as potential freezing damage to the instruments (Fredlund et al., 1991). Due
to fluctuations in water table position, variability in unsaturated hydraulic conductivity
depending on soil material, and hysteretic behaviour based on antecedent conditions, the
PFMs are a valuable alternate method to estimate near-surface horizontal flux.

Over-winter mean fluxes measured using the PFMs are reported as dashed lines in
figure 5.3. This flux cannot be calculated using gradient-based methods, but aligns well
with theory. The refreeze depth at Bog - Fen Connection 1 is 52 cm, and is 56 cm at the
Bog - Bog connection. This is reflected in the near-zero flux reported at the surface. Bog
- Fen Connection 1 thawed earlier than the Bog - Bog Connection due to the presence of
warmer fen water, resulting in the higher winter flows reported in this site. Higher flow
rates at depth confirm suspected over-winter talik flow, as near-surface flows are higher
during the thawed season. Additional evidence for this flow exists in the form of over-winter
permafrost degradation observed at Bog - Fen Connection 1, where 21 cm of thaw were
observed between August 2016 and May of 2017 and 13 cm of thaw between September
2017 and April of 2018. The ability to quantify over-winter flux through talik connections
will allow to better quantify the role of advection in driving permafrost degradation, as
outlined in Devoie et al. (2019); Walvoord & Kurylyk (2016); McClymont et al. (2013).

Prior applications of PFMs show that the main shortcoming of these instruments is
that long-term measurements are subject to more error as the tracer concentrations may
be depleted below the linear tracer elution limit (Hatfield et al., 2004). The presence of
flow reversals while a concern for contaminant monitoring (Hatfield et al., 2004), it is not
a concern for flux measurement as total flow through the subsurface is the quantity of
interest, and the direction of the flow is not relevant for calculations of advective heat
transport etc..

5.6 Conclusion

PFMs are shown to provide measurements of subsurface flux consistent with current field
measurement techniques, while reducing measurement uncertainty. This technology can
estimate flux rates in variably saturated and variably frozen soil columns, whereas the
gradient-based technique is likely to fail under these conditions. Though results are pre-
sented for discontinuous permafrost peatlands, they may be transferable to other wetland
landscapes in which high measurement precision is desired, soils are variably saturated
and/or variably frozen. This work is the first known application of PFMs for evaluating
subsurface hydrologic fluxes in cold regions.
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Chapter 6

A Semi-Analytical Interface Model of
Soil Freeze/Thaw and Permafrost
Evolution

Statement of contribution

The following chapter is written based on the following article:

Devoie, É. G., and Craig, J. R. (2020). A semi-analytical interface model of soil freeze/thaw
and permafrost evolution Water Resources Research DOI: https://doi.org/10.1029/

2020WR027638

This paper presents a model for freeze/thaw of variably saturated soil. The model is
semi-analytical in nature, numerically stable, and provides a non-equilibrium solution to
the heat equation. It has clear advantages in computational efficiency when compared to
equivalent finite volume models. I derived the governing equations and implemented the
model in Matlab. I also prepared the manuscript. Dr. Craig initially suggested the idea,
and played a key role in model development and validation. He also revised the manuscript
before publishing.
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6.1 Introduction

The presence of frozen soil strongly affects not only the hydrology, but also the thermody-
namics, soil chemistry and ecology of regions experiencing freezing soils (Hayashi, 2013).
Practically, it is essential to accurately model soil freeze-thaw because it controls many
important processes including infiltration, the migration of soil moisture to the surface
during freezing, winter quiescence of hydrological systems, and the destabilization of soils,
especially in the permafrost region (Gray et al., 2001; Harlan, 1973; Stähli et al., 1999;
Woo, 2012; Hinkel et al., 2001). To date, the most accurate models representing freeze-
thaw processes in porous media have been continuum models such as SUTRA-ICE which
solve the coupled governing energy and water balance equations on a finely resolved grid
(McClymont et al., 2013; McKenzie et al., 2007). Due to the presence of sharp wetting
fronts and phase interfaces, such models are challenged by stability issues and often require
very fine temporal and spatial discretization.

Though these models can often adequately represent non-equilibrium processes of soil
freeze thaw, and have the ability to simulate multiple thawing fronts in complex domains,
they are notoriously numerically expensive, particularly for higher dimensional problems
(Slater et al., 1998; Frampton et al., 2013; Harlan, 1973; McKenzie et al., 2007; Li et al.,
2010; Romanovsky et al., 1997). This can make them inappropriate for large-scale mod-
elling, sensitivity analysis, uncertainty analysis or hypothesis testing, and leads to the desire
to use more efficient 1-D vertical freeze-thaw models, such as NEST and many others (e.g.
Atchley et al. (2015); Goodrich (1978); Zhang et al. (2003)). Though these models solve
the heat equation only in one spatial dimension, they can be coupled through source/sink
terms to approximate important lateral fluxes (e.g. Hinzman et al. (1998)). A study site
can be broken into hydrological response units (HRUs) representing zones with soil or veg-
etation properties, allowing for semi-distributed freeze-thaw modelling. A comprehensive
review of current thermal models was completed by Kurylyk & Watanabe (2013), and
found that existing models vary widely, especially in their treatment of partially frozen
and partially saturated soils. These 1-D models are also still computationally demanding
and conditionally stable (Kurylyk et al., 2014), which can deter use in sensitivity analysis,
uncertainty analysis or for simulating long timeframes and large geographic expanses.

In an effort to solve the freeze-thaw problem more efficiently, often for integration into
land surface schemes, a variety of analytical or semi-analytical solutions have been pro-
posed. These solutions make simplifying assumptions so that it is possible to solve the heat
equation directly. These simplifications include neglecting sensible heat (Hayashi et al.,
2007), and assuming an equilibrium temperature profile (Woo et al., 2004), using time-
invariant soil properties (Semenova et al., 2013), tracking only one freeze/thaw interface
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(Krogh et al., 2017; Kurylyk & Hayashi, 2016) and/or simplifying surface boundary condi-
tions (Woo et al., 2004). Freeze-thaw models based on analytic or semi-analytic solutions
of the Stefan problem -boundary value problem which tracks interface in a homogeneous
medium undergoing phase change- (e.g. Hayashi et al. (2007); Hinzman et al. (1998); Krogh
et al. (2017); Semenova et al. (2013); Woo et al. (2004); Zhang et al. (2003)) can also track
a single freezing front by assuming homogeneous saturated soil conditions. These models
may be inappropriate for modelling degrading permafrost at the local scale because they
assume a single (often linear) temperature profile between the soil surface and the (single)
freeze/thaw front and neglect the buffering effect of an unsaturated zone. This poses a
problem because it is thought that the formation of lateral taliks confined between the ac-
tive layer and permafrost (perennially thawed soil in permafrost environments) is a critical
component of discontinuous permafrost degradation (Connon et al., 2018), while lateral
talik representation requires the tracking of multiple freeze/thaw interfaces. The represen-
tation of lateral perennially thawed zones (taliks) requiring multiple freeze-thaw fronts is
noted to be important in the mobilization of permafrost carbon (Walvoord et al., 2019),
as well as the representation of groundwater flow in permafrost environments (Wellman
et al., 2013).

The aim here is to develop, assess, and demonstrate the application of a computationally
efficient, physically-based semi-analytical model of active layer evolution and permafrost
thaw capable of simulating permafrost degradation through lateral talik formation. This
robust solution to the soil freeze-thaw problem does not place constraints on tempera-
ture boundary conditions, allows multiple and dynamic freeze/thaw fronts to be tracked
simultaneously, tracks only a small number of state variables, allows for non-equilibrium
temperature profiles, and does not neglect sensible heat. It also allows for unsaturated
near-surface soil conditions. This model is proposed as a stable and efficient component of
hydrological models to describe seasonal frost, active layer and permafrost evolution.

6.2 Methods

The proposed interface model represents the ground using up to five representative domain
elements, depending on the season and soil column history. A domain element consists of
a frozen or unfrozen soil layer which is permitted to be saturated or unsaturated, but is
distinct from the layers above or below, such as the thawing active layer in the summer,
or a lateral talik sandwiched between the active layer and top of permafrost in the winter.
The number and size of these elements is allowed to vary according to mass and energy
balance constraints. Porous media is treated here as spatially homogeneous with properties
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dictated by the pore volume occupied by ice and liquid water. The seasonal progression of
a soil column is conceptually represented in Figure 6.1(a).

Figure 6.1: Seasonal transition in soil profile elements of the interface model representing
permafrost environment, forced with surface temperature, and assuming a freeze/thaw
front located at the 0◦ isotherm in pane (a). Letters indicate set of governing equations
defining thermal regime of layers further discussed in sections 6.9: a) surface free boundary
problem, b) confined problem, and c) linear problem. Flow chart representing model
configuration in pane (b)

In order to simulate the model domain, 5 assumptions are made:

1. The interfaces between frozen and unfrozen elements are updated driven by an energy
balance performed on the interface consistent with applying the Stefan condition.
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2. The water table elevation is determined through a mass balance on the unsaturated
zone including infiltration and evaporation from the soil surface, and percolation to
the water table.

3. The temperature gradients at element interfaces are obtained through transient an-
alytical solutions to the heat equation; these are used to drive the energy balance.
The mean temperature is also tracked as a proxy for energy content in each element
for energy conservation.

4. Under unsaturated conditions, a mass balance is applied to track the water table
position and water content of the soil column, which is used to determine the bulk
thermal parameter values. However, the differential equations describing the tem-
perature profile are solved in an element which may include an unsaturated and a
saturated portion.

5. In order to avoid the creation of many infinitesimally thin soil layers due to surface
temperature oscillations, a single buffer layer of fixed height h (approximately 10
cm) is maintained at the surface and allowed to be partially frozen and partially
saturated.

These assumptions lead the mass and energy transport in the soil column to be ex-
pressed using a set of up to nine coupled differential equations: four defining the tempera-
ture profiles in the soil column (including the buffer layer), three defining the freeze/thaw
interface positions, one defining ice content of the partially frozen buffer layer and one
defining the water table position. This can be compared to 100 coupled equations required
for a coarsely discretized 50-layer soil column in a continuum model. The interfaces in the
model domain are updated using mass and energy balance equations which are described in
sections 6.2.1 and 6.2.2. These depend on the analytic solution to the heat equation which
is solved for the three different thermal domain elements in section 6.2.2. The problem is
then solved through an operator-splitting technique in which 1) fluxes are calculated based
on the energy content and domain length of the current analytical solution, 2) these fluxes
are used to update the interface positions, and finally 3) the analytical solution is updated
to conserve energy in the new domain length through a dilation process discussed in section
6.2.2, as outlined in figure 6.1 (b). This method does not solve the PDE in equation 6.9
exactly, but uses a box model informed by local solutions to the PDE to evolve the system
through time while conserving mass and energy.
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Symbol Units Definition
α [m2/s] Thermal diffusivity, κ/ρcp
η [-] Porosity
κ [J/◦ Kms] Thermal conductivity
λf [J/g] Latent heat of fusion
ωn [1/m] Eigenvalue in analytical solution, nπ/L
ρb [g/m3] Bulk density
ρw [g/m3] Density of water
θ [-] Total water content
θI , θw, θres [-] Ice, liquid water and residual saturations
θ̄ [-] Mean water content
an [-] Coefficients in analytical solution, 2/nπ
cp,b [J/g] Bulk specific heat capacity
cp,w,cp,w [J/g] Specific heat capacity of water and ice
e [J/kg] Specific internal energy
ET [m/s] Evapotranspiration
h [m] Buffer layer depth
I [m/s] Infiltration rate
K [m/s] Hydraulic conductivity
L [m] Profile depth
P [m/s] Precipitation
q [m/s] Water flux
t [s] Time
∆t [s] Time step
T [◦ C] Temperature
Ts [◦ C] Surface temperature
Tf [◦ C] Freezing temperature
T̄ [◦ C] Mean temperature
U [m] Depth to water table
z [m] Freeze/Thaw interface depth

Table 6.1: List of all symbols, unis and their definitions
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6.2.1 Mass Transport

The movement of moisture in the profile can be reduced to fluxes between representative
elements. Instead of analytically solving the unsaturated Richards’ equation in each ele-
ment, a simplified near-equilibrium solution is assumed. In this relation, the flux is based
on the total moisture content and depth of the element.

The surface flux is first applied and separated into infiltration/evaporation (I [m/s])
and runoff, based on the moisture deficit of the soil and its infiltrability. Infiltration is
determined by the unsaturated hydraulic conductivity (including impedance due to ice)
and a unit gradient, as it is assumed that the pressure relationship is in equilibrium. Runoff
occurs when the infiltrability of the soil is exceeded, or when the moisture deficit is satisfied.

If P − ET > 0

I = min


(P − ET )

K(θw, θI)

(η − θw − θI)U/∆t
(6.1)

otherwise

I = max


(P − ET )

−K(θw, θI)

−(θw − θres)U/∆t
(6.2)

where P [m/s] is precipitation, ET [m/s] is evapotranspiration, ∆t [s] is the length of the
time step, K is hydraulic conductivity, dependent on mean soil moisture content in the
unsaturated element, θw and ice content θI which is dependent on temperature, T [◦C].
η is the soil porosity, θres is the residual saturation, and U [m] is the depth to the water
table.

The water table position is then updated based on the flux in order to achieve an equi-
librium moisture content, given by the soil characteristic pressure saturation relation, θ(h),
where h [m] is the hydraulic head, as depicted in figure 6.2. This equilibrium assumption
is consistent with the assumption of a hydrostatic pressure distribution in the unsaturated
zone. Given the high hydraulic conductivity of peat soils near saturation, and the timescale
of simulations (days to years, not seconds to minutes) this assumption is representative of
reality. Given the water table position, U , the mean water content of the surface layer of
depth L is given by:
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Figure 6.2: Depiction of three possible results of infiltration: a) increase in water table
within thawed layer; b) formation of a water table in a previously unsaturated profile and
c) change in hydrostatic pressure due to infiltration of water without the formation of a
water table.

θ̄(L,U) =
1

L

[∫ min(L,U)

0

θ(h+ max(U − L, 0))dh+ η ∗ (max(L− U, 0))

]
(6.3)

This same relation can be used to calculate the water content of any element, replacing 0
with the top of the element, and L with the bottom. For an infiltration rate of I over a
time step ∆t, the incremental change in water table position, ∆U , from an initial position
U can be found from the following relation:

I∆t = L
[
θ̄(L(t+ ∆t), U(t+ ∆t))− θ̄(L(t), U(t))

]
(6.4)

this relation can be iteratively solved to find the new position of the water table (U(t+∆t))
and simplified using a lookup table. It is assumed that there is no flow through a frozen
saturated layer.
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6.2.2 Interface Update: Freeze-Thaw

In order to track the thermodynamic evolution of the system, it is necessary to know the
energy stored in each element. The energy balance for a single element, where Q̇ is heat
transfer rate, ṁ is mass flow rate and e is specific internal energy is as follows:

dE

dt
= Q̇in − ˙Qout + ṁinein − ˙mouteout

Lcp,bρb
∂T̄

∂t
+ LT̄

∂cp,bρb
∂t

= κ

(
∂T

∂z
|top −

∂T

∂z
|bottom

)
+ Icp,wρwTprecip − qbottomTbottomρwcp,w

(6.5)

where the thermal conductivity κ [J/◦ K m], and bulk specific heat capacity of the inputs
and outputs, cp,b [J/kg], are dependent on the ice content θI and the degree of saturation,
θw. The bulk density ρb is dependent on the saturation, while the densities of ice and water
are assumed to be equivalent so as to be comparable with other models. Bulk parameter
values are computed using a weighted arithmetic mean of each component, the arithmetic
mean was selected to facilitate benchmarking against existing models. The specific heat
capacity of water is specified by cp,w, while qbottom is nonzero when there is vertical water
transport in the profile. This is computed using the change in mean water content using
equation 6.3 evaluated over the element at the beginning and end of the timestep, where
the change in water table position is computed based on surface flux conditions, and then
subsurface water content is updated using the soil characteristic curve. T̄ is the mean
temperature in the element, which can be computed from the specific internal energy, e as
follows:

T̄ (e) =


e−λf
cp,i

e < −λf
0 −λf < e < 0
e

cp,w
e > 0

(6.6)

Note the distinction between the frozen and thawed heat capacities, cp,i and cp,w. The
internal energy is relative to pure liquid water at 0 ◦C, and λf is the latent heat of fusion.
The ice content is also directly related to the internal energy:

θI =


θ − θres e < −λf
−e
λf

(θ − θres) −λf < e < 0

0 e > 0

(6.7)
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Finally, the temperature gradients at element interfaces must be known in order to calculate
the heat flux across these interfaces. In order to approximate this gradient, an analytical
solution to the heat equation (without phase change as this process only occurs at the
interface) is used in each domain element. There are three such distinct profiles for each
type of element, as depicted in figure 6.3. These solutions are outlined in the following
three sections.

Figure 6.3: Depiction of three local temperature solution types drawn from model simula-
tion data: 1) surface layer in which there is one fixed (bottom) temperature boundary and
one boundary allowed to vary arbitrarily; 2) confined problem with two fixed temperature
boundaries and 3) steady temperature profile which exist in permafrost elements with an
equilibrium temperature profile.

The movement of the (sharp) interfaces is determined by the fluxes based on temper-
ature gradients and thermal conductivity. The change in interface position (zi) is given
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by:

∂zi
∂t

=
1

λf (θw − θres)ρw
∆q|z=zi

=
1

λf (θw − θres)ρw

(
κ+

(
∂T

∂z

)
z=z+i

− κ−
(
∂T

∂z

)
z=z−i

) (6.8)

where z is depth, and κ± is the thermal conductivity of the element above (+) or below
(-) the interface.

Surface free-boundary problem

The temperature of the surface element, whether thawed or frozen, is governed by the heat
equation (equation 6.9) assuming no advection and an arbitrary, time-dependent boundary
condition, Ts(t):

cp,bρ
∂T

∂t
= κ

∂2T

∂z2
(6.9)

Let α = κ
ρcp,b

, ωn = nπ
L

and an = 2
nπ

, where cp,b is the bulk specific heat capacity of

the soil, dependant on ice content and saturation. The solution to this equation in a fixed
domain with thickness L and fixed boundary conditions T (0, t) = T (L, t) = 0 is given by
(Carslaw & Jaeger, 1959):

T (z, t) = Σ∞n=1an sin(ωnz)e−αω
2
nt (6.10)

From this solution, it is possible to find the solution to the heat equation with fixed
boundary conditions, T (L, t) = 0 and T (0, t) = Ts, or more generally ∆Ts = T i+1

s − T is ,
where Ts is the surface temperature condition (Carslaw & Jaeger, 1959). Using the principle
of superposition, it is possible to generate the solution to the steady state problem and
perturbation due to a change in temperature at the ground surface:

T (z, t) =
N∑
n=1

∆T ns

(
1− z

L
−
∞∑
j=1

aj sin(ωjz)e−αω
2
j (t−tn)

)
n

(6.11)
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Superposition can be repeated for consecutive arbitrary perturbations in surface tem-
perature, allowing the underlying layer to respond directly to the history of applied surface
forcing temperatures. Note that this relieves the need to track the entire temperature pro-
file in this surface layer, as we need only the mean temperature (energy content) and the
gradient at the base of the layer to compute the heat flux at the interface and consequently
the change in thickness L, and the change in mean temperature.

This solution is exact for a domain of fixed length L when an infinite number of terms
are retained. Truncating the sum to 200 results in relatively small error given the high
thermal conductivity of water and high porosity of near-saturated peat soils. In order to
account for changes in domain length as the interface moves, a linear stretching/scaling of
the profile is applied, which would result in an over-estimate of the energy contained in the
profile without correction. Therefore, mean temperatures are corrected such that there is
no net change in energy content in the profile beyond that used in phase change using the
following relation:

T̄ n+1 =
T̄ nLn

Ln+1
+ ∆t

qsurface − qbase
ρbcp,bLn+1

(6.12)

The imposition of this stretching/scaling is the primary source of error in solving the
governing equation 6.9; this error is minimized when interface movement is slow. The
interface position is therefore updated every timestep. Note that this applies both in the
frozen and thawed case, where the difference lies only in the values of thermal conductivity
and specific heat capacity.

If the soil column is partially saturated, bulk thermal parameters are used instead of
treating an unsaturated profile as a two-layer system with an unsaturated layer sitting
on top of a saturated layer. This was tested using a continuum model for various soil
properties, and it was found that for all reasonable combinations of porosity, thermal
conductivity, density and specific heat capacity, there is no sharp change in the temperature
profile at the water table for a wide range of parameter values. The diffusivity of saturated
and unsaturated soil samples differs by at most a factor of 10, which does not result in
sufficiently sharp changes in parameter values to be detectable in the temperature profiles.
The soil parameters for several standard soils are included in table 6.2.

Confined Conditions

In the cases when a confined layer of unfrozen soil exists between the frozen surface and the
underlying permafrost (e.g. during Autumn in Figure 6.1), the heat equation is subject to
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Soil η ρ cp,b κ α Saturated α Unsaturated
[-] [kg/m3] [J/kg◦C] [W/m◦C] [m2/s ] [m2/s]

Peat 0.8 250 630 0.05 1.6 × 10−6 1.6 × 10−7
Sand 0.4 2650 732 8.4 7.2 × 10−6 1.3 × 10−6
Mixed Mineral 0.35 2650 732 2.9 2.3 × 10−7 5.2 × 10−7
Mixed Organic 0.45 1300 1925 0.25 2.2 × 10−7 1.2 × 10−7

Table 6.2: Summary of porosity, density, specific heat capacity, thermal conductivity and
diffusivity for various realistic soils under saturated and unsaturated conditions.

isothermal boundary conditions at the freezing point. It is assumed that the temperature
profile in the domain of length L can be approximated by a sinusoid. Between thawed or
frozen layers, the soil temperature is governed by a decaying sinusoid, where α is dependent
on phase as defined above, and Tf is the freezing point:

T̄ n+1 = (T̄ n − Tf )
π

2
e−

π2α
L2 ∆t sin

(πz
L

)
+ Tf (6.13)

Similarly to the previous case, the energy balance must be preserved during dilation and
shrinking of the domain. The same solution (equation 6.13 is applied to a confined frozen
layer, but with T̄ < 0.

Permafrost Interface

A zero or a linear gradient is assumed in the underlying permafrost, with some constant
temperature defined at the bottom boundary, and the surface of this layer at the freezing
point, as shown in figure 6.3 c).

6.2.3 Buffer Layer

When conditions for phase change at the soil surface (surface temperature drops below zero
in the case of a thawed profile, or rises above zero in a frozen profile) are present, the top h
cm of the soil profile is allowed to have a fractional ice content. The soil properties of this
buffer layer are updated based on ice content, water content and temperature of this soil
layer using the mass and energy balances discussed above. It is assumed that the heat flux
from the surface element at the interface at fixed depth h below the soil surface is zero until
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phase change in this element is complete, and this interface is fixed at the freezing point
Tf . Heat flux from the element below is calculated as in section 6.2.2, depending on the
conditions, and referred to as qbase in this section. The energy flux at the ground surface
is based on a linear temperature gradient determined by the current surface temperature,
the mean temperature, the depth h and the bulk thermal conductivity of the buffer layer:

qsurface = κb
2(Ts − T̄ n)

h
(6.14)

where the thermal conductivity κb is calculated using a weighted harmonic mean of the
frozen and thawed soil components (which are calculated as above using an arithmetic
mean). The mean temperature of the element is based on the surface temperature, T ns ,
and the ice content as follows:

T̄ n =

{
1
2
(T ns − Tf )θI T ns < Tf

1
2
(T ns − Tf )(1− θI) T ns ≥ Tf

(6.15)

Figure 6.4(a) depicts the initial temperature profile in the buffer layer when it is formed
(in black), the correction to this temperature profile (in red), and its response to changes
in surface temperature in part (b). The initial unmodified temperature profile resulting
from the free-boundary surface problem is non-physical as it neglects phase change in the
buffer zone. Equation 6.15 must be used to correct the mean temperature and ice content
to reflect the more physical red curve in figure 6.4 a). Once the temperature of the surface
element and the flux at the surface are known, it is possible to calculate the change in ice
content as follows:

θn+1
I = θnI −

∆t(qsurface − qbase)− cp,bρbh
(
T̄ n+1 − T̄ n

)
θρwλfh

(6.16)

where the term ∆t(qsurface − qbase) represents the energy transfer across the buffer layer
boundaries, and the second term in the numerator accounts for the energy used to change
the sensible heat of the profile, T̄ . Once the ice content reaches 1 or 0 depending if the
profile is freezing or thawing, then the interface is assumed to be sharp and is updated as
detailed above. If the ice content exceeds 1, or is less than zero, the excess is translated
into moving the sharp interface. Including this partially frozen buffer layer avoids the
formation and tracking of many very thin layers in shoulder seasons when thaw occurs
daily and freezing occurs every night.
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Figure 6.4: Temperature profile in the buffer layer. (a) shows the initial temperature
profile in black, and the corrected profile after phase change is accounted for in an initially
thawed profile subject to below zero surface temperatures in red. (b) shows the temporal
evolution of this profile as the surface temperature cools further. The temperature profile
for one time interval is shown in black, while that for two time intervals with the same
fixed surface temperature T1 is shown in grey.

The choice of h should depend both on the soil surface temperature and the subsurface
temperature observed in the field as well as the timestep chosen for the simulation. In the
model benchmarking, a value of 10 cm was chosen and adjusted through trial and error to be
the thinnest layer to provide adequate buffering against the formation of thin freeze/thaw
layers. When considering the field data, the depth at which most temperature oscillations
occurred in the shoulder seasons was also very close to 10 cm. It is recommended that
this parameter be selected based on any known data from the field site where the model
is applied and adjusted to the minimum thickness such that daily temperature oscillations
do not cause the formation of many thin layers.

6.2.4 Change in number of interfaces

Four general cases when interfaces are generated or merge in the profile are shown in
figure 6.5. The layers are formed from the surface when freezing conditions change to
thawing conditions or vice versa, while the loss of layers occurs when an intermediary
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layer in the profile pinches out. Figure 6.5 shows the change in indexing when layers are
formed/removed. The mean temperature is also updated when a layer is formed or pinches
out. In the case of pinching out (panels (a) and (b) of figure 6.5), the mean energy is
updated as follows:

T̄ n+1
i =

cnp,iT̄
n
i (zni+1 − zni ) + cnp,i+2T̄

n
i+2(zni+3 − zni+2)

cn+1
p,i (zn+1

i+1 − zn+1
i )

(6.17)

where the parameters are described in figure 6.5, but are evaluated when the layer is
pinching out. In the case of layer formation, the temperature of the underlying layer
remains the same, that is to say T̄ n+1

2 = T̄ n1 , while the formed freezing/thawing layer is
initialized and evolved as described in section 6.2.3.

When two elements are merged, or a new element is formed, there is an abrupt change in
the temperature profile as the temporal history of the profile is no longer relevant. In these
cases, the new temperature profile is initialized with an equilibrium temperature profile
based on the boundary conditions, and with energy content satisfying the conservation of
energy, as detailed in equation 6.17.

6.2.5 Model Limitations

The proposed interface model was conceived for homogeneous peat soils under near-saturated
conditions. Low hydraulic conductivity soils in which the saturation is rarely at equilibrium
cannot be represented using this mass balance approach. Even highly variable discharge-
recharge events may be misrepresented using this model as the soil moisture history and
hysteresis are neglected. Additionally, bulk parameter values are used in each soil layer,
which may not be representative of an unsaturated soil with significant differences in dif-
fusivity between the saturated and unsaturated states.

The choice of buffer layer should be informed by data representative of the modelled
soil column. Making this layer too thin results in multiple unrealistic freezing and thawing
fronts caused by oscillations above and below the freezing point in the surface temperature
boundary condition. Assuming a buffer layer that is too thick delays the advance of the
freezing front until this layer is completely frozen, resulting in poor resolution of freezing
and thawing fronts during the shoulder seasons. The alternative to incorporating the
partially frozen buffer zone would be the use of a sharp interface. However, this sharp
interface is not typically observed in the field, where large portions of the soil column may
be partially frozen at any given time.
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Figure 6.5: Depiction of loss of intermediary frozen or thawed layer (a) and (c) or formation
of frozen or thawed layer in (b) and (d). Vertical dashed lines represent transition in
profile. All temperatures are time-dependant. Note the hatched area in figures (b) and (d)
represents partial ice content.

The focus of this model is on the near-surface seasonal freeze-thaw and shallow lateral
talik formation and evolution as these processes affect hydrology on the annual to decadal
scale. The interface model is consequently accurate on the short to moderate-term sim-
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ulations, by design. It has not yet been configured for application to a system in which
permafrost degrades completely. This would require a different bottom boundary condi-
tion; such a condition is generally amenable to handling by the methodology described
herein, but was not treated here.

6.3 Results and Discussion

Several benchmarking exercises are presented to validate the model. First the free boundary
problem solved in the surface element is compared to the classical Stefan solution (Solomon,
1979) and the expanding confined layer solution is benchmarked against an analytical
computation. The coupled unsaturated model is then compared to a full finite volume
solution to the coupled heat equation and unsaturated Richards’ equation presented in
Devoie et al. (2019). This 1-D continuum model uses operator splitting to couple the
solutions to the unsaturated Richards’ equation and the heat equation with phase change
in a vertical soil column, reporting soil temperature, ice and water content at each node
for the duration of the simulation. The utility of the interface model is demonstrated by
comparing the computational efficiency of the interface model and the continuum model.
Finally, the model is applied to observed field data describing continuous permafrost, and
a soil column containing a talik.

6.3.1 Stefan Solution Benchmark

The interface model solution is first compared to the full analytical solution to the classical
Stefan problem for thermal properties of pure water with an initial temperature of 0◦C
and an imposed surface temperature of 5◦C shown in Figure 6.6 (Solomon, 1979). The
error in thaw depth approximation was approximately 0.5 cm over the course of the 100-
day simulation, and over a 1000-day simulation the error grew to approximately 1 cm.
This comparison reports the error associated with the inexact operator-splitting approach,
showing that the choice of length dilation is appropriate.

6.3.2 Talik Expansion Benchmark

A talik expansion benchmark is developed to evaluate the accuracy of the interface model
under confined conditions. A fully saturated 3 m domain initially at 0◦C, except a 1 m
slice from a depth of 1 m to 2 m which exhibits a sinusoidal temperature profile with
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Figure 6.6: Stefan solution benchmark, interface model subject to constant temperature
boundary condition as in Stefan problem.

(nonphysical) amplitude of 50◦C. Both ends of the profile are fixed at the freezing point,
and the profile is allowed to evolve such that the energy stored in the talik gradually
thaws the frozen soil above and below. The expected thaw over the course of the 100
day simulation is shown in Figure 6.7, where the solid red line represents the thaw over
time in the interface model, and the dotted line is the theoretical maximum thaw. After
100 days, the modelled solution reproduces 99.8 % of the predicted thaw. Predicted thaw
was computed using an energy balance assuming that all of the energy stored in the talik
of initial length z0 and temperature T0 would be used for phase change, resulting in an
equilibrium solution with uniform temperature (at the freezing point, Tf ) and thawed
domain of length z0 + ∆z:

(T0 − Tf ) cp,bρbz0 = θλfρw∆z (6.18)

Note that cp,b and ρb refer to the bulk parameters for the frozen soil, while ρw is the density
of pure water, which occupies θ volume fraction of the soil matrix. In this figure, results
from a benchmarked continuum model were also compared to the results of the interface
model. The continuum model was subject to the same initial and boundary conditions, and
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was run with 2 cm element size and 2 minute timesteps. Note that the equilibrium thaw
is slightly different from the interface model and the analytically predicted thaw because
freeze-thaw occurs between -0.01 and 0 ◦C in the continuum model, and some sub-zero
soil therefore has ice content below the residual saturation. This figure does however show
very similar timing in thaw for both models, validating not only the energy balance, but
also the magnitude of the heat fluxes.

Figure 6.7: Benchmarking confined problem for a 100 day simulation, interface location of
interface model (solid line) compared with theoretical maximum thaw from equation 6.18.

6.3.3 Field Condition Benchmark

The final benchmark is the direct application of the model to a realistic domain subject to
representative initial and boundary conditions. Two scenarios are considered for compari-
son between the finite volume method and the interface model, first a stable plateau, and
second a profile containing a talik and degrading permafrost. The stable case is initialized
as a completely frozen profile with uniform temperature of -0.1◦C. The case with a talik is
initialized to a similar temperature profile, but with a thawed region from 0.5 m to 1.5 m,
with an initial temperature of 0◦C (with zero ice content), and a linear gradient between
the talik and the surrounding -0.1◦C. The domain height is 3 m for all models and all
scenarios and a fixed temperature (-0.1◦C) is imposed at the base of the soil profile. The
surface temperature was based on two time series constructed from data collected at the
Scotty Creek Research Station (SCRS, a field site located in discontinuous permafrost peat-
lands approximately 70 km south of Fort Simpson in the Northwest Territories,(Quinton
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et al., 2018)), the first representative of a stable peat plateau, and the second a degrading
permafrost body with a lateral talik. The water table was initially at a depth of 10 cm
below the ground surface, and mass flux at the surface was applied seasonally, with an
average ET rate (-1.728 x 10−3 m/d) applied in spring/summer and an average recharge
rate (2.076 x 10−3 m/d) in the fall. The net mass flux was zero annually.

Figure 6.8: (a) Comparison of water table positions in interface model (dashed line) and
continuum model (contour plot), (b) comparison of total ice content (integrated over the
soil column) for the same two simulations. Note that the sharper changes in water content
in the interface model occur when the buffer layer is formed resulting in more abrupt
changes than the continuum model.

Consider first the stable plateau condition. The interface model was compared to the
continuum model discussed above first in terms of water table position. Figure 6.8(a) shows
a favourable comparison between the simulated water table using the interface model and
the contour plot of water content in the profile. Because the interface model assumes
an equilibrium water content profile, and the continuum model considers the unsaturated
Richards’ equation, the small deviations in water content (less than 0.1 % difference in
average water content over the duration of the simulation) between the models is expected,
especially as they occur predominantly when changes in surface boundary conditions occur,
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and the equilibrium assumption is less accurate.

The total ice content of the profile was then also compared between the continuum
model and the interface model in figure 6.8(b). Similarly to the water content, the ice
content was integrated over the entire domain. The maximum possible ice content is 2.1
m, representing a completely frozen soil profile (with residual water content of 0.1) in both
model scenarios. The interface model and continuum model are in excellent agreement,
except perhaps when the buffer layer is formed (similarly to the case above). This results
in some sharp changes in ice content for the interface model when the water flux at the
soil surface changes, or when the buffer layer is added or removed. There is also evidence
of an over-estimate of refreeze rate using the interface model when approaching a fully
frozen soil profile when compared to the continuum model. The maximum difference in ice
content between the two models is 6 cm (occurring at one of the changes in buffer layer),
while the mean difference in ice content over the entire simulation is 0.33%.

Finally, the freeze-thaw interface was compared between the interface and continuum
models for a stable permafrost case (figure 6.9(a)) and a the profile containing a talik
in figure 6.9(b). The simulations were run with identical boundary conditions, initial
conditions with the same energy and water content (identical temperature profiles were
not possible due to model configuration) and with a 1 hour timestep. The interface (shown
as a dotted line) lies within the -0.05 to 0 ◦C contour, indicating excellent agreement
between models, as it is the freezing range of the continuum model. There is a tendency
for the interface model to under-estimate phase change in a confined profile, likely because
the continuum model allows for partial ice content, as can be seen in figure 6.9(b), where
the interface sits within the 0 to 0.05 ◦C contour. The equilibrium profile for the continuum
case would therefore have a large partially frozen component, which clearly extends beyond
the sharp interface. The largest difference between the interface and continuum models
occurs in the talik case near the beginning of the simulation. This is a reflection of the
differences in model structure given a sharp interface and a slushy zone, it was not possible
to assign identical equilibrium initial conditions to both models, though mass and energy
were consistent. After the first simulated year, the models recover from the initial model
setup and show significantly better agreement.

6.3.4 Model efficiency and stability

The computational efficiency of the interface model and the continuum model were com-
pared for the saturated, and unsaturated cases with and without taliks. The comparison
is shown in table 6.3. It is clear that the semi-analytical method is significantly faster
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Figure 6.9: Contour plot showing subsurface soil temperature for continuum model of
unsaturated freeze-thaw problem overlain with lines showing interface position modelled
using interface model with a one hour timestep. Panel (a) shows a stable permafrost
condition, and panel (b) shows degrading permafrost with an expanding talik.

than the finite volume solver, however this speed-up is drastically improved by the choice
of larger timestep due to the stability of the interface model solver. In order for the fi-
nite volume solver to converge to a (realistic) solution, timesteps were limited to no larger
than 2 hours, while the interface model converged for any choice of timestep, which was
eventually limited at 5 days due to concerns of information loss. The aggregation from
hourly to daily and 5 day average data resulted in the difference shown in figure 6.10. For
the purpose of long-term hydrological simulations, the accurate timing, but 1.7% error in
maximum frost depth prediction between the hourly and 5-day simulation is acceptable
given the improvement in simulation duration. Larger than five-day timesteps are possible,
however at this scale of aggregation, the information loss begins to affect model simulation
results, and this coarse resolution is not considered in the model comparison as it is due
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Table 6.3: Model run times for various model configurations. For each scenario, model
results compared favourably between the interface and continuum model, even when the
interface model timestep was increased to one day instead of one hour.
Model Type Finite Volume Interface Interface

Timestep 1 h 1 h 24 h
Saturated 317 s (5.3 min) 51 s 3 s
Unsaturated 1275 s (21 min) 63 s (1 min) 4 s
Unsaturated with Talik 1695 s (28 min) 84 s (1.4 min) 5 s
Unsaturated with Talik 10m domain 10246 (2 h 51 min) 84 s (1.4 min) 5 s

to averaging effects in the boundary conditions and not model limitations.

Figure 6.10: Comparison of interface model for various timesteps with continuum model.
Note that the interface model simulations are almost indistinguishable due to insensitivity
to timestep.

One appealing feature of this model is that computational cost is a function of the
number of interfaces (which is fixed by the model) and not the model domain size. However,
finite volume methods require significantly longer simulation durations for larger domain
sizes, especially when a uniform grid spacing is used. Simulations with a larger model
extent are also reported in table 6.3, demonstrating the scale invariance of the interface
model.

Changes to simulation timestep and domain are possible because the interface model
is numerically stable. The semi-analytic nature of the model means that it will con-
verge regardless of the smoothness of boundary conditions, timestep size, or size of model
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domain/element size. The model is however incapable of representing more than five
freeze/thaw domain elements, so if oscillatory data is provided leading to the formation of
multiple stacked frozen and thawed layers, the model will produce an error. This condition
is not expected to be physically possible in any realistic simulation, though the constraint
can be lifted if needed for certain applications given some modifications to the model code.

6.3.5 Model Application

Due to the model efficiency, it was relatively easy to run multiple scenarios to compare
modelled permafrost degradation rates to those measured in the field. Surface temperature
boundary conditions were drawn from field data collected at multiple sites for varying time
periods. Surface temperature data was drawn from four different stations at the SCRS.
Over the course of the (discontinuous) up to 10 year data record, data was categorized
according to location and presence of lateral taliks, and then used as input to seasonal
autoregressive integrated moving average (SARIMA) forecasting method to generate sta-
tistically homogeneous temperature boundary conditions. Further details on boundary
and initial conditions for model simulations can be found in Devoie et al. (2019). Each
ensemble of boundary conditions was used as input to the interface model which was run
in one of two configurations: a stable permafrost system, and the formation of an isolated
talik. The model was initialized as a completely frozen soil column with uniform initial
temperature of -0.1◦C, but the boundary conditions were constructed from temperature
data collected at different sites, which either did or did not exhibit a talik.

Though 1000 temperature time series were generated for each simulation, some were
considered non-physical because the boundary conditions generated using the SARIMA
model resulted in the formation of many alternating thin (less than 5 cm) frozen and thawed
layers near the soil surface. This is usually due to diurnal or multiple day temperature
oscillations when the air temperature is near the freezing point. Up to 0.5% of generated
boundary conditions were discarded due to this behaviour. Similar oscillations were not
observed in the original field data.

Each ensemble of modelled permafrost and active layer systems was used to determine
the rate of permafrost degradation - measured as the change in depth to the top of the per-
mafrost table year over year. These values are favourably compared to measured changes
in permafrost depth from the field in figure 6.11. Though the sampling experiment was re-
peated 1000 times for each simulated scenario, the variation between these simulations was
negligible, indicating that the statistically homogeneous samples resulted in near-identical
permafrost degradation. The variation within the samples drawn from any of the four
locations is less than 1 mm.
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Figure 6.11: Box and whisker plot showing permafrost degradation rate (increase in suprap-
eramfrost layer depth) as measured in the field in each landscape type. simulated per-
mafrost degradation rates shown as circles (with standard deviation which is smaller than
marker size) for boundary conditions sampled from similar field conditions.

6.3.6 Proposed Model Applications

The aim of the development of this model is to advance the current state of hydrologic and
climate modelling through improved representation of permafrost and frozen ground in
large-scale simulations. Semi-distributed, process-based hydrologic models such as Raven
(Craig et al., 2020) or SWAT (Arnold et al., 1998) may be extended to incorporate the
freeze/thaw process representation, which is likely to improve flow predictions not only in
areas underlain by permafrost, but also in simulations including seasonal ground ice. The
interface model can provide means to update multiple frozen and unfrozen soil horizons
for better representation of near-surface processes. The addition of this process to a model
like SWAT may alleviate the shortcomings of the current approximation of permafrost as
an impermeable layer (improving the poorly represented overwinter flows) (Fabre et al.,
2017). The issue of freeze-thaw representation is also present in large-scale modelling
projects, and the interface model is sufficiently efficient and stable to provide an alternative
to current permafrost representations in GCMs, which currently demonstrate high levels
of uncertainty in their representation of permafrost, (Koven et al., 2013) but also incur
significant computational burden when trying to represent these processes using discrete
freeze-thaw models.
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Though this work focused on the representation of a thawing discontinuous permafrost
landscape, the same set of relations can readily solve the analogous problem of seasonally
frozen ground. Such an extension of the model would make it possible to have seasonally-
varying soil properties represented in large and small scale hydrological and global circu-
lation models to reflect the impact of freezing and thawing soils. In large scale models,
even those representing the impact of climate change on runoff such as Chen et al. (2012);
Shen et al. (2018), and even in models explicitly investigating permafrost dynamics such as
those in the CMIP5 project (Koven et al., 2013) seasonally frozen ground is not considered.
The frost penetration into thawed soils drastically affects their hydrologic characteristics,
and the exclusion of seasonally frozen ground in temperate environments is arguably more
impactful than in permafrost environments. Several studies investigating large-scale freeze-
thaw processes exist, but in order to make predictions at this scale, they are often limited
to equilibrium lumped approaches (e.g. Gelfan et al. (2017); Obu et al. (2019)) and the
proposed modelling strategy here may improve predictions where heat and moisture fluxes
could be considered as 1-D, especially in high organic soils and in areas with low diffusivity
and resulting long temperature memory.

6.4 Conclusion

A unique moving interface model of soil freeze/thaw in saturated/unsaturated systems was
developed and benchmarked against a continuum model. The proposed interface model
is adequate for the simulation of permafrost degradation and annual freeze-thaw. Results
agree well with analytical solutions and a benchmarked continuum model, though the
interface model demonstrates up to a 2000-fold increase in computational speed. This tool
can be applied to better understand the condition of discontinuous permafrost in northern
peatlands, allowing for sensitivity analysis, uncertainty analysis, and calibration to be
feasible. The model can easily be extended to represent seasonal ground ice and different
soil types. Next steps in model development include the representation of lateral flow
through the thawed soil column, seasonal ground ice, as well as segregated ice development
and their impacts on hydraulic conductivity and pore volume.
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Chapter 7

The hydrologic and thermodynamic
function of isolated taliks

7.1 Introduction

Permafrost thaw is driven by climate warming which is amplified in arctic and sub-arctic
regions (Pörtner et al., 2019). Observed thaw rates are strongly dependent on land cover
types, where ecosystem protected permafrost beneath organic soils tends to persist even af-
ter the climate is not favourable for permafrost development (Bonnaventure & Lamoureux,
2013). This contributes to heterogeneity in permafrost degradation at the continental scale,
while there are also factors that lead to field-scale heterogeneity in permafrost degradation.
Focusing on discontinuous permafrost peatlands, thaw rates over the last five decades show
significant permafrost losses, especially adjacent to wetland features (Chasmer et al., 2011).
It has also been determined that subsurface heterogeneity in soils, soil moisture, and freez-
ing function lead to variations in observed thaw rates, and explain some of the patterns
of talik formation (Amiri & Craig, 2019). Taliks are perennially thawed layers overlaying
permafrost, and it is thought that their formation is often the first stage of permafrost
degradation and loss in permafrost peatland environments (Devoie et al., 2019).

The modelling work presented in Devoie et al. (2019) (chapter 4) focuses on vertical
permafrost degradation. In this work, two mechanisms for heat transfer driving thaw are
proposed: conduction and advection. In cases where water movement is not observed in
the thawed or thawing soils, it is thought that conduction is the dominant mechanism for
heat transfer. Conduction is governed by Fourier’s law (Fourier, 1878):
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q = −kdT
dz

(7.1)

where q [w/m2] refers to the conductive heat flux, k [kJ/kg◦C] is the thermal conductivity
of the media (soil in this case), T refers to the temperature [◦ C] and z is the vertical depth
[m]. Much of the heterogeneity in thaw arises from heterogeneity in thermal conductivity,
k, which is a function not only of the soil properties which are often spatially variable,
but also depends strongly on soil moisture. Soil moisture is temporally variable and linked
with topography and vegetation (Yi et al., 2018). In addition, it has been observed that
talik formation often leads to local subsidence, which provides a location for water to
collect, ponding if surface water is present. This increase in soil moisture and subsequently
increases the thermal conductivity of the soil, and forms a positive feedback (Connon et al.,
2018). This positive feedback is only strengthened by the thermal gradient which is highly
dependent on talik presence. In the summer, the thermal gradient is directed downwards,
conducting heat deeper into the soil, while in the winter months the gradient is reversed,
such that freezing is a result of heat export from the soil. However, after the formation of
a talik, there is no occasion for this gradient reversal at the interface between the talik and
the permafrost table, as the talik is always above the freezing point, and the permafrost is
at or below the freezing point if it is frozen (Connon et al., 2018). This denotes a tipping
point in permafrost thaw which is only accelerated by advection.

Advection is governed by the advection equation, which describes heat transfer rate,
q [W/m2], from a moving fluid with velocity v [m/s], density ρ [kg/m3], specific heat cp
[kJ/kgK], and temperature difference ∆T between the inflowing and outflowing water:

q = vcpρ∆T (7.2)

In the 1-D case of vertical thaw, this advective movement of energy is taken to be
in the x-y plane while thaw occurs in the z direction, as permafrost is often assumed to
be impermeable, precluding vertical advection (Quinton et al., 2003). Advection is only
a driver of vertical permafrost thaw when taliks provide a flow conduit between features
with different hydraulic heads, driving flow with a velocity v. This is a relatively rare
occurrence in discontinuous permafrost, though it has been observed in cascading bog series
documented at the Scotty Creek Research Station in the southern Northwest Territories
(Connon et al., 2015).

Advection is much more likely to play a role in lateral permafrost thaw, which is
reported to account for a significant fraction of permafrost loss in discontinuous permafrost
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landscapes (McClymont et al., 2013). This thaw occurs preferentially around wetland
features, where the thermal energy stored in wetlands establishes a perennial thermal
gradient from the wetland to the permafrost. Water moving adjacent to permafrost features
acts to strengthen the thermal gradient between the permafrost body and the thawed
wetland.

Some permafrost-free wetlands act predominantly as storage features, and are generally
classified as bogs, while others convey water and are referred to as fens (Quinton et al.,
2003). Though a combination of vertical and lateral conduction and advection is likely to
explain observed permafrost degradation rates in the landscape, it is unclear which of these
processes dominates in each landscape feature. The aim of this work is to distinguish the
dominant mechanisms for permafrost thaw in the different features of the discontinuous
permafrost peatlands landscape. This can provide support from field observations for
appropriate simplifying assumptions in representing thaw across the landscape in modelling
applications.

7.2 Study Site

This study was undertaken at the Scotty Creek Research Station (SCRS) located approxi-
mately 70 km south of Fort Simpson in the Northwest Territories, Canada, as described in
Section 3 (Quinton et al., 2017). This site was selected because it has a long data record
with instrumentation documenting the formation and evolution of taliks. It is represen-
tative of peatland headwaters regions of the Mackenzie and Liard rivers, and all stages
from stable permafrost with no talik to permafrost-free wetlands can easily be found and
distinguished in this landscape.

7.3 Methods

A combination of field data collection at the SCRS and modelling were used to assess the
mechanisms for permafrost thaw in various parts of the discontinuous permafrost peatlands
landscape.

7.3.1 Field methods

Field sites at the SCRS were selected to document permafrost degradation in each talik
feature of the landscape. Figure 7.1 summarizes a progression in vertical thaw conditions
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from (a) - the condition without a talik through to (d) depicting a talik which permits
flow. Pane (e) depicts lateral thaw with advection (into the page), and (f) highlights the
potential for permafrost degradation from below. Both (e) and (f) may be combined with
the vertical talik formation from the soil surface depicted in (b), (c) and (d). Note that
taliks here refer both the the confined regions sandwiched between the active layer and the
top of the permafrost body, as well as permafrost-free wetland features abutting permafrost
bodies.

Figure 7.1: Different talik features observed at the SCRS. Here perennially thawed areas
and taliks are shown in blue. Note that the diagram is conceptual and not to scale.

Frost table measurements were taken along ten transects and in a grid which can be
seen in figure 3.1 using a frost probe. This graduated steel rod was inserted into the ground
until the point of refusal. This measurement is taken annually at the end of the thawing
season (typically August or early September), and indicates the maximal thaw extent. In
addition to these measurements, temperature profiles were established at several sites - two
deep thermistor profiles (RBR: 10 sensor temperature loggers) were installed to measure
temperature to a depth of 6 - 10 m (also shown in figure 3.1. These sensors are located
on a plateau adjacent to a cut line (winter road), and on the border of a fen. Shallower
temperature data were collected at three additional sites: one in a connection between two
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bog features (similar to pane (d) of figure 7.1), one on a plateau, and one in a bog. These
profiles were measured using Campbell Scientific CS 107 or CS 109 thermistors connected
to CR1000 or CR10X loggers. This data was augmented by Hoskin Scientific ground heat
flux plates installed at an isolated talik site (black triangle located in grid in figure 3.1.
Finally, HOBO U20L pressure transducers were used to report hydraulic gradients, and
EnvironFlux passive flux meters (see chapter 5 for a description of these instruments and
their installation) were used to establish flux through low-gradient talik connections. The
location of these field sites is indicated in figure 3.1, where the frost table measurements
fall on the transects and grid indicated in the map.

7.3.2 Modelling methods

An interface model of freeze thaw presented in Devoie & Craig (2020) (chapter 6) was used
to test hypotheses regarding the interpretation of field measurements. This conduction-
alone 1-D model was used with advection and unsaturated flow processes disabled to es-
tablish if conduction alone was sufficient to reproduce observed thaw rates. Initial and
boundary conditions for model simulations were drawn from field data, including initial
frost table positions and talik conditions as well as surface temperature timeseries and
soil moisture. Soil thermal properties were drawn from peat properties reported at the
SCRS and were compared to data in literature Price et al. (2005). A range of simulations
were run for each case by sampling the initial and boundary conditions from an ensemble
bootstrapped from observed data collected at the SCRS. The ensemble of temperature
boundary conditions was generated using a SAMIRA analysis, as was discussed in section
4.2.3, with input temperatures collected at a site with an isolated talik and one with a con-
nected talik. Model initial conditions were consistent with the permafrost configuration,
which in the case of an isolated talik, is consistent with the centre of the “Isolated Talik”
case in figure 7.1, while the connected and flow-through talik simulations are arranged as
panes 3 and 4 of this figure.

7.4 Results

The four possible heat transfer mechanisms leading to permafrost thaw are: 1) vertical
conduction, 2) vertical advection, 3) lateral conduction and 4) lateral advection. In both
advective cases, thaw itself is conduction driven (as it is occurring in a solid) but the tem-
perature gradient at the permafrost surface is impacted by flow adjacent to the permafrost
surface. This term could as easily be interpreted as a convective flux to the permafrost,

107



but advection is used here for consistency with the theory presented in chapter 4. In order
to understand the heterogeneity in observed thaw rates at the SCRS, the landscape is
classified into five categories, and the drivers of permafrost thaw are considered in each of
these categories.

7.4.1 Category 1: No Talik

The first permafrost category describes the case in which there is no talik present (figure
7.1a). In this case the active layer fully freezes from the soil surface to the top or the
permafrost table overwinter. Without liquid water available, the only mechanism for heat
transfer is vertical conduction, where ground heat flux is responsible for the freeze/thaw
observed in the soil column. In a stable climate, this condition should be a stable one
in which the depth of thaw and refreeze are equal year to year, or the depth of potential
refreeze exceeds the maximum summer thaw. However field data (presented in figure 7.2
- no talik) indicate active layer thickening on the order of 2 cm/year. This is a process
reported by Shiklomanov et al. (2012), in which active layers are observed to deepen due
to increases in net ground heat flux. Active layer thickening can only persist until the
depth of thaw reaches the maximal depth of refreeze. After this point, the winter is
insufficiently cold to remove enough energy from the soil profile for complete refreeze, and
a talik is formed. Data collected at the SCRS provides evidence for this process, where
taliks increased in prevalence from 8% to 33% of measurements points distributed across
plateau features between 2011 and 2016 (Connon et al., 2018).

7.4.2 Category 2: Isolated Talik

Once a talik is formed, a perennially thawed soil layer exists between the active layer and
the top of the permafrost table (Figure 7.1 b). This layer effectively isolates the permafrost
from the atmosphere in the winter because it is above the freezing point. This prevents
it from losing energy, and results in permafrost loss year-round (Connon et al., 2018).
In the case of an isolated talik surrounded on all sides by permafrost, it is hypothesized
that permafrost loss can be attributed to vertical conduction alone. Lateral conduction is
unlikely due to the lack of lateral thermal gradients, and the scarcity of water movement in
isolated taliks means only a small energy input can be expected from summer precipitation
events and advection is unlikely. This is supported by data collected in the field, where
the mean rate of permafrost degradation in isolated taliks (Figure 7.2 - Isolated) is very
similar to the rate of permafrost degradation calculated from the measured vertical ground
heat flux in this study.
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Ground heat flux plates were installed to quantify the cumulative vertical ground heat
flux (Qg [kJ/m2]) annually. This energy is converted to cm of permafrost thaw using:

∆z =
Qg

(η − Sres)ρiλf
(7.3)

where the porosity of peat is (η), the latent heat of fusion of water is (λf [kJ/kg]), and
ρi [kg/m3] is the density if ice. This results in 2.7 cm/year of thaw (green circle in figure
7.2 - Isolated). This aligns well with the observed mean permafrost degradation rate.
In addition, the interface model described in chapter 6 incorporating heat conduction
and changes in water table position was used to verify these results. Simulations of an
unsaturated soil column forced with boundary and initial conditions sampled from field
data collected in sites containing isolated taliks compare favourably with the observed
thaw rates (figure 7.2 - Isolated Model). In fact, this conduction-only model over-estimates
the observed thaw, indicating that vertical conduction is sufficient to describe permafrost
degradation occurring in isolated taliks. Of course, this does not preclude other processes
from contributing to thaw, only that this single process is sufficient to account for this
thaw, and the likelihood is therefore high that the influence of other processes is negligible.

7.4.3 Category 3: Connected Talik

Taliks are also frequently found adjacent to wetland features (figure 7.1c). Observations of
vertical permafrost thaw in connected talik features leads to the degradation rates presented
in figure 7.2 - Connected. The observed mean thaw is somewhat higher than that observed
in isolated taliks and the variance in observed thaw rates is also significantly greater. The
increase in thaw rate may be partially explained by a mean increase in incoming radiation
near wetland features, where the canopy-free wetlands allow for more radiation to reach the
surrounding permafrost bodies, especially on south-facing edges where thaw was observed
to progress more rapidly. The vertical conduction-only model is again used with consistent
boundary and initial conditions to reproduce the mean observed thaw rate as seen in figure
7.2 - Connected Model. However, the model does not reproduce the observed spread in
data. This variance can be either attributed to differences in canopy cover and incoming
radiation to permafrost adjacent to different wetland features, or it may point to a need
to consider advection in certain features where water is moving sufficiently to convey heat
to the connected talik. Prior to talik development (Figure 7.1a), the active layer was the
sole flowpath for conveying water from the plateaux to the adjacent wetlands. With the
introduction of a talik, it seems that this function could be shared between active layer and
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Figure 7.2: Vertical permafrost degradation rates in all types of taliks, measured and
modelled using vertical conduction alone for the isolated talik and Connected talik cases,
data aggregated between 2011 and 2020. Green point indicates computed thaw based on
ground heat flux in 2011.

talik, implying that water (and energy) moves from the active layer to the talik and then to
the adjacent wetland. That being said, the model results indicate that vertical conduction
alone is sufficient to explain the mean thaw rate observed in these connected talik features,
and is therefore likely the dominant thaw mechanism, as it was for the isolated case.

7.4.4 Category 4: Flow-through Talik

The landscape features in which the most rapid vertical permafrost degradation is ob-
served are termed flow-through taliks (figure 7.1d). These are taliks confined between the
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active layer and the permafrost table, but which are connected on each end to a different
wetland feature. As seen in figure 7.2 (d), the more rapid permafrost thaw rates in these
features cannot be explained by conduction alone. If the connected wetland features differ
in hydraulic head, a gradient is established across the talik, driving lateral water flow over
the permafrost surface. Depending on the temperature of the wetland features, this flow
will transport thermal energy which can drive vertical permafrost degradation through
advection. In order to quantify this thaw, subsurface flow data was collected using pas-
sive flux meters as detailed in Devoie et al. (2020), alongside subsurface soil temperature
profiles. The observed seasonal mass flow data (ṁ [kg/s]) and the specific heat of water
were used with the mean seasonal subsurface temperatures (T (z)) over the depth of the
profile assumed to influence the permafrost table, h, to quantify the energy available to
drive thaw:

∫ 365d

0

∫ h

o

ṁCp∆T (z)

h
dzdt = ηρλ∆z∆x · 1m (7.4)

The depth h was assumed to be one half of the depth of the talik in the winter -
the bottom half of this feature would affect the underlying permafrost while the top half
would interact with the active layer. In the summer, h was taken to be the full thawed
depth of the profile as once the active layer is thawed, as it is not expected that energy
contained in subsurface flow would be conveyed upwards. The right hand side of equation
7.4 represents the mean loss of permafrost along the transect, for a unit transect width.
In this relation, η represents the soil porosity, ρ is the soil density, λ is the latent heat of
fusion of water, and ∆x represents the length of the transect. ∆z is the resulting vertical
loss of permafrost. For data collected at the SCRS, this loss can be anywhere between
0.6 and 8 cm of thaw annually. This value aligns well with the unexplained high thaw
rates observed in flow-through taliks in figure 7.2 - (Flow - Through), and suggests that
the combination of vertical conduction and advection are sufficient to provide the energy
necessary to describe the observed thaw in these features.

7.4.5 Category 5: Remnant Permafrost

The final box and whisker plot in figure 7.2 - Remnant refers to the vertical permafrost
degradation rate observed on small permafrost features surrounded by wetlands. These
are thought to be remnants of permafrost features that have degraded. They often exhibit
the no talik condition, and hence the vertical thaw rate (mean 2.5 cm/year) is similar to
that observed in the active-layer thickening talik-free case (1.4 cm/year). This does not
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mean that these features are not degrading. Much to the contrary, rapid thaw is observed
at the periphery of these and other features.

7.4.6 Lateral Thaw

Lateral thaw observed in the discontinuous permafrost landscape occurs significantly more
quickly than vertical thaw - the degradation rate is approximately one order of magnitude
greater, as seen by comparing figures 7.2 and 7.4. Instead of being driven by seasonal
temperature gradients from above, lateral thaw occurs year-round adjacent to permafrost-
free wetlands. As in the vertical case, both conduction and advection can combine in lateral
thaw. It is however challenging to quantify lateral thaw, and further investigation and
instrumentation is needed. However, some extrapolations are possible from the available
data. If the thaw could be explained through conduction alone, Fourier’s law of conduction,
equation 7.1 in the x direction, would imply that the rate of permafrost degradation is
proportional to the temperature of the adjacent wetland feature. If lateral conduction alone
was the key driver, the temperature of fens would be expected to be approximately three
times that observed in bogs since the observed thaw rate is about 115 cm/year compared to
about 30 cm/year near bogs. This is clearly not the case, as the average bog temperature
at a depth of 90 cm is 3.96 ◦C, while the average fen temperature at 100 cm is 4.46 ◦

C. This indicates that advection must play a key role in lateral permafrost degradation,
especially in flowing fen features. This also helps to explain the rapid thaw rates observed
laterally as advection supplies warm water to maintain a thermal gradient laterally while
the active layer is comparatively ineffective at maintaining a thermal gradient.

As shown in figure 7.3, the thaw adjacent to a winter road spans a very wide range,
though the mean temperature recorded there is much lower than in the other permafrost-
free features. This is because the winter road traverses bogs and fens, and thaw rates
are strongly affected by these wetland features as opposed to the road itself. The mean
temperature data is take from thermistors installed on the edge of a plateau bordering this
features, hence the cool temperature. There is only one data point relating the thaw next
to a lake. It indicates thaw rates similar to those adjacent to a bog - which is consistent
with the concept of bogs and lakes as water storage features, however there is insufficient
data to speculate further.

Considering both processes of advection and conduction, the rapid lateral thaw rates
are still somewhat higher than would be expected for completely frozen permafrost with a
large vertical extent. They indicate that the permafrost body that is thawing likely has a
limited vertical extent, and was both exposed to degradation from above and potentially
thaw from below.
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Figure 7.3: Lateral permafrost degradation rates adjacent to all wetland features.

7.4.7 Thaw from Below

After having considered vertical thaw from above, and lateral thaw, we should also con-
sider the potential for permafrost degradation from below. The first consideration is the
geothermal heat flux, which is known to have a magnitude of approximately 0.08 W/m2 at
a depth of 50 m in this region (McClymont et al., 2013). This small flux would eventually
degrade a permafrost body from below if it were not balanced by a net thermal loss from
the surface. This heat flux would account for a maximal thaw rate of about 9.8 cm/year,
assuming the permafrost were at the freezing point, none of the ground heat flux were
consumed as sensible heat, and the permafrost lost no thermal energy over winter. In the
absence of groundwater movement and lateral thermal gradients, it is expected that per-
mafrost underlying a talik would degrade from below at this rate once it becomes isothermal
as there is no mechanism for it to lose heat vertically from above. Lateral heat transfer
within permafrost underlying taliks and permafrost under an active layer demonstrating
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complete refreeze is still possible and merits further investigation. Given the increase in
talik prevalence and a permafrost thickness of 5 - 13 m as reported by McClymont et al.
(2013), this could result in total permafrost loss in the next century due to this process
alone.

Figure 7.4: Subsurface temperature below a plateau (a) and near a fen (b) at multiple
depths. Annual data for the fen is represented in a trumpet plot, and compared to the
stationary data for the winter road in (c).

In addition to the geothermal heat flux, there is some evidence for groundwater-driven
thaw in this field site. The warmest over-winter temperatures can be found in lakes with
a minimum over-winter temperature of 1.87 ◦C, and mean annual temperature of 4.18 ◦

C at a depth of approximately 2 m. Evidence for subsurface water movement is provided
by deep thermistor profiles, as shown in figure 7.4. Here it is clear that the subsurface
temperature at the edge of a degrading fen is increasing, whereas that observed in a winter
road not in proximity to a wetland feature indicates isothermal permafrost. Though the
isothermal permafrost is likely indicative of phase change - the temperature is within the
freezing point depression observed in this study site, and is likely within the zero curtain -
it does not show evidence of a temperature gradient. The temperature at the edge of the
fen feature however indicates a higher temperature at depth than near the surface. This
noticeable thermal gradient (approximately 0.1 W/m2 determined from the thermal profile
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in figure 7.4) is somewhat greater than that expected due to geothermal heat flux, and
indicates the possibility of a deep groundwater connection. This temperature profile also
shows evidence for summer mixing (vertically) as the subsurface temperatures converge
near their peak, but diverge in the cold winter months. Field observations of groundwater
connections include upwelling and flooding of frozen wetland features in the early spring.
This is further evidence that there is a groundwater source bringing energy to the system
from below.

Finally, the rapid lateral permafrost thaw rate may in part be explained through low-ice
content permafrost adjacent to wetlands. As shown in figure 7.4 (a), the deep subsurface
in many regions is isothermal at the freezing point depression. This indicates that phase
change is likely occurring, and any change in enthalpy of the system is associated with latent
heat as opposed to sensible heat. The edges of permafrost bodies would be continuously
exposed to thermal gradients which may drive this thaw as opposed to the centre of these
bodies which are isolated. This could result in loss in lateral extent of permafrost exceeding
vertical losses because the ice content may be as low as 40% where these features border
wetlands. Anecdotal evidence from frost probe measurements taken in the field indicate
that permafrost is ‘softer’ near the edge of wetland features, and as depths approach 2m.
If thaw reaches a depth of 2 m, it is extremely rare to find permafrost below that depth.
More investigations are needed to verify this hypothesis.

7.5 Discussion

The cases above can be summarized by adding to the conceptual diagram in figure 7.5,
which indicates which thaw mechanisms dominate each landscape feature. Further to being
indicative of the dominant thaw mechanisms, each of the talik configurations serves distinct
functions in the discontinuous permafrost peatland environment.

7.5.1 Talik Function

Talik function can be categorized as hydrologic, thermodynamic, or geophysical.

Hydrologic Function

Taliks predominantly serve as hydrologic storage features, or extensions of wetlands in
the topographically flat discontinuous permafrost peatlands environment. In the cases of
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Figure 7.5: Different types of heat flux responsible for thaw in various taliks. Solid red
arrows indicate conduction, dashed red arrows indicate advection-induced thaw. Dashed
blue arrows indicate water flow, and blue crosses indicate flow into the page. Note that an
estimate of the lateral width of these permafrost bodies is about 40 m, while their total
depth is approximately 10 m. The talik configurations are symmetric to those presented
in figure 7.1

isolated taliks, there is rarely a hydraulic gradient to drive flow between the taliks and
surrounding features, and when there is, the storage features act to dampen the hydrologic
response of the landscape. Connected taliks seem to function as extensions of the wetland
to which they are connected. This is supported by water level data collected in taliks
adjacent to fens, which shows water levels in the taliks tracking those observed in the fen
(figure 7.6). Note that the water level is higher in the upstream locations relative to the
downstream ones, and follows the trend expected in the fen.

In the case of flow-through taliks, their formation increases the hydrologic connectivity
of the landscape. There are two major impacts of this increase in connectivity. The first
is an increase in runoff ratio, where more of the water incident on the landscape is able to
flow toward the basin outlet. This is supported by the observations presented in Connon
et al. (2015), where there is evidence of increases in streamflow accompanying permafrost
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Figure 7.6: Water level records collected adjacent to a fen at SCRS. Similar trends in data
show hydrologic connection, where talik acts as extension of fen feature. Precipitation
shown along the top axis, where light blue is snow and dark blue is rain.

degradation, as seen in figure 7.7, modified from Connon et al. (In Preparation). This water
may be coming from newly accessed storage features in the landscape, where water which
would once have been stored in bogs or lost as ET is now routed to the basin outlet. Other
studies have also observed a trend in which talik formation increases the surface-water
ground-water interaction (McKenzie & Voss, 2013).

The second major hydrologic impact of these subsurface flow pathways is on the winter
quiescence of the system. It is generally assumed that in the winter, flow in permafrost
systems ceases as the active layer freezes down to the top of the permafrost table (Woo,
2012). However, once perennially thawed features exist in the landscape, they contribute
to an increase in baseflow which is observed over the winter period, shown in the inset of
figure 7.7. It is therefore clear that the presence of taliks has the potential to significantly
impact the seasonal runoff and baseflow regimes.

Thermodynamic Function

Most of the transferable energy in this discontinuous permafrost landscape is associated
with the sensible heat of liquid water, and so the thermodynamic function of taliks mirrors
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Figure 7.7: Increase in mean streamflow observed at the outlet of Jean-Marie river. This
basin is adjacent to Scotty Creek with similar land cover classification, and a contributing
area ten times that of the Scotty Creek catchment (Connon et al., 2014). No remarkable
change in precipitation was observed over the documented period. Modified from Connon
et al. (In Preparation). Increase in baseflow observed especially over the winter months
due to talik formation.

their hydrologic function. As such, isolated and connected taliks act as energy storage
features, and accelerate permafrost thaw by preventing the over-winter cooling of the soil
profile as discussed in section 7.4.2. Though flow-through features may convey heat with
the water that is transported through them, it is more likely that the heat stored in water
flowing through them is passed to the permafrost and active layer. This acts to accelerate
thaw in these features, as well as alongside the edges of fens where lateral thaw progresses
rapidly year-round. The presence of a talik often coincides with increased soil moisture
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and depressions formed due to subsidence, leading to the positive feedback cycle discussed
in the introduction (Quinton & Baltzer, 2013).

Geophysical Function

In a geophysical sense, ground ice lends significant structure to the discontinuous per-
mafrost peatlands environment. It is clear from the landscape that forested areas are
limited to peat plateaux which are generally underlain by permafrost. Once permafrost
degradation takes place, subsidence causes the dry ground to meet the water table, flood-
ing the roots of the canopy and resulting in the loss of the black spruce over-story (Baltzer
et al., 2014). Subsidence is especially evident in features adjacent to wetlands, and it is
possible that thaw from below is causing this more rapid change in ground surface eleva-
tion. In some areas where permafrost has degraded and subsequent drainage has occurred,
a tree canopy may return to the landscape, but it is unclear whether this is a stable con-
dition, and if these treed environments are suited to future conditions (Disher, 2020). The
fact that permafrost loss results in landscape transitions points to the nonstationarity of
this system, indicating that it is perhaps inappropriate to represent any given location in
the landscape using one model system. A schematic of this change is presented in the
introduction of this thesis, shown in figure 3.5.

7.5.2 Nonstationarity

It is clear from the the results presented above that permafrost is changing rapidly at
the SCRS, and in similar field sites across the NWT (Carpino et al., 2020). This change
necessitates an evolving description of the landscape in order to track processes. For
instance, a flow-through talik was found and instrumented in 2016. As observed in figure
7.8, the subsurface temperature profile at this site was initially similar to that observed
on a stable peat plateau (indicated in dark blue). However, by 2019 we observe that the
temperature profile is now much more similar to the bog condition (gold). The evolution
of the temperature profile over time can be seen in figure 7.9.

This extremely rapid transition is not unique to this particular site, in fact, similar
results are observed in a flow-though talik that was instrumented much earlier in its for-
mation. Figure 7.10 shows the degradation of this plateau feature separating two bogs over
the last two decades (along with the shorter timeseries drawn from the site instrumented
in 2016:“B100-NA”). The similarities in both vertical and lateral permafrost degradation
over the past four years are remarkable. This figure also highlights the fact that any one
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Figure 7.8: Trumpet plot of talik development with advection between two bogs. End
members of permafrost warming are shown as plateau (dark blue) and bog (gold).

Figure 7.9: Temperature profile of talik with advection between two bogs. Air temperature
shown in grey and subsurface temperatures shading from yellow to cyan as depth increases.
Note the increasing depth of active layer warming in the summer and the isothermal
conditions over winter indicating incomplete refreeze.

thaw mechanism is not acting independently - vertical and lateral thaw occur simultane-
ously and must both be represented to accurately predict permafrost degradation. Thus,
figure 7.5 may describe the predominant mechanism for thaw in each case, but not the
exclusive mechanism.

Not only are these processes occurring simultaneously, but the data in figure 7.10
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Figure 7.10: Simultaneous vertical and lateral permafrost thaw observed at two sites in
the SCRS. There are two notable turning points: when the thaw depth exceeds about 70
cm, the rate of permafrost degradation increases, and again when the thaw depth reaches
about 110 cm and the width is 15 - 20 m, there is an inflection point.

indicate co-dependence of thaw rates. There are two notable changes in this figure, the
first is when the thaw depth exceeds 70 cm, and both the vertical and lateral thaw rates
increase notably. This may indicate the point at which a connected talik was formed
allowing for advection to act alongside vertical conduction. A second turning point can be
picked out when the plateau width is 15 - 20 m, and the rate of permafrost thaw again
increases. This may indicate the action of lateral as well as vertical thaw processes and thaw
from below. Additionally, as the talik thickens there is potential for active layer thinning
as the thermal storage in the talik increases and counteracts the maximum refreeze depth.
This can be observed in figure 4.4 (c) from chapter 4, where the maximum depth of refreeze
seems to increase with talik thickness. We also note that once permafrost is not present in
the soil column, there is potential for the geothermal heat flux to limit refreeze depth as
well.
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7.5.3 Talik Evolution - Trajectory of Change

Figure 7.2 shows that the mean permafrost degradation rate across this landscape is pos-
itive. This indicates that permafrost at the SCRS is in disequilibrium with the climate,
and due to changes in climate this region is headed towards permafrost-free conditions.
As presented in Carpino et al. (2020), there is a trajectory of change in which the forma-
tion of an isolated talik results from increased incoming radiation. The positive feedback
driven by subsidence, canopy thinning and increased thermal conductivity causes talik ex-
pansion, leading to connection(s) with wetland features. Degradation continues, with the
potential for advection along with conduction, and lateral thaw in addition to the vertical
thaw. Plateaux are then expected to degrade, forming either bogs or fens. Evidence for
bog capture, in which bog features expand until they become hydrologically indistinct, is
presented in Haynes et al. (2018). This process leads to landscape drying and it is thought
that widespread thaw may result in drainage and the re-establishment of a tree canopy on
a permafrost-free landscape (Carpino et al., 2020).

7.6 Conclusion

This study shows that vertical thaw in isolated and connected taliks can be explained ex-
clusively through (vertical) conduction, while advection is needed in addition to conduction
to describe observed thaw in flow-through taliks. This was expected, however it was no-
table that connected taliks that did not allow for flow through features had thaw explained
by conduction alone. The rate of thaw increases with the size and degree of connectivity
of the talik feature. It highlights that lateral thaw rates adjacent to different wetland fea-
tures show clear dependence on advection, and degradation occurs significantly faster in
these features. Deep subsurface temperatures provide evidence for thaw from below, and
potential for isothermal permafrost degradation in which soil at the freezing point depres-
sion is only partially frozen. The geothermal heat flux may be responsible for significant
thinning of degrading permafrost bodies from below. The results show that we can readily
represent the vertical evolution of isolated and connected taliks using 1D conduction-only
models, but flow through taliks and lateral thaw likely require higher-dimensional mod-
els for long-term predictions. Though these governing processes can be distinguished and
used for modelling purposes, the system is non-stationary, and thus different processes are
expected to dominate permafrost thaw as the system changes. Not only is the behaviour
non-stationary, but it is also likely site-specific and variable. In order to capture permafrost
degradation at regional scales in future work, it is important to classify the wetland fea-
tures according to their probability of conveying flow as this seems to dominate the rate of
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lateral degradation. Vertical permafrost thaw can likely be adequately represented through
conduction alone as flow-through taliks are rare in the landscape, and vertical thaw is slow
compared to the lateral process. Degradation generally follows a pattern of talik formation
and evolution in which isolated taliks become connected, with a potential for flow-through,
and then degrade entirely merging with wetland features. Permafrost aggradation is not
documented or expected in this landscape.
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Chapter 8

Conclusions

This thesis addresses four main objectives, though there is overlap between these objectives
and each of the four chapters. Here we present how each chapter is related to each major
objective while highlighting the major findings of this PhD work.

The first objective was to identify and quantify controls on local talik forma-
tion in the Taiga Plains discontinuous permafrost zone using a mixed field and
modelling approach. Chapter 4 focused on addressing this objective, where a combina-
tion of field data and 1D modelling was used to investigate the formation of isolated taliks
and it was found that soil moisture, snowcover, and advection affect their formation and
development. This work demonstrated that the formation of taliks in the discontinuous
permafrost peatlands environment of the SCRS is essentially irreversible. The only condi-
tions under which permafrost was reestablished once a talik was formed were significant
drying of soils beyond the natural variability in the landscape. The scientific contributions
of this work include identifying conditions under which taliks are likely to develop, and
establishing a tool to predict patterns and rates of permafrost thaw at the hillslope scale.

The second objective was to determine and compare the hydrologic function
of taliks adjacent to bogs and fens by analyzing seasonal pressure and tem-
perature gradients to understand the evolution and thaw mechanisms in the
discontinuous permafrost peatland system. Chapter 4 also partially addressed this
objective by determining that the formation of an isolated talik results in accelerated and
likely irreversible permafrost thaw. In the pursuit of understanding talik function, it was
found that current methods for the estimation of subsurface flow were inadequate to quan-
tify the flow through talik features. This led to the investigation of passive flux meters
discussed in chapter 5. Here it was found that passive flux meters can be used to estimate
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subsurface flow in permafrost regions under unsaturated and partially frozen conditions,
and are useful when gradient-based measurements are highly uncertain. This study was
the first application of PFMs in a permafrost environment. Once subsurface flows were
quantified, it was possible to combine field data with modelling approaches to determine
that taliks act predominantly as storage features or extensions of wetland features in this
landscape. Chapter 7 shows that taliks can increase the hydrologic connectivity of the
landscape when they connect wetland features, and this may contribute to the increase in
discharge from this study basin observed over the last four decades. Taliks may also be
responsible for the increase in overwinter flows which have been observed. The feedbacks
between permafrost degradation and hydrology indicate a hydrologic regime shift from a
system dominated by winter quiescence to one in which there is year-round flow. As noted
in the first objective, this study confirms that taliks are thermal storage features in the
landscape, and that their formation almost inevitably leads to permafrost loss.

The third objective was to develop, validate and test a physically-based interface
model of active layer evolution. Chapter 6 describes this model development. A novel
semi-analytical model of soil freeze and thaw was presented for application in hydrology.
This model is numerically stable and scale insensitive, and up to three orders of magnitude
faster than the continuum equivalent. Model validation was performed against both field
data and a benchmarked numerical model. This is one of the most significant scientific
contributions of this thesis. This interface model presents a new efficient approach to
solve the heat equation, allowing for previously prohibitively computationally expensive
simulations to be feasible. This includes sensitivity analyses, model calibration, hypothesis
testing, long-term simulations, and many other applications.

The fourth and final goal of this thesis was to distinguish thaw mechanisms in
the discontinuous permafrost peatlands environment and use a combination of
modelling and data collected in the filed to determine which processes lead to
the spatially variable thaw observed at the SCRS. First, this objective led to a much
clearer process understanding of thaw in discontinuous permafrost peatlands outlined in
chapter 7. It was found that vertical permafrost thaw can be explained exclusively through
(vertical) conduction in both isolated and connected taliks, while advection was needed in
addition to conduction to describe observed thaw in flow-through taliks. Lateral thaw
rates adjacent to different wetland features showed a clear dependence on advection-driven
thaw, and were significantly higher than vertical thaw rates. Deep subsurface temperatures
provided evidence for thaw from below adjacent to fens partially attributed to the geother-
mal heat flux which may be playing an important role in lateral permafrost degradation.
These thaw rates from below have not been previously considered in this landscape, but
given current estimates of the geothermal gradient, this may lead to widespread permafrost
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loss in the next century, especially in areas with taliks. Chapter 7 outlines the pattern of
permafrost degradation in peatlands. It is postulated that permafrost thaw is initiated by
the formation of an isolated talik which expands and coalesces with other thaw features to
form a connection between wetland features. As features become connected, thaw rates are
observed to increase, and thaw becomes dominated by lateral conduction and advection
when taliks become connected to wetland features. This work categorizes thaw processes
according to their mechanisms and dimensionality, which allows to distinguish when more
efficient 1-D conduction-based models can be used as opposed to higher-dimension models
including water movement. This work also contributed a discussion of the hydrological,
geophysical and thermodynamic function of taliks which will become increasingly relevant
as permafrost thaw extends further north.

In summary, this thesis has shed some light on the poorly understood process of per-
mafrost degradation in peatlands, while contributing a versatile tool to permafrost and
hydrologic modelling. It is hoped that the interface model presented here is useful in
future work in various environments and applications.

Shortcomings and Limitations

Though useful, this thesis by no means addresses conclusively the function of discontinuous
permafrost peatlands environment. Many limitations to this work exist, and the most
important are listed here:

• Data was collected at one study site, and there may be inter-site variability

• Modelling work was mostly 1-D, and though source/sink terms were included to
capture lateral processes, these were not evolving in time

• Process description mainly limited to a pseudo-stationary conception of the land-
scape, while likely permafrost evolution and loss is occurring due to many of the
discussed processes simultaneously, and each feature is evolving in time so the pro-
cess description should as well

• Data used for model simulations collected at a point scale as many measurements
across the basin, however distributed and time-evolving measurements of permafrost
table and soil moisture were not available to rigorously validate models

• Though some feedbacks between permafrost, soil moisture, ground elevation, snow
cover, canopy cover etc. are discussed, it is likely that some factors are overlooked,
presented conceptual models are a simplification of the observed system
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• Measurements of several processes were not available - e.g. geothermal heat flux,
lateral heat flux, deep groundwater movement, etc. These processes were estimated
using the available modelling tools and what data was available to describe them
indirectly, but this leaves room for misinterpretation of results

• Use and understanding of PFMs was limited by the proprietary information associ-
ated with the instruments, making it challenging to quantify error based on incom-
plete methodological information

• Flow in frozen or partially frozen soils is empirically based using impedance due to
ice content, field data would be highly beneficial

• Simulating cryosuction in unsaturated soils was attempted, but representing this
process is numerically challenging and little data and methodology exists explicitly
indicating how this should be combined with matric potential, future work should
support assumptions made herein regarding the additivity of cryosuction and matric
potential terms

• Lateral heat transfer through permafrost underlying taliks and talik-free soil columns
was not considered in simulations

• Hysteretic effects in soil moisture characteristic curves as well as in soil freezing
functions were neglected

Future Research

Future work will involve extensions to the interface model so it is more suited to describe
mineral soils, seasonal ground ice, and moisture migration. Once complete, the model will
be added to a semi-distributed modelling framework to assess the impacts of permafrost
loss and changes in seasonal ground ice dynamics on basin-scale hydrology. This will allow
the local results detailed in this thesis to be upscaled to the basin scale and transferred
to other study catchments. An extension of the interface model capable of representing
subsidence would make this model even more relevant to the assessment of permafrost and
ground stability.

Field studies should be conducted to quantify lateral permafrost thaw mechanisms, and
to extend the conceptual understanding of thaw mechanisms beyond peatlands to other
discontinuous and continuous permafrost environments. Studies in other environments
would be valuable to determine if the mechanisms for and impacts of permafrost degra-
dation at the SCRS are transferable to other landscapes. Additional work is especially
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needed to elucidate the process of permafrost thaw from below - is this a phenomenon
driven solely by the geothermal gradient, or does deep groundwater movement affect this
thaw rate? Is this degradation distributed across the landscape, or confined to the periph-
ery of permafrost bodies? What rates of degradation can be expected from the base of
the permafrost body? This work also raises a definition question regarding taliks - if they
are a perennially thawed feature in a permafrost environment, how much permafrost does
there need to be and how far away can it be?
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Appendix A

Repositories of Field data and Model
Code

A.1 Field Data

The data presented in this work as well as a significant quantity of additional field data
which helped in the understanding of this system and will be used in future work is available
in the Scotty Creek Data Archive. This archive is hosted by Wilfrid Laurier University,
and can be accessed by contacting Dr. William Quinton (wquinton@wlu.ca) who heads
this research station.

A.2 Model Code

Similarly, the model code is living, and is therefore best referred to in its repository. There
are two relevant repositories. The finite volume model discussed in chapter 4 is available
here: https://github.com/egdevoie/FiniteVolumeModel and the interface model de-
scribed in chapter 6 is available here: https://github.com/egdevoie/InterfaceModel
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