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Abstract

The recent development of optical signal processing and switching makes the all-optical
networks a potential candidate for the underlying transmission system in the near future.
However, despite its higher transmission data rate and efficiency, the lack of optical-electro-
optical (OEQO) conversions makes fault management a challenge. A single fiber cut can
interrupt several connections, disrupting many services which results in a massive loss of
data. With the ever growing demand for time-sensitive applications, the ability to main-
tain service continuity in communication networks has only been growing in importance.
In order to guarantee network survivability, fast fault localization and fault recovery are
essential.

Conventional monitoring-trail (m-trail) based schemes can unambiguously localize link
failures. However, the deployment of m-trail requires extra transceivers and wavelengths
dedicated to monitoring the link state. Non-negligible overhead makes m-trail schemes
neither scalable nor practicable. In this thesis, we propose two Failure Localization Aware
(FLA) routing schemes to aid failure localization. When a link fails, all traversing light-
paths become dark, and the transceiver at the end node of each interrupted ligthpath issues
an alarm signal to report the path failure. By correlating the information of all affected
and unaffected paths, it is possible to narrow down the number of possible fault locations
to just a few possible locations. However, without the assistance of dedicated supervisory
lightpaths, and based solely on the alarm generated by the interrupted lightpaths, ambi-
guity in failure localization may be unavoidable. Hence, we design a Failure Localization
Aware Routing and Wavelength Assignment (FLA-RWA) scheme, the Least Ambiguous
Path (LAP) routing scheme, to dynamically allocate connection requests with minimum
ambiguity in the localization of a link failure. The performance of the proposed heuristic
is evaluated and compared with traditional RWA algorithms via network simulations. The
results show that the proposed LAP algorithm achieves the lowest ambiguity among all ex-
amined schemes, at the cost of slightly higher wavelength consumption than the alternate
shortest path scheme.

We also propose a Failure Localization Aware Protection (FLA-P) scheme that is based
on the idea of also monitoring the protection paths in a system with path protection for
failure localization. The Least Ambiguous Protection Path (LAPP) routing algorithm
arranges the protection path routes with the objective of minimizing the ambiguity in
failure localization. We evaluate and compare the ambiguity in fault localization when
monitoring only the working paths and when monitoring both working and protection
paths. We also compare the performance of protection paths with different schemes in
regards to fault localization.
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Chapter 1

Introduction

1.1 Motivations

Today’s world is more connected than ever. With more and more people working from
home, video-conferences and video streaming services have been growing in popularity.
Designing network architectures capable of maintaining service continuity at all times is
not only important, but also challenging. A common requirement for network availability
is for a connection to be available 99.999% of the time [51], which is equivalent to having
a downtime of less than 5 minutes per year. As faults are inevitable, and often caused
by human error, it is important to design systems capable of fault localization and fault
recovery. In optical networks, the most common reason for a link failure are fiber cuts.
It is estimates that long-haul networks have an annually average of 3 fiber cuts per 1000

miles of fiber [20].

Most of today’s data are transported through optical networks as they are capable of
carrying large amounts of data. As the demand for higher bandwidths only increases, it
is expected for future optical networks to transmit even more data. Thus, a single fiber
cut can result in the loss of huge amounts of data, which can lead to the loss of millions
of dollars for the users and network operators [33]. In order to minimize a network’s
downtime, it is necessary to detect, identify and locate any fault that occurs and to restore
any interrupted service.

Fault detection and fault location strategies can be vastly different for distinct net-
work architectures. An optical network architecture can be either opaque or transparent.
Opaque optical networks need to do optical-electro-optical (OEO) conversions at certain



places in the network, whereas transparent optical networks only have optical components
and do not need any OEO conversions [31]. Transparent optical networks have a higher flex-
ibility and lower costs, as it eliminates expensive and useless OEO conversions. However,
the OEO conversions allow a closer monitoring of the signal quality and they also allow
frequent signal regeneration. Consequently, detecting and locating faults in opaque net-
works can be very simple [37]. Transparent optical networks, on the other hand, are more
susceptible to the restrictions of fiber transmission, such as attenuation and non-linearities,
and to signal degradation due to soft failures, such as fiber bending. Consequently, faults
in transparent optical networks are harder to detect and locate [29].

In order to monitor the network for any faults, transparent optical networks require
additional monitoring equipment, as the optical signal is only converted to the electric
domain at the end of the lightpath. In general, whenever there is any unexpected event,
any device capable of detecting and reporting such event will send an alarm. For a single
link failure, all lightpaths traversing the failed link will be interrupted. This may trigger
hundreds of alarms, most of which are redundant. It is unfeasible for the network operator
to deal with so many alarms in a timely manner. Not only that, but there are also many
false alarms that corresponds to no fault at all. There are several studies on how to deal
with large amounts of alarms [18, 57, 50].

A solution to the aforementioned problems is to use dedicated supervisory channels to
monitor the network. By carefully choosing the route of the supervisory channels, it is
possible to not only reduce the amount of monitors in the network, but to also accurately
locate any failed link [62, 70, 79, 80]. However, for networks with a large topology, a
significant portion of the network bandwidth needs to be allocated just for monitoring.

In short, locating a network fault in transparent optical networks is not trivial, and
as networks architectures grow in complexity, it will only get more difficult. In order to
efficiently locate any network fault, a novel framework for fault localization is of utmost
importance.

1.2 Contribution

In this work we have three main contributions. First we define the ambiguity in failure
localization. Based on our definition, we present a set of equations to calculate the am-
biguity. Secondly, we propose routing schemes based on finding the least ambiguous path
for both working paths and protection paths. Finally, we carry out simulation to evaluate
the gains and trade-off from the proposed schemes.



1.3 Organization

This work is organized as follows. In chapter 2 we review important concepts on routing
and wavelength assignment (RWA) methods, fault localization schemes and fault recovery
mechanisms. In chapter 3 we present a failure localization aware routing and wavelength
assignment (FLA-RWA) scheme: the least ambiguous path (LAP) algorithm. Chapter
4 presents a failure localization aware protection (FLA-P) scheme, the Least ambiguous
protection path (LAPP) algorithm. Finally, in chapter 5 we summarize and discuss our
findings, and we also present an outline for future works.



Chapter 2

Background and Literature Review

2.1 Routing and Wavelength Assignment (RWA)

The wavelength division multiplexing (WDM) technology allows multiplexing several wave-
length channels on the same fiber, greatly improving the network capacity. Fig. 2.1 il-
lustrates this by showing the paths (0 — 2) and (0 — 2 — 4) being able to traverse
the link (0,2) at the same time, by using different wavelengths (A; and \g, respectively).
However, this technology also imposes a very unique constraint on transparent optical net-
works. Without OEO conversions or wavelength converters, a lightpath must occupy the
same wavelength slot throughout all links it traverses. This is known as the wavelength-
continuity constraint.

Figure 2.1: Example of distinct lightpaths using different wavelengths to traverse the same
links in a WDM network.

This unique constraint imposes an extra challenge on the routing and wavelength as-
signment (RWA) process. Establishing a lightpath between the source and destination
nodes is more than just finding a route. A poorly planned wavelength assignment can
result in request being blocked even though the network has more than enough available
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bandwidth. Fig. 2.2 shows a network without wavelength converters and 4 available wave-
lengths (Ao, A1, A2 and A3). In Fig. 2.2a, the paths (0 = 1), (1 =2 -3 —4), (0 > 1 — 2)
and (2 — 3) are each assigned to a different wavelength, and when a connection request
from node 0 to node 4 arrives, there is simply no single wavelength that is available in all
links between 0 and 4. Even though each link is occupied only up to half capacity, and
the network has more than double of the required bandwidth available, due to a poorly
planned wavelength assignment the connection request is blocked. Fig. 2.2b shows the
same network with the same paths, but with a different wavelength allocation. Now the
paths (0 — 1) and (1 — 2 — 3 — 4) are allocated to the wavelength \g, and the paths
(0 -1 —2) and (2 — 3) are allocated to the wavelength A;. For the connection request
from node 0 to node 4, there are two wavelengths available in all links traversed by this
path, Ay and A3. This example illustrates how the wavelength-continuity constraint can
increase the blocking probability, and how important it is to either have wavelengths con-
verters or to work around this constraint. There have been several studies on this subject.
In [4] the author model the blocking probability with no wavelength converters, and they
show that the blocking probability increases drastically for routes with many hops.

A1 Ao
Ao Ao
O 0——0 30 =0 —2a
\\\32 ”’/ 1 /\1
— x?_ - AQ
(a) Request from 0 to 4 blocked. (b) Request from 0 to 4 allocated to As.

Figure 2.2: Example of how wavelength assignment can increase or avoid blocked requests
in a network without wavelength converters.

The RWA problem can be classified according to how the connection requests arrive.
The request arrivals can be static, incremental or dynamic [19]. For static traffic, all
requests are already known and will not be changed while the network is in operation. The
static RWA problem usually deals with fitting all the connection requests while minimizing
the use of network resources, such as wavelengths and number of fibers. Static traffic
presents connection requests in the form of a traffic matrix, that specifies the bandwidth
demands for each source-destination pair in the network. The static RWA problem can be
formulated as an integer linear program (ILP), which has an NP-complete computational
complexity [39]. There are several studies on solving the RWA problem via ILP [27],
however, due to the high computational complexity, these solutions are only feasible for
small scale networks. Recent studies tried to solve this issue by using supervised machine
learning (ML) techniques to solve the optimization problem faster [31, 35].



For the incremental traffic, the connection requests arrive one at a time, and once the
lightpath is established, it remains in the system indefinitely. For the dynamic traffic,
the lightpaths are established as the connection requests arrive, and differently from the
incremental traffic, the lightpaths are released after some finite amount of time. Usually,
the goal of solving the dynamic RWA problem is to allocate the lightpaths while minimizing
the chance that upcoming requests are blocked. Recent approaches to solving the dynamic
RWA problem include the use of state-of-the-art reinforcement learning algorithms [18, 55,

, 75]. In this work we will be focusing on dynamic RWA.

2.1.1 Routing

There are three basic approaches to the routing subproblem [78]:

Fixed routing (FR)

Each source-destination pair are always assigned the same fixed route. An example of this
approach is the fixed shortest-path (FSP), where the shortest-path is calculated offline.

Fixed-alternate routing (FAR)

Each source-destination pair has K pre-defined routes from which only one will be chosen
for a connection request. An example for these alternate routes would be using the K-
shortest paths as alternate routes. The primary route is the shortest-path, and all alternate
route are link-disjoint from the primary path. This scheme is known as alternate shortest-
path (ASP) routing.

Adaptive routing (AR)

The route is chosen dynamically depending on the link state. An example of this approach
is the least-congested path (LCP) routing [%]. Similarly to the FAR approach, the LCP
has a set of pre-determined routes, and chooses one of the routes based on which route
has the least-congested link. Link congestion here is determined by the number of oc-
cupied wavelengths in one link. The least-congested link is the link with most available
wavelengths.



2.1.2 Wavelength Assignment

After choosing a route, the following heuristic can be used for wavelength assignment:

e Random fit (RF): Selects a random wavelength from the feasible wavelengths.

e First fit (FF): Selects the first viable wavelength from an ordered list of wavelengths.
e Most-used (MU)/PACK: Selects the most-used available wavelength.

e Least-used (LU)/SPREAD: Selects the least-used available wavelength.

These are just some examples. There are several more schemes in the literature [39].

2.2 Fault Localization

Fault localization is the process finding a fault source based on observed failure indications
[32]. There are two kinds of faults: soft and hard. Soft faults, such as fiber bending, only
cause degradation of the signal quality. Hard faults, such as a fiber cut, cause complete

signal interruption. On this work, the focus is on hard faults, where there is complete loss
of light (LOL).

Fault monitoring can be done either in the upper layers or the lower layers. The main
advantage of doing it in the physical layer is that it allows faster link failure localization.
In the IP layer, most routing protocols, such as the open shortest path first (OSPF) and
intermediate system to intermediate system (IS-IS), can detect link failures [22].

Alarm is probably one of the most important concepts in network fault management, as
such, a proper definition is of utmost importance. In [36], alarms are defined as messages
that network components send to the system manager to inform of abnormal conditions.
One of the challenges that may arise in fault management lies in the fact that we will
not always be in the ideal scenario where all alarms are correctly generated and safely
delivered. It is possible to have missing alarms and false alarms. Missing alarms, are just
alarms that did not arrive to the network operator. False alarms are alarms that are sent
even though there is no network fault.

In [24], the authors classifies monitoring schemes in two main categories: in-band mon-
itoring and out-of-band monitoring. In-band monitoring consists on monitoring the estab-
lished lightpaths in the network [15], whereas out-of-band monitoring consists on deploying
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a dedicated supervisory lightpath to monitor the network [79, 80]. It is also possible to use
both operation lightpaths and out-of-band supervisory lightpaths to localize link failure.

In [15] the authors propose a minimal monitor activation with dynamic lightpaths.
The monitors are initially placed in every possible location to achieve maximum coverage.
Based on which lightpaths each set of monitors (referred as Domain) can monitor, an
alarm matrix is generated, as illustrated in Table 2.1. In order to minimize the number of
monitors, such that there is at least one alarm if any components fails and every component
activates an unique alarm upon failure, the authors use an approximation algorithm [11].
The goal of the algorithm is to reduce the columns of the alarm matrix, maintaining all
rows distinct and non-zero (see Table 2.2). Each column in the alarm matrix is assigned a
weight called hit value, and the column with the highest value is considered a local best.
The hit values are calculated as follows: (i) a given weight is assigned to a column to avoid
an all 0 row; (ii) rows with the same binary pattern are grouped together.

e A weight of R1 is given to a column to avoid having an all 0 row;

e Rows with the same binary patterns are grouped together

As such, the proposed scheme not only minimizes the number of monitoring devices,
but it is also capable of dealing with changes in the network topology by turning ON/OFF
some monitoring equipment. It locate simultaneous faults and it is capable of dealing with
missed and false alarms.

Node | M; M, M; M, M; Mg M, Mg My My, M,
ND, ] 0 0 0 0 0 O 0 1 0 0 0
NDy | 1T 1 0 0 0O 1 0 1 1 0 0
ND¢ | 0 0 1 0 0O O 0O O O O O
ND | 0 0 1 0 1 0 0 0 0 1 1
ND¢| 0 0 0 0 O O O O O O 1
ND| 0 1 0 1 0 1 1 1 1 0 0
ND| 1T 0 0O O 0O 1 0 O O 0 O

Table 2.1: Alarm matrix from [17]

2.2.1 In-Band Monitoring

In-band monitoring consists on monitoring established working lightpaths to locate failures
in the network. In [57] the authors use the information from the established lightpaths to

8



Mg My Mg My M,
ND, |1 0 0 0 0
ND; | 1 0 1 0 1
NDg | 0 1 0 0 0
ND; | 0 1 0 1 0
NDg | 0 0 0 1 0
NDow|/ 1 0 1 0 0
NDs| 0 0O 1 0 1
RAL| I 0 1 0 0

Table 2.2: Reduced alarm matrix from Table 2.1

find an optimum placement for monitors in the network. However, if there is any change
in the established lightpaths, this solution would no longer be optimal.

Another approach for in-band monitoring is assuming that one has the full information
of each link and each lightpath at any given time, and by monitoring the end point of
the lightpath, it can correlate the generated alarms along overlapping lightpaths to narrow
down the possible locations of a network fault [11].

For example, in Fig. 2.3a, we have two working lightpaths, p; and ps. Lightpath p;
connects nodes a and ¢ via the path (¢ - b — ¢ —- d — ¢ - h — i), and an alarm
from this lightpath means that a network fault could have occurred in any of the 6 links
in the path. However, we also have lightpath py, that connects nodes b and 7 via the path
(b—c— f—g— h—1i). We can use the information from both the presence or absence
of an alarm from p, to better locate the network fault. An alarm from both p; and ps
means that the network fault is in a link shared by both lightpaths. Thus, in the example
from Fig. 2.3a, it is in either link (b,¢) or link (h,7). An alarm from only p; means that
the fault is in a link in p; that is not in ps. Hence, the fault could be in the links (¢, d), (d,
e) or (e, h). The table in Fig. 2.3b shows all possible interpretations for all combinations
of alarms from p; and ps.

In [16], the authors presented the Graph-Based Correlation (GBC) heuristic. It is a
formal algorithm that correlates the presence or absence of alarms in order to obtain the
possible locations for a network fault. Based on the received alarms, we separate the
lightpaths into two categories, the affected paths and the unaffected paths. Then, we
intersect the links in the affected paths in order to obtain the set of links that are present
in every affected lightpath, as the failed link must be in all affected lightpaths to affect
them. Next, we consider the set of all links that are in at least one unaffected path. We



Dy === ‘ Do > ‘ Possible fault locations

Alarm Alarm (b, ¢) and (h, i)
Alarm | No Alarm | (a, b), (¢, d), (d, €) and (e, h)
No Alarm | Alarm (¢, f), (f, g) and (g, h)
No Alarm | No Alarm No fault
(b)
Figure 2.3: (a) Example network topology and lightpaths from [I1]; and (b) possible

locations based on the presence or absence of alarms in p; and ps

remove the links in the later set from the former, obtaining a set with the links that could
be the fault location.

In the example in Fig. 2.3, it is impossible to accurately locate a link failure with
just the alarms from p; and p,. As the information from the working lightpaths may not
provide enough information to find the exact location of the failed link, the authors in [14]
proposes to find an optimum monitor placement via ILP [15] to further reduce the number
of possible fault locations. For example, if we place a monitor in node ¢, the number of
possible locations for the links between node ¢ and h becomes 3, and for all other link it
is 1.

Another possible approach to in-band monitoring is using the past failure information
to teach a machine learning model where is the most probable location. Such approach is
possible by exploiting the mean time between failures (MTBF). As such, the authors in
[17], on top of using the GBC, trained a Gaussian process classifier on past data, and were
able to achieve in their simulations an accuracy of 91%-99%.

2.2.2 Out-of-Band Monitoring

Out-of-band monitoring is characterized by the use of a dedicated supervisory lightpath
and a network monitor. The monitor consists on an optical power detector that generates
an alarm when there is LOL on the supervisory lightpath [57].

The objective when designing an out-of-band monitoring scheme, is to minimize the
monitoring cost. The monitoring cost is given by:

Monitoring Cost = monitor cost + bandwidth cost (2.1)

where the monitor cost includes all the hardware costs, and the bandwidth cost is the
cover length, i.e., the total number of supervisory wavelength-links required in the solution.
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As such, we can rewrite eq. 2.1 as:
Monitoring Cost =y x number of monitors + cover length (2.2)

where 7 is the cost ratio and determines the relative importance between monitor cost and
bandwidth cost.

Link-based monitoring (m-link)

Link-based monitoring (m-link) is the most straightforward approach to out-of-band mon-
itoring. It consists on setting a supervisory lightpath in each link, with a monitor on the
receiver node (see Fig. 2.4a)[21]. Since every single link is being monitored, this scheme is
always able to achieve unambiguous failure localization (UFL). The main disadvantage of
this approach is the cost of having a dedicated monitor for each link in the network. For
larger networks, the cost becomes prohibitive.

Supervisory

T lightpath
Transcs;ivers ______ L
Yo Node with
“” a monitor
(a) An m-link. (b) An m-cycle. (c) A nonsimple m-cycle. (d) An m-trail.

Figure 2.4: Example of out-of-band monitoring schemes.

Monitoring cycle (m-cycle)

A cycle is a sequence of nodes connected by edges, in which every node connects to exactly
two other nodes. A simple monitoring cycle (m-cycle) establishes the supervisory lightpath
in the shape of a cycle, hence there are no repeated edges or nodes, and both transceivers
and the monitor are on the same node (see Fig. 2.4b) [67].

For an m-cycle solution consisting of a set of M m-cycles C' = {co,...,cp—1}, a link
failure will disrupt every single m-cycle that passes through the failed link. All affected
m-cycles will send an alarm, whereas the unaffected m-cycles will not send any alarm.
Gathering all this information, we obtain a binary alarm code [ay, . .., ap—1], where a; = 1
if m-cycle ¢; has been affected, and a; = 0 otherwise. By comparing the obtained alarm
code with the associative code for each link (see Fig. 2.5b), it is possible to determine
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Link | ¢ ¢; ¢y | Decimal
(2) Onl011] 3
(02)] 00 1 1
(03){ 010 2
(1,2) | 1 0 1 5
(13){ 110 6
(24100 4
(34)[ 100 4

(a) M-cycle solution.  (b) Alarm code table.

Figure 2.5: Example of an m-cycle solution and its corresponding alarm code table.

which link has failed. The alarm code table, with all possible associative codes, is pre-
established offline [31]. In order to achieve fault detection, Zeng et. al. proposed in [79]
two algorithms to find the cycle cover: the Heuristic depth first searching (HDFS) and
the Shortest path Eulerian matching (SPEM). Both algorithms assume that the network
graph is bridgeless, i.e., it does not contain any link that when removed would disconnect
the graph.

The HDFS algorithm models the network as a graph G(V, E), where V is the set of
vertices (network nodes) and E is the sets of edges (network links). A subgraph G'(V', E')
is created by traversing all links in E using the depth first searching (DFS) algorithm.
While traversing the link (x,y), for y € E’, there is a path (y,...,x) € G'. The link (z,y)
and the path (y,...,z) forms a cycle. After traversing the graph until all links all covered
by a cycle, the set of obtained cycles will form a cycle cover.

The SPEM algorithm adapts the network graph G(V, E) into an Eulerian graph by
finding the set V' of odd degree nodes and connecting them with the closest odd degree
node. Once the network graph is an FEulerian graph, it is possible to find an Eulerian cycle
that covers all links in the network. Then it is possible to form a cycle by traversing the
Eulerian cycle until a node is re-visited. By removing the formed cycles and repeating this
process until the Eulerian cycle is empty, the set of obtained cycles forms a cycle cover.

The aforementioned algorithms are able to find a cycle cover for bridgeless graphs,
and although they achieve fault detection, they do not guarantee UFL. The authors in
[80] propose a heuristic spanning-tree (HST) based m-cycle construction algorithm with a
better performance in failure localization.

The HST algorithm consists on first constructing a spanning tree. Then, from each
edge that is not in the spanning tree, we build a cycle where all other edges must be from
the spanning tree. Among the several algorithms available to build a spanning tree, the
authors in [20] chose the breadth-first spanning-tree (BFST) rooted from the node with
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maximum degree, as it is the option that results in the use of less supervisory wavelengths
per link. Fig. 2.6 shows an m-cycle solution for the SmallNet topology using the HST
algorithm.

(a‘) C‘g (:})7 C1 ( )7 (b) f? (:})7 Ce ( )7 (C) 9 (())7 €10 ( )7
ca (59, cs () and  c7 (50) and cg (L1).  c11(t.) and c12( 7).

ca (1)

Link | c1ac11010 ¢9 €8 €7 ¢ ¢5 ¢4 €3 ¢o ¢1 ¢ | Decimal
(0,1)] 0 OO OOODO0ODO0DO0O0O0O0T1 1
(0,50 001 000000O0O00O0 512
(0,6)] 0 001 00000O0DO0O0T1 513
(1,20 0O OO0OO0OO0D000O0T10O0 2
(1,6)| 0 0 0O0O0OO0O0100011 35
(1,70 000000100000 32
(2,3)] 0 01 000000000O0O0]| 1024
2, 70000001000000 64
(2,800 1 000100001O0]| 109
3401 0000000O0O0O0O0]| 2048
(3,80 11000000000 O0]| 3072
(4,50 000000000100 4
(4,801 0001 00001O0O0]| 2180
(4,90 000010000000 128
(5,6)] 0 001 100000100 772
(5,99 0 000100000000 256
(6,791 00000110100 0| 4200
(6,80 000011011110 222
6,991 00011001000 0| 4496
(7,80 0 0O0O0O00D001000 8
(7,971 00000000000 0| 4096
(8,990 000000010000 16

(d) Alarm code table.

Figure 2.6: The m-cycle solution obtained via the HST algorithm for the SmallNet topology
with 13 m-cycles, a cover length of 43 and a monitoring cost of 108 for v = 5.

None of the aforementioned approaches to m-cycle are able to guarantee UFL, and are,
in general, very limited. To solve that, [70] presents the concept of nonsimple monitoring
cycle (nonsimple m-cycle). Differently from the simple cycle, a nonsimple m-cycle can
traverse the same node multiple times (see Fig. 2.4c¢). Fig. 2.7 shows a nonsimple m-cycle
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solution for the same topology used in Fig. 2.6. Observe that whereas the simple m-cycle
solution has a monitoring cost of 108, the nonsimple m-cycle solution has a monitoring
cost of just 77. However, the cycle structure still imposes limitations, making it impossible
to guarantee UFL for every network topology.

Link | es5cqc3eacico | Dec. || Link | escqczcacicq | Dec.
(0,1)]010101] 21 ||[(4,5)]101011]| 43
(0,5)]000011| 3 ||[(4,8)|110000/| 48
(0,6)]010110]| 22 ||(4,9)|101000| 40
(1,2)J]010011| 19 ||(5,6)]000001]| 1
(1,6)]000100| 4 |[(5,9)]101001| 41
(I, n|000010| 2 |[(6,7)J]001010]| 10
(2,3)]000001| 1 |[(6,8)|010001| 17
(2,7)/100010| 34 ||(6,9)|001000| 8
(2,8)|010000]| 16 ||(7,8|000001]| 1
(3,4)|110011] 51 ||[(7,9)]101011]| 43
(3,8)|010010| 18 |[(8,9)/]100010| 34

(g) Alarm code table.

Figure 2.7: A nonsimple m-cycle solution for the SmallNet topology with 6 nonsimple
m-cycles, a cover length of 47 and a monitoring cost of 77 for v = 5.

Monitoring trail (m-trail)

Whereas m-cycles have the transceivers and monitor in the same node, monitoring trails
(m-trails) do not have such restrictions (see Fig. 2.4d). An m-trail can traverse the same
node multiple times, but can only traverse a link once. In an m-trail the node with the
transmitter in the sorce of the m-trail, and the node with the receiver is the sink of the
m-trail. The monitor is located at the sink. The source and the sink of the m-trail do
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Link |5 t; to | Decimal
(0,1)]1 0 1 5
(0,2)]1 11 7
(0,3)[1 00 4
(1,2)|0 1 1 3
(1,3 1 10 6
(2,4)]0 0 1 1
(34)]0 10 2

d) Alarm code table.

Figure 2.8: Example of an m-trail solution.

not necessarily need to be separate nodes, and can form a simple or nonsimple cycle. Such
trails are called closed trails. When the source and sink are separate nodes, then the trail
is an open trail. Hence, both simple and nonsimple m-cycle are a special case of m-trail.

Similarly to an m-cycle solution, an m-trail solution consists of a set of J m-trails
T = {to,...,t;_1} and a link failure will disrupt every single m-trail that traverses the
failed link. The monitors at the end of each affected m-trail will send an alarm, whereas
the unaffected m-trails will not send any alarm. All of this information is then represented
as a binary alarm code [ag,...,ay_1], where a; = 1 if m-trail ¢; has been affected, and
a; = 0 if m-trail ¢; = 0 otherwise. Fig. 2.8 shows an m-trail solution for the same network
topology from Fig. 2.5. While the m-cycle solution had the same code for the links (2, 4)
and (3,4), the m-trail solution has a unique code for each link in the network and can
unambiguously localize any link failure in the network. In fact, m-trail solutions are very
effective in achieving UFL for any single failure.

In [68], the authors formulate an ILP reach an m-trail design with UFL. However, due
to the computational complexity of the ILP, [62] propose an algorithm based on random
code assignment (RCA) and random code swapping (RCS) to design a semi-optimal m-
trail solution. The proposed algorithm first uses RCA to randomly assign an unique alarm
code to each link in the network. This unique code is kept at the alarm code table. Based
on these codes and the connectivity of each link in a code, the algorithm then forms the
m-trails. The RCS algorithm is used to improve the solution quality, by moving the links
to minimize the monitoring cost. Fig. 2.9 shows the m-trail solution obtained through the
ILP formulation in [08] and Fig. 2.10 shows the solution obtained through the RCA+RCS
algorithm. Both solutions outperforms the simple and nonsimple m-cycle solutions (see
Figs. 2.6 and 2.7)[62]. However, the RCA4+RCS algorithm has an increased number of
monitors, due to the disjoint paths generated by the RCA algorithm. In order to deal
with this issue, [$2] propose the monitoring trail allocation (MTA) heuristic. The MTA
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heuristic first puts all links in a set called ambiguity set. An ambiguity set is the set of
links with the same alarm code. The algorithm then adds a new m-trail to the solution,
and updates the ambiguity sets. Next, the MTA checks if all links have an unique code. If
not, the algorithm return to the second step.

Link t5t4t3t2t1t0 Dec. || Link t5t4t3t2t1t0 Dec.
(0,1){000011| 3 | (45001000 8
(0,5){]001101| 13 ||(4,8)]001001| 9
(0,6)[001100]| 12 [[(4,9 000100 4
(1,2)|]1000011| 33 ||(5,6)]001011] 11
(1,6)]000010| 2 |(5,9)|001010] 10
(1,7)|]1000001| 32 ||(6,7)]010001| 17
(2,3){101000| 40 ||(6,8)|010000| 16
(2,7){011000| 24 |(6,9)]000110]| 6
(2,8)[010100| 20 ||(7,8)]110000| 48
(3,4)|000101| 5 | (7,9 |000001| 1
(3,8)[1011001| 44 ||(8,9)|011001| 25

(g) Alarm code table.

Figure 2.9: An m-trail solution for the SmallNet topology with 6 m-trails, a cover length
of 42 and a monitoring cost of 72 for v = 5 presented in [68].

In [66], the authors propose a novel framework based on m-trails in which every monitor-
ing node is capable of localizing a single link failure using only locally available information,
i.e. alarms from the m-trails traversing the node. Traditionally, an m-trail has only one
node (the end) capable of detecting the status of the m-trail. Since a set of m-trails does
not need to have the same end node, the monitoring nodes are usually spread throughout
the network, and upon a network fault, each monitoring node reports the alarms to a re-
mote routing entity. This generates extra delay and complexity in the electronic domain.
By having all nodes capable of locating failed links, this new framework has an all-optically

16



Link t5t4t3t2t1t0 Dec. || Link t5t4t3t2t1t0 Dec.
(0,1)[100100| 36 ||(4,5)[000010]| 2
(0,5)/100000| 32 [[(4,8)][010100] 20
(0,6)]000100| 4 [(4,9)]001100] 12
(1,2)|010000| 16 ||(5,6)| 101010/ 42
(1,6)[]101000| 40 ||(5,9)|{001000]| 8
(1, 7{011000| 24 ||(6,7){100001| 33
(2,3)/001001| 9 [(6,8)[100010] 34
(2,7)/010001| 17 [ (6,9)|000101| 5
(2,8(000011| 3 ||(7,8|010010]| 18
(3,4)|001010| 10 ||(7,9)|110000] 48
(3,8)|000110| 6 |[(8,9)|000001]| 1

(g) Alarm code table.

Figure 2.10: An m-trail solution for the SmallNet topology with 6 m-trail, a cover length
of 39 and a monitoring cost of 69 for v = 5 presented in [62].

fast unambiguous fault localization mechanism.

In [3], the authors focus the design of an m-trail solution that solves a failure event in
a shared risk link group (SRLG). A failure of a SRLG means that all links in the SRLG
have failed. They propose an algorithm called adjacent-link failure localization (AFL). The
basic idea behind this algorithm is to divide the problem of SRLG failure localization into
smaller subproblem that can be solved as single-link failure localization problem. This is
done by partitioning the whole topology into smaller graphs, based on the SRLGs. The
smaller subproblem can then be solved with the RCS algorithm.
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2.3 Fault Recovery

As it has already been highlighted in Chapter 1, a single fiber cut can lead to a huge loss
of data. It is possible to minimize the loss of data through fault recovery mechanisms,
such as protection and restoration schemes. Protection schemes pre-configure and reserve
protection resources in advance [19], whereas restoration schemes restores each interrupted
connection by dynamically searching for a new available routes and wavelengths [51]. The
later is usually more bandwidth efficient, but cannot guarantee service restoration, whereas
the former has a faster recovery time and can guarantee service restoration, but requires
more bandwidth.

Protection schemes can be designed to protect and entire path (path protection) or
just a single link (link protection). In a path protection scheme, the network reserves
some bandwidth to a protection path, an alternate link-disjoint path to be used in case
the working path is disrupted [51]. A working path is the lightpath that transmits the
traffic under normal operation. In link protection, instead of having an alternate route for
the entire path, it is only around one link and each link has an alternate route reserved in
advance. Fig. 2.11 shows path protection for a connection request from node 0 to node 4,
and link protection for link (0,2). For a path protection scheme, when wy (0 — 2 — 4) is
interrupted due to a fault at any link in the path, the traffic will be switched over to the
protection path py (0 — 3 — 4). For a link protection scheme, each link has a protection
path. In Fig. 2.11b, link (0, 2) has the protection path py (0 — 1 — 2) to protect just this
one link. When link (0, 2) fails, only the segment of the path wy that corresponds to the
link (0,2) is replaced by pg, switching the traffic over to a path (0 — 1 — 2 — 4). There
are also schemes to protect just a segment of a path (sub-path protection) [14].

(a) Path protection. (b) Link protection.

Figure 2.11: (a) Path and (b) Link protection.

This work mainly focus on path protection, since compared to link protection, it requires
less network resources.

The aforementioned protection schemes offer two distinct approaches in how it reserves
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bandwidth for protection: dedicated protection, also known as 1 + 1 protection, assigns
for each working path its own dedicated bandwidth for the protection path; and shared
protection, where disjoint working paths can have protection paths traversing the same link
while occupying the same wavelength. Shared protection paths assumes that all working
connections will not fail at the same time and reduces the amount of bandwidth dedicated
to protection. With shared protection we can also use the protection bandwidth to carry
some low-priority traffic, which will be discarded if the working path fails. Fig. 2.12 shows
an example of both dedicated and shared protection paths. The working paths w, and
wy have the protection paths py and pq, respectively. In Fig. 2.12a, the protection paths
occupy different wavelengths, and if wqy or w; fail, their traffic will switch to their respective
protection paths. Since py and p; have their own dedicated wavelength in link (0, 1), then
even though they traverse the same link, both protection paths can co-exist at the same
time and restore the traffic flow even if both wg and w; are in a failed state at the same
time. On the other hand, shared protection paths, illustrated in Fig. 2.12b, share the same
wavelength at link (0, 1), so they cannot function at the same time.

w1

(a) Dedicated protection path. (b) Shared protection paths.

Figure 2.12: Protection schemes.

When establishing new working and protection paths, the following shared path pro-
tection constraints regarding the existing lightpaths must be followed [/14]:

e A working path and its protection path must be link-disjoint;

e The working paths do not share links within the same wavelength;

e The established lightpath does not share any wavelength with any of the established
backup protection paths for any common link they may share;

e Backup protection paths can only share links within the same wavelength if their
respective working paths are link disjoint.
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Protection paths can also be revertive or nonrevertive. In case of a failure, the traffic
from the working path is rerouted to the protection path. A protection scheme is considered
revertive if, after the route for the working path is fixed, the traffic returns to the original
path. In a nonrevertive scheme, the traffic stays in the protection path, until it is manually
moved back to the original working path. Dedicated protection schemes may be either
revertive or nonrevertive, while shared protection is usually revertible. Since the protection
bandwidth is shared, it is important to free it as soon as possible.
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Chapter 3

Failure Localization Aware Working
Paths (FLA-RWA)

3.1 Network Model

In this work, we consider the single-link failure localization problem in all-optical IP over
WDM network, which consists of two layers: IP layer and optical physical layer. The
electronic layer is formed by an IP router at each network node with an electronic control
unit sending control signals to configure the optical switching fabric. The IP routers
generate and drop IP traffic, serving as the source and destination nodes. Network data
flows are done by establishing transparent lightpaths between pairs of transceivers equipped
at the source and destination nodes, without any electronic processing at the intermediate
nodes on the routing path. Two adjacent optical crossconnects (OXCs) are interconnected
by an optical fiber link and are responsible for switching lightpaths entirely in the optical
domain. The optical layer is basically the set of OXCs and optical fibers in the system.

With the recent development and commercialization of signal processing technologies,
it is possible to maintain continuous monitoring of physical layer in real-time. Light probe
technology allows the link state to be continuously monitored and analyzed [12]. Since
we consider the failure in the granularity of link level, a small portion of the bandwidth
on a lightpath can be used to send control signals for actively probing for the status of
all lightpaths. When a link traversed by the lightpath fails, the probing signal will be
disrupted and become dark, indicating an “OFF” state. The signal processing module of
the coherent optical transceiver at the end node of the lightpath will detect the “OFF”
state, and subsequently it will generate alarm codes to report the failure event. The alarms
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are forwarded to a centralized network management center in charge of failure localization.
Since multiple lightpaths from different source nodes and/or with different routes may share
the same destination node, failure localization can be a highly complicated and challenging
task, but crucial to guarantee availability and reliability in all-optical networks.

3.2 Failure Localization by Probing Working Light-
paths

Based on the all-optical IP over WDM network and in-band active probing technology, we
can abandon the use of additional supervisory lightpaths, like m-trail. However, directly
exploiting working lightpaths for monitoring creates new problems. Routing and wave-
length assignment schemes, such as the shortest path method and load balancing schemes,
usually aim to minimize the number of occupied wavelengths, the end-to-end latency or
the blocking probability. To the best of our knowledge, no previous study has taken failure
localization into consideration when allocating network resource to establish lightpaths.
Since we propose the use of the working paths for monitoring, the failure localization issue
needs to be included in the RWA process in a FLA-RWA scheme, where the goal to reduce
the ambiguity in failure localization.

Fig. 3.1 shows two different solution for the allocation of two connection requests, one
from node 3 to node 2 and the second from node 3 to node 0. In Fig. 3.1a we have the
classic shortest path (SP) approach to the connection requests. For the SP approach, we
have that if link (1, 3) fails, then the management center will receive the codes “1” and “0”
for the working paths py and pq, respectively. However, this is the same code for a fault in
link (1,2). Since both links have the same code, whenever the management center receives
this code, there are two possible locations for the failed link, which mean that there is
ambiguity in the failure localization. Fig. 3.1b shows a different solution for the same
connection requests. Here, the route for the request from node 3 to node 0 is different.
Now, in case of a link failure at link (1,3), we will have the codes “1” and “1” for the
working paths pg and p;, which is different from the codes “0” and “1” for link (0, 1),
and “1” and “0” for link (1,2). Compared with the solution from Fig. 3.1a, there is less
ambiguity for failure localization at the cost of 1 extra hop for the working path p;.

This simple example illustrates the least ambiguous path (LAP) routing scheme. Note
that by monitoring the network through working paths, instead of dedicated supervisory
lightpaths, we save a lot of network resources. The cover length, as a measurement of
monitoring cost, is defined as the total number of wavelength links used for supervisory
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p1

(a) Shortest path (SP). (b) Least ambiguous path (LAP).

Figure 3.1: Comparison between the shortest path and the least ambiguous path for the
paths pg from node 3 to node 2, and p; from node 3 to node 2.

lightpaths for a failure localization solution [(67]. The m-trail solution for the topology in
Fig. 3.1 is illustrated in Fig. 2.8 and has a cover length of 12 wavelengths. In contrast,
both the SP and LAP, illustrated in Fig. 3.1, do not require any additional wavelength
for monitoring. Hence, the cover length for both schemes are negligible. Moreover, the
establishment of three m-trails requires six extra optical transceivers, which is expensive
and a limited network resource, since the number of ports in an IP router is finite. Thirdly,
once the m-trails are established, the monitoring operation starts without interruptions,
leading to a higher complexity in the control plane.

When comparing two routing schemes from 3.1, we realize that the LAP scheme may
choose a longer route to gather more information on the link state. In other words, we
can significantly improve the fault location accuracy at the cost of an increased wavelength
usage. Inspired by this example, it is possible to notice that the core issue in using a working
path monitoring scheme is to design an efficient failure localization aware routing and
wavelength assignment (FLA-RWA) method to reduce the ambiguity in failure localization.

3.3 Least Ambiguous Path (LAP)

For the sake of simplicity, a network physical topology is represented as G(V, F) consisting
of node set V' and edge set E. Each link contains a wavelength set W. The network
traffic, r(s, d, bw), denotes a connection request from source node s to destination node d
with the bandwidth demand bw in number of wavelengths, where s, d € V. To save the
computation time of the RWA in a dynamic environment, a set of candidate routing paths
can be precomputed offline and stored in the set of the k-shortest paths (KSP), which
contains P,y = [pl,, p2,,...,p%] for every source-destination pair (s,d). P,q represent the
set of k-shortest alternate paths from s to d, where s, d € V. In addition, in order to keep

23



record of ongoing working paths in the current network, centralized management center
dynamically manages a routing table, W PT'.

On the arrival of a connection request r(s,d, bw), the LAP scheme attempts to select
the routing path p’;, € Py in the KSP set that leads to a minimum failure localization
ambiguity among all k candidates. If such path p', exists, then the second phase will be
initialized to assign a common available wavelength on all physical links along the selected
path p’; (due to the wavelength-continuity constraint). If a viable routing path and/or
available wavelength cannot be found after checking all candidate paths and wavelength
channels, request 7 (s, d, bw) will be blocked. The ambiguity in failure localization is defined
as the number of physical links which are possibly failed, according to the alarm code
received by network operation and management center, averaged by the number of non-
idle links in the network. It can be calculated by Eq. 3.1 as follows:

Ambguny_. }: Ex (3.1)

(i,7)€EE!

where: S, ; is the set of suspected locations for a network failure in link (2, j); |Si,j‘ is the
number of elements in set S; ;; £’ is the set of links in the network traversed by at least
one lightpath; |E’| is the number of links in set E’.

To calculate S, ;, for each link (i,j) € £’ we first separate all paths p,, € WPT into
two sets: the affected paths sets, P ;, and the unaffected paths, P/;. The paths in the
P j set are all paths that traverse link (i, j), i.e. (4,]) € p,. The paths on the P;; set, on
the other hand, are all paths that do not traverse link (7, ), i.e. (¢,7) & DPuw. For & single
link failure, the fault location must be traversed by every single affected path. Hence, we

calculate the set of all links that are traversed by every single affected path, A, ;, as:

A]:ﬂgj (3.2)

We also have that every link traversed by any of the unaffected paths cannot be a
possible location for the link failure. We then calculate the set of all links that are traversed
by at least one unaffected path, A; ;, a

AL =P, (3.3)

Now we can obtain the set .S; ; by just removing from the set A;; any link that is also

in set A ;. We can calculate the number of suspect locations, denoted as |S;,5], with Eq.
3.4.
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are the number of links in the sets A;; and A; ,

where ‘Ai, j |and }A; ; respectively.

’ (Am N A;,j)

To better illustrate how to calculate the ambiguity, we can calculate the simple example
from Fig. 3.1. In Fig. 3.1b we have that W PT = [pg, p1], where p; = [(3,1),(1,2)] and
po = [(3,1),(1,0)]. Hence, £ = [(1,0),(1,2),(3,1)]. For a fault at link (1,0), the set of
affected paths is P, o = [p1] and the set of unaffected paths is Pj, = [po]. From equations
3.2 and 3.3, we have that A, = [(3,1),(1,0)] and A}, = [(3,1),(1,2)]. By removing the
only link A; ¢ and A’ , have in common from the set A; o, we have that S1 = [(1,0)] and
S10| = 1. Following the same calculation for links (1,2) and (3, 1) we have |5172‘ =1 and
Ss1| = 1. The final ambiguity for Fig. 3.1b is 1. If we do the same calculation for Fig.
3.1a, we will obtain an ambiguity of 1.67.

is the number links that are in both sets A;; and A; ;.

Based on the above definition of ambiguity, we develop an LAP algorithm with the
objective to choose a path among all candidates path in the KSP with minimum ambiguity
in failure localization. Since when and where the next link failure will occur cannot be
known in advance, all possible single-link failure events need to be examined. The listed
pseudocode Algorithm 1 depicts the proposed LAP algorithm, which attempts to find viable
routing path with available wavelength for each incoming connection request r(s, d, bw).

In Algorithm 1, the LAP heuristic first selects the shortest of the feasible candidates
in P,; € KSP sorted in ascending order by the number of hops (Line 2). Secondly,
for a certain candidate path, the ambiguity is calculated assuming the candidate path is
in the network (Line 3). Observe that since the ambiguity is calculated without any a
priori knowledge of the next link failure, its calculations includes every active link in the
network. This procedure will be repeated for all alternate routing paths by considering all
possibilities of link failure in set E’. The alternate path with the least value of ambiguity
will be chosen as the routing solution for the current connection request (Line 5). In case
of a tie, where the same ambiguity is achieved among different alternate paths, a random
path is selected out of the competing paths. After successfully determining a routing
path, the heuristic searches on all available wavelengths in each physical link along the
path to find a common wavelength (Line 9). If not successful, the alternate path with the
next lowest ambiguity will be checked, until either a viable path is found or there are no
more paths and the request is blocked. Finally, the procedure Update W PT' establishes a
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Algorithm 1: Least ambiguous path (LAP)
input : G(V,E),r(s,d, bw), KSP,WPT
output: updated W PT’
1 foreach arriving connection requests do
2 | foreach pi, € Py from KSP do
3 Calculate Ambiguity_p',; assuming p';, € WPT
4
5

if Ambiguity_p'; = Min_Ambiguity then
L r(s,d,bw) < p',

if p'; = & then
| Block r(s, d, bw)

else if w € W is common on p’, then
‘ r(s,d,bw) < w

10 else

11 L Block r(s, d, bw)

12 | WPT' «+ Update(W PT)

working lightpath for the current connection request. Lastly, the information of the newly
established working lightpath will be recorded and inserted into the set W PT.

3.4 Performance Evaluation and Discussion

In this section, we examine the proposed FLA-RWA scheme via a discrete event-driven
network simulator. It is anticipated that the LAP algorithm can achieve the lowest local-
ization ambiguity. We evaluate the effectiveness of the proposed scheme with performance
metrics related to fault localization, network resource usage and blocking probability. For
the fault localization metrics, we consider the accuracy in which the heuristic was able to
determine unambiguously the fault location and the number of possible fault locations. For
the resource usage metrics, we consider the average path length and cover length. Since
we are using the working path to monitor the network, the cover length in this case refers
to the total wavelength occupancy in the network by the working paths. We also imple-
ment two other commonly used RWA heuristic algorithms, the ASP and LCP schemes, for
comparison. We use the well known FF scheme for wavelength allocation for the ASP and
LAP schemes, and the LU scheme for the LCP scheme. We use Yen’s algorithm [77] to
find the set of alternate paths for 3 alternate paths.
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All three schemes are examined based on the two network topologies illustrated in
Fig. 3.2, a small sized 5N7L network (see Fig. 3.2a) and the SmallNet topology (see
Fig. 3.2b). Each link contains 16 wavelengths. In the simulations, connection requests
are generated under network load p. Each connection request arrives dynamically in the
network according to a Poisson process, with an average arrival rate of A\ requests per
time unit. The holding times of connection requests are exponentially distributed with
the average of 1 time unit. To simulate the link failure in networks, 10,000 single-link
failures are generated for each run. We considered that the MTBF follows an exponential
distribution with an average of 12 time units.

()
@)
@
O, €)
(a) SBN7L network. (b) SmallNet network.

Figure 3.2: Considered network topologies.

Fig. 3.3 shows the accuracy in which we are able to locate the failed link for both
networks under a traffic load ranging from 1 to 10 Erlangs for the 5N7L network, and from
1 to 20 Erlangs for the SmallNet network. This range is chosen because there are no blocked
requests for these traffic load intervals. In this metric we consider that only when there is
just one possible fault location that we have found a correct solution, all cases that have
more than one possible fault location are considered inaccurate. Observe that the accuracy
increases with the traffic load and eventually, with a traffic load high enough, the accuracy
for all three schemes will converge to approximately 1. For the 5N7L network, the LAP
outperforms the other two schemes, and although the difference between LAP and LCP
can be as big as 16.9%, there is not much difference between the LAP and ASP schemes.
For the SmallNet network, on the other hand, the LAP scheme greatly outperforms the
other two schemes. Even for extremely small traffic loads, with a very limited number of
paths to gather information from, the LAP is able to maintain an accuracy superior to
50%, while the other two schemes have an accuracy below 40%. For a network load of
10 Erlangs, the LAP scheme has around 85% accuracy, while the ASP scheme has only
around 73% and the LCP scheme is just a little bit over 64%. For 20 Erlangs, the ASP
and LCP scheme have an accuracy close to 90%, while the LAP accuracy is over 95%.
Once again the LAP outperforms all other schemes, and the difference only increases for
bigger networks. Table 3.1 shows the numeric values (in percentage) for the fault location

27



accuracy under different traffic loads.
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Figure 3.3: Fault location accuracy for (a) 5N7L network and (b) SmallNet network for
the ASP, LCP and LAP schemes.

RWA S5NTL SmallNet

1 Erlang | 5 Erlangs | 10 Erlangs | 1 Erlang | 10 Erlangs | 20 Erlangs
ASP 65% 88.5% 97.3% 37.5% 73.4% 87.8%
LCP 50.9% 77.2% 95.7% 34.2% 64.4% 89.2%
LAP 67.8% 93.1% 98.9% 50.7% 84.9% 96%

Table 3.1: Fault location accuracy in percentage for ASP, LCP and LAP routing.

From Fig. 3.3 we observe that the tendency is for the accuracy to only increase with
the traffic load, however, with no prior knowledge of future connection requests, it may be
impossible to guarantee unambiguous failure localization (UFL). Decreasing the ambiguity
in fault localization does not just increase the accuracy in which we can unambiguously
locate a network fault, but it also reduces the number of possible fault locations for a given
network fault. Fig. 3.4 shows the average number of possible fault locations. As expected,
the LAP achieves the lowest number of possible fault locations among all three schemes
for both networks. For the 5N7L network, the LCP values are between 4% to 23% larger
than the LAP, and the ASP values are 2-4% larger. Although the ASP and LAP have a
very similar performance for the 5N7L network, for the SmallNet network the LAP routing
performs significantly better than all other schemes. For the SmallNet network, the LCP
values are up to 22% larger than the LAP, and the ASP values are up to 12% larger.
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The ASP scheme performance for both the fault location accuracy and average number of
possible fault locations is similar to the LAP performance for the 5N7L network mainly
because of the network size. When the shortest distance between a source-destination is
just 1 hop, both the shortest path and least ambiguous path will be the 1 hop path. Since
70% of the source-destination pairs in the 5SN7L network have a shortest possible distance of
just 1 hop, then most of the routing for the ASP and LAP schemes will be the same. When
the percentage of source-destination pairs with a minimum distance of 1 hop decreases to
less than 50% for the SmallNet network, the difference in the performance between the
ASP and LAP schemes increases. The gain in the failure localization performance for the
LAP scheme becomes more significant for bigger network.
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(a) 5N7L network. (b) SmallNet network.

Figure 3.4: Average number of possible fault locations for (a) 5N7L network and (b)
SmallNet network for the ASP, LCP and LAP schemes.

The average number of possible fault locations alone can give us an estimate on how
many locations we may need to check in order to find the network fault. However it does
not provide a full picture of how the number of possible fault locations is distributed. Figs.
3.5 and 3.6 show the rate in which the number of possible fault location S is less or equal
to 1,2 and 3 for the networks 5N7L and SmallNet, respectively. Observe that S = 1 is the
fault location accuracy from Fig. 3.3. For the 5N7L network, less than 5% of the network
faults have more than 2 possible fault locations. In fact, for the ASP routing, none of
the 10,000 simulated network faults had over 2 possible fault locations. This is mainly
due to the fact that the shortest path for the 5N7L between any source-destination pair
is always less or equal to 2 hops, and the ASP always allocate the shortest available path.
The maximum number of possible fault locations is the number of hops of the longest
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Figure 3.5: Rate in which the number of possible fault locationsis S =1, S <2and S < 3
for the ASP, LCP and LAP schemes for the 5N7L network.

path allocated to a connection request. The LAP scheme has up to 2% of cases where the
the number of fault locations is bigger than 2, because it allocates paths longer than the
shortest possible path when necessary. At the cost of some cases having over 2 possible
fault locations, the LAP scheme is able to increase the fault location accuracy and decrease

the average number of possible fault locations.

Rate
Rate
Rate

1 5 10 15 20 1 5 10 15 20 . 1 5 10 15 20
Traffic load (Erlang) Traffic load (Erlang) Traffic load (Erlang)
(a) ASP. (b) LCP. (c) LAP.

Figure 3.6: Rate in which the number of possible fault locationsis S =1, S <2 and S < 3
for the ASP, LCP and LAP schemes for the SmallNet network.

For the SmallNet network (see Fig. 3.6), we have that less than 12% of the network
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faults have over 2 possible fault locations. Differently from the 5N7L network, the ASP
has over 2 possible fault locations more frequently than the LAP scheme for the SmallNet
network. Although the size of the network has a huge impact on the number of possible
fault locations, the LAP scheme is able to outperform the other two scheme in regards to
failure localization for both networks.

The LCP scheme has a poor performance in failure localization due to the fact that
this routing scheme prioritizes paths with the least congested links. This results in having
the paths more spread throughout in the network. At first, this may seem like a better
way to monitor the network, as there will be less lightless links. However, when we have
a fault on a link not traversed by any lightpath, it does not interrupt any connection and
does not trigger any alarm within the working paths. A failed link that does not affect any
service in the network is not a priority, hence, we do not care for such faults in this work.
When the LCP spreads the paths, it can monitor more links, but it gather less information
from each link.

We have shown that for failure localization the LAP scheme is able to outperform both
the ASP and LCP schemes. However, we also need to discuss the cost of prioritizing fault
localization over any other performance metric. Fig. 3.7 shows the cover length for the
three scheme for both networks. We consider here that cover length is total occupied
wavelengths in the network.
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Figure 3.7: Cover length for (a) 5N7L network and (b) SmallNet network for the ASP,
LCP and LAP schemes.

In Fig. 3.7, the ASP scheme has the lowest cover length as expected, since it is a scheme
that always assigns the shortest available path. Compared to the ASP scheme, the LCP
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has an increase of up to 6.7 wavelengths and the LAP scheme has an increase of up to 0.65
wavelengths for the 5N7L network within the observed traffic load interval. It is worth
remembering that the m-trail solution alone for the 5N7L network has a cover length of
12 wavelengths (see Fig. 2.8). For the SmallNet network, the LCP scheme has an increase
of up to 9 wavelengths, and the LAP schemes has an increase of up to 2.82 wavelengths.
The m-trail solution presented in [62] for the SmallNet has a cover length of 39 (see Fig.
2.10). Even though the LAP scheme increases the bandwidth usage in the network, it is a
considerably smaller increase than if we were to deploy a full m-trail solution.

Fig. 3.8 shows the average path length for the three schemes for both networks. Al-
though it is not a relevant metric for the schemes’ performance, it is a better representation
than the cover length on the difference in bandwidth usage for the three schemes. In this
figure we use different intervals for the traffic load. For the 5N7L network, we consider
a traffic range from 1 to 15 Erlangs, and for the SmallNet network, we consider a traffic
range from 1 to 50 Erlangs. There are still no blocked requests for both traffic ranges.
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Figure 3.8: Path length for (a) 5N7L network and (b) SmallNet network for the ASP, LCP
and LAP schemes.

The ASP always chooses the shortest path, and as such, even for higher traffic loads,
the values for the average path length in hops are almost constant. The LCP spreads
the traffic throughout the network, and as the traffic load increases, this scheme starts
choosing longer paths to avoid congested links. The LAP scheme starts by choosing longer
paths, to gather more information on the links states, and, as the traffic load increases
and there are more paths to gather information from, the paths start getting shorter and
eventually we have an average path length similar to the ASP scheme. Observe that we
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did not run 10, 000 faults for traffic loads above 20 Erlangs, due to the computational time
required for simulations with heavier traffic loads. For the results over 20 Erlangs we ran
the simulations for 100,000 connection requests.

A direct consequence of a high usage of network resources is the probability of a con-
nection request being blocked due to the lack of available wavelengths. Although a higher
cover length and path length may result in more blocked request, if the network load is
better distributed throughout the network, we may have a reduced blocking probability.
In Fig. 3.9 we have the blocking probability for the three schemes under a traffic load of 1
to 50 Erlangs to the 5N7L network, and from 1 to 100 Erlangs for the SmallNet network.
Due to the fact that for heavy traffic loads, with many active connections in the network,
the LAP scheme assigns basically the same paths as the ASP schemes, we have that the
blocking probability for both schemes is almost the same for both the 5N7L network and
the SmallNet network. For the 5N7L network, we have that the blocking probability for
the LCP can be as big as four times the blocking probability of the other two schemes.
This is due to the very small size of the 5N7L network. The LCP is usually capable of
distributing the traffic load throughout the network such that the blocking probability is
reduced when compared to a shortest path scheme. For a sightly bigger network, such as
the SmallNet network, the blocking probability for the LCP scheme is lower than the other
two schemes.
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Figure 3.9: Blocking probability for (a) 5N7L network and (b) SmallNet network for the
ASP, LCP and LAP schemes.

Although the LAP prioritizes the failure localization at the cost of a higher cover length,
the increased wavelength occupancy is only necessary when there are plenty of available
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wavelengths. In the end, there is no increase in the LAP blocking probability compared to
the ASP scheme. Even when the LCP scheme has a better blocking probability than the
LAP scheme, the difference is less than 0.1%.
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Chapter 4

Failure Localization Aware
Protection (FLA-P)

4.1 Network Model

We consider here basically the same network model described in Section 3.1, with the
inclusion of path protection for the working paths. In path protection, when establishing
the working paths the resources for a link-disjoint protection path are reserved and can
either be dedicated to that one working path or shared with other protection paths. In
dedicated protection, each established working path has its own dedicated protection path,
whereas in shared protection, several disjoint working paths can share the same wavelengths
for the protection paths. The bandwidth reserved for protection can be equal or even bigger
than the bandwidth used by the working paths. We propose to exploit the established
protection paths by establishing supervisory lightpaths in the paths to aid the failure
localization. Now, when a link fails, the probing signal in all traversing working and
protection paths will be disrupted, and this LOL will be detected by the signal processing
module from the coherent optical transceiver at the end node of each affected path.

4.2 Failure Location Aware Protection (FLA-P)

A protection path is usually chosen as the shortest disjoint-path from the working path,
obtained with an algorithm such as the one presented in [59]. However, as it has been
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shown in Section 3.4, it is possible to choose routes that reduces the ambiguity of failure
localization.

For the proposed FLA-P scheme, we precompute offline all candidate working and
protection paths and store them in the sets W P,y and P P,,, respectively. The set W P,; =
[wpl,, wp?,, ..., wp”,] contains all candidate working paths and the set PP,y = [ppl,, pp?y,

.., pp"] contains all candidate protection paths. In order to keep record of both ongoing
working and protection paths in the network, all ongoing working paths are stored in the
routing table W PT and their respective protection path is stored in PPT. Algorithm
2 depicts the proposed FLA-P scheme, which attempts to find the best route for the
protection path for a connection request 7 (s, d, bw) after an appropriate working path wpid
has been chosen from the set W Py (Line 2).

Algorithm 2: Failure localization aware protection (FLA-P) scheme
input : G(V,E),r(s,d, bw), PPy, WPT, PPT
output: updated PPT’
1 foreach arriving connection requests do
2 Chose an appropriate wp’,; from W Py
3 foreach pp’, € PP,y disjoint from wp',; do
4 Calculate weight w’; for pp,
5
6

if wl, = Min_Weight then

S

| (s, d, bw) < pply

7 | if pp'; = @ then
| Block r(s, d, bw)
else if w € W is viable for pp',; then
10 | r(s,d,bw) —w
11 else

12 L Block r(s, d, bw)
13 | PPT' < Update(PPT)

After a proper working path has already been chosen, we calculate the weight w’,
for each candidate protection path disjoint from the chosen working path (Line 4). The
weight calculation depends on what we want to prioritize. We considered three different
calculations for w’:

1. Shortest protection path (SPP): '
Wi = Hyy (4.1)
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where HE, is the number of hops in the path pp’,.

2. Least congested protection path (LCPP):

(A
wyg = max Ay (4.2)
i.j€PpL,

where A;; is the number of free wavelengths for link (7, j)

3. Least ambiguous protection path (LAPP):
w', = Ambiguity’, (4.3)

where Ambiguity’, is calculated using Eq. 3.1, with the assumption that the paths
wp’, and pp’, have been established in the network.

After we assign the weights for each candidate protection path, we choose the path with
the least weight and a viable wavelength. If no candidate path has any available wavelength
for all links, then the working path is not established (Line 12). The wavelength can be
chosen using any wavelength allocation scheme.

4.3 Performance Evaluation and Discussion

Similarly to Section 3.4, we evaluate the performance of the proposed FLA-P scheme
via discrete event-drive network simulations. First we compare the failure localization
accuracy between monitoring and not monitoring the protection paths. Next, we compare
the performance of the three different schemes: SPP, LCPP and LAPP.

4.3.1 Monitoring Protection Paths

In Chapter 3, we use the working paths to monitor the network and we do not consider
protection paths. In this section, we will compare the performance when monitoring only
the working paths and when monitoring both working and protection paths. For the sake
of simplicity, we consider the set of candidate working paths to be just the shortest path
from source s to destination d. Therefore, the working path is always the shortest path.
We precalculate the shortest path via Djikstra’s shortest path algorithm [10]. The set of
candidate working paths for each source-destination pair is the k-shortest paths (KSP)
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(obtained via Yen’s algorithm [77]) from the residual network obtained by removing all
links traversed by the shortest path. We consider 3 alternate paths for the candidate
protection paths.

We examine both cases under the two network topologies illustrated in Fig. 3.2, the
5N7L network and the SmallNet network. Each link contains 16 wavelengths. The con-
nection request follow a Poisson process, with an arrival rate of A\. The holding time are
exponentially distributed, with an average of 1 time unit. We simulate 10,000 single-link
failures for each run. We considered that the MTBEF follows an exponential distribution
with an average of 12 time units.

The protection paths are chosen using the SPP scheme, which will prioritize the pro-
tection path with the least hop count, i.e. the shortest path. The deployed wavelength
allocation is FF, where we select the first viable wavelength from an ordered list of wave-
lengths. The working paths and protection paths use the same ordered wavelength list,
however, the protection paths consider a reverse order for the list of wavelengths.

Observe that a protection path is always disjoint from its corresponding working path.
When calculating the ambiguity according to Eq. 3.1, two disjoint paths may have a
higher ambiguity than just one path. Fig. 4.1 shows an example of two disjoint paths for
a connection request from node 0 to node 2. Observe that if we consider only the working
path, we have only one active link, and a failure in this one link has only one possible
location. Hence, the ambiguity for the working path is 1. When we consider both the
working path (wg) and protection path (pg), we have three active links, and a fault in links
(0,1) and (1,2) have two possible locations. The overall ambiguity for this case is 1.67.
Although having more paths in the network usually decreases the ambiguity, two disjoint
paths increases the ambiguity. However, notice that the ambiguity is increased only for
the protection paths. The working paths have either the same ambiguity, or a reduced
ambiguity. For service interrupting faults, the monitoring of the protection paths always
improve the accuracy fault location accuracy. Hence, we will consider in our results only
faults that affect working paths.

Figure 4.1: Example of two disjoint paths, pyg and wq in the 5N7L network.
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Fig. 4.2 shows the fault location accuracy for both networks under a traffic load ranging
from 1 to 5 Erlangs for the 5N7L network, and from 1 to 10 Erlangs for the SmallNet
network. This range was chosen mainly because there are no blocked request in this range.
Similarly to Fig. 3.3 from section 3.4, the accuracy increases with the traffic load, and
for a traffic load big enough, the accuracy will be approximately 1. By monitoring more
paths we have a better accuracy for fault localization, however, it is still not possible to
guarantee UFL. Table 4.1 shows the exact accuracy in percentage for specific traffic loads.
There is a significant increase in accuracy, that can be a big as 9% for the 5N7L network
and almost 20% for the SmallNet network. The increased accuracy is not exclusively due
to having more paths to monitor. The accuracy for the SmallNet network under a traffic
load of 10 Erlangs without monitoring the protection paths is 73.1%. When monitoring the
the protection paths under a traffic load of 5 Erlangs, the accuracy is 76.9%. Even though
both cases may have a similar number of monitored paths, the protection paths are usually
longer than the working paths and disjoint from the main working path, which spreads the
monitoring without having to accurately locate any fault at the protection paths.
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Figure 4.2: Fault location accuracy when not monitoring the protection paths and when
monitoring the protection paths.

Next we have Fig. 4.3, which shows the average number of possible fault locations. The
number of possible fault locations reduces as the traffic load increases. The ideal number
of possible fault locations is just 1 location, as it implies we were able of unambiguously
locating the network fault. If we keep increasing the traffic load, eventually we will reach
for both cases values very close to 1. However, it is preferable for the network to work under
a traffic loads in which either there are no blocked requests, or the blocking probability is
negligible. For the considered network load, with no blocked requests, there is a significant
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Monitoring SNTL SmallNet
1 Erlang | 3 Erlangs | 5 Erlangs | 1 Erlang | 5 Erlangs | 10 Erlangs
No Protection 73.1% 81% 88.4% 49.3% 57.8% 73.1%
Path Protection | 78.1% 90% 96.4% 53.7% 76.9% 92.8%

Table 4.1: Fault location accuracy in percentage when not monitoring the protection paths
and when monitoring the protection paths.

improvement in the number of possible fault locations when monitoring the protection
paths. For both networks, monitoring the protection paths can reduce the average number
of possible fault locations by over 10%.
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Figure 4.3: Average number of possible fault locations when not monitoring the protection
paths and when monitoring the protection paths.

Besides just the average number of possible fault locations, it is important to also
analyse the full distribution for the number of possible fault locations. We have in Figs.
4.4 and 4.5 the rate in which there are up to S possible fault locations for the 5N7L network
and the SmallNet network, respectively. Notice that for S = 1 the curve is the same as
the fault location accuracy shown in Fig. 4.2.

For the 5N7L network (Fig. 4.4), we have that the number of possible fault locations is
always below S = 2, which is mainly due to the network size. We fixed the working path
to be always the shortest path, and for the 5N7L topology, the minimum distance between
any source-destination pairs always less or equal to 2 hops. This means that for any fault
in this network we are able to always gather enough information to narrow the number of
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Rate
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Traffic load (Erlang) Traffic load (Erlang)

(a) No protection. (b) Path protection.

Figure 4.4: Rate in which the number of possible fault locations is S = 1 and S < 2 for
the cases where we are not monitoring the protection paths and where we are monitoring

the protection paths for the 5N7L network.

Rate
Rate

6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
Traffic load (Erlang)

1 2 3 4 5
Traffic load (Erlang)

(a) No protection. (b) Path protection.

Figure 4.5: Rate in which the number of possible fault locations is S = 1, S < 2 and
S < 3 for the cases where we are not monitoring the protection paths and where we are

monitoring the protection paths for the SmallNet network.

possible fault locations to just 2 links.

For the SmallNet network (Fig. 4.5), we have that it is very rare to have 3 possible
fault locations and for the 10,000 simulated faults, and not even a single case has over 3
possible fault locations. Observe that when we monitor the protection paths, we have less
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variance in the number of possible fault locations. By monitoring the protection paths, we
are able to further reduce the frequency in which S = 3, however, it is unavoidable to have
a few cases with 3 fault locations.

Monitoring the protection paths greatly improved the failure localization performance.
However, the use of protection path comes with a cost. Since a protection path is usually
longer than its working path, the number of wavelength reserved for protection can easily
surpass the wavelengths used by the working paths. Since we cannot allocate the reserved
wavelengths to new connection requests, there is also an increase in the blocking probability.
The costs of using protection path is discussed with more detail in the next section.

4.3.2 Comparing Different Protection Routing Schemes

In this section, we will analyse the FLA-P under three different schemes, the SPP, LCPP
and LAPP. We use the same set of candidate working paths and protection paths from
the previous part. For the wavelength allocation we use the FF scheme for all cases. We
examine the three schemes for the 5N7L network and the SmallNet network. Each link
contains 16 wavelengths. The connection request follow a Poisson process, with an arrival
rate of A. The holding time are exponentially distributed, with an average of 1 time unit.
We simulate 10, 000 single-link failures for each run. We considered that the MTBF follows
an exponential distribution with an average of 12 time units. For most of the results, the
traffic loads range from 1 to 5 Erlangs for the 5SN7L network, and 1 to 10 Erlangs for the
SmallNet network. This traffic range was chosen, mainly because there are no blocked
requests in this range.

In Fig. 4.6 we have the fault location accuracy for both networks. The accuracy
tends to increase with the network load. Differently from the results presented in section
3.4, focusing on minimizing the ambiguity does not result in a huge improvement in the
performance. In fact, for the SN7L the LCPP has almost the same performance as the
LAPP, and for the SmallNet network the difference between both schemes is around 1%
(see Table 4.2).While spreading the working paths resulted in a worse fault localization
accuracy, spreading the protection paths actually improves it, as faults that interrupts only
the protection paths are not considered when calculating the fault location accuracy. For
the SmallNet, on the other hand, the LCPP scheme has the same performance of the SPP
scheme, whereas the LAPP scheme outperforms the other two scheme by 1 — 4%. This
difference is only expected to increase for bigger networks.

Fig. 4.7 shows the average number of possible fault locations. The number of possible
fault location decreases as the traffic load increases. The 5N7L is a very small network,
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Figure 4.6: Fault location accuracy for (a) 5N7L network and (b) SmallNet network for
the SPP, LCPP and LAPP schemes.

Traffic load (Erlang)

(b) SmallNet network.

Scheme SNTL SmallNet
1 Erlang | 5 Erlangs | 10 Erlangs || 1 Erlang | 10 Erlangs | 20 Erlangs
SPP 78.1% 90% 96.4% 53.7% 76.9% 92.8%
LCPP 78.7% 91.5% 97.1% 53.5% 76.6% 93.2%
LAPP 79.1% 91.8% 97.1% 55.2% 80.4% 94.4%

Table 4.2: Fault location accuracy in percentage for SPP, LCPP and LAPP.

and there are not many alternate routes disjoint from the main working path from which a
protection path can choose from. As such, although the SPP curve is a little bit worse than
the other schemes for the 5N7L network, there is little to no difference between the curves.
For a bigger network, such as the SmallNet, there is a more significant improvement for
the LAPP scheme compared to the other schemes.

Figs. 4.8 and 4.9 show the rate in which there are up to S possible fault locations for
the HDN7L network and the SmallNet network, respectively. For the 5N7L network (see
Fig. 4.8), we have a very similar result to the one shown in Fig. 4.4b. Once again the
maximum number of possible fault location is 2, due to the network topology. Similarly,
for the SmallNet network (see Fig. 4.9), we have a very similar result to the one shown in
Fig. 4.5b. Once again the maximum number of possible fault location is 3, however, it is
very rare. Less than 5% of the cases have over 2 possible fault locations. The maximum
number of possible fault locations is mainly determined by the length of the working path.
Even though monitoring the protection path can reduce the average number of possible
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Figure 4.7: Average number of possible fault locations for (a) 5N7L network and (b)
SmallNet network for the SPP, LCPP and LAPP schemes.

fault locations, only the working paths affects the maximum.

Rate
Rate
Rate

1 2 3 4 5 . 1 2 3 4 5 . 1 2 3 4 5
Traffic load (Erlang) Traffic load (Erlang) Traffic load (Erlang)
(a) SPP. (b) LCPP. (c) LAPP.

Figure 4.8: Rate in which the number of possible fault locations is S = 1 and S < 2 for
the SPP, LCPP and LAPP schemes for the 5N7L network.

Fig. 4.10 shows the average length in hops for the protection paths. This figure is
very similar to Fig. 3.8. The LAPP scheme, that prioritizes minimizing the ambiguity,
has long paths for lower network loads, and as the traffic load increase the average path
length decreases, until it is similar to the length of the paths from the SPP scheme. The
LCPP scheme deploys longer paths for increased network loads, as it always tries to choose
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Figure 4.9: Rate in which the number of possible fault locationsis S =1, S <2and S < 3
for the SPP, LCPP and LAPP schemes for the 5N7L network.

the least congested path. The SPP is constant, as it always chooses the shortest available
path.
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Figure 4.10: Average protection path length for (a) 5N7L network and (b) SmallNet net-
work for the SPP, LCPP and LAPP schemes.

The above results show that there is an increase in the failure localization performance
with the LAPP scheme. However, the use of protection paths have a cost. Observe that
when reserving bandwidth for the protection paths, we can either reserve a dedicated wave-
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length slot for each link the protection path traverses, or we can share some wavelengths
that are reserved for other protection paths, i.e. we can use either dedicated protection or
shared protection. For all previous analysed results we considered dedicated protection,
and the results for the failure localization metrics are the same when using either dedicated
protection or shared protection. The difference in the performance of a shared protection
scheme and a dedicated protection scheme is in the cover length and blocking probabil-
ity. A shared protection scheme requires less bandwidth, since the protection paths can
share some wavelengths whenever their respective working paths are disjoint. Since we
did not consider wavelength sharing during the routing process nor during the wavelength
allocation, the number of occupied wavelengths by the protection paths could be further
reduced. The cover length for both dedicated and shared protection is over twice as big
that the cover length for the working paths.

Figs. 4.11 and 4.12 show a comparison in the protection cover length for dedicated
and shared protection. Protection cover length refers to the wavelengths reserved for
protection paths. The LCPP scheme has the highest protection cover length between
the three schemes for both networks, however, the difference between the SPP, LCPP
and LAPP is very small when compared to the difference between dedicated and shared
protection schemes.

:; —— Dedicated /] % 14 Dedicated :g —— Dedicated /]
< 12 1 Shared < Shared e 121 -+++ Shared
— - 12 - |
S o 10 A 5]
o o o
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S S 8- oS
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Traffic load (Erlang) Traffic load (Erlang) Traffic load (Erlang)
(a) SPP. (b) LCPP. (c) LAPP.

Figure 4.11: Protection cover length comparison for dedicated and shared protection
schemes for the 5N7L network.

For the 5N7L network (Fig. 4.11), shared protection is around 20% smaller than the
dedicated protection for 5 Erlangs, and this difference will only increase with the traffic
load. For the SmallNet network, we also have a decrease of around 20% for the shared
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Figure 4.12: Protection cover length comparison for dedicated and shared protection
schemes for the SmallNet network.

protection under a traffic load of 10 Erlangs.

Shared protection has a much better cover length than the dedicated protection, which
ultimately results in a reduced blocking probability. Figs. 4.13 and 4.14 show the blocking
probability the the SPP, LCPP and LAPP schemes for the 5N7L network and the SmallNet
network, respectively. When comparing the blocking probability for the dedicated protec-
tion and shared protection schemes, we have that the blocking probability for the shared
protection scheme is a fraction of the blocking probability for the dedicated protection
schemes. For both networks we have that the blocking probability for the shared protec-
tion scheme can be less than half of the blocking probability for the dedicated protection
scheme.

Notice that the LCPP scheme had an increased cover length compared to the SPP and
LAPP schemes, however, it has the lowest blocking probability out of all three schemes,
while the SPP and LAPP schemes have almost the same blocking probability. For dedicated
protection in the 5N7L network, the blocking probability for the LCPP was around 0.4%
smaller than for the other two schemes for 20 Erlangs, whereas for the SmallNet network
the blocking probability for the LCPP is 0.8% smaller than the blocking probability of the
SPP and LAPP schemes for 50 Erlangs.

In general, the proposed LAPP is capable of outperforming both SPP and LCPP in
regards to failure localization at a cost of a small increase in the blocking probability when
compared to the LCPP scheme. The use of either dedicated protection or shared protection
does not affect the failure localization performance, however, using shared protection does
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reduce wavelength occupancy and blocking probability at the cost of not being able to
restore traffic in case of multiple link failures at the same time.
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Figure 4.13: Blocking Probability for dedicated and shared protection schemes for the
5NTL network.
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Figure 4.14: Blocking Probability for dedicated and shared protection schemes for the
SmallNet network.
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Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this work, we present two failure localization aware (FLA) schemes based on in-band
monitoring. When probing the established lightpaths and a links fails, based on the pres-
ence and absence of alarms from the affected and unaffected paths, it is possible to either
locate the fault or find a small set of possible fault locations. As the information ob-
tained exclusively from the established lightpaths is usually not enough to achieve UFL,
we introduce a metric for failure localization called ambiguity. Based on the concept of
ambiguity, we propose a FLA-RWA scheme called LAP. The LAP algorithm precomputes
offline the KSP, and for each connection request it calculates which of the pre-determined
paths can service the connection request with the least ambiguity in failure localization.
We then evaluated the performance of the LAP routing, compared to two classic routing
schemes, the ASP and the LCP. From a failure localization perspective, the LAP scheme
outperforms both ASP and LCP schemes. Compared to the ASP, the LAP scheme uses
more bandwidth, but it is a negligible increase when compared to traditional out-of-band
monitoring schemes, such as m-trail. Not only that, but the increased bandwidth usage
is only necessary when most of the network is idle. Under heavy traffic loads, the LAP
scheme has the same blocking probability as the ASP scheme.

Alternatively, we can also extend the probing from just the working paths to the pro-
tection paths. By also monitoring the protection paths, we can greatly improve the failure
localization for faults in the working paths, specially in bigger networks. In order to fur-
ther improve the failure localization accuracy, we propose an ambiguity based scheme to
assign the routes for the protection paths, the LAPP scheme. We once again compare
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the proposed scheme with two other schemes, the SPP and LCPP schemes, and we obtain
similar conclusions from the previous set of routing schemes. We also compare the use of
dedicated protection and shared protection for the three considered protection path mon-
itoring schemes. From our results, we observe that the use of shared protection paths do
not affect the failure localization accuracy.

5.2 Future Works

The presented FLA schemes can improve in-band failure localization, however, there are
several limitations and aspects from these schemes that needs more work:

e None of the algorithms proposed in this work can guarantee UFL. One way of improv-
ing the fault localization accuracy would be to deploy some dedicated supervisory
lightpaths for monitoring, similarly to an m-trail. For dynamic traffic arrivals, it
may be impossible to guarantee UFL, but we may be able to get very close to it at
a fraction of the cost of a full m-trail solution.

e The equation for the ambiguity (Eq. 3.1) is very complex, and its computation time
increases drastically for bigger networks. To use it in real time operations for real
world networks, as it is proposed here, is just unfeasible. Ideally, we should be able to
define a simple heuristic to pick the least ambiguous path without having to calculate
the ambiguity:.

e For our simulations we obtained the candidate protection paths disjoint from the
working path out of residual networks. This creates the possibility of not being
to find a disjoint path due to a trap topology. There are better ways to generate
a pair of path-disjoint routes, such as using Suurballe’s algorithm [59]. Although
the design of the protection paths presented in this work did show a significant
improvement from just using the pair of the shortest available disjoint-paths as the
working and protection path, an algorithm that configured the routes of both working
and protection paths should be able to easily surpass the results presented here.

e There are several works in the literature that uses a machine learning algorithm to
predict traffic arrivals. To use such predictions to design an optimal route allocation
for fault detection could improve the fault localization accuracy.
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Glossary

cover length Total number of wavelengths dedicated to fault localization. 10, 22, 23, 26,
31, 33, 46, 47

cycle cover A set of cycles that covers every node and edge of the network at least once.
12

dedicated protection Each protection path has its own dedicated bandwidth. 19, 46,
47, 50

Eulerian cycle A cycle that passes through every node at least once. 12

Eulerian graph A connected graph where each node has an even degree, i.e., each node
connects to an even number of nodes [5]. 12

hard fault Faults that completely interrupts the signal. 7

in-band monitoring Monitoring established lightpaths to locate failures in the network.
7-10, 49

lightpath All optical WDM-channel that may span through multiple links. Two light-
paths cannot occupy the same wavelength in the same link because they will interfere

with each other. 2, 4, 811, 18, 19, 21-23, 26, 31, 35, 49

out-of-band monitoring Monitoring scheme that deploys a dedicated supervisory light-
path with a monitor at the end node. 7, 10, 11, 49

protection path Lightpath with an alternate route that carries the traffic in case the
main path fails. 2, 18-20, 35-46, 49, 50

29



shared protection Protection paths from disjoint working paths can traverse the same
link while occupying the same wavelength, i.e. protection paths can share wave-
lengths with other protection paths. 19, 46, 47, 50

soft fault Faults that degrades signal quality. 7

spanning tree A tree that contains all vertices (nodes) on the graph [5]. 12

wavelength-continuity constraint A lightpath must occupy the same wavelength through-
out all links it passed through, unless there are wavelengths converters. 4, 5, 24

working path Lightpath that carries the traffic during normal operation. 2, 18-20, 31,
35-40, 42-44, 46, 49, 50
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