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Abstract

The extensive impact of Deep Neural Networks (DNNs) on various industrial applications
and research areas within the last decade can not be overstated. However, they are also
subject to notable limitations, namely their vulnerability to various forms of security at-
tacks and their need for excessive data - especially for particular types of DNNs such as
generative adversarial networks (GANs). Tackling the former challenge, researchers have
proposed several testing, analysis and verification (TAV) methods for DNNs. However, cur-
rent state-of-the-art DNN TAV methods are either not scalable to industrial sized DNNs
or are not expressible (i.e. can not test DNNs for a rich set of properties). On the other
hand, making GANs more data-efficient is an open area of research, and can potentially
lead to improvements in training time and costs.

In this work, I address these issues by leveraging domain knowledge - task specific
knowledge provided as an additional source of information - in order to better test and train
DNNs. In particular, I present Constrained Gradient Descent (CGD), a novel algorithm
(and a resultant tool called CGDTest) that leverages domain knowledge (in the form of
logical constraints) to create a DNN TAV method that is both scalable and expressible.
Further, I introduce a novel gradient descent method (and a resultant GAN referred to as
xAI-GAN) that leverages domain knowledge (provided in the form of neuron importance)
to train GANs to be more data-efficient. Through empirical evaluation, I show that both
tools improve over current state-of-the-art methods in their respective applications. This
thesis highlights the potential of leveraging domain knowledge to mitigate DNN weaknesses
and paves the way for further research in this area.
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Chapter 1

Introduction

It is no exaggeration to claim that Deep Neural Networks (DNNs) have transformed many
industries and research areas within the last decade, impacting several sub-fields of AI,
computer science, engineering and even basic sciences [42, 59, 117]. This success has
prompted industry practitioners and machine learning researchers to propose their use in
various domains such as natural language processing [90], computer vision [130], and as
autonomous vehicle controllers [47]. Their impact is so great that it is hard to find an
industry where the use of DNNs has not been proposed and/or researched.

However, DNNs also present many unique challenges. For example, they pose security
concerns since they are vulnerable to several kinds of attacks such as adversarial, data-
poisoning, membership inference, and model inversion attacks [22, 120, 103, 54]. Further,
DNNs can require a lot of data for training, acquiring which can be time consuming and
expensive [126]. Additionally, DNNs present various interpretability and explainability
challenges. Despite their considerable success, it is still unclear why DNNs are as effective
as they are [14, 51, 127].

Recognizing the security vulnerabilities of DNNs, researchers have proposed a variety
of testing, analysis and verification (TAV) methods tailored to them [62, 87, 160]. These
methods can be broadly classified as testing, verification/program analysis and reachability
methods. Testing methods aim to find inputs that satisfy some constraints on the given
DNN [142]. Verification/program analysis methods, on the other hand, symbolically
“capture” the model and often use a SAT or an SMT solver to either find inputs that
satisfy the constraints or prove that the DNN adheres to the given properties [72, 70].
Finally, reachability methods define an allowable input region and propagate that region
through the network, resulting in an output domain that encapsulates all possible outputs
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given any input described in the input region [87, 137].

DNN testing methods can scale very well and place no restrictions on the type of
DNN analyzed. However, they lack the ability to test for a rich set of security properties
(such as for different forms of adversarial robustness) and do not provide any certificates
of guarantee. Verification methods are very useful when a user requires a certificate of
guarantee and allow for rich set of properties to be specified, but place restrictions on
the kinds of DNNs that can be analyzed and their scalability is poor at best. Reachability
methods scale better than verification methods and are general, but score low on testing for
a rich set of properties and certificates of guarantee measures (see Chapter 3 for more details
on DNN TAV methods and their limitations). In many industrial and academic settings,
model developers demand a method that is scalable to millions of parameters and is suitable
for many architectures, while allowing to check for many types of DNN properties1. As
a consequence, there is a need to find such a DNN TAV method that is scalable to these
industrial sized DNNs while posing no restrictions on the DNN architecture and allowing
to test a rich set of properties.

Further, DNNs can require lots of data based on their task. The collection of high-
quality labelled data often requires a lot of resources such as time and money and is
considered a ‘major bottleneck’ in machine learning research [126]. Notably, generative
adversarial networks (GANs), a type of machine learning model that uses two DNNs in
order to generate data that is indistinguishable from a target distribution, is notorious for
requiring a lot of data for successful training [162]. As a result, researchers have recently
looked at ways to make GANs more data-efficient [162, 25, 158]. However, while these
methods are promising, there is still a need to find other ways of making GANs (and
DNNs in general) more data-efficient (see Chapter 4 for more information).

A potential way to address both of the above DNN limitations is by leveraging domain
knowledge, for example, in the form of logical constraints. While knowledge of a domain is
indirectly used in DNNs (and machine learning in general) by annotating data or selecting
features, domain knowledge by contrast refers to task-specific knowledge that is provided
(e.g. in the form of logical constraints) as an additional source of information to the DNN
model [149, 15]. This knowledge can be sourced either from a subject matter (human)
expert or other software systems. An example is [129] where domain knowledge in the
form of mathematical equations is used to create new labelled data.

1Note that, while being able to provide certificate of guarantees is useful, finding an incomplete DNN
TAV method with the properties listed above is of tremendous value for both industry and research use.
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Problem Statement:

In this thesis I address the following question, can domain knowledge be leveraged to better
test and train deep neural networks (DNNs)?

More specifically, recent works suggest leveraging domain knowledge can help improve
standard DNN training [140, 52]. Can domain knowledge be leveraged in order to create
a DNN TAV method that improves over current state-of-the-art methods in terms of scal-
ability and expressibility? Further, standard methods of leveraging domain knowledge to
DNNs may not work for particular kinds of DNNs, such as generative adversarial networks
(GANs), since GANs are a collection of two separate DNNs with an adversarial relation-
ship (see Section 2.2 for more information). Can domain knowledge be leveraged to these
types of DNNs to improve their training?

1.1 Related Work

There are several recent research works that investigate methods of injecting domain knowl-
edge in DNNs [140, 52, 149, 15]. In many cases, domain knowledge is provided as physical
simulations or equations and used to provide more annotated data [140, 149]. In other
cases, domain knowledge is leveraged by converting to loss functions [36], regularization
terms [30] or injecting into the DNN architecture [40]. Regardless, most methods serve
to inject domain knowledge to standard DNN training. By contrast, I look at ways of
leveraging domain knowledge to test DNNs, and train GANs - a particular type of DNN.

Note that leveraging domain knowledge is not exclusive to DNNs. In fact, there is
a greater amount of research investigating ways to leverage domain knowledge in other
machine learning models [149, 29, 83, 74]. Examples include integrating domain knowledge
in support vector machines (SVMs) [83] and k-nearest neighbour (KNN) [74] models.

This work can be broadly positioned in the areas of research that aim to incorporate
additional capability in Machine Learning. At the forefront of this is the field of Neuro-
symbolic AI, which aims to combine symbolic reasoning with learning capabilities [6, 27,
58]. Another notable line of research aims to integrate special layers in DNNs that can
solve more complex problems, often using optimization solvers [73, 121]. These fields are
in their early stages and are very active areas of research.
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1.2 Contributions:

In summary, I show in this thesis that domain knowledge can be leveraged in order to better
test and train DNNs (in particular, training GANs). More specifically, the contributions
of this thesis are the following:

1. Constrained Gradient Descent (CGD) Algorithm and its Implementation
CGDTest Tool: a novel algorithm (and a resultant tool called CGDTest) that
leverages domain knowledge given as logical constraints, with the goal of checking
whether DNN satisfy these user-specified logical constraints. I report on detailed
experiments where I empirically evaluate the efficiency of aforementioned tools over
three benchmark suites of 26 models with sizes ranging from 6000 to 11 million
parameters (or number of neurons ranging from over 1000 to over 1.5 million) as
measured by PAR2 score [56]. I show that the CGDTest tool is the most successful
in producing the kinds of inputs as specified by standard definitions of adversarial
examples, while other methods failed and scored much lower, either because they
couldn’t scale to some of the large DNNs or didn’t allow properties to be specified or
placed restrictions on the kinds of DNNs they could analyze. Further, I use two other
notions of adversarial examples and show that CGDTest can test for constraints that
other state-of-the-art tools cannot (Please see Chapter 3.)

2. xAI-guided Gradient Descent Algorithm and xAI-GAN: a novel gradient
descent method (and a resultant GAN referred to as xAI-GAN) that utilizes xAI
systems to focus the gradient descent algorithm on weights that are determined
to be most influential by the xAI system. I implement several versions of xAI-
GAN using different xAI systems. I perform experiments to evaluate the quality
(as measured by Fréchet Inception Distance, abbreviated as FID [57]) of xAI-GANs
relative to standard GANs, show that on MNIST and Fashion MNIST datasets, xAI-
GANs achieve an improvement in FID score compared to standard GANs. Further,
I extend the experiment to the CIFAR 10 dataset, using only 20% of the data for
xAI-GAN while letting standard GAN use 100% of the data and show that xAI-GAN
outperforms standard GAN in FID score even in this setting. I further compare xAI-
GAN with Differentiable Augmentation [162] technique which has been shown to
improve data-efficiency of GANs and show that xAI-GAN outperforms Differentiable
Augmentation, resulting in a better FID score.

In both methods, I provide novel algorithms that leverage domain knowledge to better
test and train DNNs. Note that while the xAI-guided gradient descent process is applied
in the context of GANs, it can also be used to inject domain knowledge to standard DNNs.
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1.3 Thesis Organization:

The rest of the thesis is organized as follows:

1. Chapter two covers background information necessary to understand the rest of
the material covered. In particular, I provide information on gradient descent, the
process by which DNNs learn. I then provide more details on the GAN architecture.
Further, I cover the different forms of domain knowledge used in this work (logical
constraints and explainable AI systems), and show how they are pre-processed.

2. Chapter three covers constrained gradient descent (CGD), a novel DNN TAV
method that addresses the most important concerns of model developers, i.e., a
testing tool that scales to industrial-strength DNNs, is architecture-neutral, and most
importantly enables them to specify and generate inputs to test a large number of
DNN security and reliability properties. In this chapter, I provide an overview on the
various DNN TAV methods before identifying the need for a better method. This
is followed by a detailed information on the CGD algorithm that leverages domain
knowledge to better test DNNs. I compare the implementation of this algorithm
- CGDTest tool - with 9 state-of-the-art testing, verification/program analysis, and
reachability methods along several vectors and show that it is closes the gap identified
as it produces an improvement (in PAR2 score [56]) of over 1500% over the next best
method in some cases. I then provide a detailed overview on related work before
concluding the chapter and identifying potential future work.

3. Chapter four covers xAI-GAN, a novel method of injecting domain-knowledge
(sourced from explainable AI systems) to make Generative Adversarial Networks
(GANs) more data-efficient. In this chapter, I present a detailed overview on this
method - termed xAI-guided gradient descent and contrast it against standard GAN
training. I then report on experiments that evaluated the quality (as measured by
FID [57]) of xAI-GANs relative to standard GANs and show that xAI-GANs outper-
forms standard GAN on the FID scores - especially when there is less data available.
I then provide a summary of related work and contrast them with this method.
In Section 4.5.1, I discuss how xAI-guided gradient descent methods can allow for
greater control over the GAN training process before concluding this chapter.

4. Finally, chapter five concludes the thesis, summarizing the contributions of this work
and contextualizing it with related research work. I also identify future research that
can span from this line of work and describe it’s potential benefits to both industry
and academic settings.
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Chapter 2

Background

2.1 How Neural Networks Learn: Gradient Descent

During the DNN training process, gradient descent1 is used to fit the weights and bias
parameters of the DNN to minimize a given loss function. This loss (or cost) function
estimates the difference between the predicted label y′ and the ground truth y, given
batches of examples and labels. Common loss functions include the mean squared error
function, the root mean squared error function (or `2 loss), and the cross-entropy loss
function. A crucial property of loss functions is that they should be differentiable, which
allows to easily calculate the gradient of loss with respect to the weights and biases.

More specifically, during the forward pass, a batch of example(s) x is provided to the
neural network model M with weight and bias parameters θM . M propagates this batch
through its layers to calculate the predicted label(s) y′. The loss between the ground truth
and predicted labels L(y′, y) is then used to find the gradient of the loss with respect to
the model parameters ∆ ∂L

∂θt
M

. Note that the gradient of the weights and parameters are

calculated for a given layer l (denoted by θM,l) using the gradient of the subsequent layer
θM,l+1. Once the gradients are calculated for all the layers, the model parameters are
updated using a small learning rate α:

θt+1
M = θtM − α ∗∆ ∂L

∂θt
M

1Note that DNNs use back-propagation to efficiently calculate the gradients, and updating the param-
eters using this gradient information is usually considered as a separate process. Here I use the terms
gradient descent and back-propagation inter-changeably.

6



This is the process that needs to be modified modify in order to inject domain knowledge
to test and train DNNs. In the context of constrained gradient descent (CGD), domain
knowledge is provided as logical constraints by adding it to the loss function(refer to 2.3.1).
In the case of xAI-GAN, domain knowledge is given in the form of neuron importance
matrix by modifying the DNN parameter update described above (refer to 2.3.2).

2.2 Generative Adversarial Networks (GANs)

Generative Adversarial Networks (GANs) are a type of DNNs that generate data which is
indistinguishable from a target distribution. While GANs were introduced only a few years
ago, they have been very successfully applied to generate many kinds of data such as text,
images, music and other forms of data [113]. Briefly, standard GAN architectures consist
of a system of paired DNNs, namely, a discriminator D and a generator G. A common
analogy for GAN training is that of a counterfeiter (the generator G) and a detective (the
discriminator D) playing an adversarial game where the counterfeiter makes a fake and
the detective tries to tell if it’s real or not. Over the training process, the detective and
counterfeiter both get better at their jobs, with the end goal being that the counterfeiter
is so proficient that their fakes can pass for the real thing.

In practice, the standard GAN training method involves alternate cycles of discrimi-
nator and generator training. During its training, the discriminator is provided a batch of
examples drawn from both training data from the target distribution, as well as data gen-
erated by the generator (which initially is expected to be just noise). These examples are
correctly labelled as “real” (if they were from the training set) or “generated” (if they are
from the generator). The parameters of discriminator are modified so as to minimize this
loss so that the discriminator can better distinguish real data from the generator output.
By contrast, the generator is trained by providing noise (a vector randomly sampled from
a prior distribution). The resultant output from the generator is given to the discrimina-
tor, and loss is calculated by comparing the discriminators prediction on this data with
the “real” label. The parameters of generator are then modified so as to minimize this
loss. The ideal termination condition for this process is when the generator produces high-
quality data and the discriminator is unable to distinguish between “real” and “generated”
examples2.

2While such termination is ideal, the system can terminate due to other conditions such as in mode-
collapse where the generator loses diversity, mapping all inputs to a small region of the feature space.
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2.3 Domain Knowledge

Domain knowledge can be described as task-specific knowledge that is provided as an extra
source of information to the DNN [15]. Note that this can be explicit information that
is encapsulated by the examples provided to the DNN model, but it does not have to
be. Different sources of domain knowledge include information provided by subject matter
(human) experts, explainable AI (xAI), simulation software, or physics equations [140, 52].
Domain knowledge can be provided in various forms [149]. In this work, I focus on domain
knowledge that is provided in the form of logical constraints (that are differentiable) as well
as provided as neuron importance and describe methods to inject this domain knowledge to
the gradient descent process of DNNs. Note that the methods described are independent
of the source of the domain knowledge and only depend on its format.

2.3.1 Domain Knowledge as Logical Constraints

In this subsection, I describe how to inject domain knowledge provided as logical constraints
to gradient descent in order to test whether a DNN satisfies the constraints. This is done
by first converting these logical constraints differentiable loss functions, as described below.

Constraint Relaxation

In traditional logic, each constraint (or rule) is mapped to either 1 (true) and 0 ( false)
truth value. It is hard to capture uncertainty in this setting - a trait very important to
many AI problems. Further, solving in traditional logic can be computationally intractable.
By contrast, probabilistic soft logic (PSL) [75] - a framework for collective, probabilistic
reasoning in relational domains - uses soft truth values in the interval [0,1]. This allows
inference in this setting to be a continuous optimization problem, which can be solved
efficiently. Additionally, one can encode similarity functions and other relationships as
constraints in this domain.

In order to determine the degree that a constraint is satisfied, PSL uses the Lukasiewicz
t-norm and its corresponding co-norm as the relaxation of logical connectives. These
relaxations, as well as the truth values of the constraints, are designed to be exact at the
extremes (‘fully true’ or ‘fully false’) - and more importantly - provide a consistent mapping
for values in between. This allows to calculate smooth gradient information, which helps
better update parameters.
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The Language of Constraints

Similar to [36], the language of constraints in this setting consists of boolean combinations
of comparisons between terms, where each term is either a constant or a differentiable
function. More formally, the language of constraints can be given as follows:

• ϕ⇒ ϕ ∧ ϕ | ϕ ∨ ϕ | ¬ϕ | comparison

• comparison ⇒ t ≤ t | t = t | t 6= t | t < t

• t⇒ constant | differentiable function

Each term t can be a constant or a real-valued differentiable function that is defined
over inputs, parameters (such as intermediate layer outputs) and outputs of the DNN.
For the implementation, I included a number of popular differentiable functions (e.g. `∞
distance), which can be extended to more functions, as long as they are differentiable.

Translating Constraints to Differentiable Functions

The constraints are mapped to their equivalent differentiable functions using a recursive
program. The mapping is as follows:

1. L(t ≤ t′) := max(t− t′, 0),

2. L(t 6= t′) := ε ∗ [t = t′],

3. L(t = t′) := L(t ≤ t′ ∧ t′ ≤ t),

4. L(t < t′) := L(t ≤ t′ ∧ t 6= t′).

The boolean combination of constraints are converted as follows:

1. L(ϕ′ ∧ ϕ′′) := L(ϕ′) + L(ϕ′′),

2. L(ϕ′ ∨ ϕ′′) := L(ϕ′) ∗ L(ϕ′′).

If ϕ is a negation ¬ϕ′, it is rewritten to a logically equivalent constraint before trans-
lation to loss as follows:
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1. L(¬(t = t′)) := L(t 6= t′),

2. L(¬(t ≤ t′)) := L(t′ < t),

3. L(¬(t 6= t′)) := L(t = t′),

4. L(¬(t < t′)) := L(t′ ≤ t),

5. L(¬(ϕ′ ∧ ϕ′′)) := L(ϕ′ ∨ ϕ′′),

6. L(¬(ϕ′ ∨ ϕ′′)) := L(ϕ′ ∧ ϕ′′),

7. L(¬(¬ϕ′)) := L(ϕ′).

Converting Constraints to Loss

The aforementioned boolean combination of comparison constraints are converted to a loss
form recursively using the translations described above. This differentiable loss function is
referred to as ‘constraint loss’. This approach results in constraint loss with the following
necessary properties:

1. the loss is zero exactly if the constraints are satisfied, and

2. the loss is differentiable everywhere.

Although gradient descent is the primary way in which DNNs learn, it can also be
useful for other purposes. For example, a very common technique in DNN training is `2

regularization, a technique that adds the `2 norm of the set of weights to the loss func-
tion. During the learning process the weights and biases are optimized to both minimize
the classification loss term, but also minimize the weights of the network. In such a way,
regularization can be thought of as another “property” that needs to be respected and can
be encoded using ϕ, similar to the adversarial robustness property definition above. This
technique utilizes this concept of optimizing the network over any differentiable function
(or combination of differentiable functions) to encode a set of constraints as differentiable
functions and perform gradient descent over those constraints - a technique termed con-
strained gradient descent.

Primarily, the gradient of loss with respect to the features of the example is calculated
using x: ∆ ∂L

∂x
. This allows to alter the features in the direction of increased or decreased

loss. When combined with the previous conception of performing gradient descent over
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any differentiable function, the degree to which to alter the features of an input can be
calculated in order to increase or decrease the value of any differentiable function with
regard to those features. One can encode a set of constraints as differentiable functions
and perform gradient descent to alter an input in the direction that minimizes constraint
violations. This is a crucial concept to the CGD method, which uses both loss and con-
straints to attempt to find counterexamples that violate desired properties. In order to use
this constraint loss to test DNNs for property violations, I modify an example along the
gradient of reduced constraint loss, and in this manner test for the existence of examples
that satisfy desired properties.

2.3.2 Domain Knowledge as Neuron Importance

In this subsection, I describe how to inject domain knowledge provided as neuron impor-
tance to gradient descent so as to better train DNNs. Here, I use an explainable AI (xAI)
system in order to source this domain knowledge. Note that xAI systems provide feature
importance, which in the case of GANs can be considered as neuron importance for the
generator (please see Chapter 4.2). This is not universal. However, any domain knowledge
(sourced from a software system or human expert) that provides neuron importance infor-
mation as a matrix format can be used by this method to inject into the gradient descent
process (described below).

Explainable AI (xAI) Systems

As AI models become more complex, there is an increasing demand for interpretability
or explainability of these models from decision makers, stakeholders, and lay users. In
addition, one can make a strong case for a scientific need for explainable AI. Consequently,
there has been considerable interest in xAI systems aimed at creating interpretable AI
models that enable human understanding of AI systems [14].

One way to define xAI systems is as follows: they are algorithms that, given a model
and a prediction, assigns values to each feature of an input that measures how important
that feature is to the prediction. There have been several different xAI systems applied
to DNNs with the goal of improving understanding of how these systems learn. These
systems can do so in a variety of ways, and approaches have been developed such as ones
using formal logic [63], game-theoretic approaches [93], or gradient descent measures [134].
These systems output explanations in a variety of forms such as ranked lists of features,
select subsets of the feature sets, and values weighting the importance of features of input
data used to train machine learning models. An overview of xAI systems is given below.
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Saliency Map [135]: Inspired by the processes by which animals focus attention, saliency
maps compute the importance of each feature in a given input to the resulting classification
by a DNN model. In order to compute a saliency map, a DNN model M , image x and
target label y are required. The loss of the prediction M(x) is computed with respect to
y and used to perform backpropagation to the calculate the gradient ∇x. This is then
normalized to produce the saliency map. While there are similarities between saliency
maps and the process by which the gradients passed by the discriminator to the generator
is calculated, there are some differences. Notably, in the case of color images (such as
CIFAR10 dataset), saliency map computes the maximum magnitude of ∇x for each pixel
across all color channels, while the gradients are computed for each color channel separately.

Lime [125]: Short for Local Interpretable Model-Agnostic, LIME is used to explain the
predictions of a ML classifier by learning an interpretable local model. Given a DNN model
M and input x, Lime creates a set of new N inputs x1, ..., xN by slightly perturbing x.
It then queries M on these new inputs to generate labels y1, ..., yN . The new inputs and
labels are used to train an interpretable model which is expected to approximate M well
in the local vicinity of x. This local model is used to get the feature importance of x.

Feature Permutation [37]: This algorithm was originally introduced for random forests,
but was modified to create a model-agnostic version. At a high level, it measures the
difference in the prediction of a DNN model after permuting the feature’s values. A feature
is deemed “important” if the perturbation changes prediction confidence. Conversely, it
is considered “unimportant” if the perturbation leaves the prediction unchanged. An
overview of this algorithm can be found here [106].

DeepSHAP [93]: DeepSHAP is a combination of the DeepLIFT platform and Shapley
value explanations. Introduced in 2017, the platform is well-suited for neural network
applications and is freely available. DeepSHAP is an efficient Shapley value estimation al-
gorithm. It uses linear composition rules and backpropagation to calculate a compositional
approximation of feature importance values.

Shapley Value Estimation: Classic Shapley regression values are intended for linear
models, where the values represent feature importance. Values are calculated by retraining
models on every subset of features S ⊆ F and valuing each feature based on the prediction
values on models with that feature and without. Unfortunately, this method not only
requires significant retraining but also requires at least 2|F | separate models to cover all
combinations of included features. Methods to approximate the Shapley values by iterating
only over local feature regions, approximating importance using samples from the training
dataset, and other approaches have been proposed to reduce computational effort.

The DeepLIFT xAI system: DeepLIFT uses a set of reference inputs and the conse-
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quent model outputs to identify the importance of features [134]. The difference between
an output and a reference output, denoted by ∆y, is explained in terms of the differences
between the corresponding input and a reference input, given by ∆xi. The reference input
is chosen by the user based on domain knowledge to represent a typical uninformed state.
It is often a set of images from the original dataset that the model is trained on. Each
feature xi is given a value C∆xi∆y which measures the effect of the model output on that
feature being the reference value instead of its original value. The system uses a summa-
tion property where the sum of each feature’s changes sum up to the change in the model
output ∆o of the original in comparison to the reference model:

∑n
i=1 C∆xi∆y = ∆o.

Leveraging Explainable Matrix in Gradient Descent

No matter what xAI system is used, we convert it’s output to a matrix E that that
encapsulates how important a particular feature is. More specifically, a value of 1 (or close
to 1) means that particular feature is very important to the given task, while a value of
0 (or close to 0), represents that the feature is not as important to the given task. Note
however, that the efficacy of the training depends on the efficacy of the xAI system and
hence selecting the appropriate xAI system is crucial.

This matrix E generated by the xAI system is then used in a modified gradient descent
algorithm to update the weights of the DNN by calculating the product (specifically, an
element wise or a Hadamard product [60]) between E and the gradient of the particular
layer output with respect to the loss ∆Dθ,l . More precisely, the explanation matrix E is
used to mask the gradient function, and consequently the “importance of the neurons” are
taken into account in the modification of the DNN’s weights during the application of the
gradient descent.

Using this approach, one can foresee that users might be able to augment such ex-
planation matrices with specifications that spell out relationships (using logical formulas)
between the update methods for the various weights of a DNN. I would like to emphasize
that the standard gradient descent method simply moves toward the greatest decrease in
loss over an n-dimensional space, while by contrast, xAI-guided gradient descent algorithms
can give users greater control over the learning process. The reason that this approach
works well in training GANs is because there is already a procedure where feedback from
the discriminator is provided to the generator(see Section 2.2), and so this can be aug-
mented using the xAI-guided gradient descent. In this context, the matrix E is generated
using the discriminator and applied to the last layer of the generator (see Algorithm 2).

13



Chapter 3

Constrained Gradient Descent
Algorithm for Testing Deep Neural
Networks

3.1 Introduction

Over the last decade, Deep Neural Networks (DNNs) have become ubiquitous and are
being used in a variety of settings from image recognition to safety-critical systems [67,
24, 91]. Simultaneously and unsurprisingly, a plethora of attacks against DNNs have
been recently introduced, including adversarial, data-poisoning, membership inference, and
model inversion attacks, to name just a few [22, 120, 103]. More broadly, there is a clear
recognition in the machine learning as well as in the software engineering, program analysis,
and verification communities that the problem of lack of reliability and security of DNNs
is of grave concern and needs to be addressed effectively [148]. As a result, researchers
have proposed a variety of testing, analysis and verification (TAV), as well as reachability
methods that have been specifically tailored to the DNN setting [62, 87, 160]. (An overview
of each type of method is provided in Section 3.5.)

We can think of some desirable properties for DNN TAV methods. It should be scal-
able (i.e scale to industrial-sized DNNs that often contain 10’s of millions of parameters),
expressible (i.e allow for expressing any property of a DNN), general (i.e should not
place any restrictions on the DNN architecture) and provide correctness guarantees
(i.e provide a certificate of guarantee that asserts that the DNN model adheres to the
input property or provide a counterexample of a violation). (Please refer to Section 3.4
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for a more detailed discussion of these properties of the some of the leading DNN TAV
methods.)

However, none of the above methods can be said to simultaneously possess the proper-
ties stated above. Testing methods can scale very well and place no restrictions on the type
of DNN analyzed, but lack expressibility and do not provide any certificates of guarantee.
Verification methods are very useful when a user requires a certificate of guarantee and
allow for rich properties to be specified, but place restrictions on the kinds of DNNs that
can be analyzed and their scalability is poor at best. Reachability methods scale well and
are general, but score low on expressibility. Further, in the context of DNN verification
and program analysis methods, the constraints (aka, specifications) and DNN-under-test
are represented symbolically. It is widely accepted [80] that this requirement that DNNs
be translated into symbolic form is a major reason for the lack of scalability of verifica-
tion methods. On the other hand, DNN testing methods typically retain models in their
original form, while no additional constraints specifying desired properties are allowed and
therefore are limited from an expressibility point of view.

Problem Statement: Hence, the research questions addressed in this chapter are the
following: is it possible to create a hybrid method where model developers can specify prop-
erties (symbolically or as programs) as domain knowledge (provided as constraints), without
requiring that DNN-under-test be converted into a symbolic form? If so, does this result
in a testing and analysis framework that can scale to industrial-sized DNNs, while scoring
high on the expressibility and generality properties stated above?

Overview of Constrained Gradient Descent (CGD) Algorithm. To answer the
above-stated questions, this chapter proposes a hybrid method, namely the Constrained
Gradient Descent (CGD) algorithm, that combines optimization methods 1 with the abil-
ity to specify mathematical constraints, with the goal of generating DNN test inputs that
satisfy (or alternatively, violate) the specified constraints. Specifically, CGD converts log-
ical constraints into a differentiable loss function (called ‘constraint loss’) following the
approach introduced in Probabilistic Soft Logic [75]. This loss is then minimized us-
ing a modified fast gradient sign method (FGSM) [46]. A detailed description is given
in Section 3.3. Compared to 9 other state-of-the-art testing, verification, and reachabil-
ity methods, CGD method finds test inputs that satisfy security constraints (specifically,
adversarial inputs that are characterized by three different types of constraints) more effi-
ciently on very large DNN models (i.e., scales better to DNNs with millions of parameters),
allows for expressive properties, and generalizes well (i.e., places no restriction on the type
of DNNs analyzed). In more detail, I make the following contributions in this chapter.

1Here the terms “optimization” and “gradient-descent (GD)” are used interchangeably.
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Contributions.

1. Constrained Gradient Descent (CGD) Algorithm and its Implementation
CGDTest Tool: The key contribution is a constrained gradient descent algorithm
(and a resultant tool called CGDTest) that uses logical constraints as part of the
loss function of the Fast Gradient Sign Method, with the goal of creating DNN test
inputs that satisfy these user-specified logical constraints. This method addresses
the most important concerns of model developers, i.e., a testing tool that scales
to industrial-strength DNNs, is architecture-neutral, and most importantly enables
them to specify and generate inputs to test a large number of DNN security and
reliability properties. (Please see Section 3.3.)

2. Comparison of CGDTest with 9 State-of-the-art Methods: First, a qualita-
tive comparison of CGDTest tool with state-of-the-art testing, verification/program
analysis, and reachability methods along several vectors (refer Section 3.4) is con-
ducted. Further, empirical evaluation of all tools is performed over three benchmark
suites of 26 models with sizes ranging from 6000 to 11 million parameters (or number
of neurons ranging from over 1000 to over 1.5 million) as measured by PAR2 score [56],
and it is shown that the CGDTest tool is the most successful in producing the kinds
of inputs as specified by standard definitions of adversarial examples (e.g., produces
adversarial inputs for 97.7% of the experiments with an improvement in PAR2 score
of over 1500% over the next best method using the Flow constraint definition of
adversarial example), while other methods failed and scored much lower, either be-
cause they couldn’t scale to some of the large DNNs or didn’t allow properties to be
specified or placed restrictions on the kinds of DNNs they could analyze. Further,
two other notions of adversarial examples are used to show that CGDTest can test
for constraints that other state-of-the-art tools cannot. (Please see Section 3.4.3.)

3.2 Additional Background

3.2.1 The DNN-SAT Problem

Here I define the problem, dubbed DNN-SAT, that the CGD method is designed to solve.

Definition 3.2.1. The DNN-SAT(M, y, ϕ(x)) decision problem: Given a DNN M ,
a label y, and specification ϕ over inputs, outputs and parameters of M , determine whether
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there exists an input to the DNN x s.t (argmax(M(x)) = y) ∧ ϕ(x). 2

In other words, the DNN-SAT(M, y, ϕ(x)) problem determines whether there exists an
input x to the DNN model M that results in a prediction of y (referred to as ‘satisfying’ the
model), where x also satisfies the given logical constraints ϕ. Note that a better approach
may be to re-define DNN-SAT to be an optimization problem since constraint ϕ may never
be completely satisfied 3.

Definition 3.2.2. The DNN-SAT(M,x, y, ϕ(M,x, y, x′, δ)) adversarial robustness
problem: Given a DNN M , an input x, a label y, and specification ϕ over inputs to
M , determine whether there exists a x′ s.t (argmax(M(x)) = y) ∧ ϕ(M,x, y, x′, δ), where
ϕ(M,x, y, x′, δ) represents (argmax(M(x′)) 6= y)∧(dist(x, x′) < δ) and dist(x, x′) computes
a suitable similarity distance function (e.g `∞ distance). (While I specify only distance
measure here, this method allows for other types of constraints besides distance or similarity
measures.)

The DNN-SAT adversarial robustness problem stated above checks whether the model
M is adversarially robust within a δ range around input x. In other words, for a given
input x, label y, this problem checks whether there exists an adversarial example x′ such
that the distance between x and x′ is less than a given δ while M classifies x′ as a different
label compared to x. Note that the constraints ϕ could have additional restrictions. For
example, one might wish to determine whether the adversarial input x′ possesses certain
qualities - such as containing features within a certain range. In such cases, these properties
can be added to the encoding of ϕ. All of the DNN TAV methods listed in this chapter
can be thought of as solving the DNN-SAT adversarial robustness problem.

3.2.2 Adversarial Examples and the FGSM Method

One can define adversarial examples as DNN inputs that are similar to a correctly classified
input in a well-defined manner, and yet cause a DNN to classify them incorrectly. Often
`p norms are used as a similarity metric, although any desired property can be used. In
the case of an `p norm similarity measure with threshold δ, an example x′ is said to be
adversarial if:

2To be precise, ϕ is parametric in M and y and should ideally be written as ϕ(M,y). The subscripts are
omitted for readability.

3I stress that the DNN-SAT problem is a general definition of verifying whether a DNN adheres to
certain properties and is independent of the DNN architecture, the type of property to verify, and the
solution method.
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Algorithm 1: The Constrained Gradient Descent (CGD) algorithm

Data: DNN M , Label y, Weight ε, Constraint ϕ
Result: DNN Input x s.t. (argmax(M(x)) = y) ∧ ϕ(x)

1 ϕ′ = ConstraintLoss(ϕ) ; // convert ϕ to constraint loss

2 initialize x ; // x is often initialized to be a random vector

3 do
4 if (argmax(M(x)) = y) AND ϕ′(x) = 0 then
5 break ; // terminate if x satisfies the model and constraint

6 end
7 l1 = ϕ′(x) ; // compute constraint loss

8 l2 = Loss(M(x), y) ; // compute misclassification loss

9 ∇x1 = ∂l1
∂x

; // compute gradient of constraint loss w.r.t x

10 ∇x2 = ∂l2
∂x

; // compute gradient of mis-classification loss w.r.t x
11 x = x− ε ∗ (∇x1 +∇x2) ; // update x so as to minimize both losses

12 while True;
13 return x

‖x− x′‖p ≤ ε ∧ argmax(M(x)) 6= argmax(M(x′))

Multiple methods exist for finding adversarial examples, and these methods often use
gradient descent to add a perturbation to an example in the direction of maximized loss.
An example of this is the fast gradient sign method [46]. By aligning the sign of the
perturbation with the sign of the gradient, FGSM can achieve large deviations by exploiting
locally linear behaviour of the model.

3.3 Constrained Gradient Descent (CGD) Algorithm

This section provides an overview of the constrained gradient descent (CGD) method
(please refer Algorithm 1) which is a modification of the Fast Gradient Sign Method
(FGSM) algorithm. The input to the CGD algorithm is a DNN-under-test M , a label y, a
weight ε, and a constraint ϕ that encodes some property of the DNN to test. The output of
the algorithm is an DNN input x that satisfies the constraints ϕ and (argmax(M(x)) = y).

In the CGD algorithm, the user-specified constraints ϕ are first parsed and converted
into a constraint loss ϕ′ function (see Chapter 2 for more details on this process) via a
short piece of code in TensorFlow (line 1). The constraint loss function is constructed in
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such a way that it results in 0 only when all constraints are satisfied. Input x to the DNN
M is initialized as a random vector, whose size is equal to the size of input of M (line 2).
The code then enters a loop that terminates only when the constraints are satisfied (i.e
ϕ′(x) = 0) and the model classifies x as the label y (lines 4-6). If x satisfies these criteria,
the loop is broken out of and x returned as the solution (line 13). Otherwise, gradient
descent is used to modify x so that it can meet both criteria. Specifically, both constraint
loss (line 7) and misclassification loss (line 8) are calculated, and then the gradient of both
losses with respect to x is computed (lines 9 and 10). Finally, both gradient values are
combined, and x is slightly altered (using a small ε value) in order to move in the direction
of decreased loss (line 11). This process continues till either x satisfies both criteria or the
process runs out of time.

Note that in certain settings, one might wish to make the following modifications to
this algorithm for better performance. First, adding a small amount of carefully crafted
noise may help this loss avoid local minima and allow to find results faster (this practice is
often used in FGSM to achieve better results). Second, the constraints may never be fully
satisfied, and in such cases one may wish to find inputs that ‘mostly’ satisfy the constraints.
In this case, a small bound δ can be added to update the conditional statement in line 4
to check whether the constraints are mostly satisfied (i.e ϕ′(x) < δ). Third, one may find
better results if using separate weights ε1, ε2 for each of the gradient values. This can allow
to control the effect of each of the gradient values in order to better alter x. Further, note
that solving for x is in essence a multi-objective optimization problem, and so algorithms
and methods used in this field may be leveraged to achieve better results.

Intuitively, CGD provides an advantage over pure optimization or verification/program
analysis methods. While verification/program analysis methods allow for encoding a rich
set of constraints, they do not scale well because they require that DNNs be presented in
a symbolic form with millions of variables to solve and given as inputs to a solver (such
as MILP or SMT) [81]. On the other hand, CGD converts constraints into a loss func-
tion and utilizes a modified optimization algorithm in order to find inputs that minimize
this loss. This results in CGD having similar scaling capability as optimization methods
while allowing for a richer set of constraints (expressibility), with no restriction on DNN
architectures that can be analyzed (generality).

CGDTest Tool Implementation Details.

I implemented the CGDTest tool using Python 3.8 and Tensorflow 2.2 [1], a popular
open source machine learning framework. CGDTest takes in as input the constraints given
in the language of boolean combinations of comparisons between differentiable loss func-
tions (created in Tensorflow) and floating point values, as described in 2.3.1. The allowable
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differentiable functions are restricted to a small set (including `∞ and `2 distances) that
can be extended as needed to other loss functions as long as they maintain the required
properties. These constraints are then converted to constraint loss using a simple parser
as described in 2.3.1. This constraint loss is then used as input, along with the model M
and label y as input to an implementation of Algorithm 1 in order to find examples that
satisfy constraints. Since CGD can potentially be stuck in an infinite loop, it is terminated
if it reaches a maximum time limit, returning “incomplete”.

3.4 Experimental Evaluation of the CGDTest Tool

This section presents an extensive empirical evaluation of CGDTest tool with state-of-
the-art testing, optimization-based, verification/program analysis, and reachability-based
tools. This comparison is both qualitative along several vectors, and empirical over a set
of 26 medium to large industrial-sized DNNs with parameters ranging from 6000 to 11
million.

Experimental Setup: Hardware and Software: All the experiments were performed
on a machine consisting of four Intel i5-4300U (CPU 1.9 GHz) cores and 16 GB RAM
running Ubuntu 20.04. In order to run the experiments, I implemented an evaluation
framework using Python 3.8, Tensorflow and Keras and compared state-of-the-art DNN
TAV tools on three benchmark suites: VNN-LIB, Defended CNN and Resnet-18. Refer to
Section 3.4.1 for details on the tools and to Section 3.4.2 for information on benchmark
suites.

3.4.1 Qualitative Comparison of DNN TAV Tools

After an extensive and thorough survey of various DNN TAV tools, I chose Fast Gradi-
ent Sign Method (FGSM) [46], Basic Iterative Method (BIM) [82], and Carlini
& Wagner Attack (C&W) [20] from the optimization methods, DLFuzz [79] and Ran-
dom Fuzz from the fuzzing based methods, and Genetic Algorithm (GA) [147] from
genetic algorithm based methods. From the various verification/program analysis based
methods, I selected Marabou [72] and MIP Verify [144] tools. From the reachability-
based methods, I selected ERAN [137]. A qualitative comparison to contrast the strengths
and weaknesses of these DNN TAV tools along several vectors that an industrial DNN de-
veloper would be interested in is provided below.
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Scalability of Method: This refers to how well a method can efficiently generate
test inputs for large industrial-sized neural networks. Testing methods are considered
to have high scalability as they can be used to test DNNs with millions of parameters.
Medium scalability indicates that a method can be suitable for medium-sized networks
that may have multiple hidden layers with over 100,000 parameters. DLFuzz and ERAN
are considered to have medium scalability because they have been used on medium sized
models, while verification methods are known to have low scalability.

Expressibility of Properties: This refers to how expressible a method can be. Strong
expressibility means a method is suitable for testing any property that can be encoded in
the language of constraints accepted by the method. Verification methods are considered to
have strong expressibility because they can encode many kinds of properties symbolically.
Medium expressibility refers to a method that is able to test a large range of properties, but
that some restrictions exist in terms of what properties are expressible in the method’s input
language. ERAN and CGDTest are considered to have medium expressibility. Similarly,
GA is considered to have medium expressibility because it can check for constraints as long
as they produce a fitness value. Conversely, low expressibility refers to methods that are
suitable for a very small number of tasks (usually a single task). The rest of the testing
based methods fall under this category.

Generality: It is common for methods to have restrictions on DNN architectures
that define allowable hyper-parameters, activation functions, and other properties of a
model-under-test. Often these restrictions are in the form of allowable activation functions,
where the method allows for only very restricted kinds activation functions that it can
test. Additional restrictions can come in the form of architectures (such as recurrent
layers). All testing methods compared here do not place any restriction on the architecture
of the DNN-under-test, making them very suitable to test most DNNs. By contrast,
verification methods severely restrict the architecture of the DNN-under-test, often to only
fully-connected layers and ReLu activation functions. Finally, while ERAN places some
restrictions, it allows for a larger variety of DNN architectures as compared to verification
methods.

Certificate of Guarantee: Certain methods can provide rigorous guarantees about
network behaviour. In such cases, the method either produces a formal guarantee that
a DNN satisfies a given property, or a model input that witnesses a property violation
in the DNN-under-test. A certification is considered to be strong if the said method
gives a provable strict guarantee that a property is verified and no counterexamples exist.
Examples of such methods include MIP Verify. In some instances these certificates can be
over-approximated to improve performance. Certificates are considered to be weak when
a method uses relaxation to improve performance, but this relaxation comes at the cost of
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a strict guarantee. In other words, the certification only applies to a relaxed version of the
model, and does not guarantee that the property holds for the model itself, as is the case
for Marabou. ERAN can provide both strong and weak guarantees, based on the settings
used. All other methods, including CGDTest, do not provide any guarantee.

3.4.2 Benchmark Suites

For the experimental evaluation, I chose a set of benchmark suites to perform empirical
evaluation of the scalability of CGDTest and the tools identified in Section 3.4.1.We com-
pare against a suite of benchmarks that consist of 26 models total with model complexity
ranging from 6000 to 11 million parameters. The benchmarks used are:

Convolutional Neural Network (CNN)
Layer Name Shape Parameters
Conv2D (None, 14, 14, 20) 520
MaxPooling2D (None, 7, 7, 20) 0
Conv2D (None, 3, 3, 20) 10,020
MaxPooling2D (None, 1, 1, 20) 0
Dense (None, 64) 1344
Output (64, 10) 650

Total Parameters: 12,534

Table 3.1: Architecture of the CNN Model used in the Defended CNN benchmark

VNN-LIB: “an international initiative whose aim is to encourage collaboration and facil-
itate research and development in Verification of Neural Networks” [148]. The members
of this community provided a collection of benchmarks intended to be used to compare
various DNN TAV tools (refer to [48] for more details on this benchmark suite).

Defended CNN: the second benchmark suite consists of a convolutional neural network
(CNN) trained on MNIST that is defended using projected gradient descent (PGD) al-
gorithm described in [95]. This benchmark is intended to showcase the efficacy of these
methods on DNNs that are defended. The model architecture for the CNN is given in
Table 3.1.

Resnet: The third and final benchmark suite consists of a pre-trained Resnet-18 model
(a detailed description of this architecture can be found in [53]) trained on the ImageNet
dataset. The Resnet-18 model consists of 18 total layers including convolution layers and
consists of over 11 million parameters. Due to the extensive number of parameters in
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this model, this benchmark is intended to showcase the scalability of the TAV methods to
DNNs used in the industry.

3.4.3 Experimental Results

To empirically evaluate all the TAV tools, I created a framework that provides as input
to each tool a triple of DNN model, an input, and a specification and checks whether
the tool produces a result within an allotted time. For the inputs, 25 examples from the
test sets of MNIST and ImageNet datasets were randomly selected. I used a timeout of
600 seconds for the evaluations. The framework was then set to run all TAV tools using
these triples, and record the number of successful adversarial examples (or certificate of
guarantees) generated by each tool.

PAR2 Score: In addition to the number of successful adversarial examples generated, the
framework also calculated the PAR2 score for all tools on each benchmark suite. PAR2
scoring is used by the SAT community in order to effectively compare various SAT solvers
on a suite of benchmarks. PAR2 score is calculated as follows: if a method produces
a result within the time limit, the time taken is recorded (in seconds) to produce that
result. Conversely, if a method is unable to produce a result in the given time, a penalty of
2*time-limit is added. A lower PAR2 score is considered better, as that signifies that the
method was able to find violating inputs (or certify robustness) faster on average over a
method that resulted in a higher PAR2 score. This time is aggregated on each benchmark
suite and an overall PAR2 score for all three benchmark suites is also recorded. In order
to showcase the expressibility of CGDTest, I ran three sets of experiments, each of which
use different constraints to define adversarial examples:

1. Standard Adversarial Constraint: this constraint encodes adversarial examples
as given in Definition 3.2.2. The resulting implementation is called CGDStandard.

2. Natural Adversarial Constraint: this constraint ensures that the original label
y is now the second highest label by the model M on the adversarial input x′. This
resulting implementation is called CGDNatural. The motivation for this is to show
a great weakness of verification tools, that are unfortunately based on Lp-ball ver-
ification. I.e., if a DNN is robust against perturbed images within in an Lp-ball of
the original image, then such DNNs would be certified as resistant to adversarial at-
tacks by today’s verification tools (assuming that these verification tools scale to the
DNN-in-question). Unfortunately, such a certificate does not mean much because an
attacker can still attack such DNNs via ”natural adversarial constraints”. Another
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Standard Adversarial Natural Adversarial Flow Adversarial
TAV Methods PAR2 (sec) PAR2 (sec) PAR2 (sec)
CGDTest 18,476.36 143,010.88 45,170.87
C&W 21,713.19 * *
BIM 23,120.65 * *
FGSM 43,220.72 * *
ERAN 600,040.7 647,970.55 *
MIP Verify 653,736.16 703,006.8 *
DLFuzz 707,066.27 * *
Marabou 703,057.3 728,376.78 *
Random Fuzz 734,821.58 780,000 780,000
Genetic 703,211.67 735,509.32 761,186.62

Table 3.2: Results of all three experiments for the listed TAV tools on the three benchmarks.
A * indicates that the tool was not able to test for the given type of adversarial example.

problem with verification tools is that it is not even clear to us how they will search
the space of inputs for ”natural adversarial” attacks, given the fact that they don’t
leverage gradient information in the way that CGDTest does.

3. Flow Adversarial Constraint: this constraint utilizes spatial transformations
(flow) as given in Xiao et al. [154] to find adversarial examples. More specifically,
given a DNN model M , label y, original input x and new input x′, this constraint
checks whether argmax(M(x′)) 6= y while x′ and x have minimal spatial transforma-
tion perturbation. This implementation is referred to as CGDFlow.

For each of the three sets of constraints, I compared all tools on these benchmark suites.
The results of these experiments is given in Table 3.2. For each experiment, the PAR2
score (in seconds) produced by each TAV method on all the three benchmark suites is
provided, as well as an overall PAR2 score. The result of all three experiments is given in
table 3.2.

Standard Adversarial Constraint Results: Overall, CGDTest was found to have
the lowest PAR2 score of 18,476.36, resulting in an improvement of 14.9% over the next
best tool (C&W). As a group, optimization tools resulted in the best overall PAR2 scores,
with all other tools significantly lagging behind. While verification/program analysis and
reachability tools performed well on the VNN-LIB benchmark suite, they could not scale
to the other two suites. Fuzzing and GA performed consistently poorly on all three suites.
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Natural Adversarial Constraint Results: Overall, CGDTest was again found to
have the lowest PAR2 score of 143,010.88, resulting in an improvement of 353.1% over the
next best tool (ERAN). CGDTest consistently resulted in the lowest PAR2 score across
all benchmarks. Note that optimization based testing tools as well as DLFuzz can not
test for adversarial definitions using these constraints. Verification/program analysis and
reachability based methods resulted in an improvement over their performance in the
previous experiment. However, they were still unable to produce results on the Resnet-18
benchmark.

Flow Constraint Results: Once again, optimization based tools as well as DLFuzz
are unable to test for this property. While verification/program analysis based tools can
theoretically test for spatial perturbations, the corresponding tools do not allow for this
at the moment. The only tool (other than CGDTest) to produce results is the Genetic
tool. CGDTest was again found to have the lowest PAR2 score of 45,170.87, which is over
1500% better than the next best tool (Genetic).

3.4.4 Analysis of Results

While optimization tools were observed to result in great performance w.r.t PAR2 scoring
and the number of adversarial examples generated in experiment 1, they are unable to
test for the constraints given in experiment 2 and 3. By contrast, verification/program
analysis and reachability tools are able to test for the constraints in experiments 1 and
2, and produced good results on the smaller VNN-LIB suite, but were unable to scale
to larger ones. Finally, fuzzing and GA tools showed consistently poor PAR2 results on
all three suites. The CGDTest tool scales and generalizes better than even optimization
tools (with a better overall PAR2 score) - because it uses the same gradient information
in order to efficiently navigate the search space to find inputs while simultaneously taking
into account user-specified constraints. Further, CGDTest is more expressible than other
optimization tools because it allows for encoding of a rich language of constraints and these
constraints also assist with efficiently searching the space of inputs. On the other hand,
unlike verification tools, CGDTest does not produce a certificate of guarantee. Further,
as mentioned previously, one can consider the case of constraints that are composed of
multiple differentiable functions as a multi-objective function. In such cases, careful fine-
tuning of weights may be required in order to better find inputs that minimize the overall
constraint loss. Nevertheless, the scalability, generality and expressibility of CGDTest
make it an ideal method to test DNN properties.
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3.5 Related Work

DNN Testing Methods: As mentioned before, the class of DNN testing methods can be
further sub-divided into three categories: fuzzing, genetic algorithm or GA, and optimiza-
tion or GD methods. Optimization methods generally use some form of gradient descent
to attempt to find examples that satisfy some property. Examples include the Fast Gra-
dient Sign Method (FGSM) [46], the Carlini & Wagner (C&W) attack [20], the DeepFool
attack [107] and Basic Iterative Method (BIM) [46]. These attacks are efficient, extremely
generalizable, and require nothing more than access to the model-under-test (and possibly
a input to modify). However, they come at the expense of both expressibility and cer-
tification. Other common testing methods include input fuzzing and genetic algorithms
that attempt to do the same. Examples include random fuzzing, and DLFuzz [79] that
utilizes neuron coverage statistics to guide fuzz in the direction of greater neuron coverage
to find adversarial examples. DLFuzz has difficulty scaling to industrial-sized networks and
is limited to searching for adversarial examples. By contrast, CGDTest is not only more
efficient compared all competing testing methods, but also scores highly on expressibility
and generality.

Verification/Program Analysis Methods: These methods encode the model-under-
test symbolically and represent properties as formulas or constraints, with the aim of
providing a certificate of guarantee (i.e., no violations of properties) or produce a counter-
example. There are several tools such as the ones by Leofante et al. [85], Büning et al. [18]
and MIP Verify [144] that encode DNNs and properties as MILP problems and use corre-
sponding solvers to prove or disprove the existence of property-violating examples. They
often restrict DNN activation functions and architectures to be piecewise-linear DNNs,
which is not the case for CGDTest. On the other hand, tools like Reluplex [70] and
Maribou [72] are simplex-based methods that can handle arbitrary piecewise linear acti-
vation functions. By contrast to these tools, CGDTest is very efficient and scales to large
industrial-sized DNNs in the experimental evaluation, and also scores highly on generality,
at the expense of certification. Also, CGDTest is less expressive than these verification
methods considered.

Reachability Methods: These methods define an allowable input region and propa-
gate that region through the network, resulting in an output domain that encapsulates
any possible reachable output given one of the input values. Via this method, one can
verify robustness by limiting the input region to a shape around an example (such as a
perturbation bound) and verifying that the reachable outputs do not include incorrect
classifications. Examples of such tools include ERAN [137] and NNV [146]. Unfortunately,
in contrast to CGDTest, these methods do not scale well, and score low on generality
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and expressibility. Unlike verification methods, they do not provide any certificates of
guarantees.

Learning via Constraint Loss: To the best of my knowledge, Kammig et al. were the
first to introduce probabilistic soft logic [75], which allowed for encoding logical constraints
as loss functions that are mostly continuous and used solvers to infer the most probable
explanation (MPE). Xu et al. introduced semantic loss [156] that aims to capture how
well the labels of a DNN align with constraints. This loss is derived using DNN outputs
and logical constraints. Their experiments empirically show that leveraging semantic loss
can result in lower DNN training time. By contrast, the constraints used in this work can
be defined over DNN inputs and parameters, not just outputs. Further, constraint loss
is used to test for property violations. Fisher et al. then introduced DL2 [36] in 2019,
which allows for certain logical constraints to be converted into differential-everywhere loss
functions. The resulting constraint loss function was used in these works to train a DNN
in a manner that minimizes constraint violations by updating DNN parameters so as to
minimize this loss. Further, this work used this loss in order to find training instances that
resulted in a higher loss and added them to the next batch of training. CGD differs from
the above-mentioned methods in the following ways. First, in their methods the constraints
do not have to be defined over DNN parameters, unlike in the case of CGDTest. Second,
this constraint loss is combined with a modified optimization based method (specifically
FGSM). Finally, this method tests a DNN against a given property by finding inputs that
satisfy certain constraints, instead of using it for DNN training.

3.6 Conclusions and Future Work

To address the reliability and security problems associated with DNNs, in this chapter I
propose a new testing algorithm, called the Constrained Gradient Descent (CGD) method,
that leverages domain knowledge provided as logical constraints. Via an extensive em-
pirical evaluation of CGDTest against 9 other state-of-the-art methods (including testing,
verification, and reachability), on a rich benchmark of 26 DNNs with sizes ranging from
6000 to 11 million parameters, I show that CGDTest scales better to large industrial-sized
DNNs, allows users to specify a wide variety of DNN properties, as well as places no re-
strictions on the DNN architecture. While adversarial robustness is the most commonly
researched property of DNNs at the moment, there are other important properties of DNNs
such as equivalence, fairness and bias for which current TAV methods do not work very
well. In these contexts, CGDTest could be an excellent choice as a TAV method.

27



Chapter 4

xAI-GAN: Enhancing Generative
Adversarial Networks via
Explainable AI Systems

4.1 Introduction

Generative Adversarial Networks (GANs), introduced only a few short years ago, already
have had a revolutionary impact on generating data of varied kinds such as images, text,
music, and videos [45]. The critical insight behind a GAN is the idea of corrective feedback
loop from a deep neural network (DNN) called the discriminator back to a generator.
However, a notable weakness of GANs is that they require a lot of data for successful
training. For example, in order to learn to write digits, a human may only need a few
(≤10) examples before she or he learns to replicate them whereas a GAN would often need
several orders of magnitude more data (≥1000s) to learn the same task.

Quantitative evidence for GANs needing lots of data. While it is widely accepted
that GANs need “a lot” of data to successfully learn, there isn’t a lot of quantitative
analysis to support this point of view. Hence, I provide quantitative evidence for this
phenomena as a first step. More precisely, to investigate the impact of the size of data on
GAN training, multiple GANs were trained using the same parameters on varying amounts
of MNIST [84] dataset and compared them via Fréchet Inception Distance [57] (FID) scores.
FID has been shown to be consistent with human evaluation of image quality and is the
standard performance metric for GANs. I adjusted the number of training epochs so that
all models were trained for the same number of iterations. More details on the GAN
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Figure 4.1: FID scores on the same GAN architecture trained on different amounts of data.

architecture and experiment set up can be found in Section 4.3. The results are found
in Figure 4.1. The model trained on 100% of the data is observed to have the best FID
score, while the model trained on only 5% of the data had the worst. There appears to be
a correlation between the size of the data used and the FID score, with a GAN that uses
more data resulting in a better performance. These results are consistent with [162] where
the authors show how GAN training deteriorates given a limited amount of data.

The collection of high-quality labelled data for GANs and other machine learning al-
gorithms often requires a lot of resources such as time and money and is considered a
‘major bottleneck’ in machine learning research [126]. As a consequence, there is a need
for finding other ways of making GANs more data-efficient. Observe that, in the standard
GAN architecture, the feedback provided by the discriminator to the generator is calcu-
lated using only one value (loss). This feedback is calculated as follows. The discriminator
takes as input data from the generator to make a prediction. Next, loss is calculated based
on this prediction and is used by the discriminator to provide feedback to the generator.
This feedback is then used by the generator to perform gradient descent and update it’s
parameters so as to better fool the discriminator. The feedback provided thus originates
from this single real-numbered value (loss). Hence, the research questions I address in this
chapter are the following: is it possible to leverage domain knowledge to provide a “richer”
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Figure 4.2: System Architecture of xAI-GAN.

corrective feedback from the discriminator back to the generator? If so, does it enable GANs
to be more data-efficient?

4.1.1 An Overview of xAI-GAN

To answer the above-mentioned research questions, this chapter proposes a new class of
GANs referred to as xAI-GAN wherein it is possible to provide “richer” corrective feedback
(more than a single value) during training from discriminator to generators via Explainable
AI (xAI) systems. A high-level system architectural overview of the xAI-GAN system is
given in Figure 4.2. Consider the problem of training a GAN with the aim of producing
images of digits (see Chapter 2 for more information on GAN training). Initially, the
untrained generator G is given a noise sample z from a prior noise distribution pz and
produces an example G(z) that is then given to discriminator D. The loss is calculated, and
then the generated image G(z), the discriminator D, and the output of the discriminator
D(G(z)) are fed into an xAI system that produces an explanation as to why the image
resulted in that loss. This explanation is then used to guide the training of the generator
(refer Section 4.2 for details).

As mentioned in Section 2.2, a common analogy for GAN training is that of a coun-
terfeiter (the generator) and a detective (the discriminator) playing an adversarial game.
Over the training process, the detective and counterfeiter both get better at their jobs,
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with the end goal being that the counterfeiter is so proficient that their fakes can pass
for the real thing. To extend this analogy to the xAI-GAN setting, this method works by
using an expert in the field (the xAI system) to help improve the counterfeiter. When the
detective recognizes a fake, the expert tells the counterfeiter what parts of the fake tipped
off the detective. The counterfeiter is thus able to learn better why the detective detected
a fake, and make better decisions to avoid pitfalls in future training.

Explanation Matrix: The explanation produced by xAI systems are converted to the
form of an “explanation matrix” E, wherein, for every feature in an example (e.g., an input
image), a value in the range [0,1] is assigned to the corresponding cell of the matrix E. If a
feature (more precisely, the corresponding cell in E) is assigned value 0 (or close to 0), then
it means that pixel had no impact on the classification decision made by the discriminator
D. If a feature is assigned a value of 1 (or close to 1), then that means that feature is very
important. This could be due to the feature being “determinative” in the classification
made by D or when it “hurts” the classification made by D (more precisely, if the feature
were to be changed, then the confidence of D in its classification would improve). Creating
the explanation matrix in this manner helps to focus the learning process on the most
influential features, regardless of whether those features were beneficial or harmful to the
classification. Note that this is then used to inject to gradient descent (refer to 2.3.2).

4.1.2 Contributions

1. xAI-guided Gradient Descent Algorithm and xAI-GAN: The key contribu-
tion of this chapter is an xAI-guided gradient descent method (and a resultant GAN
referred to as xAI-GAN) that injects domain knowledge sourced from xAI systems
to focus the gradient descent algorithm on weights that are determined to be most
influential by the xAI system (refer Section 4.2.2). Several versions of xAI-GANs
are implemented using different state-of-the-art xAI systems (refer Section 4.2.2),
namely saliency map [135], shap [94], and lime [125]. In Section 4.5.1, I discuss how
xAI-guided gradient descent methods can give those training models greater control
over the learning process.

2. Experimental Evaluation of Quality of Images produced by xAI-GAN vs.
Standard GAN: I performed experiments to evaluate the quality (as measured
by Fréchet Inception Distance, abbreviated as FID [57]) of xAI-GANs relative to
standard GANs. I show that on MNIST and Fashion MNIST datasets, xAI-GANs
achieve an improvement of up to 23.18% in FID score compared to standard GANs
(refer Section 4.3.3).
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Algorithm 2: Generator Training Algorithm. Note that the code block under
the if use xAI block only applies to the xAI-guided generator training.

input : generator G
input : discriminator D
input : explanation system xAI
input : boolean Flag use xAI
output: trained generator G

1 foreach noise sample z do
2 Loss L = Loss(1−D(G(z)) compute Discriminator Gradient ∆D from L

compute Generated Example Gradient ∆G(z) from ∆D if use xAI is True
then

3 compute Explanation Matrix E using xAI compute Modified Gradient
4 ∆′

G(z) = ∆G(z) + α ∗∆G(z) ∗ E compute Generator Gradient ∆G from ∆′
G(z)

5 else
6 compute Generator Gradient ∆G from ∆G(z)

7 end
8 update Generator parameters θG using ∆G

3. Experimental Evaluation of Data Efficiency of xAI-GANs vs. Standard
GANs: I extend the experiments to the CIFAR 10 dataset, using only 20% of the
data for xAI-GAN while letting standard GAN use 100% of the data. xAI-GAN
outperforms standard GAN in FID score even in this setting. I further compare
this work with Differentiable Augmentation [162] technique which has been shown
to improve data-efficiency of GANs. Specifically, I show that xAI-GAN outperforms
Differentiable Augmentation, resulting in a better FID score. Finally, I modify xAI-
GAN to incorporate Differentiable Augmentation and show that the resulting model
has better performance than either version.

4.2 Detailed Overview of xAI-GAN Systems

This section provides a detailed overview of the xAI-GAN system (please refer to Figure 4.2
for the system architecture of xAI-GAN and Algorithm 2 for the gradient descent algorithm
for generator training) and contrast it with standard GAN architectures as well as the way
they are trained. The intuition behind the xAI-guided generator training process is that
the xAI system acts as a guide, shaping the gradient descent in a way that focuses generator
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Generator Discriminator
Dense (100, 256) Dense (1024, 1296)
Dense (256, 512) Dense (1296, 512)
Dense (512, 1296) Dense (512, 256)

Dense (1296, (32, 32)) Dense (256, 1)

Table 4.1: Model Architecture of Fully Connected GAN used in the context of MNIST and
Fashion MNIST experiments.

Generator Discriminator
Conv (4 x 4) Conv (16 x 16)
Conv (8 x 8) Conv (8 x 8)

Conv (16 x 16) Conv (4 x 4)
Conv (32 x 32) Conv (1 x 1)

Table 4.2: Model Architecture of DC-GAN used in the context of the CIFAR10 experi-
ments.

training on those input features that the discriminator recognizes as most important.

4.2.1 Generator Training in Standard GANs

Please refer to Section 2.2 for an overview on GAN training process. Here, I contrast the
difference between xAI-guided generator training with standard GAN generator training.
A single iteration of GAN generator is trained as follows (please refer to Algorithm 2): a
selection of noise samples are drawn from the noise prior and passed through the generator
to get a batch of generated examples (line 1). This batch is labelled as “real” and given to
the discriminator, where the loss is found (line 2), and then used to update the generator
parameters (the corrective feedback step). More precisely, the discriminator’s gradient ∆D

is computed using the parameters of the discriminator and its loss (line 3), which is used
to find the gradient of the generated example ∆G(z) (line 4). Further, the gradients of all
layers in the generator ∆G are then computed using ∆G(z) (line 10). Finally, the parameters
ΘG of the generator are updated using ∆G (line 12) - completing one training iteration.
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4.2.2 xAI-guided Generator Training in xAI-GANs

Observe that in the standard GAN setting the discriminator calculates the corrective feed-
back to the generator using only a single value (loss) per generated image. The entire point
of xAI-guided training is to augment this feedback with the “reason” for the discriminator’s
decision, as determined by the xAI system.

During the xAI-guided gradient descent generator training process, the backpropagation
algorithm is modified to focus generator training on the most meaningful features for
the discriminator’s prediction (please refer to lines 5-8 of Algorithm 2). Following with
propagating the loss through the discriminator to find ∆G(z), an xAI system is used to
produce an explanation matrix E (line 6). E is a set of real values ∈ [0, 1], where greater
values represent features that are more important to the discriminator’s prediction. The
Hadamard (element wise) product of ∆G(z) and M is calculated to get the modified gradient
∆′

G(z) (line 7). In an intuitive sense, E acts as a mask for ∆G(z), focusing the gradient on
the most important features and limiting the gradient on the less important ones. From
there, the gradients of the generator ∆G are calculated from ∆′

G(z) using a small value for

α (line 8) and the parameters are then updated (line 12).

4.2.3 xAI-GAN Implementation Details

I implemented xAI-GAN using Pytorch 1.6 [116], an open source machine learning frame-
work popular in deep learning research. For saliency and shap xAI systems I used Captum
0.2.0 [77], an open source interpretability framework developed by the team at Pytorch.
For the lime-based xAI-GAN system I used the implementation from Lime 0.2.0.1 [125].
The explanation matrix E is generated by each of the xAI systems by taking the absolute
value and normalizing the matrix to create a mask vector with values in range [0, 1].

Pytorch notably has the autograd [115] package which handles automatic differentia-
tion of all tensors. In order to provide xAI-guided feedback to the generator, I overrode
the register backward hook function normally used to inspect gradients. I modified the
gradients of the output layer of the generator using the resultant vector computed by the
Hadamard (element wise) product with the computed mask. This modified gradient is
back-propagated through the generator via the autograd. After extensive testing, I ob-
served that switching on the xAI-guided gradient descent after half the number of training
epochs gives the best results. This is because the discriminator would have learnt the
distribution of the task at hand to a certain extent and consequently the xAI system is
likely to produce better explanations.
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4.3 Experimental Results

I performed extensive experimental evaluation of the xAI-GAN implementation that used
3 different xAI systems, comparing against standard GAN. These experiments were per-
formed on three different datasets:

1. MNIST [84] a collection of 70,000 28x28 grayscale images of handwritten digits,

2. Fashion MNIST [155] a collection of 70,000 28x28 grayscale images of clothing, and

3. CIFAR10 [78] a collection of 60,000 3x32x32 color images of objects.

For the MNIST and Fashion MNIST datasets, the images were resized to 32x32 and fully
connected GANs were used for both standard and xAI-GAN, the architecture for which is
shown in Table 4.1. Leaky relu was the activation used for all but the last layers in the
generator and discriminator. In the last layer, I used tanh for the generator, and sigmoid
for the discriminator. A dropout rate of 0.3 was used during training in discriminator.
For CIFAR10 dataset, I use a DC-GAN architecture for both standard and xAI-GAN as
described in Table 4.2. The generator and discriminator use four convolutional layers, each
with a stride of 2 and padding of 1. Each of them also use a batchnorm layer after every
convolutional layer, except for the last one. The activation functions are identical to the
fully-connected GAN architecture.

4.3.1 Experimental Setup

The batch size was selected to be 128 in the experiments. The Adam optimizer [76] was
used for both generator and discriminator training. I used a learning rate of 0.0002, and
ran experiments using Amazon’s EC2 on a p2.xlarge instance which uses 1 Nvidia’s K80
GPU with 64GiB RAM.

4.3.2 Evaluation Criteria

Based on a thorough literature survey of metrics [113] for the image domain, the following
criteria was developed in order to perform a fair comparison of xAI-GANs vs. standard
GANs:
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Dataset Standard Shap Lime Saliency
MNIST 1221.19 9925.1 38865.93 2215.73

FMNIST 991.11 9694.81 39237.33 2162.24

Table 4.3: Average experiment time taken (in seconds) on MNIST and Fashion MNIST
Datasets

Dataset Standard Shap Lime Saliency
CIFAR10 536.76 13290.34 12988.32 1214.44

+Diff 674.42 14319.87 13352.37 1175.99

Table 4.4: Average experiment time taken (in seconds) by each GAN on MNIST and
Fashion MNIST (FMNIST) datasets.

1. Fréchet Inception Distance (FID): I opted to use Fréchet Inception Distance
(FID) to measure quality since it has been shown to be consistent with human eval-
uation of quality [57]. FID was introduced by Heusel et al., to address the shortcom-
ings of Inception Score (IS) such as the latter’s inability to detect intra-class mode
dropping and vulnerability to noise [57].

At a high level, FID converts a set of images to the feature space provided by a specific
layer in the Inception model. Various statistics, such as the mean and covariance
are computed on the activation values of that layer to generate a multi-dimension
Gaussian distribution. Finally, the Fréchet distance of the two distributions created
using the generated and the training images is computed and provided as the output.
In order to apply FID to MNIST and Fashion MNIST, I use the LeNet classifier,
consistent with [13].

2. Training Time: I also measure the time required for training to identify the over-
head added by xAI systems.

4.3.3 Results on MNIST and Fashion MNIST

I ran the experiments on both MNIST and Fashion MNIST datasets using two settings:
100% data and 35% data (to see the performance of xAI-GAN when data is scarce). The
results of the experiments on MNIST dataset can be found in Figure 4.3. For 100% data,
standard GAN produced an FID score of 1.31. The xAI-GANshap, xAI-GANlime and xAI-
GANsaliency systems resulted in scores of 1.36, 1.21 and 1.26 respectively. The xAI-GANlime

system had the best performance and resulted in an improvement of 7.35% in the FID
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score, as compared to standard GAN. For 35% data, standard GAN produced a score of
1.75 while the xAI-GANshap, xAI-GANlime and xAI-GANsaliency systems produced scores
of 1.50, 1.41 and 1.55 respectively. All three xAI-GAN systems outperformed standard
GAN in this setting, with the xAI-GANlime system resulting in an improvement of 19.62%.
A sample of the images generated by the xAI-GANlime system using 35% data can be seen
in Figure 4.4.

The results of the experiments on the Fashion MNIST dataset can be found in Fig-
ure 4.5. For 100% data, standard GAN produced an FID score of 1.16. The xAI-GANshap,
xAI-GANlime and xAI-GANsaliency systems produced scores of 1.06, 0.97 and 1.1 respec-
tively. Again, the xAI-GANlime system had the best results, with an improvement of
16.67% over standard GAN. For 35% data, standard GAN produced a score of 1.61. The
xAI-GANshap, xAI-GANlime and xAI-GANsaliency systems produced scores of 1.24, 1.35
and 1.34 respectively. Here, the xAI-GANshap system had the best performance, with an
improvement of 23.18%. A sample of the images generated by the xAI-GANshap system
using 35% data can be seen in Figure 4.6.

The average time taken by each of the GANs on the respective dataset can be found
in Table 4.3. The xAI-GANsaliency system runs in about 2x the time that standard GAN
does, while the xAI-GANshap and xAI-GANlime systems take around 10x and 35x the time
that standard GAN requires respectively. The reason for the discrepancy in times between
the xAI-GANs systems is due to the difference between their implementation. Overall,
xAI-GAN has been shown to outperform standard GAN in terms of FID scores, with
improvements of up to 23.18%.

4.3.4 Results on CIFAR10 Dataset

I next ran the experiments on the CIFAR10 dataset using the parameters described earlier.
In order to view the efficacy of xAI-GAN in the case where data is scarce, I used 100%
of the data for the standard GAN while only using 20% data for xAI-GAN. Further, to
compare with the work in [162], I used the Differential Augmentation implementation code
linked in the paper to run another set of experiments. In the latter experiments, I added
Differential Augmentation to all GANs - which will hereafter be referred to as “+ Diff”.
Note that standard GAN+Diff still uses 100% of the data while all the xAI-GANs+Diff
use 20% data. The results of these experiments are found in Figure 4.7. In the first run of
the experiment (i.e without Differential Augmentation), standard GAN resulted in a FID
score of 214.81 while the xAI-GANshap, xAI-GANlime and xAI-GANsaliency systems resulted
in scores of 218.48, 210.04 and 211.16 respectively. The xAI-GANlime system showed the
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best results with around 2.22% improvement in FID score over standard GAN, even with
20% of the data.

Adding Differential Augmentation to standard GAN resulted in an FID score of 212.81,
which is 0.93% improvement in FID score over standard GAN. As previously shown, xAI-
GAN (in particular the xAI-GANlime system) produced better results than Differential
Augmentation - even when using 20% of the data. Moreover, both methods can be com-
bined to produce complementary results. Running xAI-GANs with Differential Augmen-
tation produced better scores for all GANs, with xAI-GANshap+Diff, xAI-GANlime+Diff
and xAI-GANsaliency+Diff resulting in scores of 214.27, 208.45 and 209.70 respectively.

The times taken (in seconds) by each of the GANs to run the experiments can be found
in Table 4.4. xAI-GANsaliency takes around 2x the time and xAI-GANlime and xAI-GANshap

take around 25x the time that standard GAN requires. The time taken by xAI-GANshap

system is similar to the xAI-GANlime system as the implementation of shap is expensive
in the case of colour images. Overall, xAI-GANlime+Diff shows an improvement of 2.96%
in FID score over standard GAN while using 20% of the data. Note that the discrepancy
in FID scores (and conversely, the training time) between xAI-GAN and standard GAN
would be higher if xAI-GANs used 100% of the dataset for training.

4.3.5 Discussion of Experimental Results

I performed extensive experiments using MNIST, Fashion MNIST and CIFAR10 datasets
on both fully connected and DC GANs and showed that xAI-GAN, particularly one using
the lime xAI system, results in improvements of up to 23.18% in FID scores over standard
GAN. I compared this work with [162] and showed that xAI-GAN resulted in improve-
ment over Differential Augmentation in these experiments, and that both techniques are
complementary and can be combined to result in even more improvement in FID scores.
An important take-away is that xAI-GANs show an improvement over standard GANs in
terms of FID score even when using less data.

Regarding the increased training time of xAI-GAN: While xAI-GAN requires more
training time compared to standard GANs due to the overhead of the xAI system, I believe
this is still an advantageous trade-off. GAN research focuses on improving the quality of
the images and handling data scarcity, and consequently the time required to train is not
as important. In addition, xAI systems scale linearly with the number of neurons in the
DNN model. Therefore, the overhead caused by the xAI system will be linear to the model
- allowing most hardware that can train standard GANs to be able to train xAI-GANs.
Furthermore, with the advent of parallel and distributed computing as well as easier access
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to powerful computational resources, the time required to train xAI-GAN will be further
mitigated.

4.4 Related Work

Goodfellow et al. were the first to introduce GANs in [45]. Since then, GANs have
continued to be a popular research topic with many versions of GANs developed [113].
GANs can be broadly classified based on their architecture [124, 104, 23, 96] and the type
of objective function used [101, 9, 99, 35, 161, 50]. To the best of my knowledge, there is
no GAN that uses xAI feedback for training, thus making xAI-GAN the first of its kind.
Further, the method of injecting domain knowledge to GAN training is novel to the best
of my knowledge. I note that the xAI-guided gradient descent algorithm is independent of
architecture or type of objective function used, and therefore can be applied to make any
type of GAN an xAI-GAN.

Differentiable Augmentation [162] is a recent technique that aims to make GANs more
data-efficient by augmenting the training data. The main idea behind this technique is
to increase the data via various types of augmentations on both real and fake images
during GAN training. These augmentations are differentiable and so the feedback from
the discriminator can be propagated back to the generator through the augmentation. On
the other hand, while xAI-GAN also aims to make GANs more data-efficient, this is done
by passing “richer” information from the discriminator to the generator through an xAI
system. I compare xAI-GANs with Differentiable Augmentation in section 4.3.4 and show
that they can be combined to provide further improvements in data-efficiency.

ADAGRAD [33] is an optimization algorithm that maintains separate learning-rates for
each parameter of a DNN based on how frequently the parameter is updated. On the other
hand, xAI-GAN uses xAI feedback to determine how generator parameters are updated
(refer Section 4.2.2).

4.5 Conclusion and Future Work

The empirical results suggest xAI-GAN can be leveraged in settings where data efficiency
is important - such as where training data is limited or in privacy conscious settings. It
can be also used in normal settings to produce better quality GANs.
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4.5.1 Controlling How Models Learn

While standard GANs only use one value (loss) to calculate corrective feedback to the
generator, there are many ways this feedback is used. For instance, several GANs vary
the type of loss function [101, 9, 161, 35, 50] and the selection of the optimizer (such as
Stochastic Gradient Descent) to control how the model learns. Similarly, I believe that
the feedback provided by xAI system using xAI-GAN - which is “richer” compared to only
using the loss value - can allow for greater control over this learning process. This control
can be applied in various ways, such as in selecting the type of xAI system to use, varying
the parameters of the chosen xAI system, offsetting the mask M to adjust the weight
given to xAI feedback, alternating between xAI-guided and standard generator training,
and selecting methods to combine xAI feedback with loss. I argue that xAI-GANs are a
powerful way for users to gain greater control over the training process of GAN models,
and that there are many avenues, applications, and extensions of this idea worth exploring
in the future.

This chapter introduces xAI-GANs, a class of generative adversarial network (GAN)
that leverage domain knowledge sourced from an explainable AI (xAI) system to provide
“richer” feedback from the discriminator to the generator to enable more guided training
and greater control. I next overview xAI systems and standard GAN training and then
introduce the xAI-guided generator training algorithm, contrasting it’s difference with
standard generator training. To the best of my knowledge, xAI-GAN is the first GAN to
utilize xAI feedback for training. I perform experiments using MNIST and Fashion MNIST
datasets and show that xAI-GAN has an improvement in Fréchet Inception Distance of up
to 23.18% as compared to standard GANs. In addition, I train xAI-GAN on the CIFAR10
dataset using only 20% of the data and compare it with standard GAN trained on 100% and
show that xAI-GAN outperforms standard GAN even in this setting. I compare this work
to the Differentiable Augmentation technique and show that xAI-GAN trained on 20%
of the data outperforms standard GAN trained with Differential Augmentation. I further
combine xAI-GAN with Differential Augmentation to produce even better results. There is
a trade-off between data-efficiency, training time and quality of images in GANs and these
experiments show that xAI-GANsaliency provides the best value out of the xAI systems
compared. Ultimately, xAI-GAN may enable greater control over the GAN learning process
- allowing for better performance as well as a better understanding of GAN learning.
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Figure 4.3: FID scores on MNIST Dataset

Figure 4.4: Sample of Images Generated by the xAI-GANlime System using 35% Data on
the MNIST Dataset
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Figure 4.5: FID scores on Fashion MNIST Dataset

Figure 4.6: Sample of Images Generated by the xAI-GANshap System using 35% Data on
the Fashion MNIST Dataset
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Figure 4.7: FID scores on the CIFAR10 Dataset

Figure 4.8: Sample of Images Generated by the xAI-GANsaliency System using 20% Data
on CIFAR10 Dataset
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Chapter 5

Conclusion

As DNNs are applied to increasingly safety-critical tasks, it is important to be able to
test whether they comply with the given specifications. Case in point: DNNs have been
proposed to be used as controllers for unmanned aerial vehicles (UAVs) [47]. In this setting,
the specification for how the controllers should behave is provided by worldwide air traffic
management regulatory bodies [97]. It is crucial to test whether a DNN trained on this task
adheres to these specifications. Simultaneously, a different yet equally important task is to
check whether a DNN is vulnerable to certain kinds of security attacks such as adversarial,
model inversion, and availability attacks [54, 46, 95] or exhibit unwanted behaviours such
as bias and unfairness [32]. For all of these cases, it is important to be able to find scalable
and expressible methods to test, analyze and verify (TAV) DNNs. As shown in this thesis
(specifically chapter 3), no current method exists and my work suggests that leveraging
domain knowledge can help improve DNN testing by closing this gap.

Further, as DNNs are used in progressively complex tasks, the need for good quality
training data is escalated. The recently introduced Wudao 2.0 is the largest language
model ever trained and used around 5 terabytes of data for training [143]. The availability
of training data is often considered a major bottleneck in machine learning research, and
collecting good quality data often requires resources such as: time, money, and expert
knowledge [126]. As a consequence, making models such as this more data efficient can
allow for a huge reduction in training time, costs, and storage space requirements. In chap-
ter 4, I show that leveraging domain knowledge provided in the form of neuron importance
can help DNNs (particularly GANs) become more data-efficient. While this method is
only applied to GANs in this work because of their distinct architecture, it can be applied
to standard DNNs as long as we receive neuron importance information.
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This thesis shows that leveraging domain knowledge can improve testing and training
of DNNs, and help mitigate some of their weaknesses described above. More specifically,
I present two novel algorithms that leverage domain knowledge in order to better test
and train DNNs. In Chapter 3, I provided background information on gradient descent -
the process by which DNNs learn as well as information on leveraging domain knowledge
gathered from two sources: explainable AI (xAI) systems as well as logical constraints. In
chapter 3, I introduced the constrained gradient descent (CGD) method that uses domain
knowledge provided in the form of logical constraints to create a DNN testing, analysis and
verification (TAV) method that is simultaneously scalable and expressible so as to be able
to test for a rich set of properties in industrial sized DNNs. In chapter 4, I presented the
xAI-guided gradient descent and the resultant GAN that incorporates domain knowledge
provided in the form of neuron importance to make GANs more data-efficient.

Turing award winner Leslie Valiant famously said that a key challenge of Computer
Science, and specifically Artificial Intelligence, is to combine learning with formal reason-
ing. He argued, “the aim is to identify a way of looking at and manipulating commonsense
knowledge that is consistent with and can support what we consider to be the two most
fundamental aspects of intelligent cognitive behaviour: the ability to learn from experience
and the ability to reason from what has been learned. We are therefore seeking a seman-
tics of knowledge that can computationally support the basic phenomena of intelligent
behaviour” [39].

To that end, the field of neuro-symbolic AI (and the related fields of neuro-symbolic
reasoning and neuro-symbolic learning) aim to integrate reasoning capability in machine
learning models to realize this vision [6, 27, 58, 73, 151]. Applications of this field in-
clude creating specialized DNN models that can reason over existing knowledge to answer
complex questions [69] and end-to-end task learning [73]. A number of these applications
require the integration of domain knowledge in DNNs. As a consequence, the methods
introduced in this thesis can allow for advances in the field of neuro-symbolic AI, and help
have a transformative effect on the field of AI as a whole.

5.1 Future Work

The works described in this thesis require domain knowledge to be provided in a specific
format for each use case. In the case of CGD, domain knowledge has to be provided as
logical constraints that are differentiable. As for xAI-guided gradient descent, domain
knowledge is required to be given as a neuron importance matrix for a particular layer,
and so is suitable for the GAN setting where the feedback from a discriminator DNN
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is provided to a specific layer of the generator DNN. Currently, we do not understand
well the trade-offs imposed by the format used to represent domain knowledge. As such,
an interesting line of research would be to better understand how the format of domain
knowledge used affects the quality of DNN testing and training.

Further, some formats can allow for more representation power over others. For exam-
ple, we know that constraints provided as first order logic have more expressibility than
constraints provided in boolean logic. If one can devise methods of integrating constraints
provided in first order logic to DNNs, that would allow to encode a richer set of domain
knowledge and can potentially improve DNN training and/or testing. Investigating meth-
ods of converting domain knowledge from one format to another may also be fruitful. And
of course, finding other methods of injecting domain knowledge, and other formats of rep-
resenting domain knowledge can be interesting avenues of future work. They may help
incorporate more domain knowledge, or inject it with greater success into DNNs.

Note that injecting domain knowledge in machine learning models is not limited to just
the DNNs [149, 29, 83, 74]. In fact, in other settings, injecting domain knowledge can be
more straightforward, especially for more interpretable ML models such as decision trees
and regression models. Finding ways to improve the integration of domain knowledge in
other ML models is also an interesting and useful future work opportunity.

In this work, I show that the constrained gradient descent (CGD) method is scalable
and expressible and I test DNNs for various adversarial robustness specifications. While
this is valuable, we know that there exist other equally important specifications that we can
test DNNs for, such as testing whether they adhere to certain specifications, and checking
whether they exhibit unfair behaviour or bias. Using CGD to test for these properties can
be a useful area of future research.

Finally, while the methods introduced in this thesis are empirically shown to produce
great results, we do not have any formal guarantees whether the DNN is fully consistent
with the given domain knowledge. Interpretability of DNNs is an open area of research,
and our current understanding of what exactly DNNs learn is limited. Improving inter-
pretability and explainability of DNNs can help us better isolate the effect of injecting
domain knowledge in DNNs, and in doing so may allow us to better check whether a DNN
is consistent with the given domain knowledge. This may also allows us to create new (or
improve existing) methods of injecting domain knowledge to DNNs.

46



References

[1] Mart́ın Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis, Jeffrey
Dean, Matthieu Devin, Sanjay Ghemawat, Geoffrey Irving, Michael Isard, et al.
Tensorflow: A system for large-scale machine learning. In 12th {USENIX} symposium
on operating systems design and implementation ({OSDI} 16), pages 265–283, 2016.

[2] Martin Abadi, Andy Chu, Ian Goodfellow, H Brendan McMahan, Ilya Mironov,
Kunal Talwar, and Li Zhang. Deep learning with differential privacy. In Proceedings
of the 2016 ACM SIGSAC Conference on Computer and Communications Security,
pages 308–318. ACM, 2016.

[3] Parnian Afshar, Shahin Heidarian, Farnoosh Naderkhani, Anastasia Oikonomou,
Konstantinos N Plataniotis, and Arash Mohammadi. Covid-caps: A capsule network-
based framework for identification of covid-19 cases from x-ray images. Pattern
Recognition Letters, 138:638–643, 2020.

[4] Charu C Aggarwal et al. Neural networks and deep learning. Springer, 10:978–3,
2018.

[5] Jamil AlAgha. Expert system neural fuzzy system.

[6] Kay R Amel. From shallow to deep interactions between knowledge representation,
reasoning and machine learning. In Proceedings 13th International Conference Scala
Uncertainity Mgmt (SUM 2019), Compiegne, LNCS, pages 16–18, 2019.

[7] Saeed Amizadeh, Sergiy Matusevych, and Markus Weimer. Learning to solve circuit-
sat: An unsupervised differentiable approach. In International Conference on Learn-
ing Representations, 2018.

[8] Brandon Amos and J Zico Kolter. Optnet: Differentiable optimization as a layer in
neural networks. In International Conference on Machine Learning, pages 136–145.
PMLR, 2017.

47



[9] Martin Arjovsky, Soumith Chintala, and Léon Bottou. Wasserstein GAN. arXiv
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