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Abstract

Unexplained or ambiguous behaviours of rescue robots can lead to inefficient collaborations
between humans and robots in robot-assisted SAR teams. To date, rescue robots do not
have the ability to interact with humans on a social level, which is believed to be an
essential ability that can improve the quality of interactions. This thesis research proposes
to bring affective robot expressions into the SAR context to provide rescue robots social
capabilities.

The first experiment presented in Chapter 3 investigates whether there is consensus
in mapping emotions to messages/situations in Urban Search and Rescue (USAR) scenar-
ios, where efficiency and effectiveness of interactions are crucial to success. We studied
mappings between 10 specific messages, presented in two different communication styles,
reflecting common situations that might happen during search and rescue missions and
the emotions exhibited by robots in those situations. The data was obtained through a
Mechanical Turk study with 78 participants. The findings support the feasibility of using
emotions as an additional communication channel to improve multi-modal human-robot
interaction for urban search and rescue robots and suggest that these mappings are robust,
i.e., are not affected by the robot’s communication style.

The second experiment was conducted on Amazon Mechanical Turk as well with 223
participants. We used Affect Control Theory (ACT) as a method for deriving the mappings
between situations and emotions (similar to the ones in the first experiment) and as an
alternative method to obtaining mappings that can be adjusted for different emotion sets
(Chapter 4). The results suggested that there is consistency in the choice of emotions for a
robot to show in different situations between the two methods used in the first and second
experiment, indicating the feasibility of using emotions as an additional modality in SAR
robots.

After validating the feasibility of bringing emotions to SAR context based on the find-
ings from the first two experiments, we created affective expressions based on Evaluation,
Potency and Activity (EPA) dimensions of ACT with the help of LED lights on a res-
cue robot called Husky. We evaluated the effect of emotions on rescue workers’ situa-
tional awareness through an online Amazon Mechanical Turk Study with 151 participants
(Chapter 5). Findings indicated that participants who saw Husky with affective expres-
sions (conveyed through lights) had better perception accuracy of the situation happening
in the disaster scene than participants who saw the videos of the Husky robot without
any affective lights. In other words, Husky with affective lights improved participants’
situational awareness.
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Chapter 1

Introduction

Emergencies that require search and rescue operations have been increasing in number
every year [58]. These situations may happen due to natural or man-made [188] causes
and need an immediate response, as time is a crucial element for the success of SAR
operations [1]. Therefore, improving the efficiency of communication in SAR teams can be
beneficial for the success of time-critical SAR operations.

In this thesis, we investigated the usage of affective expressions 1 in robot-assisted SAR.
The following research questions were addressed through online studies where participants
were presented with different SAR scenarios.

RQ1 Is there a consensus on what emotions to be used by USAR robots when they try
to convey information about the situations commonly occurring during USAR oper-
ations? (Chapter 3)

RQ2 Is the mapping between emotions and USAR situations robust and not dependent
on the wording of the sentences? (Chapter 3)

RQ3 How can a mapping between SAR-related sentences and emotions be obtained, and
is there a way to generalize such mapping without limiting it to a specific set of
emotions? (Chapter 4)

RQ4 How can affective expressions be designed and implemented on appearance-constrained
SAR robots using lights? (Chapter 5)

1As defined in [87], affective expressions are the expressions that people use to show how they feel and
what they believe. In this work, affective expressions are sometimes referred to as “emotions”.
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RQ5 Can affective expressions complement and improve multi-modal communication in
human-robot SAR teams? (Chapter 5)

1.1 Motivation

Although rescue robots have been used in SAR operations since early the 2000s [28], they
still need external help to operate properly. To the best of our knowledge, to date, there
are no fully autonomous rescue robots that can work in unstructured and cluttered real-life
SAR operations [49]. However, rescue robots can still act as teammates and improve human
field workers’ efficiency. To that end, a high level of collaboration between human-robot
teammates should be achieved, which requires the implementation of clear and natural
communication channels between the human and robot teammates. Unfortunately, human-
robot interaction has been a bottleneck in robot-assisted SAR operations [28, 49]. In many
situations, the intention behind robot teammates’ actions is unclear to the field workers,
i.e., they do not know what the robot is doing or why it is behaving in a specific way. This
lack of transparency in robot teammates’ behaviour has been identified as the main reason
for inefficiency in SAR teams [111]. Therefore, using affective communication between
human field works and rescue robots by taking advantage of multi-modal communication
and developing alternative robot-to-human communication modalities would help overcome
this bottleneck in robot-assisted SAR operations. This social ability of robots might also
help victims in SAR situations who encounter robots to feel calmer until the medical
treatment team arrives, preventing a shock [126, 20].

Most of the rescue robots used today are already equipped with different communication
modalities such as voice, text, photos, and videos [92]. Nonetheless, these modalities
may not be enough to provide efficient communication in human-robot SAR teams. For
instance, voice is not effective for most of the SAR operations because rescue scenes are
often noisy [120, 20]. Modalities other than voice can work in noisy environments, but they
put the extra mental workload on field workers, or they do not work well depending on the
search scene due to technical problems like delays and interferences [92]. Hence, combining
different communication modalities can add redundancy and create robust communication
in human-robot SAR teams to ensure that the others can be used as alternatives if one
of the modalities stops working accurately. In this thesis, we propose using emotions and
other affective expressions in a communicative way to complement existing communication
modalities in human-robot SAR teams.

Since people are skilled at perceiving basic emotions without any training [43], and
this process is intuitive, so does not require significant mental workload [205]. This makes

2



using emotions a good modality to complement the existing multi-modal communication
methods used in SAR robots. Employing this modality could contribute to overcoming
the present problems in SAR robots related to interaction among teammates (humans and
robots). It offers a way to reduce the cognitive load of human teammates to understand
robot teammates’ behaviour during SAR operations [106]. Providing a way for robots to
express emotions will also give SAR robots an ability to interact socially with humans that
would help SAR teams to operate in a more natural and efficient way [20]. Furthermore,
this social ability is necessary to build affective robots in order to communicate with
humans more naturally [184, 51, 96, 100].

1.2 Summary of Contributions

The following contributions are made through the research presented in this thesis:

1. The first experiment introduces affective expressions as a way to notify rescue workers
during SAR missions. The findings of the first experiment support the feasibility of
using emotions to convey information from rescue robots to workers.

2. The second experiment complements the findings of the first experiment. The process
of matching SAR related scenarios with emotions was automated and less error-prone
in this experiment. It was achieved by making use of EPA dimensions suggested by
ACT.

3. The last experiment implements affective expressions on an appearance-constrained
rescue robot (Clearpath Robotics Husky) to test the idea of using emotions to notify
rescue workers. Results of the experiment suggested that participants who saw a
rescue robot with an ability to express emotions had a better situational awareness.

1.3 Thesis Overview

Background Literature related to SAR, robot-assisted SAR, Human-Robot Interaction
(HRI) in SAR, affective expressions in Human-Computer Interaction (HCI) and HRI, ACT
and sentiment analysis was explained in Chapter 2. Chapter 3 explains the first experi-
ment where we investigated the feasibility of using affective expressions for communication
in robot-assisted SAR teams. The next study presented in Chapter 4 complements the

3



findings of the first study, and it introduces ACT and EPA dimensions for communication
in SAR context. Chapter 5 demonstrates the findings of the last experiment in this thesis,
where affective expressions were designed using lights and implemented on a rescue robot.
The effect of these emotional light displays on participants’ situational awareness of the
disaster scene was examined. Lastly, the conclusion was made in Chapter 6 as well as
limitations of research presented in this thesis. Ethics clearance certificates and online
interfaces used in the studies were given as an appendix (Appendix A, B, C and D).
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Chapter 2

Background Literature

The ultimate goal of the research presented in this thesis is to complement the existing
multi-modal interaction capabilities of rescue robots (voice, text, images, and videos [92])
with the use of affective expressions as an additional communication channel. The focus
is on notifying rescue workers about common situations that might happen during SAR
missions by using affective expressions to convey information from robots to humans better.
In this way, rescue robots will be able to offer an intuitive (since emotions are instinctive to
understand) and robust (due to redundancy in communication channels) way to notify field
workers who might be overwhelmed by the stress of the rescue environment and complex
inputs [92]. Such a communication system can help improving interactions between human
and robot teammates in SAR. To the best of our knowledge, this is the first time that robot
emotions are proposed as a complementary modality in SAR applications to improve the
communication between human and robot teammates. In this background section, we will
first introduce SAR and then describe the existing work on using robots in SAR situations,
HRI in existing SAR robots, affective expressions in HRI, and ACT as well as some work
on sentiment analysis that is related to this work.

2.1 Search and Rescue (SAR)

SAR is the general term for searching for people who are lost, trapped, and (might be) in
danger. It is a broad term and has many sub-fields, usually depending on the area that
rescue workers are looking for, which includes the following situations:

• Mountain Rescue: It usually occurs in mountains and differs from the other types
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of SAR operations in the sense that most of the mountain rescue victims are injured,
ill, or lost [95], and they require immediate help within the first one hour of mountain
rescue missions [206].

• Cave Rescue: The main objective of this type of SAR is rescuing survivors stuck
in caves [88].

• Urban Search and Rescue (USAR): USAR operations are usually about looking
for victims in confined spaces [10]. It usually happens after the collapse of a structure.
USAR has been studied extensively in robotics community [18].

• Combat Search and Rescue (CSAR): CSAR involves rescuing soldiers during
war or other military operations and transportation of them from a dangerous zone
to a safe place [90]. There is usually a possibility of the presence of an enemy, which
makes CSAR missions more challenging than other types of SAR missions [5].

• Maritime Search and Rescue/Air-sea rescue: As the name implies, search and
rescue happens in maritime, i.e., in or near the sea [143]. Sometimes it involves
searching for survivors of a sinking ship [170].

• Wilderness Search and Rescue (WSAR): Here, the area of search covers quite
large remote regions such as mountains, deserts, lakes, and rivers [71].

Search, rescue, and medical treatment teams form the key functional components of
SAR teams [157]. SAR teams can also be categorized based on their operation and can
be divided into two groups: command team(s) and field team(s) [92]. Depending on
the country and SAR type, the SAR functional team structure can change significantly;
however, the operational structure, i.e., the division to command team(s) and field team(s),
remains the same: the command team is usually located close to the field. Their task is
to manage the operation by allocating local tasks to field teams (search, rescue, medical
treatment, etc.) efficiently, using all the global information they have available concerning
the operation. Field teams, on the other hand, follow directions and commands given by
the command team. They have local knowledge about their mission, and they need to
stay in touch with the command team regularly to get necessary updates related to the
operation. An example team organization for a rescue team were shown in Figure 2.1.

Regardless of the team organization of the rescue team or the type of SAR, time is crit-
ical for the success of missions [1]. Even in conventional rescue teams (without any robot),
the interaction between team members directly affects the mission’s outcome. Therefore,
fast and efficient communication among rescue team members can be critical for saving
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Figure 2.1: An example team organization of Japan Disaster Relief team who assisted to
the Algeria Earthquake. The figure was drawn based on the original one in [158]. P refers
to Police (NPA), F refers to Fire (FDMA), C refers to Coast (JCG) and J refers to Japan
International Cooperation Agency (JICA)

people’s lives, and bringing the usage of affective expressions into SAR context as studied
in this thesis might a creative way to solve this problem.

2.1.1 Robots in Search and Rescue

The member composition of SAR teams has been changing over time. First, rescue dogs
were included to help human SAR teams due to dogs’ strong sense of smell that helps to find
victims faster [190]. More recently, rescue robots became part of SAR teams. Various res-
cue robots have been successfully employed in real SAR operations depending on the SAR
type such as snake robots [137, 85], shape-shifting robots [217], ground robots [20, 146],
drones [166, 135], or underwater vehicles [147, 128]. There are many reasons behind the
widespread use of rescue robots in real-life scenarios, such as (a) SAR areas are sometimes
not safe or are unreachable for human rescuers due to various hazardous conditions such
as extreme heat [28], the toxicity of the environment [73], or confined spaces [118], or (b)
deploying robots to target SAR areas might require less time than deploying human rescue
workers, and (c) the limited number of human rescue workers since training human rescue
workers requires time and effort [2].

Research on robot-assisted SAR accelerated after the first time that rescue robots were
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utilized in the early 2000s by the Center for Robot-Assisted Search and Rescue (CRASAR)
for the World Trade Center (WTC) disaster [144]. Initial research on SAR robots focused
on the control of the robots, i.e., designing efficient and robust controllers to allow users
to operate rescue robots easily [121]. Rescue robots equipped with such controllers have
been used successfully during real-world applications such as searching for victims after
the great eastern Japan earthquake [130].

After successful utilization of SAR robots, researchers shifted their focus to designing
controllers or methods that can reduce human teleoperators’ workload. First, low-level
autonomous robot behaviours that were commonly used during SAR operations (e.g., the
ability to climb up/down stairs autonomously without explicit human input [142]) were
implemented. Then, since sometimes it is better to give human teleoperators a choice
between full autonomy and manual teleoperation, semi-autonomous control methods with
adjustable autonomy levels were implemented and tested in different scenarios, such as
involving single robot-single operator [60] or single operator-multiple robot teams [211].

Machine learning (ML) techniques have been employed for robot-assisted SAR applica-
tions as well. First, they have been used to improve the efficiency of proposed controllers
for SAR robots. For example, learning abilities were implemented through Hierarchical
Reinforcement Learning (HRL) for semi-autonomous controllers of rescue robots used in
USAR applications [52]. Later, researchers started to take advantage of ML methods
to process sensory data that allowed SAR robots to understand the rescue environments
better. In [153], deep reinforcement learning methods were used to help exploration of
cluttered environments during USAR missions, which were found to be more efficient than
conventional exploration algorithms. In another study [122], researchers employed deep
learning techniques to detect open water swimmers in real-time (on-board) using GPS and
camera data of drones, and they obtained 67% mean average precision (mAP), which is a
high precision score for real-time onboard detection. These developments can help rescue
workers to find victims faster.

Despite all the success in ML applications, some researchers started to question the
black-box nature of the existing ML and deep learning methods and advocated eXplain-
able Artificial Intelligence (XAI) that encourages transparency and trustworthiness [7].
It is a general term that covers autonomous agents and robots as well as general AI con-
cepts. From a human-robot interaction perspective, it is a well-studied finding that humans
attribute mental states to agents or robots they are interacting with [80]. Hence, explain-
ability of agents are needed to foster a natural interaction; otherwise, human users might
(a) not trust the robot when it takes a correct action but does not justify it, thinking that
the robot’s action might be due to an error, or (b) assume that there is a logic behind
every observed behaviour of a robot while there may not be a clear logic and an action
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may rather be a result of an internal error in the robot’s decision-making system. In either
case, the quality of interaction between humans and robots will get affected negatively.
As a result, teamwork efficiency will be reduced significantly, which can lead to a severe
reduction in users’ trust in robot teammates [154]. To overcome these challenges, mental
model architectures based on robots’ sensory data were designed to observe the environ-
ment better and update robots’ mental models about the environments [33]. In another
study, researchers developed an explainable task planner that decomposes complex tasks
into a sequence of transparent, simple tasks for unmanned aerial vehicles (UAVs). Such a
planner was found to be easier for the human operator to understand and control compared
to a planner that did not break down complex tasks into simple tasks [34].

While there has been a lot of progress in research related to robot-assisted SAR, rescue
robots used today are still not as intelligent as human rescue workers since they cannot
operate fully autonomously in cluttered real-life environments without human help [49].
Hence, it is safe to assume that humans will continue to work along with rescue robots.
Research focusing on improving the interaction and communication between human and
robot teammates is essential to guarantee the success of robot-assisted SAR.

2.1.2 Human-Robot Interaction in Search and Rescue

Most of the research in the HRI field related to robot-assisted SAR aims to improve
teleoperation of SAR robots rather than focus on the interaction itself in human-robot
teams [105]. In one study, researchers analyzed the trade-off between the number of human
operators and the number of rescue robots in a team for the Robocup rescue competition,
taking operators’ decision time and mental workload as optimization parameters [181], and
they found out that collaboration increases when the ratio of the number of operators over
the number of robots increases for small-sized disaster areas. In another study, a specific
simulation environment for USAR (USARSim) was employed to reduce human operators’
mental workload and stress levels [116]. Operators who were assigned to a particular robot
instead of selecting ones requiring attention from a shared pool reported a higher workload
in the NASA-TLX questionnaire. In addition, some studies investigated swarm robots for
SAR applications, but their focus was still on how to reduce human teammates’ cogni-
tive load, see e.g., [106]. A few studies address interactions between human and robot
teammates in SAR. For example, in [105], RFID tags in the SAR environment were used
to exchange information between teammates to increase mapping quality for better team
performance. Their mapping method allowed teammates to focus on their task without
worrying about changing their routes to get better map coverage. Researchers in another
study developed a virtual reality simulation to simulate verbal communication in human
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multi-robot SAR teams, and they recorded data to create a better swarm emergency re-
sponse where robots can clearly communicate with humans in the disaster area [32]. Re-
searchers Hada and Takizawa [74] were successful in remotely controlling rescue robots
from a long distance (700m) using ad-hoc radio signals. Although it was not implemented,
usage of gestures to communicate with search and rescue UAVs was proposed in [131].

The work focusing on the social side of HRI in robot-assisted SAR is quite limited.
In their research, Fincannon et al. found out that rescue workers expect SAR robots to
have social capabilities [59]. Moreover, Murphy et al. conducted a survey with 28 medical
doctors and therapists who operated rescue robots to interact with victims [148]. They
discovered that it is vital for rescue robots to have social capabilities to relieve victims until
physical assistance arrives. They also stated that having social intelligence may contribute
to building less “creepy” rescue robots. This thesis explains an affordable way to express
emotions for appearance-constrained rescue robots that is a helpful way to create more
social (and less “creepy”) rescue robots.

2.2 Affective Expressions in Human-Robot Interac-

tion

Although integrating emotions into SAR robots have not been extensively studied by the
HRI community so far, emotions, in general, have been one of the popular topics in HRI.
HRI researchers have focused on how to use the embodiment of robots to express human-like
emotions. In one study, researchers designed affective flight trajectories for drones to create
expressive emotions for human users, taking inspiration from a performing arts method
called the Laban Effort System [187]. In addition to employing motions to implement
affective expressions, researchers also used color as an emotion indicator used for simple
robots like Roomba [171] to humanoid robots like NAO [98]. Others employed sound as a
way to communicate expressive emotions, but most often, motion, color, and sound were
combined to create a better expressive system as in [193, 98]. Even sense of touch was used
as an additional interaction modality for better expression of emotions in some studies. For
example, in one study, researchers analyzed how human participants used their sense of
touch to convey their emotions to a NAO robot [6]. In another study, sense of touch was
used to create an affective robot to make participants calmer and happier [184]. There
are also many studies focusing mainly on the utilization of facial expressions to implement
expressive emotions for humanoid robots such as Kismet [22] and iCub [37], robots with a
human-like face like MASHI [40], or robots with an animal-like face like Probo [178].
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Despite all the work about implementing affective expressions for social robots, to the
best of our knowledge, only one study attempts to use affective expressions on rescue
robots [20]. In their research, Bethel and Murphy suggested design guidelines to use body
movements, postures, orientation, color, and sound to implement non-facial and non-verbal
affective expressions on the SAR robots iRobot Packbot Scout and Inuktun Extreme-
VGTV and simulated a disaster site to conduct a user study to test the effectiveness of those
suggested guidelines [20]. While these guidelines were used to create a social robot (which
was compared with a robot that did not have these capabilities), they did not implement
different emotions for the robot as we suggest in our research. Furthermore, unlike their
work, we propose to use affective expressions as a complementary modality to increase the
efficiency of multi-modal human-robot communication in SAR teams. We believe such an
approach can provide further inside into SAR robotics that requires interdisciplinary work.

2.3 Emotions and Affect Control Theory

There have been many debates about the true nature of emotions since Darwin published
“The Expression of Emotions in Man and Animals” in 1872 [43]. There are many differ-
ent theories that define emotions, such as Ekman’s Psychoevolutionary Theory of Emo-
tions [55], James-Lange Theory [89] or Cannon-Bard Thalamic Theory of Emotions [27,
180]. In this paper, we are focusing on Ekman’s definition [55]. According to him, emotions
are caused by a specific event. He argues that basic emotions (sadness, happiness, fear,
surprise, disgust, anger) are innate, present from birth, and universally recognized. Darwin
also agreed on the universality of emotions and claimed that even people in isolated areas
have similar emotional expressions [43].

Emotion prediction and modeling have been studied extensively by different research
communities so far. Theories were introduced to divide emotions into different dimensions.
Two well-known examples of these theories are the PAD emotional state model [134] and
ACT [78]. These models use three dimensions: Pleasure, Arousal, Dominance (PAD) or
Evaluation, Potency, Activity (EPA) dimensions, respectively, to describe the emotional
meaning of words. Such dimensional emotional models usually have mappings that consist
of ratings for different words (gathered through large surveys).

As these three dimensions are very similar in the two models (PAD emotional state
model versus ACT), we decided to use the EPA dimensions (i.e., Evaluation, Potency, and
Activity) of ACT in this thesis to implement affective expressions of Husky with lights
quantitatively (Chapter 5), as there exist large mappings between emotions and EPA
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dimensions, which were gathered through large surveys and have been being updated over
the years to account for possible changes over time.

The evaluation dimension in ACT shows how ”good” an emotion, identity, action, etc.
is (as rated through large surveys, the results of which suggests that there is an agreement
in such ratings). The potency dimension shows how “powerful” something is, and the
activity dimension shows how “active” it is. For example, the EPA value for the emotion
“happy” is [3.44 ,2.93, 0.92]1, based on the U.S.A. 2015 Dataset [191] suggesting that
“happy” is quite good, somehow powerful, and slightly active.

Before implementing emotions for SAR robots like the study explained in Chapter 5,
analyzing whether there is a consensus in perception and expression of such emotions is
necessary to verify whether communication through emotions would be effective; otherwise
it will not be clear what emotion a robot should show in each situation, and there may
be a risk of miscommunication. This is a crucial reason lying behind the first experiment
presented in Chapter 3. In addition, finding a way to map SAR related situations to
emotions is essential for utilizing affective expressions as an additional communication
modality, which is the primary motivation of this thesis. To get a better way to match
emotions with SAR scenarios, we took inspiration from the work in the sentiment analysis
field and used ACT while conducting the second experiment presented in Chapter 4.

2.4 Sentiment Analysis

Our work in this thesis has similarities to research in sentiment analysis, namely, con-
sidering mapping sentences with emotions, moods, or sentiments. In general, sentiment
analysis tries to extract emotions from sentences [201]. The classification of emotions in
this process can be binary as in [204], where researchers categorized sentences as recom-
mended (thumbs up) or not recommended (thumbs down) using unsupervised learning and
obtained 74% mean accuracy. Some of the work in this area goes beyond getting only the
mapping between sentences and emotions but tries to find the reason behind the predicted
emotion (i.e., emotion stimuli). In [67], researchers trained a model to detect the best-
associated emotion and its stimuli for given sentences among Ekman’s six basic emotions
(happiness, sadness, surprise, disgust, anger, and fear) [55] plus shame. After social media
use became widespread, sentiment analysis methods were applied to sentences taken from
social media posts. For instance, an algorithm called SentiStrength 2 was developed that
detects sentiment strength of text from six social websites (MySpace, Twitter, YouTube,

1Note that EPA values are commonly rated in a range between −4.3 and 4.3
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Digg, RunnersWorld, and BBC Forums) [201]. The algorithm performed better than a
baseline approach for different datasets with both supervised and unsupervised methods
using sixty-four standard emojis and 1246 million tweets. Since social media is used widely
in different countries, other research focused on sentiment analysis in languages other than
English such as Spanish as in [91]. Sentiment analysis research is also used to improve user
experience in HCI field. For example, Setchi and Asikhia [186], did sentiment analysis to
identify better image schema to provide an enjoyable user experience to users.

There is some work on the intersection of sentiment analysis and HRI. In [176], re-
searchers took advantage of speech-to-text technologies to apply sentiment analysis on the
conversation between humanoid robot MU-L8 and people interacting with it in order to
improve the human-robot conversation. Researchers in [138], applied sentiment analysis
methods to the feedback of customers interacting with the humanoid social robot Nadine
to gain more insight about customers’ expectations and how to use robots in real-world
workplaces. Unfortunately, despite all the success obtained so far, the biggest limitation
in this field is the fact that results highly depend on the context [150]. In other words,
obtained mappings between text and emotions might differ drastically if the context of
sentences changes. Hence, applying an approach similar to sentiment analysis to a specific
context, namely SAR, as in the second experiment (Chapter 4) could contribute to research
in SAR.
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Chapter 3

Study 1: Matching Urban Search and
Rescue Scenarios with Emotions

3.1 Research Questions and Hypotheses

This study aims to address the following research questions based on the discussion in the
sections 2.1.2 and 2.2.

RQ1 Is there a consensus on what emotions to be used by USAR robots when they try
to convey information about the situations commonly occurring during USAR oper-
ations?

RQ2 Is the mapping between emotions and USAR situations robust and not dependent
on the wording of the sentences?

3.2 Methodology

In this experiment, participants first read about different USAR situations and messages
and then were asked to map them to one or multiple emotions. To ensure that the wording
of the messages would not affect the mappings, participants were divided into two condi-
tions with two different communication styles. Depending on the condition, the messages
were conveyed in either system status report style (e.g., “Dangerous material detected
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Table 3.1: Situations/Messages that rescue robot(s) wants to convey in Experiment 1

Condition A Condition B
No. Social and Intelligent Conversational Agent Style System Status Report Style
(1) I can again communicate with our team outside of the building Communication with external team restored
(2) I lost communication with our team outside of the building Communication with external team lost
(3) I am stuck and might need help to proceed Stuck here
(4) I detected dangerous material here, let’s proceed carefully Dangerous material detected here
(5) I believe we are behind schedule. I also noticed it is getting

dark and there is not much time left
Behind schedule. It is getting dark

(6) I found an item that could belong to a person. Maybe the
person is nearby

An object that might belong to a person was
found

(7) My battery is running low and I will stop working soon Battery is running low
(8) I think I found a surviving person Possible living person detected
(9) I detected that there might be a risk of further collapse so we

should only proceed with caution
Further risk of collapse detected

(10) I think I heard someone is calling for help, we might have
found a survivor

Possible call for help detected

here”) or social and intelligent conversational agent style (e.g., “I detected dangerous ma-
terial here, let’s proceed carefully”). Note that the social, conversational agent style also
had additional information (e.g., “let’s proceed carefully”) that is intuitive and does not
exist in the other style. The messages in each condition were not meant to be identical
in content. If significant differences are observed in how participants map a robot’s com-
munication with emotions in these two conditions, this would indicate that a mapping
will depend heavily on the communications style, which could make such a mapping less
effective. On the other hand, if we find similar mappings in both conditions, this would
suggest that such a mapping can be used across different robot communication styles. The
messages are shown in Table 3.1.

For each message, participants could choose one or multiple options from a list of 11
affective labels (including emotions as well as moods, but in the context of this article
referred to summarily as ‘emotions’): Bored, Sad, Surprise, Calm, Disgust, Angry, Tired,
Annoyed, Fear, Happy, and Excited. We focused on the affective interpretation of the
messages rather than how the emotions themselves can be communicated. Providing par-
ticipants with an emotion list as a choice also helps to avoid ambiguity which might be
the case if we used another way of presenting emotions such as emoticons [50]. This set
was suggested by Ghafurian et al. [66] and it covers a wide range of affective expressions,
including simple and complex emotions, as well as different moods. Note, the existing
design guidelines [66] on how to implement these emotions for zoomorphic robots could in
the future facilitate implementing them on a zoomorphic USAR robot.

All situations shown in Table 3.1 were selected carefully after analyzing common situa-
tions occurring during SAR missions. For example, the command team, which is considered

15



to be the central control unit, is responsible for gathering all the global information and
sharing it with the field teams. There are regions where the field teams cannot make a
contact with the command team, which are called dead zones. It is quite critical for field
workers to be aware of whether they are in the dead zone or not [92]. That is why situations
(1) and (2) were included.

Introducing robot teammates creates some problems for field workers as well. They need
to know whenever the robot teammate(s) need help. Common problems that rescue robots
have are being stuck in an area and having low battery [49]. These problems were included
as situations (3) and (7). Information about these situations would help to increase the
transparency of robot teammates’ actions [111].

Situation (5) was included as timing is critical in SAR missions, and field workers need
to know and take active or proactive actions when their performance slows down [156].
The probabilities of further collapse in the searched area [159] or encountering hazardous
material [73] are high for USAR missions. Therefore, situations (4) and (9) were included.
Situations (6), (8), and (10) were considered since they represent the most positive scenarios
that might happen during a SAR mission and all the field workers need to be aware of
these situations whenever they happen [92]. Lastly, an additional message was added as
an attention check, where we instructed participants to ‘select happy as the answer’.

Different communication styles used for the statements were inspired by research in
HCI and HRI, where agents/robots are attributed human-like traits based on their be-
haviour [65]. Their communication may differ and be closer to humans (human-like) or
machines (machine-like) [81, 197, 173] (i.e., social and intelligent conversational agent style
and system status report style, respectively, in our case).

Furthermore, participants were asked to respond to a questionnaire. The questionnaire
was composed of two sections: demographic questions (i.e., age, gender, education level,
and ethnicity) and questions related to emotions and SAR experience, which contained
the following questions (all were answered on a continuous Likert scale from completely
disagree to completely agree, advantages of which are discussed in [203, 127, 62])1:

• I think rescue robots are useful. (Robots-useful)

• I was familiar with rescue robots before this study. (Familiar-SAR)

• I think rescuing people can save their lives. (Attention check question)

• I had seen an example of rescue robot before this study. (Seen-SAR-Robots)

1note that some questions were repeated in different ways, which acted as sanity checks
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• I think rescue robots are necessary. (Robots-necessary)

• I believe in future rescue robots can become better than rescue dogs.

• I think rescue robots are not useful.

• I believe in the future we will not need rescue robots.

• I am good at showing proper emotions in real life situations. (Good-show-emotions)

• I have difficulty understanding others’ emotions.

• I have difficulty showing proper emotions.

• I think when people are happy, they mostly express happy emotions. (Attention
check question)

• I think I have a good understanding of people’s emotional states/moods. (Good-
understand-emotions)

3.3 Experiment 1

Through a user study on Amazon Mechanical Turk, we investigated whether a natural and
consistent mapping exists between a robot’s communications/messages in USAR missions
and emotions.

3.3.1 Procedures and Measures

Participants first accepted the consent form and read the instructions. They then read a
short example of an USAR scenario. They saw various images of rescue robots to better
understand the concept (and also to ensure that their assumption of the robot would not
affect their responses). In order to give participants examples of rescue robots and prime
them towards considering USAR scenarios in general and communication situations with
USAR robots in particular, we showed a variety of different existing USAR robot designs.
But to limit the information provided, trying to avoid the elicitation of answers regarding
any detailed features of specific robots, we presented five modified example pictures of the
existing USAR robots with different shapes, e.g., human-like, machine-like, animal-like,
etc. For this purpose, we altered the original pictures into black and white line drawings.
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Figure 3.1 shows an example of a machine-like USAR robot shown to participants. Since
the focus of the study is about how to associate messages sent by the robot with emotions,
there are no visible speakers or other mechanisms to explain how the robot sends the
message to participants. Instead, they were told that the robot wants to communicate a
specific message, as can be seen in Figure 3.2.

Figure 3.1: An example of the USAR robot illustrations used in the study. The original picture was adapted from [47]. Used
with permission. Modifications by us resulted in a black and white line drawing.

After reading the example USAR scenario and getting familiar with the concept, par-
ticipants saw the statements in Table 3.1 in a random order, and they were asked to select
one or multiple emotions that they thought would be appropriate for a robot to show in
that situation. They were specifically instructed to choose an emotion, or emotions, that
they thought a rescue robot could show to convey particular situations to rescue workers
(see Figure 3.2 for an example). After the completion of mapping all ten sentences to
emotions, participants answered the questionnaire.

Since this study was exploratory, we did not administer many pre/post-test question-
naires. Selected emotions corresponding to specific messages/situations gave the mapping
we were after. However, we asked participants demographic questions, their familiarity
with search and rescue operations, and their opinion about rescue robots to analyze pos-
sible correlations between obtained mappings and participants’ demographic info and/or
their personal views about the subject. During the task, the participants were asked one
attention check question related to the task to make sure that they were paying attention
to the scenarios. This is a standard method with online crowd-sourced studies to improve
the quality of obtained data [103].
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Figure 3.2: Interface Used in Experiment 1

3.3.2 Participants

We recruited a total of 112 participants on Amazon Mechanical Turk. All participants
had an approval rate higher than 97% based on at least 100 HITS. Fifteen participants
failed the attention check questions, and 19 participants provided inconsistent answers to
the questionnaire at the end of the study. This left 78 participants (48 male, 29 female, 1
other; ages 20-72, avg: 35.7). Out of the remaining 78, 40 saw messages in the social and
intelligent conversational agent style, and 38 saw them in the system status report style.
Participants were paid $2 if they completed the task. Otherwise, they were paid a pro-
rated amount based on the number of questions they completed. This study received ethics
clearance from the University of Waterloo’s Research Ethics Committee (see Appendix A).

3.3.3 Results

In this section, we present the obtained results related to mappings of statements to emo-
tions for the two different styles of statements, as well as the questionnaire results.
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Communication Style Effect

We first checked how different wording of the sentences (i.e., social intelligent conversational
agent style vs. system status report style) affected the responses. All pairs of corresponding
sentences in each condition were significantly correlated (0.78 ≤ r ≤ 0.99), suggesting that
the selected mappings were robust and wording did not affect the chosen emotion.

Mapping Results

Figure 3.3 and Table 3.2 shows the results for the selected emotions for each sentence and
each wording style. Each cell in this table (except for the cells in the last two columns)
shows how many participants chose the corresponding emotion. Significance of the selected
responses was calculated using one-way binomial tests, assuming uniform probability dis-
tribution as the null hypothesis (i.e. to measure whether options are selected significantly
more than the chance level), and significant responses were shown in bold with correspond-
ing significance levels represented in Figure 3.3 and Table 3.2 (see [178] for an example of
a related study and statistical analysis). Furthermore, one-way binomial tests were also
employed to check whether a specific response was selected significantly more than all
the other options for a specific emotion (shown with pink). For example, happy was se-
lected significantly more than the other emotions for the statement “Communication with
external team restored”.

In some cases, we could not find a specific emotion that was selected significantly more
than others. Instead, we found a set of 2 or 3 emotions that were selected considerably
more than random. For example, in the statement “Possible living person detected.” both
happy and excited were preferred, i.e., they were selected significantly more often than
random. We also included the mean and standard deviation (std) for the number of choices
selected for each statement, which provide information on the number of emotions that
the participants selected and found to be a good mapping for a particular message. Both
mean and std were very low for all statements, indicating a higher certainty in the choices.
Overall, the results showed that the participants had preferences for specific emotions for
each message and that such mapping is significant and consistent.

Table 3.3 summarizes the results shown in Table 3.2 and Figure 3.3. It contains the
set of emotions that were selected significantly more than random for each statement. Our
suggestions for the final mappings are shown in green, and possible alternative mappings
are shown in orange.
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Figure 3.3: Each bar graph shows the total number of selected emotions for each sentence and condition. Stars represent significance levels that
were calculated via binomial tests assuming random selection as a null hypothesis ( ∗∗∗: p < .001, ∗∗: p < .01, and ∗: p < .05). Emotions that
were selected significantly more than the others are shown in pink (all pairs selected significantly more than the chance was compared). Gray
dashed lines show the chance lines.
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Table 3.3: Statements and the affective expressions that were selected significantly more than random (∗∗∗: p < .001, ∗∗:
p < .01, and ∗: p < .05). Our suggested first choice for the mapping is shown in Green (which is also consistent with the
ones shown as pink in Figure 3.3 and Table 3.2). The second, alternative, suggestion is shown in Orange. Cond. stands for
condition.

Message Cond. Affective Expression
I am stuck and might need help to proceed. A fear∗∗, annoyed∗∗∗

Stuck here. B annoyed∗∗∗

I believe we are behind schedule. I also noticed it is getting dark and there
is not much time left.

A fear∗∗∗, annoyed∗∗∗

Behind schedule. It is getting dark. B tired∗∗, fear∗∗, annoyed∗∗∗

I can again communicate with our team outside of the building. A excited∗, happy∗∗∗, calm∗∗∗

Communication with external team restored. B excited∗, happy∗∗∗, calm∗∗

I detected dangerous material here, let’s proceed carefully. A fear∗∗∗

Dangerous material detected here. B surprise∗, fear∗∗∗

I detected that there might be a risk of further collapse so we should only
proceed with caution.

A fear∗∗∗

Further risk of collapse detected. B fear∗∗∗

I found an item that could belong to a person. Maybe the person is nearby. A happy**, excited∗∗∗, calm∗∗

An object that might belong to a person was found. B surprise∗∗, excited∗∗∗, calm∗∗∗

I lost communication with our team outside of the building so we are on our
own now.

A fear∗∗∗, annoyed∗

Communication with external team lost. B sad∗, fear∗∗, annoyed∗∗

I think I found a surviving person. A surprise∗, excited∗∗∗, happy∗∗∗

Possible living person detected. B calm∗, excited∗∗∗, happy∗∗∗

I think I heard someone is calling for help, we might have found a survivor. A surprise*, excited∗∗∗, happy∗∗∗

Possible call for help detected. B excited∗∗∗, happy∗

My battery is running low and I will stop working soon. A sad∗∗, tired∗∗∗, fear∗∗

Battery is running low. B tired∗∗∗, fear∗

Questionnaire Results

As mentioned above, we asked participants about their familiarity with USAR situations
and robots used in USAR, as well as their perception of necessity and usefulness of robots
(to understand their general attitude toward robots). Participants were also asked to self-
evaluate their ability to understand and show emotions. This was mostly to understand
our participant group better and to identify if any of these factors have affected ratings.
Figure 3.4 shows the obtained results. The majority of the participants believed that
the robots are necessary and useful in USAR situations and indicated that they are good
in understanding and showing emotions. However, the majority of participants were not
familiar with USAR scenarios, neither had they seen a USAR robot before. We did not
find any effect of these factors on participants’ mappings.
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Figure 3.4: Participants’ responses to the questionnaire in experiment 1

3.3.4 Discussion

Using emotions as an additional communication channel for multi-modal interaction can
improve interactions between humans and robots, as perceiving emotions are considered
to be natural for people [115]. In this experiment, we investigated the feasibility of using
emotions in USAR for conveying a robot’s messages. Through a study on Mechanical Turk,
mappings between 10 common situations in USAR and the associated affective expressions
(11 options in total) were investigated.

Regarding RQ1, the results suggested that reaching consensus on specific mappings
between messages in USAR situations and emotions is feasible, as the majority of the par-
ticipants agreed on the same emotions. Further, related to RQ2, the mappings seemed
to be robust, as they were not affected by the wording of the sentences, i.e., the robot’s
communication style. In other words, conveying statements in social and intelligent con-
versational agent style or system status report style did not affect the selected mappings
between emotions and statements.
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Another interesting point to discuss the obtained mapping is the range of selected
emotions. Despite providing 11 different emotions/affective states to the participants,
three of these emotions (bored, disgusted, and angry) were not preferred by the majority
for any message. We can only speculate at this point, but the reason behind this might be
the fact that the total number of statements during the study was limited, and participants
could not find a proper sentence to match these emotions. This suggests that a subset of
emotions might be sufficient to convey information from robots to humans, as they will be
complement other types of multi-modal communication. Furthermore, while ‘happy’ and
‘excited’ were selected together in many situations, we noticed a preference towards one of
them depending on the statement.

It is essential to highlight that we propose to use emotions as an additional modality in
the specific USAR context to convey information from robots to humans, complementing
the current multi-modal communication methods (rather than replacing them). As a result,
robots will be able to communicate with human teammates through emotions in addition
to current modalities such as voice, text, and videos. Using this additional modality of
emotions and affective expressions could help with designing more robust and fail-safe
human-robot communication systems, which is particularly crucial in high-risk real-life
applications, such as USAR or firefighting. Furthermore, including emotions as a modality
in the USAR context can provide a shared communication model between different cultures
and can reduce stress levels of victims [20].

When using emotions as a modality, there might be a risk of clouding the commu-
nication with emotion signals. While future work is needed to study if this can affect
communication in USAR situations, and find out how to minimize this risk, it is expected
that as the affective expressions are intuitive to interpret, this risk is low. USAR robots’
capability to detect/predict field workers’ emotional states, and to consider those while
generating appropriate affective expressions, could also further improve human-robot in-
teraction and communication and help reduce this risk.

Ultimately, the idea of using emotions as an additional communication modality to
convey information about robots’ internal state could be generalizable to various types
of robots. Here, we did not discuss how emotions will be expressed intentionally, as we
first needed to understand which emotions would be considered suitable (regardless of the
communication method) for each situation. Although the way robots express the emotions
might change, the mapping between emotions and messages might stay the same for the
USAR context. Ultimately, the communication method would depend on the robot, and
different communication methods (and a combination of them) need to be evaluated to find
the most suitable approach. In addition, one can employ the same idea to create an intuitive
alternative communication channel for other application scenarios that require human-
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robot teamwork, such as firefighting, peacekeeping activities, warehouse applications.

3.4 Limitations and Future Work

This study had several limitations. First, while we limited participation to North America,
we did not check participants’ English proficiency. Given the geographical constraint for
recruitment and the consistency in responses, it is reasonable to expect that most partici-
pants clearly understood the statements and questions. Second, many of our participants
were not familiar with USAR scenarios or the robots used in those scenarios (see Figure
3.4). They were also asked to imagine the situations, as opposed to interacting with a
real robot. While we tried to reduce this effect by showing participants examples of such
robots and providing information about USAR, their responses might have been affected.
Future work needs to investigate these mappings with the participation of search and res-
cue workers through an online study and then in real USAR situations where rescuers are
interacting with actual robots. In the present study, we did not investigate real interactions
to not bias participants’ responses by choosing a specific robot and its specific appearance
and behaviours. Once the mappings are validated and robust, it will be a natural next
step to test them in real scenarios.

Third, while we selected a subset of affective expressions that covered the primary emo-
tions and other, more complex emotions and moods, this set’s choice might have affected
participants’ responses and different mappings might have been obtained with other sets.
Also, only a small group of emotions were selected by participants at the end. Future study
is needed to analyze the efficiency of the smaller subset further.

Future work is also needed to investigate the implementation of these emotions in
robots. Although we have validated the perception of affective expressions in another
study [66] on a social, zoomorphic robot called Miro [39], we need further studies to imple-
ment these affective expressions on non-zoomorphic robots that are already used in USAR
operations and for which the existing design guidelines (e.g., as provided by Bethel and
Murphy [20]) need to be considered.

Note, we only considered two communication styles for the robot. Future work could
further test the robustness of our mapping by also considering other communication styles.

Additional studies using the idea of mapping between specific messages and emotions
for different application scenarios could also solidify the generalizability of the concept
of conveying information via emotions as a complementary communication modality in
USAR.
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Lastly, future work can consider the applicability of this approach to other related
application areas, such as using human-robot teams in firefighting.

3.5 Conclusion

• This experiment was an exploratory study to investigate the feasibility of using emo-
tions as an additional communication modality in robot-assisted USAR.

• There was a consistency in participants’ responses to match particular USAR related
sentences with emotions resulted in one or two suggested mappings between common
situations occurring in USAR and emotions that the robot should show in those
situations.

• The mapping between emotions and USAR situations were robust to the wording of
the situations (i.e., intelligent agent style versus system status report style).

• Findings of the experiment supported the idea of employing emotions to communicate
messages in the USAR context.
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Chapter 4

Study 2: Affect Control Theory and
the Mapping Between Search and
Rescue Scenarios and Emotions

Since Experiment 1 suggested that mapping emotions to situations in SAR are feasible, we
asked if there is a method to obtain these mappings in a way that (a) the mappings would
not solely depend on a set of emotions (e.g., the 11 emotions shown to the participants in
the previous study), and (b) the mapping process would have a potential to be automated
in the future. Therefore, in this experiment, we study whether it is possible to use the
three dimensions associated to emotions in the PAD emotional state model [134] (PAD)
and ACT [78] (EPA), to address RQ3. As these three dimensions are very similar in the
three models, we decided to use the EPA dimensions of ACT, as there exist large mappings
between emotions and EPA dimensions, which were gathered through large surveys and
have been being updated over the years to account for possible changes over time.

The evaluation dimension in ACT shows how ”good” an emotion, identity, action, etc.
is (as rated through large surveys, the results of which suggests that there is an agreement
in such ratings). The potency dimension shows how “powerful” something is, and the
activity dimension shows how “active” it is. For example, the EPA value for the emotion
“happy” is [3.44 ,2.93, 0.92]1, based on the U.S.A. 2015 Dataset [191], which is used in
this experiment, and which suggests that “happy” is quite good, somehow powerful, and
slightly active.

1Note that EPA values are commonly rated in a range between −4.3 and 4.3
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4.1 Research Questions and Hypotheses

This study aims to address the following research question based on the discussion in the
sections 2.1.2 and 2.2.

RQ3 How can a mapping between SAR related sentences and emotions be obtained, and
is there a way to generalize such mapping without limiting it to a specific set of
emotions?

4.2 Methodology

To study whether using the EPA dimension can lead to similar mappings, instead of using
a set of emotions (as in Experiment 1), we asked participants to rate the sentences used
in Experiment 1 on the evaluation, potency, and activity dimensions (see Figure 4.1).
Afterward, we calculated the emotion that is the closest to the EPA rating for each sentence
which described in more detail later in this section.We also included more sentences related
to different types of SAR in addition to the sentences pertaining to USAR in the first
experiment to check the validity of such a mapping (i.e., if meaningful mappings can
be obtained) for an extended set of situations. Since Experiment 1 suggested that the
mappings were consistent and not affected by different wording styles, we only focused
on sentences conveyed in social and intelligent conversational agent style, which is more
expressive, for this study.

Figure 4.1: Interface Used in Experiment 2

Selection of additional sentences: Generally, the sentences used in the first ex-
periment were quite inclusive. In other words, they can be used for other SAR types as
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well. Nonetheless, as we wanted to increase the set of sentences in this study to make it
more comprehensive, we included a few other situations relevant to other types of SAR
operations. Table 4.1 shows the extended set of sentences used in this study. Sentences
(11) and (12) were included since there generally exists more than one field team in the
search area, and the need for additional members might change dynamically depending
on the given task [92]. Sentences (13) and (14) were included because detecting the envi-
ronment’s temperature is crucial for those SAR sub-types that involve extreme areas like
deserts, water, or icy environments. That is because the survival rate of victims decreases
significantly both in cold water during maritime search and rescue [170] and in hot weather
due to dehydration during WSAR [84]. Furthermore, sentence (15) was added since there
is a chance to encounter an injured victim in all types of SAR operations [92, 143, 5, 95].
Lastly, sentence (16) represents another scenario that is common during almost all SAR
operations since it is usually impossible to reach some area of interest in the rescue directly
field [88, 206, 71, 170].

Table 4.1: All Situations/Messages that rescue robot(s) wants to convey in Experiment 1
and 2

No. Sentences Study
(1) I can again communicate with our team outside of the building 1,2
(2) I lost communication with our team outside of the building so we are on our own now. 1,2
(3) I am stuck and might need help to proceed 1,2
(4) I detected dangerous material here, let’s proceed carefully 1,2
(5) I believe we are behind schedule. I also noticed it is getting dark and there is not

much time left
1,2

(6) I found an item that could belong to a person. Maybe the person is nearby 1,2
(7) My battery is running low and I will stop working soon 1,2
(8) I think I found a surviving person 1,2
(9) I detected that there might be a risk of further collapse so we should only proceed

with caution
1,2

(10) I think I heard someone is calling for help, we might have found a survivor 1,2
(11) I think we need additional team members 2
(12) I think we have more team members than we need. One of us should join the other

team
2

(13) I detected that the temperature of the environment is too cold for a person 2
(14) I detected that the temperature of the environment is too hot for a person 2
(15) I found a victim that requires medical attention 2
(16) I detected that this rescue route requires obstacle clearance 2
(17) I found that for this sentence you have to select the leftmost option on all bars

(attention check)
2

(18) I detected that for this sentence you must select the rightmost option on all bars
(attention check)

2
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Rating the sentences: The design of the interface and questions in this experiment
was similar to Experiment 1: participants saw all the sentences in Table 4.1 in a random
order, and they were told to rate these sentences according to three dimensions: (a) evalu-
ation, (b) potency and (c) activity, which are known as EPA in ACT [78]. In other words,
participants were asked to rate, on a continuous scale, how good, how powerful, and how
active each sentence (and the corresponding situation it conveys) was (see Figure 4.1).

We did not use the demographics or other questionnaires from Experiment 1 as we
did not find a correlation between questionnaire results and the mappings obtained from
Experiment 1. However, as a consistency check, we asked participants to rate words
“angry”, “good”, “infant”, and “boss” in addition to the sentences to compare these ratings
with the original EPA values obtained from the U.S.A. 2015 Dataset [191]. These words
were selected as they cover a range of different values on each of E, P, and A dimensions and
could help ensure consistency between participants’ rating and the ratings in the dataset,
based on which the final mappings to the emotions were calculated. In addition to these
sentences and words, attention checks were included that instructed participants to select
a specific answer (e.g., ”I found that for this sentence you have to select the leftmost option
on all bars.”).

Emotion tired surprise sad happy fear excited disgust calm bored annoyed angry
(E) -1.55 1.42 -2.29 3.44 -2.37 2.69 -2.27 2.88 -1.85 -2.08 -1.77
(P) -1.28 1.35 -1.44 2.93 -1.04 2.18 0.22 1.93 -0.86 -0.57 0.57
(A) -2.30 2.17 -2.04 0.92 -0.71 2.24 0.43 -2.32 -2.01 0.53 1.80

Table 4.2: The EPA values for the 11 emotions used in Experiment 1 based on the U.S.A.
2015 Dataset [191]

Obtaining the associated mappings: Obtained EPA ratings were used to identify
the corresponding emotion among the list of 11 affective expressions used in the first study.
The same set of 11 was used to ensure consistency. The EPA ratings of the 11 emotions
were obtained from the U.S.A. 2015 Dataset [191] (See Table 4.2), which is the most recent
dataset. Euclidean distance [42] was used to find the closest mapping. As an example,
for the sentence “I think we need additional team members”, we compared the distances
between participants’ EPA ratings for this sentence (e.g., [0.83,0.77,0.71]) and ratings of
all 11 emotions, and we found that the closest distance (1.68) corresponded to the emotion
“surprised” ([1.42,1.35,2.17]) as shown below:

#Read EPA d i c t i ona r y wi th a l l words
EPA dict = r e a d d i c t ( USA Surveyor 2015 )

e m o t i o n l i s t = [ bored , sad , s u r p r i s e ,
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calm , d i sgus t , angry , t i r ed , annoyed ,
f ear , happy , e x c i t e d ]

#Se l e c t on ly EPA ra t i n g s in the l i s t
EPA dict = s e l e c t ( EPA dict , e m o t i o n l i s t )

#Average EPA ra t i n g s f o r I t h ink we need
#add i t i o n a l team members sentence
v1 = ( 0 . 8 3 , 0 . 77 , 0 . 7 1 )

for each emotion in EPA dict
#Ca lcu l a t e d i s t ance between EPA
#ra t i n g s o f emotions and the sentence
v2 = emotion [ r a t i n g ]
d i s t = e u c d i s t (v1 ,v2 )
i f d i s t < min d i s t

min d i s t = d i s t
pred i c ted emot ion = emotion [ name ]

print ( emotion [ name ] , emotion [ r a t i n g ] )
#surpr i s ed , (1 .42 , 1 .35 , 2 .17)
print ( min d i s t )
#1.68

4.3 Experiment 2

4.3.1 Procedures and Measures

Participants first read the consent form and the instructions for the study. Afterwards, they
rated sentences related to SAR (see Table 4.1) and the words “angry”, “good”, “infant”,
and “boss” on the EPA dimensions (see Figure 4.1), the order of which was randomized.
Finally, they received an end code for the completion of the study.

4.3.2 Participants

We recruited 223 participants (79 from Canada and 144 from the USA) on Amazon Mechan-
ical Turk for this study. We started with the same recruitment criteria as in Experiment 1:
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having an approval rate of at least 97% based on at least 100 HITS on Mturk, but later
changed this criterion to an approval rate of 96% based on at least 50 HITS on Mturk for
participants who were from Canada to recruit more participants 2. After filtering, based
on the attention check questions (17) and (18) in Table 4.1, data from a total of 133 par-
ticipants were left (72 from Canada and 61 from the USA). Participants were paid $0.30
for participation in this study. This study received ethics clearance from the University of
Waterloo’s Research Ethics Committee (see AppendixA).

4.3.3 Results

In this section, we will first discuss how consistency checks were applied, and will then
present the results for the ratings and the obtained mapping between the situations and
emotions.

Consistency Check

Despite having a high approval rate criteria for recruitment on MTurk, 90 participants
failed either/both of the attention check questions. Since attention check questions were
related to selecting the right or left-most part of the bars, we included an error margin
during the filtering and accepted a range of answers that were not too far from the correct
answer on the continuous scale (i.e., a 10% error margin for both the left and right most
part of the continuous scale).

After removing those who failed our attention checks, the mean EPA values of partici-
pants who passed attention checks from both countries were compared to study whether/how
cultural differences affected the ratings. As it can be seen in the correlation column of Ta-
ble 4.4, we found high correlations between the ratings from the two countries, suggesting
that the ratings were consistent between Canada and the USA. Therefore, the merged data
is used for analyzing the results.

Scaling

As we used a specific EPA dataset to find the closest emotion to each of the sentences,
we first had to ensure that participants’ ratings are consistent with those in the dataset.

2None of the participants recruited from Canada failed any of the attention checks. Therefore we
changed the criteria to be able to recruit more participants
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Therefore, we first checked participants’ ratings of words “angry”, “good”, “infant” and
“boss”. Averages of these EPA ratings were calculated and they were compared with EPA
ratings obtained from the U.S.A. 2015 Dataset [191] using Pearson’s correlation coeffi-
cient [16]. We found high correlations (see the last column of Table 4.3), which suggested
that there would be no need to scale the obtained EPA ratings assessed by the participants,
and we can perform the mapping on the results.

Table 4.3: Comparison of mean EPA ratings scored by participants with EPA ratings
obtained from the U.S.A. 2015 Dataset [191]. Results of Pearson’s correlation coefficient
are shown in the last column.

Words
From Participants From Dictionary

Corr
E P A E P A

angry -3.08 1.44 2.23 -1.77 0.57 1.80 0.98

good 3.69 2.32 0.45 3.40 2.37 -0.24 0.99

infant 2.62 -2.45 -0.43 2.26 -2.35 1.23 0.91

boss 0.77 3.07 1.61 0.91 2.79 1.07 0.96

Mapping Results

The results for EPA ratings, as well as the mapping outcomes are shown in Figure 4.2 and
Table 4.4. Each row in Table 4.4 contains the mean EPA values for a particular sentence
and the two closest predicted emotions, calculated through the above-mentioned method
(i.e., by comparing Euclidean distances between mean EPA ratings and EPAs of the 11
emotions according to the U.S.A. 2015 Dataset [191]). For each of the predicted emotions,
the calculated distance (dist.) is stated. We also show the results from Experiment 1 in the
last column. For example, for the sentence “I can again communicate with our team outside
of the building”, participants’ average EPA ratings were: E = 2.55, P = 1.73, A = 0.93 3.
The correlation between the ratings in the US and Canada was 0.98, the closest emotion
to average EPA ratings of participants was calculated to be ”Excited” with a distance of
1.39, compared to EPA ratings in the dataset, and the second closest emotion was ”Happy”
with a distance of 1.49. These results were consistent with the mappings obtained from
Experiment 1 (i.e., Excited, Happy, and Calm). Only for two of the sentences, the two
closest emotions did not match with the ones obtained through the first experiment, but
the third closest emotion matched. The third closest distance for these two sentences was
shown in pink in Table 4.4.

3As a reminder, EPAs are commonly rated in a range between −4.3 and 4.3
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Figure 4.2: Visualization of participants’ average EPA ratings for each sentence (shown
with dots) and EPA ratings of the 11 emotions taken from the EPA database (shown with
rhombi). Numbers show the situations (see Table 4.1 for the associated sentences). For
example, EPA values for the sentence with number 10 (I think I heard someone is calling
for help, we might have found a survivor) is closest to the EPA value of “excited” emotion.
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Table 4.4: Predicted emotions based on the distance between average EPA ratings of participants’ EPA scores and EPA
ratings of the 11 emotions from the U.S.A 2015 dataset [191]. Corr shows the Pearson’s correlation coefficient [16] between
EPA ratings of participants from Canada and USA. Dist. shows the calculated euclidean distance [42] between EPA values
of the predicted emotions and participants’ ratings. The last column contains the mappings obtained in Experiment 1 for
comparison.

Sentences
Average

Corr
1st Prediction 2nd Prediction

From Exp. 1
E P A Dist. Emotion Dist. Emotion

I can again communicate
with our team outside of
the building

2.55 1.73 0.93 0.98 1.39 Excited 1.49 Happy excited,
happy, calm

I lost communication with
our team outside of the
building so we are on our
own now.

-2.00 -1.35 -0.42 0.99 0.56 Fearful 1.23 Annoyed fearful, an-
noyed

I am stuck and might need
help to proceed

-1.08 -1.46 -0.13 0.96 1.48 Fearful 1.49 Annoyed fearful, an-
noyed

I detected dangerous ma-
terial here, let’s proceed
carefully

-1.03 0.98 -0.56 0.88 1.76 Disgusted 2.17,
2.43

Annoyed,
Fearful

fearful

I believe we are behind
schedule. I also noticed it
is getting dark and there is
not much time left

-1.72 -0.98 0.12 0.99 0.68 Annoyed 1.06 Fearful fearful, an-
noyed

I found an item that could
belong to a person. Maybe
the person is nearby

2.16 1.23 0.38 0.99 1.94 Surprised 2.16 Excited happy, ex-
cited, calm

My battery is running low
and I will stop working
soon

-1.80 -1.73 -0.82 0.98 0.90 Fearful 1.35 Sad sad, tired,
fearful

I think I found a surviving
person

3.00 2.63 1.70 0.96 0.77 Excited 0.94 Happy surprised, ex-
cited, happy

I detected that there might
be a risk of further collapse
so we should only proceed
with caution

-0.99 0.37 -0.47 0.42 1.57 Disgusted 1.75,
1.99

Annoyed,
Fearful

fearful

I think I heard someone is
calling for help, we might
have found a survivor

2.81 2.32 2.32 0.98 0.20 Excited 1.65 Happy surprised, ex-
cited, happy

I think we need additional
team members

0.83 0.77 0.71 -0.29 1.68 Surprised 2.79 Excited NA

I think we have more team
members than we need.
One of us should join the
other team

0.65 0.88 0.83 0.22 1.61 Surprised 2.62 Angry NA

I detected that the temper-
ature of the environment is
too cold for a person

-1.25 -0.30 -0.52 0.99 1.35 Fearful 1.36 Annoyed NA

I detected that the temper-
ature of the environment is
too hot for a person

-1.45 0.14 0.36 0.99 0.83 Disgusted 0.97 Annoyed NA

I found a victim that re-
quires medical attention

0.06 1.42 1.88 0.97 1.39 Surprised 2.02 Angry NA

I detected that this res-
cue route requires obstacle
clearance

-0.25 0.49 0.54 0.94 1.98 Angry 2.04 Disgusted NA
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We also further analyzed the correlations between EPA ratings of participants from
Canada and the USA. While the ratings were generally highly correlated for most of the
situations, we observed that for three of the situations correlation value was lower (−0.29,
0.22, and 0.42). These sentences with lower correlation are shown in blue in Table 4.4.
To emphasize the differences, mean EPA ratings of these sentences for each country are
presented in Table 4.5.

Table 4.5: The sentences which have either low or no correlation between participants from
Canada and U.S.A.

Sentence Location (E) (P) (A)
I detected that there might be a risk of further
collapse so we should only proceed with caution

Canada -0.83 0.46 -1.04
U.S.A. -1.18 0.26 0.20

I think we need additional team members
Canada 0.58 0.66 0.54
U.S.A. 1.12 0.89 0.92

I think we have more team members than we
need. One of us should join the other team

Canada 0.48 0.61 0.74
U.S.A. 0.85 1.21 0.94

4.3.4 Discussion

We argue that emotions can provide SAR robots with a communication channel that can
complement the existing communication modalities and improve the success and efficiency
of communication. Further, such social ability might help rescue workers to be less affected
by Post Traumatic Stress Syndrome (PTSD) by reducing the frequency or intensity of
perceived stress levels of dangerous situations encountered during missions [183]. Victims
can also benefit from those emotions since social SAR robots can contribute to a reduction
of stress levels of victims and prevent shock as suggested in [20]. After confirming the
feasibility of using emotions in SAR robots via Experiment 1, we conducted Experiment
2.

To address RQ3 and check whether the obtained mappings via Study 1 (Chapter 3)
might be affected by the selected set of emotions, we asked if it is possible to use a method
to quantify the emotions and get the ratings in a way that it is independent of the selected
set of emotions. Therefore, we used ACT and asked participants to rate the sentences on
three different dimensions: Evaluation, Activity, and Potency (EPA) in this study. We
then used the EPA values associated to the set of 11 emotions in Experiment 1 to check
whether the mappings would be consistent with mappings in Experiment 2. EPA values
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for the 11 emotions were taken from the U.S.A 2015 dataset [191], which is the most recent
dataset on EPA ratings. We also added more sentences in Experiment 2 to cover situations
relevant to different types of SAR operations and robot emotions.

Results showed that the emotions obtained through Experiment 1 and Experiment 2
were consistent (see Table 4.4), suggesting that using EPA ratings for the sentences can
lead to similar results. Also, other than not being dependent on a specific set of emotions,
this method has the potential to be automated in the future. Also, consistency in results
demonstrated that the obtained mappings were independent of whether emotions were
provided as a direct choice to participants (as in Experiment 1) or calculated using ACT.
It is important to stress the findings related to the two sentences “I detected dangerous
material here, let’s proceed carefully” and “I detected that there might be a risk of further
collapse, so we should only proceed with caution”. For these sentences, the third closest
emotion resulted in consistent mappings as in the first experiment. The reason behind this
might be related to the first closest emotion found disgusted, which was not suggested by
the mapping obtained from the first experiment at all. Nonetheless, it is not possible to
make further comments about the findings of these two experiments with the current data.

Employing a dimensional emotion model like in Experiment 2 is not common with
sentences. These values usually exist for emotions, identities, and actions. Using these
dimensions with sentences has complications. For example, the mappings will be highly
context-dependent. It would be hard (if not impossible) to conduct extensive surveys to
gather ratings for all combinations of sentences, similarly that the other EPA values are
collected (as a large number of sentences can be created with the combination of the related
words). Further, there is currently limited literature on mapping sentences to dimensional
emotion models, most of which can only evaluate sentences on the Evaluation dimension
(i.e., a sentence’s sentiment). However, using such models can be promising in the future
and lead to mappings that are independent of a limited set. Furthermore, the set of
emotions can be changed depending on what emotions a social robot in SAR is capable of
showing, and the same ratings can be used for obtaining the new mappings.

It is important to emphasize that, while the EPA ratings of the sentences are indepen-
dent of a set, we still need to decide on a set of reasonable emotions for the mappings. The
ACT datasets include a large set of emotions, which may not be relevant in any specific
context. For example, if we had used the complete set instead of limitings it to our set of
11 emotions (i.e., to use the ”Emotion” dataset of U.S.A 2015), the two closest affective
expressions for the sentence “I detected dangerous material here, let’s proceed carefully”
would have been “obligated” and “aggrieved”, which may (a) not be appropriate for the
context of SAR, and (b) not be feasible to express on a social robot.
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Furthermore, for this study, we presented sentences that a robot would say during SAR
situations to the participants as text rather than using a specific robot that says these
sentences. The reason behind this choice was to avoid the possible effect of a particular
robot’s embodiment, voice, etc., on participants’ responses. This approach allowed us
to investigate the feasibility of matching emotions with SAR related situations without
biasing participants to any specific robot/platform since the focus of these two studies is
not on implementing these affective expressions on SAR robots, but rather investigating
the possibility of using emotions to convey specific messages in SAR context.

Finally, we noticed that in three of the situations, the ratings obtained from the US
and Canada were either not correlated or only had a low correlation (See Table 4.5). At
the same time, it was not the case for the rest of the situations. One possibility is that the
cultural differences were reflected in these situations more than the others. For example,
participants in the US rated the sentence “I think we need additional team members” as
better, more powerful, and more active, as compared to the participants in Canada, who
rated this sentence closer to neutral in all dimensions. It was very similar to the sentence
“I think we have more team members than we need. One of us should join the other team”,
and in both cases, it involved a change in the structure of teams. Future work is needed to
study why the ratings were not correlated for these few situations and if cultural differences
were in fact the reason for this observation. If this is the case, it may suggest that cultural
differences should also be taken into account while designing emotions for communication
of SAR robots.

As these studies confirmed the feasibility of bringing emotions into the search and
rescue context, we propose using emotions as an additional communication channel to the
existing ones such as video streams, voice, and text [92]. The intention behind proposing
an additional interaction modality is to complement existing multi-modal channels rather
than replacing them. In this way, we would be able to employ SAR robots that have more
robust and failure-safe communication abilities that might help to improve field workers’
shared mental model and situational awareness [185]. Experiment 2 suggested an approach
that can help with obtaining these mappings more efficiently.

4.4 Limitations and Future Work

This study had several limitations. First of all, due to the online nature of the studies,
participants did not have a chance to interact with real SAR robots. They also did not
experience a SAR scenario, which could help with understanding the situations and af-
fect the mappings. While illustrating possible SAR operations with several pictures of
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SAR robots, the obtained results might differ in real-life scenarios and if the mappings
were obtained from participants who had experience with SAR. However, such an online
approach was followed as the first step for this direction of research in order to not bias
participants with the appearance of a particular robot, and it also helped with reducing
the experimenter bias [70]. Furthermore, this approach has been shown to be effective in
many HCI and HRI studies and has gained more attention since COVID-19 has affected
the feasibility of conducting in-person HRI studies. Nonetheless, future work is needed to
investigate if/how obtained mappings would translate to real-life situations and if rated by
participants who have experience with SAR situations.

Secondly, although participation was limited to North America, participants’ level of
English was not tested during the study. Yet, based on their answers to attention check
questions, it is reasonable to assume that they understood the task and the sentences.

While this study (different from the first one) led to ratings that can be used with
varying sets of emotion, we did not examine how the mappings changed based on different
emotion sets. Future work could obtain mappings using different emotion subsets, for
example, those that a specific robot can show.

After making sure that the obtained mappings are robust and ready to be used for
real-life scenarios, implementing the emotions on robots that have been already used in
SAR operations would be a natural next step for future work. For this purpose, following
existing design guidelines for SAR robots suggested in [20] might be helpful. Guidelines
for implementing such expressions on non-zoomorphic (compared to e.g. [66]) can also help
with the implementation of these emotions.

Lastly, further studies that employ emotions to convey information from robots to
humans in different application areas, such as firefighting and service robotics, can help
support the generalizability of using emotions as a communication channel to complement
multi-modal human-robot interaction in other similar contexts. This would help to better
investigate context dependency of perceived emotions.

4.5 Conclusion

• The goal for this experiment was to find mappings between SAR related sentences
and emotions in a way that it is independent of the emotion set.

• Different from the first experiment, participants in this experiment were asked to rate
EPA dimensions suggested by ACT for SAR related sentences instead of selecting
emotions through a list.
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• Obtained mapping between sentences and emotions was consistent with the one ob-
tained in the first experiment.

• This approach allowed us to obtain mappings independent of the emotion list which
might be needed if the findings are used for different robots that are capable of
expressing different emotions or different fields that require different emotion sets
depending on the context.
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Chapter 5

Study 3: Implementing Affective
Expressions on a
Appearance-Constrained Robot and
Improving Human-Robot Interaction
in Search and Rescue Teams

5.1 Research Questions and Hypotheses

This study aims to address the following research questions.

RQ4 How can affective expressions be designed and implemented on appearance con-
strained SAR robots using lights?

RQ5 Can affective expressions complement and improve multi-modal communication in
human-robot SAR teams?

Based on the discussion in the sections 2.2 and 2.1.2, our hypotheses are:

H1 Affective expressions will increase participants situational awareness (i.e. their per-
ception of what is happening in the disaster area) when other communication modal-
ities like text fail.
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H2 Affective expressions will decrease participants response time (i.e. how fast they
perceive what is happening or how fast they take an action) by complementing other
communication modalities.

5.2 Methodology

(a) Two LED Pattern (b) Full LED Pattern

Figure 5.1: Screenshots from a pilot study that shows different light patterns used to express“happy”. They were designed
based on EPA dimensions [78], where Evaluation (E) dimension represents the color of the light, Potency (P) dimension
represents the intensity of the light, and Activity (A) dimension represents the frequency of the light.

In order to address RQ4, affective expressions were designed and implemented on
Clearpath’s Husky robot using LED strips and based on EPA dimensions suggested by
ACT [78]. Informal pilot studies were conducted with the recorded videos of Husky’s affec-
tive expressions with lab members. In each pilot, different parameters of these expressions
(light intensity, frequency, color, lighting pattern, EPA scale mapping, etc.) were varied
systematically. One can see the affective light designs from an earlier pilot study in Fig-
ure 5.1. The reason behind the pilots was to understand how to better implement natural
and perceivable affective expressions on Husky using lights. After analyzing the results of
the pilot studies, we decided to continue with a full light pattern (i.e. turning on/off all the
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(a) Noise Level 1

(b) Noise Level 4

Figure 5.2: Glitchy versions of the text message “Today the weather will be rainy” displayed on radio transmitter device
Motorola XPR 7550e and Clearpath’s Husky robot. Noisy messages were created thanks to Zalgo text generator [31].

LEDs on the strip at the same time) since pilot data indicated better perception accuracy
from all viewing angles. In addition, we determined the color of the lights should represent
the goodness of the message (Evaluation) while the brightness of the lights should repre-
sent the power of the message (Potency) and the frequency of the lights should represent
the activity of the message (Activity) following ACT theory. The details about the final
implementation of expressive lights were explained in Section 5.3.1.

After implementation of affective lights, noisy text messages were created in order to
mimic the situation where the communication modality fails during the SAR mission. Zalgo
text with different chaos levels was used to make the text messages glitchy [31]. Another
pilot study with the members of the Social and Intelligent Robotics Research Laboratory
was conducted to decide the noise level. Participants were presented to different noisy
versions of the text “Today the weather will be rainy”, and they were asked to guess what
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was written in the text. In order to create a realistic scenario, the noisy text messages
were displayed on a radio transmitter device (Motorola XPR 7550e), which is widely used
during real SAR missions [151]. Figure 5.2 shows some versions of the noisy text message
shown to participants during the pilot. After analysis of the pilot results, noise (i.e. chaos)
level 3 was selected as the minimum level which makes the text unreadable.

Figure 5.3: Experimental Setup used to mimic common scenarios happening during SAR missions in Experiment 3. Different
locations were shown with pink rhombuses and labeled with letters. Possible routes between these points were shown with
dashed lines. For each scenario used in the experiment, Husky starts its movement from one of these points and visits
particular points using dashed routes. These movements were recorded by the camera and shown to participants as videos.

The main experiment had a between-subject design where participants were divided
into two conditions: emotion condition and no emotion condition. While Husky expressed
emotions using lights in emotion condition, it did not use any lights in no emotion condition
(i.e. lights were turned off all the time). After an initial training step to teach affective
expressions of Husky, participants were shown 2 videos (the first one shows movements
of Husky in the simulation and the second one shows the noisy message with/without
emotional lights) for each scenario (10 x 2 = 20 in total) and they were asked to guess the
message Husky wants to convey in Figure 5.4. The mapping between these messages and
emotions was obtained from the first study (see Section 3)

The experimental setup shown in Figure 5.3 was used in the experiment in order to
simulate common scenarios happening during SAR operations. In this setup, Husky starts
from a particular point depending on the scenario simulated and follows a specific route.
For example, for the scenario “I think I found a surviving person”, Husky starts from
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(a) First Video

(b) Second Video and Questions (Emotion condition since Husky’s lights are active)

Figure 5.4: The main task in Experiment 3 where participants were shown two videos for each scenario and then asked to
guess what Husky wants to convey considering both videos
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Table 5.1: Different routes were followed by Husky for each scenario. Please see Figure 5.3 for experimental setup and
locations of labelled points (aRight, aLeft, b, c, d, eRight, eLeft). Matched emotions for each scenario are given under the
Emotion column.

No Scenario Path Followed Emotion
1 I can again communicate with our team out-

side of the building
aRight − b− c− d happy

2 I lost communication with our team outside of
the building

b− d− eRight − eLeft − d fear

3 I am stuck and might need help to proceed b− c− d− c− d− c− d annoyed
4 I detected dangerous material here, let’s pro-

ceed carefully
b− aLeft − b− c− d fear

5 I believe we are behind schedule. I also noticed
it is getting dark and there is not much time
left

b− c− d annoyed

6 I found an item that could belong to a person.
Maybe the person is nearby

b− aRight − b− c− d excited

7 My battery is running low and I will stop
working soon

aLeft−b−c−d (decrease speed grad-
ually)

tired

8 I think I found a surviving person b− aRight − d (use curvy path from
a to d)

excited

9 I detected that there might be a risk of fur-
ther collapse so we should only proceed with
caution

b−aLeft−d (use curvy path from a
to d)

fear

10 I think I heard someone is calling for help, we
might have found a survivor

aRight−d (use curvy path from a to
d)

excited

point b then goes to point aRight. During this movement, Husky slowly goes out of the
point of view. Then, it appears again and moves toward point d by taking the curvy path
(shorter path comparing to going first point b and then point d). During these movements,
participants were also notified that they got a text message from Husky (without showing
the message itself) and the time they get this text notification was controlled and differs
in each scenario. For example, for the scenario “I think I found a surviving person”,
participants got notified with beeps once Husky is in point aRight and out of the point
of view so that participants will be informed that something happened while Husky was
around that point. This provides additional context information to participants about the
scenario itself. Different paths followed by Husky for each scenario are shown in Table 5.1.
Simulation videos for all scenarios can be watched through this link.1

1https://www.youtube.com/playlist?list=PL2L3Ul8a1xkwRlxJuSPic78RtCtDYg01E
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5.3 Experiment 3

5.3.1 Robotic Implementation

Design of Emotional Lights

A NeoPixel RGB LED strips were used to design affective expressions. All emotions
that were used in the experiment were programmed on Arduino micro-controller in C++
using the associated LED strip libraries: Adafruit NeoPixel2 and FastLED3. Each emotion
was given a function in which the period, wavelength, and color of the wave could be
altered based on the design of the emotion. For the experiment, EPA dimensions in ACT
was transformed in order to represent different parameters of LED lights (see Table 5.2
for description of parameters and Table 5.3 for parameter values). Related software was
made open-source in order to provide an example for researchers who are interested in
implementing affective expressions based on ACT.4

Table 5.2: Description of parameters to transform EPA ratings into corresponding LED attributes. We determined the range
of LED parameters based on the feedback through previous pilot studies.

EPA Values LED Parameters
Name Description Min Max Description Min Max

Evaluation (E) How good (Bad vs Good) -4.3 4.3 Color Red Green
Potency (P) How powerful (Weak vs Powerful) -4.3 4.3 Intensity 0 255
Activity (A) How active (Passive vs Active) -4.3 4.3 Duration 4300 msec 300 msec

For the experiment, we attached two LED strips on the Husky robot’s top and side
(360◦) to give better perception from various angles like in Figure 5.5. Afterward, videos of
the robot expressing different emotions were recorded to be used during the experiment.5

Search and Rescue Simulation

Gazebo simulator was used with Robot Operating System (ROS) middleware to create a
realistic search and rescue simulation [169]. ROS packages provided by Clearpath Robotics
was employed to simulate Husky in Gazebo.6. To construct the SAR disaster environment,
various 3D models provided by Open Robotics7 were combined based on experimental

2https://github.com/adafruit/Adafruit_NeoPixel
3https://github.com/FastLED/FastLED
4www.github.com/samialperen/epaLights
5https://youtube.com/playlist?list=PL2L3Ul8a1xkwvAhQ4jBc6OOwqJTGSifHU
6https://github.com/husky/husky
7https://github.com/osrf/gazebo_models
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procedure. Resulted simulation environment in Gazebo was made publicly available.8

Simulated disaster environment and virtual Husky robot can be seen in Figure 5.6.

Table 5.3: Values of parameters to transform EPA ratings into corresponding LED attributes for each emotion used in the
study. EPA values for the emotions were obtained from the USA Student 2015 dictionary [191]. We normalized the range
of LED parameter values based on the EPA range of emotions considered. For example, emotion “happy” has the largest P
value (2.85), so it was converted to 255 (max LED value for RGB parameters). We took the risk of a seizure into account
while selecting the minimum value of LED lights duration [215].

EPA Values [191] LED Parameter Values
Emotion E P A R G B Duration (msec)

tired -1.58 -1.28 -2.28 31 0 0 4154
happy 3.54 2.85 0.85 0 255 0 1609
fear -2.41 -1.07 -0.81 54 0 0 2958

excited 2.77 2.13 2.46 0 174 0 300
annoyed -2.13 -0.47 0.58 64 0 0 1828

Figure 5.5: Clearpath Husky robot with attached LED strips

5.3.2 Procedures and Measures

The experiment has three steps as summarized in Figure 5.7. All participants in each
condition (emotion vs. no emotion) followed the same procedure except the second part of
the main task. The overall interface used in the experiment can be seen in Appendix D.

8https://github.com/samialperen/husky_sar
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Step 1 - Training: Participants who signed the consent form moved to the training
step. They were instructed to watch the training video carefully and as many times as
needed to learn the emotional displays of the Husky. In the training video, Husky expressed
emotions with the help of lights, and the name of each emotion was clearly shown at the
bottom left corner of the video. Five different emotions (happy, excited, tired, annoyed,
fear) were implemented in this study. This emotion set was decided based on the mapping
obtained in the first study (see section 3).

Figure 5.6: The simulated Search and Rescue Environment used in the study with the
Clearpath Husky Robot

Figure 5.7: Summary of Experimental Procedure Followed in the Experiment 3

Upon watching the training video, separate videos for each affective expression were
shown in random order without displaying the name of the expression, and participants
were asked to guess what expression was shown. If participants predicted the emotion
correctly, that emotion was marked as passed, and another emotion was shown next until
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they predict all the emotions accurately. Otherwise, the emotion they failed to recognize
was shown again randomly during the training. Participants who saw more than “10” test
videos (i.e., seeing each emotion two times on average since there are five different emotions
in total) were considered as failed in the training step. They were still allowed to continue
the rest of the study, but their data was labeled as “failed” to track their performance
during the analysis.

This training step is a crucial part of the experiment since it allows us to have a greater
confidence that participants can perceive the affective expressions of Husky correctly. As
stated in the previous sections, the focus of this study is to investigate whether affective
expressions can help to increase situational awareness of search and rescue workers, not to
evaluate recognition of emotions. Although we were hoping that to some extent the affective
expressions that we designed were intuitive to understand, in practice SAR workers get
training regularly, including how to use new tools, so adding this step to their regular
training routine might actually be feasible in future applications.

Step 2 - Main Task: Participants who either completed the training successfully
(labeled as “passed”) or failed and hit the threshold (labeled as ”failed”) moved to the
instructions page for the main task. They were told that they are part of a robot-assisted
search and rescue team, and they are called to duty. After watching an introduction video
to search and rescue scene, they moved to the next instruction page, where the procedure
for the main task was explained. They were told that they will see two videos for each
scenario: (a) the first video is in the simulation environment and called scenario video and
(b) the second video is in real-life that shows noisy text message (plus affective lights of
Husky if in emotion condition). They were given a complete list of possible messages, and
they were told that their task is to choose what message Husky wanted to convey to them.

In total, each participant watched 20 videos for 10 different SAR scenarios (see Table 5.1
for all the scenarios). These videos were shown in a random order, and participants had an
option to select multiple messages in the given list to answer if they are not sure. They had
an option to replay all the videos. The videos were paused if they switched the interface tab
or opened another application. In this way, we measured their response time accurately.

Step 3 - Questionnaire: After completing the main task, participants were moved to
the survey step, where they first answered questions about demographics and then about
SAR (see Appendix D for the whole interface).

For the demographics questionnaire, participants answered questions about their gen-
der, age, education, and ethnicity. They had the freedom not to answer any of the ques-
tions.

Between demographics and SAR-related questionnaires, participants answered one of
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the attention check questions. Then, they responded to questions related to the design of
the experiment. First, they were asked to rate the difficulty level of noisy text messages
they saw during the study. Second, they were given a picture with another noisy text
message, and they were asked to write down the message. Thanks to these two questions,
we evaluated the difficulty of the noise level used in the study.

Finally, participants were asked to report their opinion about (1) how useful they think
rescue robots are, (2) how familiar they are with rescue robots, (3) whether they had seen
a SAR robot before, (4) how necessary they think rescue robots are, (5) how much they
believe rescue robots will be better than rescue dogs in the future, (6) how not useful
they think rescue robots are, (7) how much they believe we won’t need rescue robots in
the future and (8) another attention check question. After these questions, they answered
another one depending on the condition they were assigned. Participants in the emotion
condition reported (9) how much they think the robot’s use of lights in order to convey
emotions was helpful to guess messages sent by the robot. On the other hand, participants
in no emotion condition stated (9) how much they would prefer the robot to use lights in
order to convey emotions which might be helpful to guess messages sent by the robot. All
questions in this section were on a continuous scale, and participants had an option “prefer
not to share” if they did not want to answer any of the questions.

5.3.3 Participants

We recruited a total of 151 participants for the study on the Amazon Mechanical Turk plat-
form. In order to increase the quality of obtained data, only participants whose approval
rate is higher than 97% based on at least 100 HITS allowed to join the study. Recruited
participants were located either in the USA or Canada. Participants who completed the
study were paid $3 for compensation, while a pro-rated amount was paid for those who
did not finish the task. This study received full ethics clearance from the University of
Waterloo’s Research Ethics Committee (see Appendix A).

Recruited participants were filtered based on attention check questions. Sixteen of
them failed in the attention check question “I think drinking water is liquid”. Moreover,
data related to 33 participants who gave inconsistent responses (i.e., not selecting opposite
sides) to the questions “I think rescue robots are useful” and “I think rescue robots are not
useful” discarded. After filtering, 102 participants (37 female, 65 male; ages 22-69, avg:
38.9, std: 11.1) left for the analysis where 53 of them were in emotion condition, and 49
of them were in no emotion condition.
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Table 5.4: List of considered factors in Linear Mixed-effects Model (LMM) analysis as well as survey questions presented at
the end of the experiment (factors marked with x in the table)

Factor Description Data Type
Gender x Gender of participants Discrete
Age x Age of participants Number
Education x Highest level of education of participants Discrete
robot useful x I think rescue robots are useful Scale 0–1000: Completely Disagree /

Agree
familiar sar x I was familiar with rescue robots before this study Scale 0–1000: Completely Disagree /

Agree
seen sar robot x I had seen an example of a rescue robot before this

study
Scale 0–1000: Completely Disagree /
Agree

robot necessary x I think rescue robots are necessary Scale 0–1000: Completely Disagree /
Agree

better than dogs x I believe in the future rescue robots become better
than rescue dogs

Scale 0–1000: Completely Disagree /
Agree

robot not useful x I think rescue robots are not useful Scale 0–1000: Completely Disagree /
Agree

robot no need x I believe in the future we will not need rescue
robots

Scale 0–1000: Completely Disagree /
Agree

Attention Check x I think the drinking water is liquid Scale 0–1000: Completely Disagree /
Agree

helpful lights x (emotion
cond)

I think the robot’s use of lights in order to convey
emotions was helpful to guess messages sent by the
robot

Scale 0–1000: Completely Disagree /
Agree

prefer lights x (no emo-
tion cond)

I would prefer the robot to use lights in order to
convey emotions which might be helpful to guess
messages sent by the robot.

Scale 0–1000: Completely Disagree /
Agree

hard text x How hard was it to read the noisy text messages? Scale 0–1000: Completely Disagree /
Agree

Perception Accuracy Shows whether participants guessed the particular
scenario correctly

Boolean

Perception Time Total active time in seconds that participants
spent for each scenario (excluding inactive time)

Number (seconds)

Inactive Time Total inactive time that participants did not pay
attention to the task (task was on pause during
these times)

Number (seconds)

switchTabCounter Total number of tab switches occurred during the
task

Number

Condition Condition that participants were assigned to Discrete: emotion vs no emotion
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5.3.4 Statistical Analysis

In this experiment, we investigated two main metrics: perception accuracy and response
time. Perception accuracy of participants was calculated by measuring their success in
guessing SAR related messages. Response time was reported by measuring how fast they
predicted the messages. On the other hand, independent measures considered in this study
are: (a) participants’ response to the questions in the survey, (b) the order of messages
seen by the participants, (c) the total number of times they switched from the main task,
(d) the total inactive time that they did not spend on the task and (e) the condition that
participants belong to (emotion vs. no emotion). List of all considered factors was given in
Table 5.4. To investigate the relation between the independent and dependent measures,
LMM [13] was employed based on minimizing Akaike’s Information Criterion (AIC) [9].
Moreover, one-way binomial tests were applied assuming uniform probability distribution
as the null hypothesis to determine whether participants selected a specific scenario (or
emotion in training step) significantly over another one [178].

5.3.5 Results

During LMM analysis, it was detected that participants in emotion condition had signifi-
cantly more perception accuracy than participants in no emotion condition (se = 0.04, t =
2.287, p = .024). On the other hand, no significant correlation was found between the
condition participants assigned to and response time (se = 6.06, t = −0.05, p = .96). One
can check full LMM results in Table 5.5 and Table 5.6.

Table 5.5: Linear Mixed-effects prediction model with minimum AIC to measure partici-
pants’ perception accuracy.

Covariate Perception Accuracy
Estimate SE t Pr (> |t|)

Condition
No Emotion b

Emotion 0.09 0.04 2.287 0.024 *
Familiar with SAR -1.64e-04 6.78e-05 -2.417 0.017 *
SAR Robots Not Useful -2.59e-04 8.02e-05 -3.234 0.002 **

* = p < .05; ** = p < .01; *** = p < .001; b = baseline level

LMM analysis resulted in interesting findings. As suggested in Table 5.5, participants
who thought rescue robots are not useful or who were familiar with SAR had a lower per-
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Table 5.6: Linear Mixed-effects prediction model with minimum AIC to measure partici-
pants’ response time.

Covariate Response Time
Estimate SE t Pr (> |t|)

Condition
No Emotion b

Emotion -0.3 6.06 -0.05 0.96
Inactive Time 0.11 0.03 3.273 0.001 **
SAR Robots Useful 0.04 0.02 2.012 0.047 *
Familiar with SAR 0.06 0.01 4.355 <0.001 ***
Seen SAR Robot Before -0.04 0.01 -2.865 0.005 **
SAR Robots Necessary -0.03 0.02 -1.543 0.126
Order Number -6.1 2.45 -2.487 0.013 *

* = p < .05; ** = p < .01; *** = p < .001; b = baseline level

ception accuracy. Moreover, Table 5.6 gives thought-provoking results. Participants who
were familiar with SAR or participants who think rescue robots are useful or participants
who had a higher inactive time spent more time to predict the shown scenarios. On the
other hand, participants who saw a rescue robot before, who think rescue robots are nec-
essary were faster to respond. We also detected that participants tended to get faster to
respond shown videos as they see more videos (ordering effect).

For the recognition of emotions itself during the training step (i.e., training success),
41 participants (22 in emotion condition and 19 in no emotion condition) out of 102 (53 in
emotion condition and 49 in no emotion condition) could not learn all the emotions and
hit the threshold limit of training. They were allowed to move into the next step of the
study without learning all the emotions. They are labeled as “failed”, and their data was
investigated separately depending on the analysis.

During the rest of this section, findings regarding training success & design of affective
lights, perception accuracy, and response time for the main task were shared in more depth.

Training Success

Training success is related to participants’ overall accuracy in perceiving Husky’s emotions
after watching the initial introductory training video. Figure 5.8 shows the perception ac-
curacy for each emotion. All emotions were perceived with accuracy more than the chance
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(20%). While “happy” was perceived with the best accuracy (≈ 91%), and “annoyed”
with the worst accuracy (≈ 59%).

Figure 5.8: The success of participants to predict each emotion during the training step

Once participants mispredict an emotion, that emotion is shown randomly later until
they succeed. However, they can not see more than ten emotion videos (for five different
emotions). Once they hit this threshold, they were allowed to move into the next step.
Nonetheless, they were labeled as “failed” in training.

Table 5.7: The table shows participants’ incorrect guesses to recognize implemented affective expressions on Husky. Rows
show emotions expressed by Husky, and columns show participants’ corresponding responses to these expressions. Since only
incorrect responses of participants who failed to learn all emotions in the training step included (41 participants failed in
total; 22 in emotion condition, 19 in no emotion condition), all diagonal entries have zero, i.e. having a non-zero diagonal
entry means that emotion perceived correctly.

Participants’ Responses Tired Fear Excited Happy Annoyed

E
m
o
ti
o
n
s Tired 0 7 4 4 10

Fear 26 0 4 4 14
Excited 0 1 0 20 1
Happy 2 1 5 0 1

Annoyed 14 27 7 4 0

In this experiment, 41 participants failed to learn all the emotions and hit the threshold.
Table 5.7 shows only incorrect responses of these 41 participants. Among the misunder-
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stood emotion pairs, fear-tired and annoyed-fear are the ones that got confused most, while
the happy-excited pair is the least confused one.

Emotions that caused participants to fail in the training and how many attempts each
participant guessed them incorrectly were shown in Figure 5.9. Fear and annoyed emotions
have the largest average number of attempts in both conditions (emotion vs. no emotion).

Figure 5.9: Emotions that participants who failed in the training could not learn versus
the average number of attempts each participant had to guess particular emotion.

Perception Accuracy

Participants in emotion condition were significantly better than participants in no emotion
condition to predict scenarios shown during the main task (se = 0.04, t = 2.287, p = .024).
Results of LMM analysis for the model with minimum AIC can be seen in Table 5.5.
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The average perception accuracy of participants in both conditions was compared in
Figure 5.10. In addition to LMM analysis, statistical differences between two groups were
calculated using Welch’s two sample t-test [48]. Participants in the no emotion condition
had an average perception accuracy of around 30%, whereas participants in the emotion
condition had significantly higher average perception accuracy of around 40% (t=2.3573,
df = 97.623, p=0.0204). Participants in the emotion condition were also divided into two
depending on their success during the training. The ones who failed in the training step had
a mean accuracy of ≈ 30% while those who succeeded in the training step had significantly
higher mean accuracy of ≈ 50% (t=-3.7065, df=39.6, p=0.00064).

(a) Comparing two different conditions (b) Emotion condition based on training success

Figure 5.10: Average perception accuracy of participants compared for each condition given
on the left (significantly different than each other t=2.3573, df = 97.623, p=0.0204) and
average perception accuracy of participants in emotion condition compared based on their
success during the emotion training step (significantly different than each other t=-3.7065,
df=39.6, p=0.00064).

Average perception accuracy of participants in no emotion condition based on whether
they failed during the training step was compared in Figure 5.11, and it was discovered that
they had a similar mean accuracy around 30% to guess given SAR scenarios. Accuracy
of these two subgroups in no emotion condition was not used individually in the previous
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Figure 5.10 for comparison with the ones in emotion condition since participants in no
emotion condition did not see emotional lights during the main task.

Figure 5.11: Average perception accuracy of participants for only no emotion condition.
Participants divided into two based on their success during the emotion training step: 30
participants passed the training (i.e., learned all emotions successfully) and 19 participants
failed. There is no significant difference between these two groups.

The success in recognition of individual SAR scenarios was also analyzed for three
groups: (a) participants in emotion condition including both the ones who failed during
the training and who passed the training step, (b) participants in emotion condition who
passed the training and (c) participants in no emotion condition including both the ones
failed and passed the training step (see Figure 5.12). Perception accuracy in the group (b)
is the largest, whereas it is the lowest in group (c). None of the scenarios was recognized
with more than 60% accuracy. In all cases, scenarios “Stuck here” and “Battery is running
low” were identified with the highest accuracy than others.

The success in recognition of individual SAR scenarios regarding their type (positivity
vs. negativity) was also examined. This analysis was done for three participant groups: (a)
participants in emotion condition including both the ones who failed during the training
and who passed the training step, (b) participants in emotion condition who passed the
training, and (c) participants in no emotion condition including both the ones failed and
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(a) Emotion Condition (53 Participants, including participants who failed in the training step)

(b) Emotion Condition (31 Participants, only including those who passed the training step)

Figure 5.12: Perception accuracy of SAR-related messages shown the participants during
the experiment 3. Messages shown to participants are not the ones in these plots. The
shortened version of the original messages was used here for visualization purposes. The
horizontal axis is also limited to 50% for the same reason. The figure continues on the next
page...
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(c) No emotion condition

Figure 5.12: Perception accuracy of SAR-related messages shown the participants during
the experiment 3. Messages shown to participants are not the ones in these plots. The
shortened version of the original messages was used here for visualization purposes. The
horizontal axis is also limited to 50% for the same reason.

passed the training step (see Figure 5.13). Participants in group (b) were the best to
understand whether the scenario was positive or negative (over 90% accuracy), whereas
participants in group (c) were the worst (for some scenarios, their accuracy is less than the
chance, i.e., 50%).

Participants’ responses to shown scenarios were analyzed to understand which scenarios
were confused with each other. Analysis was again done for three groups: (a) participants
in emotion condition, including both the ones who failed during the training and who
passed the training step, (b) participants in emotion condition who passed the training,
and (c) participants in no emotion condition including both the ones failed and passed the
training step (see Table 5.8).

Response Time

Despite the significant difference in perception accuracy of participants depending on the
condition they were assigned to, there was no significant difference regarding their response
time, i.e., the time it took participants to guess the shown scenarios (se = 6.06, t =
−0.05, p = .96). Statistical findings of LMM analysis can be seen in Table 5.6.

61



(a) Emotion Condition (53 Participants, including participants who failed in the training step)

(b) Emotion Condition (31 Participants, only including those who passed the training step)

Figure 5.13: Perception accuracy of SAR-related messages shown the participants during
experiment 3 regarding their type (i.e., positivity/negativity). See Table 5.1 for the scenario
names.
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(c) No emotion condition

Figure 5.13: Perception accuracy of SAR-related messages shown the participants during
experiment 3 regarding their type (i.e., positivity/negativity). See Table 5.1 for the scenario
names.
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Table 5.8: Participants’ responses to shown scenarios during the main task. Rows show
correct scenario numbers while columns show participants’ selections. Scenarios selected
significantly more than others were calculated via binomial tests and shown in pink while
scenarios selected more than a chance shown in bold ( ∗∗∗: p < .001, ∗∗: p < .01, and ∗:
p < .05). Positive scenarios are shown with green while negative ones are shown with red.

(a) Participants in emotion condition including the ones failed in the training step (53 in total)

Responses
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One 17∗ 2 4 4 4 26∗∗∗ 3 24∗∗∗ 3 15 2
Two 1 9 14 16∗ 10 5 12 3 18∗∗ 3 3

Three 6 11 35∗∗∗ 10 2 4 8 5 5 4 3
Four 6 9 9 19∗∗ 11 4 17∗ 2 16∗ 2 5
Five 5 16 13 19∗∗ 17∗ 5 12 3 15 0 2
Six 8 3 5 6 3 22∗∗∗ 1 30∗∗∗ 3 19∗∗ 1

Seven 4 5 13 8 9 3 30∗∗∗ 1 6 5 4
Eight 13 3 5 5 2 26∗∗∗ 3 29∗∗∗ 1 22∗∗ 0
Nine 4 14 10 16∗ 9 3 16∗ 2 16∗ 5 2
Ten 12 2 5 4 7 20∗∗ 2 29∗∗∗ 4 26∗∗∗ 2

(b) Participants in Emotion Condition who passed the training step (31 Participants in Total)

Responses
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One 10 0 1 1 1 17∗∗∗ 1 16∗∗∗ 2 10 1
Two 0 7 9 9 5 0 6 0 15∗∗∗ 2 2

Three 1 6 26∗∗∗ 3 2 1 2 1 1 1 2
Four 1 4 3 14∗∗∗ 6 0 6 0 15∗∗∗ 0 4
Five 2 12∗ 8 10 10 0 6 0 10 0 2
Six 5 0 0 1 0 15∗∗∗ 0 22∗∗∗ 2 13∗∗ 0

Seven 1 4 9∗ 4 4 0 23∗∗∗ 0 2 1 2
Eight 8 0 0 1 0 17∗∗∗ 2 19∗∗∗ 0 16∗∗∗ 0
Nine 1 8 6 14∗∗ 5 1 12∗ 0 11∗ 1 1
Ten 8 1 2 0 1 13∗ 0 21∗∗∗ 0 19∗∗∗ 2

(c) Participants in No Emotion Condition (49 Participants in Total)

Responses
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One 10 4 5 11 13 10 8 12 12 5 7
Two 7 12 13 12 12 7 6 7 9 11 6

Three 7 4 32∗∗∗ 6 6 7 9 5 2 2 4
Four 12 6 7 18∗ 6 12 5 12 13 11 6
Five 9 8 5 8 17∗∗ 8 15∗ 6 9 5 8
Six 6 7 8 15 11 18∗ 8 13 11 11 4

Seven 9 12 12 12 13 10 14 5 8 5 4
Eight 10 6 11 14 7 14 8 9 11 10 6
Nine 7 10 8 12 9 13 6 17∗ 14 11 5
Ten 10 8 9 14 10 7 9 11 12 10 8
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Figure 5.14 compares mean response time of participants for each condition. Partici-
pants in the no emotion condition had a slightly more response time than participants in
the emotion condition, but as explained before, this difference was not significant. Partic-
ipants in the emotion condition were divided depending on their training success. It took
less time to respond for participants who failed during the training step, but no significant
difference was detected. Overall, the average response time is around 90 seconds, including
the videos’ length (the first video is 36 seconds on average and the second video is 18
seconds on average) and excluding the idle time that participants did not spend on the
main task.

(a) Comparing two different conditions (b) Emotion condition based on training success

Figure 5.14: Average response time of participants compared for each condition given
on the left (no significant difference) and average response time of participants in emotion
compared based on their success during the emotion training step (no significant difference).

Participants in the no emotion condition were also analyzed regarding their average
response time. Participants who failed to learn all the emotions during the training step
took a slightly longer time to guess the SAR scenarios, but this difference is not significant
as it can be seen in Figure 5.15.
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Figure 5.15: Average response time of participants for only no emotion condition. Par-
ticipants divided into two based on their success during the emotion training step: 30
participants passed the training, (i.e., learned all emotions successfully), and 19 partici-
pants failed
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Questionnaire Results

Participants in both conditions were asked to report how hard it was for them to read
the text messages on a continuous scale where 0 corresponds to not hard at all and 1000
corresponds to very hard. They were also given an option to state that they could not read
the text at all. As it can be seen in Figure 5.16, the majority of the participants found the
shown text messages very difficult to read, with 45 of them stating that they could not read
them. To test the relation between their response to this question and their performance
during the main task, reported noise levels were factorized into five, with noise level 1
represents their responses between 0-250 and level 5 represents they could not read the
text. LMM analysis did not result in any significance relation between reported noise level
and performance metrics perception accuracy (se = 1.868e− 2, t = −0.52, p = 0.60435) &
response time (se = 2.81808, t = −1.204, p = 0.23127).

Participants in emotion condition were asked to report how much they agree with the
statement “I think the robot’s use of lights in order to convey emotions was helpful to
guess messages sent by the robot”, and participants in no emotion condition were asked
to report how much they agree with the statement “I would prefer the robot to use lights
in order to convey emotions which might be helpful to guess messages sent by the robot”.
Their responses to both statements were shown in Figure 5.17. For both conditions, the
mean value is around 750 (1000 corresponds, I totally agree), stating that most of the
participants either prefer the robot to use lights or found the robot’s use of lights helpful
depending on the condition.

A linear mixed-effect model was fit for participants’ data in the emotion condition to
predict response time and perception accuracy based on their ratings of how helpful they
found the lights. While there was no significant effect of ratings on perception accuracy (se
= 1.514e-04, t = 0.819, p = 0.4131), there was a significant negative effect of how helpful
they found the lights on their response time (se = 2.313e-02, t = -2.479, p = 0.01639)
indicating that the more useful the participants rated the emotions, the less time they
spent on guessing the messages (see Figure 5.18).

5.3.6 Discussion

The motivation of this experiment was to investigate whether the usage of emotions can
complement the communication in robot-assisted SAR teams to improve situational aware-
ness of rescue workers. It was discovered that a rescue robot that uses emotions to com-
plement the conveyed message has the potential to increase the accuracy of understanding
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Figure 5.16: Participants’ response to the survey question “How hard was it to read the
noisy text messages?”.
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(a) No Emotion Condition (b) Emotion Condition

Figure 5.17: Response of participants in both conditions. Mean and standard deviation
were shown with orange dashed and solid lines respectively.

the messages, while it did not have any significant effect on the time it took participants
to guess the scenario, i.e., response time. It is important to highlight that this experiment
was conducted with the participation of people through crowd-sourcing, so the findings
of this experiment need to be further tested with actual rescue workers. In the following
subsections, the findings of the experiment are discussed comprehensively.

Design of Affective Lights

All implemented emotions (tired, happy, fear, excited, and annoyed) were perceived suc-
cessfully with the accuracy of more than 50% (chance is 20%) after training (see Figure 5.8).
Among these emotions, the positive emotions happy and excited were recognized more ac-
curately than the negative emotions tired, fear, and annoyed. The majority of participants
who failed in the training step had difficulty distinguishing the negative emotions accu-
rately (see Table 5.7). Fear was the most commonly confused emotion among the negative
emotions, which was confused with either annoyed or tired. Furthermore, fear had the
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Figure 5.18: Average response time of each user vs how useful they found lights to guess
messages sent by the robot

largest average number of attempts per participant shown in Figure 5.9. The reason be-
hind this misrecognition may be that EPA values for negative emotions are close to each
other. The difference in the Potency (P) dimension may not be recognized well solely based
on changes in light intensity since the experiment was not conducted in person. Regard-
less, the high rate of failure in training due to the design of affective expressions poses the
question of their intuitiveness. Employing a different way of matching lights parameters
with EPA dimensions and/or having additional parameters (like using different patterns
for each emotion) might improve the perception accuracy of emotions. However, it is not
possible to draw further conclusions with the data obtained.

Perception Accuracy

Findings of this experiment showed that participants in the emotion condition had a better
perception accuracy in guessing shown SAR scenarios. Their perception accuracy increased
with their training success. Moreover, it was also detected that affective lights are a good
way to inform participants about the positivity/negativity of the scenario (see Figure 5.13).
All these findings support our hypothesis H1 where we suggested that participants in the
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emotion condition will have better situational awareness, i.e., their understanding of what
is happening in the disaster area.

Response Time

Although the findings of this experiment supported the hypothesis H1, they did not provide
enough information to either confirm or reject hypothesis H2, where we suggested that
a rescue robot with an ability to communicate through affective expressions will decrease
participants’ response time by complementing other communication modalities. We could
not find any significant difference in response time between participants in the emotion
condition and the no emotion condition.

The majority of participants could not read the noisy text messages shown during the
main task, and they found the noise level quite high to read, as shown in Figure 5.16.
This is the reason that the insignificance in response time between participants in emotion
and no emotion condition can neither confirm nor reject hypothesis H2. In order to
evaluate H2, affective expressions should complement other modalities (text), but they
were simulated as failed in this experiment since the majority of the participants could not
read the messages.

5.4 Limitations and Future Work

The first limitation of this study is caused by the online nature of its design. Participants
were shown either simulated or real videos of the Husky robot, and they were asked to
guess what is happening in the disaster area, considering the movements of the robot,
affective lights (in emotion condition), and the noisy text message received. Nonetheless,
they did not experience in-person interaction with the robot or the real atmosphere of the
disaster area, which might change their situation and findings of this experiment.

The second limitation of this study is the design of affective lights. Participants could
not distinguish negative emotions as well as positive emotions. Although they differ in real
life, this difference is not that clear in the recorded videos due to the technical difficulties
of recording high-speed, low/high brightness of LED lights. An additional future study
with real interaction can improve the accuracy of emotion perception. It may also improve
the findings of this study since participants’ success in perceiving SAR scenarios increases
as their training success increases (see Figure 5.10).
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Results of this experiment did not provide enough information to either confirm or
reject hypothesis H2 since the majority of the participants found the noisy text messages
difficult to read. In the future, it would be a good idea to conduct another experiment
with a similar setup but with a lower noise level in the text messages. Such an experiment
might help us to evaluate H2 better.

Design of SAR scenarios might affect the findings of this experiment. Despite the fact
that all SAR scenarios were perceived with accuracy more than the chance, there is still
room to design better scenarios to strengthen simulated scenarios. Another experiment
with the same setup but different simulated scenario patterns can be conducted as future
work to check whether similar results regarding affective lights can be obtained.

In the future, other experiments with different rescue robots should be conducted to
study the effect of robot priming. The ability to express emotions can be implemented on
other robots easily in a similar manner. Such an approach might be needed since, despite
rescue robots being less anthropomorphic, their appearance can still affect participants’
success in understanding the disaster scene. Furthermore, other communication modalities
such as voice can also be integrated into the current communication system to study the
effect of multi-modal communication and affective expressions.

Lastly, the majority of the participants were not familiar with SAR. As a future exper-
iment, the findings of this study might be compared with a similar study conducted with
the participation of real SAR workers. Their experience with SAR missions might differ
from the findings of this study.

5.5 Conclusion

• For this experiment, affective expressions were designed using lights based on EPA
dimensions suggested by ACT and implemented on the appearance-constrained SAR
robot Husky.

• Common situations occurring during SAR missions (the ones from the first exper-
iment) were simulated in Gazebo, and emotions corresponding to these situations
were used during the study.

• Text messages were chosen as an additional communication channel, and its failure
was simulated via noise that made messages very difficult to read.
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• Considering noisy text message, movements of Husky in the simulation (and affective
expressions in the emotion condition), participants were asked to guess what message
Husky wanted to convey.

• Findings suggested that participants in the emotion condition had significantly higher
perception accuracy in understanding the messages sent by Husky. At the same time,
there was no significant difference in their response time to guess the messages.
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Chapter 6

Conclusion

6.1 Summary of Findings

This thesis proposes bringing affective expressions into robot-assisted SAR to increase the
efficiency of human-robot communication. In this regard, the following research questions
were answered:

RQ1 Is there a consensus on what emotions to be used by USAR robots when they try
to convey information about the situations commonly occurring during USAR oper-
ations?

• Based on the literature review, common situations happening during USAR missions
were found (see Table 3.1). We conducted an online study and asked participants to
match these scenarios with emotions (Chapter 3). There was consensus in partici-
pants’ responses. This resulted in a mapping between the scenarios and emotions as
presented in Table 3.3.

RQ2 Is the mapping between emotions and USAR situations robust and not dependent
on the wording of the sentences?

• In the first experiment presented in Chapter 3, participants were divided into two
conditions based on the wording of USAR related scenarios. The resulted mappings
between the scenarios and emotions were similar between two conditions suggesting
that the mapping was robust (see Table 3.3).
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RQ3 How can a mapping between SAR related sentences and emotions be obtained, and
is there a way to generalize such mapping without limiting it to a specific set of
emotions?

• This research question resulted from the methodology of the first experiment, where
participants were provided with a list of emotions to select (Chapter 3). In the second
experiment (Chapter 4), they were asked to rate EPA dimensions in ACT. Afterward,
their ratings were processed to find the associated emotions. When the same emotion
set as in the first experiment was used during the post-processing, the same mapping
was obtained between common scenarios and emotions as given in Table 4.4. This
finding answered this research question indicating that it is possible to obtain the
mapping using EPA dimensions without a need to limit the emotion set. Therefore,
a robot with the capability to show a different emotion set (due to its embodiment)
will be able to use the same mapping.

RQ4 How can affective expressions be designed and implemented on appearance con-
strained SAR robots using lights?

• We designed affective expressions using lights based on ACT. EPA dimensions were
transformed into light parameters as in Table 5.2. Five affective expressions that
were found in the mapping obtained during the first experiment (Chapter 3) were
implemented on appearance constrained Clearpath’s Husky robot. Participants had
high accuracies in recognizing these emotions after training (see Figure 5.8).

RQ5 Can affective expressions complement and improve multi-modal communication in
human-robot SAR teams?

• Participants in the third experiment (Chapter 5) were divided into two conditions
emotion versus no emotion. They both tried to guess what is happening in the disas-
ter area in SAR situation where they can not read the text message sent by the robot.
Although participants in both conditions had similar response time to understand
given scenarios (see Figure 5.14), participants in emotion condition had significantly
higher perception accuracy (see Figure 5.10). These findings suggest that bringing
affective expressions into SAR context has the potential to improve communication
in robot-assisted SAR teams. It is important to highlight that participants of this
study were not quite familiar with SAR. They were recruited via crowd-sourcing due
to the COVID-19 pandemic.
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6.2 Contribution to Knowledge

Research presented in this thesis had the following contributions to robot-assisted SAR
and HRI:

• We identified the most common situations happening during USAR tasks and intro-
duced the idea to use affective expressions to complement multi-modal communica-
tion in robot-assisted SAR teams. A similar approach can be applied to improve HRI
in other contexts by obtaining a mapping between specific context-related scenarios
and emotions like the one in Table 3.3. In addition, we took advantage of ACT
and EPA dimensions to automate the process of obtaining a mapping and allowing
post-processing of data. Usage of EPA ratings in such a way may also contribute to
the generalizability of the idea of using affective expressions to improve human-robot
communication.

• We designed affective expressions based on EPA dimensions and implemented them
on an appearance constrained robot Husky using LED lights. This method produces a
nice way to implement emotions quantitatively thanks to ACT. The usage of simple
LED strips to achieve this offers an affordable way to create affective appearance
constrained robots for HRI researchers.

• We showed the increase in participants’ situational awareness when interacting with
an affective rescue robot capable of expressing emotions. This finding may contribute
to building more social rescue robots in the future.

6.3 Limitations and Future Work

The major limitation of this thesis is about conducting online studies. Due to the online
nature of these studies, participants did not have a chance to interact with real SAR
robots. They also did not experience a real-life SAR scenario, which could affect the
obtained results. Despite these limitations, such an online approach was followed as the
first step for this direction of research to not bias participants with the appearance of a
particular robot, and it also helped with reducing the experimenter bias [70]. Furthermore,
this approach has been shown to be effective in many HCI and HRI studies and has gained
more attention since COVID-19 has affected the feasibility of conducting in-person HRI
studies. Nonetheless, future work is needed to investigate if/how the findings of this thesis
would translate to real-life situations.
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When affective rescue robots are used in real SAR missions, there might be other
challenges regarding the usage of affective expressions in the disaster area. For example,
perception of affective expressions might differ in environments with varying visibility con-
ditions such as smoke, rain, or dark as we investigated in [64]. While we showed that
recognition of affective expressions conveyed through a robot’s body and head gestures
could be robust, to a reasonable extent, under different visibility constraints [64], future
work is needed to examine the effects of visibility conditions on the accuracy of recognition
of affective expressions. How perception accuracy of affective expressions would be affected
by other factors such as culture, gender, and selected modality of expressing emotions needs
to be carefully examined in future as well.

Participants recruited for all the experiments presented in this thesis were not familiar
with SAR. It is unclear what would happen to the findings of this thesis if participants
had an experience with SAR situations. In the future, further studies with people who are
more familiar with SAR and rescue workers themselves need to be recruited to confirm the
findings of this thesis.
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[14] Aryel Beck, Lola Cañamero, Antoine Hiolle, Luisa Damiano, Piero Cosi, Fabio Tesser,
and Giacomo Sommavilla. Interpretation of emotional body language displayed by
a humanoid robot: A case study with children. International Journal of Social
Robotics, 5(3):325–334, 2013.

[15] Jenay M Beer, Akanksha Prakash, Tracy L Mitzner, and Wendy A Rogers. Un-
derstanding robot acceptance. Technical report, Georgia Institute of Technology,
2011.

[16] Jacob Benesty, Jingdong Chen, Yiteng Huang, and Israel Cohen. Pearson correlation
coefficient. In Noise reduction in speech processing, pages 1–4. Springer, 2009.

79



[17] Mel V Bennett and Iain Matthews. Life-saving uncooled ir camera for use in fire-
fighting applications. In Infrared Technology and Applications XXII, volume 2744,
pages 549–554. International Society for Optics and Photonics, 1996.

[18] Markus Bernard, Konstantin Kondak, Ivan Maza, and Anibal Ollero. Autonomous
transportation and deployment with aerial robots for search and rescue missions.
Journal of Field Robotics, 28(6):914–931, 2011.

[19] Cindy L Bethel and Robin R Murphy. Affective expression in appearance constrained
robots. In Proceedings of the 1st ACM SIGCHI/SIGART conference on Human-robot
interaction, pages 327–328, 2006.

[20] Cindy L. Bethel and Robin R. Murphy. Non-facial and non-verbal affective expression
for appearance-constrained robots used in victim management*. Paladyn, Journal
of Behavioral Robotics, 1(4):219–230, 2010.

[21] Sandra Leanne Bosacki and Chris Moore. Preschoolers’ understanding of simple and
complex emotions: Links with gender and language. Sex roles, 50(9-10):659–675,
2004.

[22] Cynthia Breazeal. Emotion and sociable humanoid robots. International journal of
human-computer studies, 59(1-2):119–155, 2003.

[23] EL Buckland, HA Volk, CC Burn, and SM Abeyesinghe. Owner perceptions of
companion dog expressions of positive emotional states and the contexts in which
they occur. Animal Welfare, 23(3):287–296, 2014.

[24] John G Buckley, Karen J Heasley, Pete Twigg, and David B Elliott. The effects of
blurred vision on the mechanics of landing during stepping down by the elderly. Gait
& posture, 21(1):65–71, 2005.

[25] Charlotte C Burn. Bestial boredom: A biological perspective on animal boredom and
suggestions for its scientific investigation. Animal Behaviour, 130:141–151, 2017.

[26] Lola Canamero. Building emotional artifacts in social worlds: Challenges and per-
spectives. Emotional and intelligent II: the tangled knot of social cognition, 2001.

[27] Walter B Cannon. The james-lange theory of emotions: A critical examination and
an alternative theory. The American journal of psychology, 39(1/4):106–124, 1927.

80



[28] Jennifer Casper and Robin R. Murphy. Human-robot interactions during the robot-
assisted urban search and rescue response at the world trade center. IEEE Trans-
actions on Systems, Man, and Cybernetics, Part B (Cybernetics), 33(3):367–385,
2003.

[29] Jennifer L Casper, Mark Micire, and Robin R Murphy. Issues in intelligent robots
for search and rescue. In Unmanned ground vehicle technology II, volume 4024, pages
292–302. International Society for Optics and Photonics, 2000.

[30] Justine Cassell and Timothy Bickmore. Negotiated collusion: Modeling social lan-
guage and its relationship effects in intelligent agents. User Modelling and User-
Adapted Interaction, 13, 04 2001.

[31] Carlos Mauricio Castaño Dı́az. Defining and characterizing the concept of internet
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(canis familiaris) during separation from and reunion with the owner: A questionnaire
and an experimental study. Applied Animal Behaviour Science, 135(4):300–308, 2011.

[108] Veronika Konok, Krisztina Nagy, and Ádám Miklósi. How do humans represent the
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cue. In 1st International Workshop on Human-Drone Interaction, Glasgow, United
Kingdom, May 2019. Ecole Nationale de l’Aviation Civile [ENAC].

[132] Conor McGinn, Eamonn Bourke, Andrew Murtagh, Cian Donovan, Patrick Lynch,
Michael F Cullinan, and Kevin Kelly. Meet stevie: a socially assistive robot developed
through application of a ‘design-thinking’approach. Journal of Intelligent & Robotic
Systems, 98(1):39–58, 2020.

[133] DM McGuigan, BL Deam, and DK Bull. Urban search and rescue and the role of
the engineer. Unpublished master’s thesis, University of Canterbury, New Zealand,
2002.

[134] Albert Mehrabian. Framework for a comprehensive description and measurement of
emotional states. Genetic, social, and general psychology monographs, 1995.

[135] Nathan Michael, Shaojie Shen, Kartik Mohta, Vijay Kumar, Keiji Nagatani, Yoshito
Okada, Seiga Kiribayashi, Kazuki Otake, Kazuya Yoshida, Kazunori Ohno, et al.
Collaborative mapping of an earthquake damaged building via ground and aerial
robots. In Field and service robotics, pages 33–47. Springer, 2014.
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Appendix B

Online Interface in Experiment 1

Online interface employed in Experiment 1 is given in this appendix.

Figure B.1: Login Page
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Figure B.2: Information and Consent Form
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Figure B.3: Instructions
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Figure B.4: Main task where participants were asked to map given sentences related to
SAR with emotion(s)
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Figure B.5: Survey questions answered at the end of the study
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Figure B.6: Survey questions answered at the end of the study

Figure B.7: Completion page thanking participants for completing the study
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Appendix C

Online Interface in Experiment 2

Online interface employed in Experiment 2 is given in this appendix.

Figure C.1: Login Page
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Figure C.2: Information and Consent Form
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Figure C.3: Instructions

Figure C.4: Main task asking participants to rate given sentences/words in three different
scales (EPA dimensions)

Figure C.5: Completion page thanking participants for completing the study
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Appendix D

Online Interface in Experiment 3

Online interface employed in Experiment 3 is given in this appendix.

Figure D.1: Login Page
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Figure D.2: Information and Consent Form
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Figure D.3: Instructions for emotion training
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Figure D.4: Emotion training video showing all implemented emotions

Figure D.5: Emotion Training Test Step which participants see all emotions implemented
step by step, and they were asked to choose correct emotion
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Figure D.6: Completing Emotion Training Part

Figure D.7: Instructions for the main task and introduction video showing disaster area as
well as Husky itself (Page 1)
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Figure D.8: Experiment 4 - Instructions for the Main Task (Page 2)
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Figure D.9: Main Task (Page 1)
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Figure D.10: Main Task (Page 2) that participants asked to select the message Husky
wants to convey based on two videos they saw
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Figure D.11: Survey questions answered at the end of the study
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Figure D.12: Survey questions answered at the end of the study
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Figure D.13: Completion page thanking participants for completing the study
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