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Abstract

To address the increased demand for high performance nonlinear integrated photonic
devices, this thesis investigates a potential solution to the intrinsic low nonlinear response of
silicon nitride waveguides by integrating a layer of graphene with the silicon-nitride. This
thesis represents a simulation, analyze and design of graphene integrated silicon-nitride
waveguide. To study the effect of this extra layer, a detailed simulation is performed using
the finite difference time domain (FDTD) method, and the results are compared with those
of the commercial software Lumerical FDTD.

The two methods produce results that strongly agree with each other, and show that
the Kerr nonlinear response of silicon-nitride can be enhanced by as much as 7.6% through
the integration of a single layer of graphene. In addition, The effect of the length, input
power, and practical problems that may arise are studied on this structure in the presence
and absence of an extra silicon-oxide/silicon substrate layer. The results show a great
improvement in the nonlinear performance of this waveguide.
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ferent field strengths. The Ẽx is shown next to each curve, and the weak
field approximation (equation (2.26)) is shown by dot symbol for Ẽx = 0.1.
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Chapter 1

Introduction

The basis for all-optical signal generation and processing is formed by the third-order op-
tical nonlinearity, which benefits from higher speed and bandwidth compared to electronic
based devices [3, 4]. The third-order nonlinear response describes four wave mixing (FWM)
has many applications in optical frequency comb generation [5, 6], optical sampling [7, 8],
wavelength conversion [9, 10], sampling [7, 8] quantum entanglement [11, 12], and ultra
fast optical oscilloscope [13].

By implementing nonlinear photonic devices in the form of integrated photonic devices,
we may design a compact sized device, which offers higher stability, and scalability [14, 15,
16].

1.1 Research motivation

The leading platform for integrated photonic devices is silicon for many reasons. One of the
main reasons is that this material is compatible with metal-oxide-semiconductor (CMOS)
fabrication method [17, 14]. Although, one of the main limitations of silicon is the strong
two photon absorption (TPA) of this material in the near-infrared wavelengths, which is a
fundamental limitation for using it in the telecommunication wavelengths [18]. To address
this problem, other CMOS compatible materials with low TPA such as silicon-nitride are
suggested, but silicon-nitride suffers from the low intrinsic Kerr nonlinear response [19, 15].
In order to enhance the third-order nonlinear response of silicon-nitride, this paper suggests
adding a layer of graphene to silicon-nitride.

1



Graphene has recently gained a lot of attention due to its unique optical properties,
in particular, its exceptional high Kerr nonlinear response, which corresponds to the high
optical susceptibility of this material [20, 21]. This two-dimensional material is also com-
patible with CMOS fabrication technology, making it a great candidate to augment the
Kerr nonlinear optical response of silicon-nitride waveguide [22, 2]. This graphene inte-
grated waveguide not only can be used in different applications such as spatial optical
Solitons and squeezed quantum states [23, 24], but can also function as an electro-optical
modulator if DC voltage is applied to the graphene layer [25].

1.2 Thesis objectives and contribution

This thesis reports a simulation, analysis, and design of graphene assisted silicon-nitride
waveguide. The finite difference time domain (FDTD) simulation method is used to study
the effect of adding a single layer of graphene to silicon-nitride on the nonlinear optical
response, and the results are compared with those of the commercial software Lumerical
FDTD. A detailed length and power analysis are performed on this waveguide, and the
results are compared with theoretical analysis. The practical issues that may occur due to
fabrication are discussed and addressed.

1.3 Outlines

This thesis presents the simulation, analysis, and design of graphene integrated silicon-
nitride waveguide. The nonlinear performance of this waveguide has been investigated,
including length and input power analysis.

Chapter 2 describes the linear and nonlinear optical properties of graphene. In chapter
3, we present the simulation methodology of graphene, and we investigate the behavior of
a dielectric optical waveguide which is partially integrated with a single layer of graphene
in order to study the effect of adding a single layer of graphene on a dielectric waveguide.

In chapter 4, we present the behavior of graphene integrated silicon-nitride waveguide,
and compare it with theoretical results. In addition, we simulate a feasible graphene inte-
grated silicon-nitride waveguide in the presence of an extra silicon-oxide/silicon substrate
layer.
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Chapter 2

Optical properties of graphene

This chapter presents the linear and nonlinear optical properties of graphene. As graphene
is a two-dimensional material [26], unlike bulk materials the linear and nonlinear behavior
of it is expressed using linear and nonlinear conductivity[2]. The energy band diagram of
the graphene is shown in Figure 2.1 [27].

The intraband transition is a quantum mechanical process between levels within a con-
duction or valence band, which the optical nonlinearity is contributed by these transitions
[28]. In case of having a transition between two different bands, the transition is called
interband[29], which is more typical electron-hole interactions between conduction and
valence bands [30, 31].

Both of these transitions are responsible for the conductivity, and the amount of
their contribution depends on the frequency ω and chemical potential µ. The total two-
dimensional conductivity can be expressed as below [32, 33]:

σ = σintra + σinter = σ′ + iσ′′ (2.1)
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Figure 2.1: The energy band diagram of Graphene. The conduction band and valence
band are shown in blue and red respectively. Unlike most materials, there is no band-gap
between valence and conductive band of graphene, but there are different ways to open up
a gap in the graphene band diagram such as strong circularly polarized light[1]. The point
which conduction band and valence band meet is called Dirac point.

2.1 Linear optical properties of graphene

The induced polarization by an external electric field to a material can be characterized by
electric susceptibility or so called optical susceptibility. The general form of susceptibility
is a second-order tensor expressed as a function of x,y, and z which are spatial variables,
because electric field and polarization are vectors [34]:

χ(x, y, z) =

χxx(x, y, z) χxy(x, y, z) χxz(x, y, z)
χyx(x, y, z) χyy(x, y, z) χyz(x, y, z)
χzx(x, y, z) χzy(x, y, z) χzz(x, y, z)

 . (2.2)

Assuming the applied electric field is either parallel or perpendicular to the graphene
sheet, the the direction of induced polarization will be same as the direction of applied elec-
tric field due to the symmetric structure of graphene. In addition, assuming the thickness
of graphene is d (−d/2 < z < d/2) the equation (2.2) reduces to [35]:
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χ(x, y) =

χx(x, y) 0 0
0 χy(x, y) 0
0 0 χz(x, y)

 . (2.3)

However, as graphene is not an isotropic material due to its hexagonal lattice structure,
the linear optical properties of graphene is isotropic in x and y principal axes direction
(where the surface of graphene is located)[2]. As a result, one can write:

χx(x, y) = χy(x, y) = χ‖(x, y)

χz(x, y) = χ⊥(x, y),
(2.4)

finally, the susceptibility of graphene with in the limit of −d/2 < z < d/2 can be written
as:

χ(x, y) =

χ‖(x, y) 0 0
0 χ‖(x, y) 0
0 0 χ⊥(x, y)

 . (2.5)

In the frequency domain, The relationship between polarization, susceptibility, and the
applied electric field is:

px(x, y) = ε0χ‖(x, y)Ex(x, y)

py(x, y) = ε0χ‖(x, y)Ey(x, y)

pz(x, y) = ε0χ⊥(x, y)Ez(x, y),

(2.6)

where p is the polarization, and ε0 is the vacuum permittivity. Now, the total permittivity
can be obtained as[36]:

ε(ω) = ε0[1 + χ(ω)] + i
σ(ω)

ω
. (2.7)

So far we have modeled the three-dimensional polarization, susceptibility, and per-
mittivity assuming they are homogeneous in the z direction. The corresponding two-
dimensional polarization, susceptibility, and permittivity can be written as[37]:
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χ̃ = χd

p̃ = pd

ε̃ = εd

(2.8)

The permittivity also is a tensor, which has the form of:

ε =

ε‖ 0 0
0 ε‖ 0
0 0 ε⊥

 , (2.9)

where ε‖ = ε0[1 + χ̃‖/d] + i
σ̃‖
ωd

, and ε⊥ = ε0[1 + χ̃⊥/d]. It should be noted that σ̃⊥ is zero
because free electrons of graphene are able to move only on the surface of the graphene.

2.1.1 Linear conductivity of graphene

When we introduce a layer of Graphene on the top of the waveguide, optical dispersion
and absorption occurs due to Graphene coupling with the waveguide mode, which can be
modeled by a complex dynamic conductivity. The linear conductivity of graphene can be
expressed as sum of two terms respectively based on interband and intraband transitions
[2, 38]:

σ(ω,Γ, µc, T ) = σintra(ω,Γ, µc, T ) + σinter(ω,Γ, µc, T ),

σintra(ω,Γ, µc, T ) =
ie2

π~2(ω − i2Γ)

∫ ∞
0

ε(
∂fd(ε)

∂ε
− ∂fd(ε)

∂ε
)dε,

σinter(ω,Γ, µc, T ) =
−ie2(ω − i2Γ)

π~2

∫ ∞
0

fd(−ε)− fd(ε)
(ω − i2Γ)2 − 4( ε~)2

dε,

(2.10)

where ω is angular frequency of the source, ε is energy, e is electron charge, ~ is
reduced plank’s constant, T is temperature, Γ and µc are phenomenalogical scattering
rate, chemical potential of graphene respectively, and fd(ε) = 1

exp( ε−µc
kBT

+1)
is the Fermi-

Dirac distribution.

At room temperature under the condition of ~ω < 2µc, the intraband part of conduc-
tivity is negligible, but if we increase the frequency such that ~ω ≈ 2µc, it becomes the
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dominant term[39, 38]. If kBT << µc, the interband part of linear conductivity can be
approximated as [38, 40]:

σintra(ω,Γ, µc, T ) =
−ie2kBT

π~2(ω − i2Γ)
[
µc
kBT

+ 2 ln(e
− µc
kBT + 1)]. (2.11)

The conductivities are written with the assumption that the time harmonic form is eiωt.
If we consider the time harmonic as e−iωt the sign of the i in conductivity equations has
to be changed. This simulation has been done assuming the temperature T = 300 K, and
the phenomenalogical scattering rate of graphene Γ = 0.43 ev.

2.2 Nonlinear Optical properties of graphene

As graphene is a centro-symmetric two-dimensional material, which is made of hexagonal
carbon lattice [22], the even harmonics do not form in this material [41]. once graphene
gets irradiated by a harmonic electromagnetic wave with the frequency of ω it will generate
higher odd harmonics 3ω, 5ω, ..., which can vary from microwave to infrared [25].

The nonlinear optical behavior of materials can be described by the polarization, shown
in equation (2.12) [41]:

P (t) = ε0[χ
(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...] = P (1) + P (2) + P (3) + ..., (2.12)

where χ(n) is the nth order susceptibility, and P (n) is the nth order nonlinear polarization.
It should be noted that we have assumed that the susceptibilities local responses are just
function of time but not space, so equation (2.12) should be written in another form. For
instance, the first order polarization will be equal to the convolution between susceptibility
and electric field as shown in equation (2.13)[2]:

P (2)(~r, t) = ε0

∫ t

−∞
χ(1)(t− τ).E(r, τ)dτ, (2.13)

where ~r is position vector. In this work, graphene is modeled as a current sheet because
it is a two dimensional material and can be considered as a conductor. In order to do this
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modeling, we assume a layer of graphene sheet located at z = 0 plane, which is illuminated
by a monochromatic plane wave in x̂ direction shown in equation (2.14).

E(r, t) = Ex(e
ikz−iωt + e−ikz+iωt)x̂, (2.14)

where Ex is the amplitude of the field and ω is the angular frequency of the incident beam.
Assuming the graphene layer is located at z = 0 plane, equation (2.14) reduces to equation
(2.15).

E(t) = E(x, y, 0, t) = Ex(e
−iωt + e+iωt) = 2Excos(ωt). (2.15)

The energy experienced by the electrons of the graphene sheet because of the applied
electric field is eE(t) where e is the electron charge 1.6×10−19C. The momentum produced
by this energy is ~k where ~ is reduced plank’s constant ~ = h

2π
= 6.5× 10−16eV s.

~
dkx
dt

= −2eExcos(ωt)→ ~kx =
−2eExsin(ωt)

ω
, (2.16)

The carrier velocity of graphene could be derived by Boltzmann transport equation,
which gives the exact response of the system, which is independent from the amplitude of
incident electric field [22]. Using this approach, we just consider the intraband contribution
to the electric current. It should be noted that the interband transitions also have a
contribution in this current, due to transitions between hole and electron bands, but as it
is so small we have not considered the interband transition of graphene [25].

vx = vf
kx
|k|
→ vx = −vfsgn(sinωt). (2.17)

The surface current density of graphene obtained from the carrier velocity can be writ-
ten as:

Jx(t) = −eñvx = eñvfsgn(sinωt) = eñvf
4

π
(sinωt+

1

3
sin3ωt+

1

5
sin5ωt+ ...). (2.18)

As graphene is a two-dimensional material, the electron density of it should be two-
dimensional, and it is shown by ñ. As we expected, equation (2.18) contains all odd
harmonics, which arises from the centrom-symmetric structure of graphene’s crystal. Ow-
ing to the linear band structure of graphene, the high order harmonics are appeared in
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equation (2.18). The carrier velocity will be proportional to the applied electric field for
materials with parabolic band structure, and as a result, the current will contain only one
component of angular frequency.

The amplitude of harmonics decreases slowly (1
3
, 1
5
, ...) as the harmonic number in-

creases. It is worth mentioning that we have not considered the Fermi distribution of
charge carriers over the quantum states in the conduction and valence bands.

Starting from Boltzmann equation of motion, shown in equation (2.19):

∂f

∂t
+ F.∇pf + v.∇rf = (

∂f

∂t
)coll, (2.19)

where f is the distribution function, which gives the probability of an electron having
a specific momentum, position, and time. F is an external force, caused by the incident
electric field, and v is the velocity of the electron. It should be noted that the phrase
(∂f
∂t

)coll shows the changing rate of f in respect to scattering events.

Using relaxation time approximation, the right hand side of equation (2.19) becomes
[2, 42]:

(
∂f

∂t
)coll = −f − f0

τ
, (2.20)

where f0 is thermal equilibrium Fermi-Dirac distribution, and τ is relaxation time constant.
Assuming the relaxation time as zero τ−1 = 0 (i.e. no scattering effect), and knowing the
applied force to the electrons of graphene is F = −eE, equation (2.19) can be written as:

∂fp
∂t

+
∂fp
∂px

eE0e
αtcos(ωt) = 0. (2.21)

The equation (2.21) can be solved using the characteristics method. In the absence of an
external electric field, the distribution function of graphene becomes thermal equilibrium
Fermi–Dirac distribution shown in equation (2.22):

f0(px, py) =
1

exp[(vf
√
p2x + p2y − µ)/kBT ] + 1

. (2.22)

As the distribution function is constant along each characteristic curve of kx = −2eExcos(ωt)
~ ,

the solution of equation (2.21) in presence of external electric field will be:
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f(k, t) = f0(px +
2eEx
ω

sinωt, ky). (2.23)

In the limit, which the applied electric field satisfies the condition of df/dE ≈ df0/dE
the electric current density induced in graphene is [2] :

J = Je + Jh = −e g

(2π)2

∫ ∫
vxfdk + e

g

(2π)2

∫ ∫
vx(1− f)dk, (2.24)

where je and jh are electron and hole current, respectively. For graphene we assume g = 4,
which is responsible for valley and spin degeneracies, and vx = vfkx/k is the velocity in
the x direction because our assumed electric field is x-polarized [22, 2].

If the electric field satisfies the condition of EF >> kBT , the hole current can be
ignored and µ = Ef [2]. In this condition, the real surface current of graphene induced by
the x-polarized electric field can be obtained using equation (2.24) and 2.23.

Jx(t) + J∗x(t) =
−evf
π2

∫ 2π

0

∫ ∞
0

cos(θ)f0(kcos(θ) +
2eEx
~ω

sin(ωt), ksin(θ))kdkdθ. (2.25)

The relation between the complex vector current of graphene (J(t)) and the complex
current scalar (Jx(t)) is J(t) = x̂Jx(t). Assuming the electric field is weak, equation (2.25)
can be approximated as:

Jx(t) + J∗x(t) ≈ 2eñvf Ẽx[(1−
3

8
Ẽx)sin(ωt) +

1

8
Ẽ2
xsin(3ωt)], (2.26)

where Ẽx is so called dimensionless field strength parameter, which is the ratio of the
energy experienced by the electrons of graphene during one oscillation to the Fermi energy
of that electron.

Ẽx =
evf
ωEf

Ex. (2.27)
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Figure 2.2: Surface current response of graphene, plotted using equation (2.25) for different
field strengths. The Ẽx is shown next to each curve, and the weak field approximation
(equation (2.26)) is shown by dot symbol for Ẽx = 0.1. [2]

In the limit of Ẽx << 1, the equation (2.26) is a great approximation of the induced
current. Having a strong external electric field Ẽx << 1, as the provided energy by the
external electric field is higher than the Fermi energy, the carrier distribution is determined
more by the applied electric field. Having this in mind, one can consider only the kinetic
response of electrons to the applied electric field. In this case equation (2.18) best describes
the behavior of graphene.

Equation (2.28) describes the relation between surface current density of graphene and
the applied field.

Jx = σ(1)
xx (ω = ω)(Exe

−iωt) + σ(3)
xxxx(ω = ω + ω − ω)(Exe

−iωt)2(Exe
iωt)

+σ(3)
xxxx(3ω = ω + ω + ω)(Exe

−iωt)3.
(2.28)
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Comparing equation (2.26) with equation (2.28) the Drude intraband conductivity of
graphene with the limitation of Ef >> kBT and 1

τ
≈ 0 can be obtained[2].

σ(1)
xx =

ie2Ef
π~2ω

,

σ(3)
xxxx(ω = ω + ω − ω) =

−i3e4v2f
8π~2ω3Ef

,

σ(3)
xxxx(3ω = ω + ω + ω) =

ie4v2f
8π~2ω3Ef

.

(2.29)

2.2.1 Experimental results

Many experiments have been done on nonlinear optical properties of graphene, and in
almost all of them high values of Kerr nonlinear response has been reported. Some examples
of these works are mentioned in table 2.1. The main methods of measuring the third-order
nonlinearity of graphene are Z-scan, pump-probe, and four wave mixing.

Paper Method Result

[43] Z-scan NLO response of graphene observed
[44] Z-scan third harmonic generation
[45] Z-scan third harmonic generation
[46] pump-probe calculation of n2
[47] chirped-pulse-pumped SPM Kerr nonlinearity
[48] four-wave mixing intensity increases as a function of graphene layers

Table 2.1: Experimental results of nonlinear response of graphene
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Chapter 3

Graphene-based photonic waveguides

Studying the effect of adding a layer of graphene on a waveguide, we used the FDTD
simulation method. First, the simulation method used to simulate graphene is explained,
then a simple dielectric waveguide which is partially integrated with graphene is simulated
using this method. It should be noted that the graphene is available in the material bank
of lumerical, and this software uses a slightly different method from what we will explain
for graphene simulation. But the results obtained from both methods strongly agree with
each other.

3.1 Graphene FDTD modeling

As graphene is a two-dimensional material, we model it as a current sheet. The total
current used to model graphene can be written as sum of linear and nonlinear current[26]:

J̃(ω) = J̃L(ω) + J̃NL(ω) = (σ + σ3|E|2)Ẽ(ω). (3.1)

Equation (3.1) is in the frequency domain. In order to perform a time domain simulation
of graphene, we need to transfer this equation into the time domain.

3.1.1 Modeling the linear behavior

Under conditions where intraband term is the dominate part, using equation (2.11) we can
write the linear part of total current as [49]:
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(iω + 2Γ)J̃L(ω) = (
e2kBT

π~2
A)× Ẽ(ω), (3.2)

where A = µc
kBT

+ 2 ln(exp(−µc/kBT ) + 1). Using the Fourier transform property ∂
∂t
x(t)

F−→
iωX(ω), we are able to convert the frequency domain equation (3.2), to equation (3.3)
,which is in the time domain [50].

∂

∂t
JL(t) + 2ΓJL(t) = (

e2kBT

π~2
× A)×E(t). (3.3)

Equation (3.3) can be used as a time domain model for linear behavior of graphene,
and it can implemented by finite difference time domain analysis as:

(
Jn+

3
2 − Jn+ 1

2

∆t
) + Γ(Jn+

3
2 + Jn+

1
2 ) = (

e2kBT

π~2
A)× En+1. (3.4)

3.1.2 Modeling the nonlinear behavior

As gephene can be considered as a conductor, we may model its nonlinear properties by a
current which is a nonlinear function of incident electric field. In section 2.2 The nonlinear
conductivity is discussed and generally it can be expressed as [51]:

σ3(ω) =
i3e4v2f

32π~2µω3
. (3.5)

For analyzing the nonlinear behavior of graphene, the nonlinear current obtained from
nonlinear conductivity is used. Applying the same Fourier transform in equation (3.5), we
can do the conversion from the frequency domain to the time domain as shown in equation
(3.6).

∂3

∂t3
JNL(t) =

3

32

e2

π~2
(evf )

2

µ
|E|2E(t). (3.6)

As equation (3.6) is in the time domain, we are able to implement it in FDTD simula-
tion, as shown in equation (3.7) [52].
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Jn+
3
2 − 3Jn+

1
2 + 3Jn−

1
2 − Jn− 3

2

∆t3
=

3

32

e2

π~2
(evf )

2

µ
E3|n+1

i,j . (3.7)

It should be noted, there are other methods for performing the FDTD simulation of
graphene, such as using polarization [37, 53].

3.2 Graphene integrated dielectric waveguide

In order to study the effect of adding graphene on a waveguide, we add a single layer of
graphene on the middle part of a dielectric waveguide. Figure 3.1 shows a simple dielectric
waveguide with no top or lower cladding, which is partially integrated with a single layer
of graphene. The dimensions of this waveguide are chosen such that it only supports TE0

and TM0 mode, and such that adding the graphene layer will not make the waveguide
multi-mode. A detailed analysis of dielectric optical waveguide is provided in appendix A.

Figure 3.1: Dielectric waveguide which is partially integrated with graphene. The refractive
index of the core is n1 = 1.3, and the dimensions are h = 200nm Ld = Lg = 10µm.

The source which is used to simulate graphene integrated dielectric waveguide is a
single-frequency sinusoidal source with the wavelength of 1.55 µm, and the simulation has
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been done considering TE modes. The relative permeability of the bulk materials is µr = 1.
Figure 3.2 shows the two-dimensional propagation of the electric field inside the waveguide.
As the refractive index of graphene is higher than the core, the parts which are integrated
with graphene have a higher effective refractive index. This higher refractive index leads
to better wave confinement, and it is the reason for better confinement seen in Figure 3.2.

Figure 3.2: Two-dimensional electric field propagation inside the waveguide. The white
square indicates the parts integrated with graphene. The better confinement seen in the
white square is due to the higher effective refractive index of this region
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Figure 3.3: Electric field inside the core, graphene layer, top cladding, and lower cladding
of the waveguide. The red lines indicate the parts integrated with graphene.

Figure 3.3 shows the electric field inside the different layers of the waveguide. Checking
the electric field propagation in the core, an increasing in the amplitude of electric field
can be observed at the beginning point of graphene. The reason of this increasing, is the
better confinement resulted from the higher effective refractive index of this area.

Assuming a wave inside the waveguide is just consisted of the first and third harmonics,
one can write it as:

A1cos(ωt) + A3cos(3ωt), (3.8)

where the amplitude of the first harmonic is A1 and the amplitude of the third harmonic
is A3.
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We may calculate the amplitude of the generated third-order nonlinearity by taking
Fourier transform from the time domain electric field shown in Figure 3.3. What we
expect here is the graphene layer produces the third harmonic of the input source inside
the core of the waveguide.

Figure 3.4: The spectrum of the the graphene integrated dielectric waveguide normalized to
the amplitude of first harmonic generation. The second peak represents the third harmonic
with the wavelength of 1.55m, which is same as the wavelength of the source. The first
peak represents the third harmonic generated by the graphene layer with the wavelength
of 0.516µm and amplitude of 0.08 .

Figure 3.4, shows the spectrum of the waveguide. The third-order nonlinearity is gen-
erated due to the high Kerr nonlinear response of graphene. As expected, the amplitude
of the third-order nonlinear response in the graphene layer is higher than the core layer.
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It should be noted that, if using using the described FDTD method one should consider
the beginning point of graphene at a distance from the source where the mode of the
waveguide is formed. Otherwise the convergence of the code will be hard to achieve. But
using Lumerical software, we can begin the graphene right after the source.
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Chapter 4

Graphene integrated silicon-nitride
waveguide

In this chapter, we design and investigate the behavior of graphene integrated silicon-nitride
waveguide. First, we introduce the modeling method of silicon-nitride, then we compare
the simulation results with the experimental results. In the next step, we represent the
simulation flowchart, which can be used for the simulation of a structure consisted of multi
linear and nonlinear layers. Then, we study the nonlinear behavior of graphene integrated
silicon-nitride. In the last section, we perform a detailed simulation on a feasible waveguide
structure, and we discuss and address the practical problems that may occur.

4.1 Modeling graphene integrated silicon-nitride

As Silicon-nitride is a bulk material, we do the simulation using the third-order suscepti-
bility. In the Kerr-type nonlinear response, the relation between the refractive index n and
the intensity of light I in the limit where χ(3)|E(t)|2 << χ(1) is given by [41]:

n = n0 + n2I, (4.1)

where the light intensity is I = n0

√
ε0
µ0
|E(t)|2 . The n2 of the silicon nitride of silicon

nitride/silicon dioxide waveguides, which is our study case is n2 = 2.4 × 10−15 cm2/W
[54]. The value of third-order susceptibility of silicon-nitride is calculated as χ(3) = 5.095×
10−21m2/V 2 using the following formula:
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χ(3) = 2n2
0n2

√
ε0
µ0

. (4.2)

The nonlinear optical response of silicon-nitride can be described by polarization[41],
and the electric flux density D can be written as:

D = ε0εrE + PNL, (4.3)

where ε0 is vacuum permittivity, εr is relative permittivity, and PNL(t) = ε0χ
(3)E3(t)

is the nonlinear polarization. Using the Maxwell’s equation:

∇×H = J +
∂D

∂t
, (4.4)

where H is the magnetic field , we can describe the graphene and silicon-nitride by
current and electric flux density respectively.

Assuming TE propagation in the z direction, there will be three field components of
Ey, Hx, and Hz in the waveguide. Assuming the waveguide is long enough in y direction
that there is no variation in this direction ( ∂

∂y
= 0), equation (4.4)becomes:

∇×H = JL(t) + JNL(t) + ε0εr
∂E(t)

∂t
+ 3ε0χ

(3)|E|2∂E(t)

∂t
, (4.5)

where the JNL(t) and 3ε0χ
(3)E2(t)∂E(t)

∂t
describe the nonlinear behavior of graphene

and silicon-nitride respectively.

Figure 4.1 shows the flow chart used for the simulation of graphene integrated silicon-
nitride waveguide.
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Figure 4.1: Flowchart of FDTD simulation of graphene integrated silicon-nitride waveguide.
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4.2 Silicon-Nitride waveguide

Figure 4.2 shows the structure of a low loss single-stripe silicon nitride waveguide [55, 56].
Silicon-nitride waveguides not only is CMOS compatible [15], but also is broad transparency
ranging from the visible to mid-infrared, including all the telecommunication bands [57].

Figure 4.2: Single core silicon-nitride waveguide structure. The dimension of this waveguide
is w = 4.2 µm, h = 65 nm, and L = 15 µm, and the thickness of silicon layer is 5 µm.

The FDTD simulation on the waveguide structure shown in Figure 4.2 is performed
considering TE modes and a single-frequency sinusoidal source with the wavelength of
1.55 µm, and the waveguide parameters are calculated and compared with actual experi-
mental results.

Figure 4.3 shows the two-dimensional electric field propagation inside the silicon-nitride
waveguide. The guided wavelength obtained from the simulation is λg = 1.06µm, which
the propagation constant can be calculated from using:

β =
2π

λg
. (4.6)

Also, the effective refractive index can be calculated using the guided wavelength using:
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neff =
β

k0
=
λ0
λg
, (4.7)

where k0 is the free space propagation constant.

Figure 4.3: 2D propagation of electric field in SiN waveguide

The parameters obtained from the simulation of the silicon-nitride waveguide are com-
pared with experimental results [55, 56] in table 4.1.

Parameter Lumerical Experimental Results
β 5.927µm−1 5.916µm−1

neff 1.462 1.459
α[dB/cm] 0.028 ≤ 0.03

Table 4.1: comparing waveguide Using simulation and Experimental results

All the parameters calculated using the FDTD simulation method, strongly agree with
the experimental results. This shows that all the parameters we used to model different
materials are describing the behavior of this structure perfectly.
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4.3 Graphene integrated Silicon nitride

All the simulations have been done by the explained two-dimensional FDTD method, and
the results have been compared with simulation results, obtained from the commercial
software Lumerical FDTD. The results from both methods have been compared, and they
strongly agree.

Figure 4.4: Silicon-Nitride waveguide with the thickness of 60 nm integrated with a single
layer of graphene

First, we simulate the Silicon-Nitride waveguide shown in figure 4.4 without graphene.
Then, we study the effect of adding a single layer of graphene to this structure.

It should be noted that, if using the described FDTD method one should consider
the beginning point of graphene at a distance from the source where the mode of the
waveguide is formed. Otherwise, the convergence of the code will be hard to achieve. But
using Lumerical software, we can begin the graphene right after the source.

For this simulation we used a single single-frequency sinusoidal source with the wave-
length of 1.55 µm, we have considered TE modes.
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Figure 4.5: The spectrum at the center of the core of the silicon-nitride, and graphene
integrated silicon-nitride waveguide normalized to the first harmonic amplitude of silicon-
nitride waveguide. The second peak corresponds to the first harmonic respond of the
waveguide with the wavelength of 1550nm. The first peak corresponds to the third har-
monic generation of the waveguide with the wavelength of 516.6nm. By adding a single
layer of graphene some the first order generation of the waveguide is decreased, and the
third-order nonlinear response of the waveguide has been increased as much as 7.6%.

As shown in figure 4.5, by adding a single layer of graphene the third-order nonlinearity
response of this structure is increased as much as 7.6%.

4.4 length analysis

In this section, we study the effect of the length of the graphene integrated silicon-
nitride waveguide on the nonlinear response of it. First, we solve the coupled-amplitude
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equations, which describes the third harmonic generation, assuming the material is loss-
less, and considering processes described by susceptibility elements χ(3)(3ω;ω, ω, ω), and
χ(3)(ω; 3ω,−ω,−ω), which are representing the conversion 3f ⇒ f and f ⇒ 3f , to calcu-
late the intensity of the third harmonic wave as a function of length.

The total electric field in the nonlinear medium can be written as:

Ẽ(z, t) = Ẽ1(z, t) + Ẽ2(z, t), (4.8)

where each component is written in terms of a complex amplitude Ej(z), and the slowly
varying amplitude Aj(z), which is:

Ẽj(z, t) = Ej(z)e−iωjt + c.c, (4.9)

where:

Ej(z) = Aj(z)eikjz (4.10)

where the propagation constant is kj =
njωj
c

, and the refractive index is nj =
√
ε(1)(ωj).

We assume that each frequency component of the electric field obeys the equation of:

∂2Ẽj
∂z2

− ε(1)(ωj)

c2
∂2Ẽj
∂t2

=
1

ε0c2
∂2P̃j
∂t2

. (4.11)

The nonlinear polarization can be expressed as :

P̃NL(z, t) = P̃1(z, t) + P̃2(z, t), (4.12)

where P̃j(z, t) = Pj(z)e−iωjt + c.c. and j = 1 represents the first harmonic and j = 2
represents the third harmonic equation.

We are analyzing the processes described by the two susceptibility elements. The first
one is χ(3)(3ω;ω, ω, ω) which corresponds to third harmonic generation. The second one is
χ(3)(ω; 3ω,−ω,−ω) which corresponds to difference-frequency generation, and it happens
when the third harmonic radiation is strong enough to produce difference frequency gener-
ation. As the medium is lossless, due to permutation symmetry, the frequency arguments
of the nonlinear susceptibility are able to be freely interchanged, we can write:

χ(3)(3ω;ω, ω, ω) = χ(3)(ω; 3ω,−ω,−ω) = χ(3), (4.13)
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As a result, the amplitude of P1,2(z) will be:

P1(z) = 3ε0χ
(3)E2E

∗
1E
∗
1 = 3ε0χ

(3)A2A
∗
1A
∗
1e

(k2−2k1)z, (4.14)

P2(z) = ε0χ
(3)E3

1 = ε0χ
(3)A3

1e
3ik1z. (4.15)

If substitute equation (4.14) into equation (4.11), we can calculate the equation of the
first harmonic.

∂2Ẽj
∂z2

− ε(1)(ωj)

c2
∂2Ẽj
∂t2

=
1

ε0c2
∂2P̃j
∂t2

⇒ (
∂2A1

∂z2
,

+2ik1
∂A1

∂z
− k21A1)e

i(k1z−ω1t) +
ε(1)(ω1)ω

2
1A1

c2
ei(k1z−ω1t),

=
−3χ(3)ω2

1A2A
∗
1A
∗
1

c2
e(ik2−2ik1)ze−iω1t.

(4.16)

Considering propagation constant kj =
njωj
c

, and the refractive index is nj =
√
ε(1)(ωj)

equation (4.16) becomes:

∂2A1

∂z2
+ 2ik1

∂A1

∂z
=
−3χ(3)ω2

1A2A
∗
1A
∗
1

c2
e(ik2−2ik1)ze−iω1t. (4.17)

Assuming slowly varying amplitude approximation |∂2A1

∂z2
| << |2ik1 ∂A1

∂z
| and phase

matching condition k2 = 3k1 equation (4.17) reduces to:

∂A1

∂z
=

3iχ(3)ω2
1A2A

∗
1A
∗
1

2k1c2
. (4.18)

Now, we do the same procedure substituting equation (4.15) in to equation (4.11) to
obtain the third harmonic term:

2ik2
∂A2

∂z
e−i(ω2t−k2z) =

−ω2
2χ

(3)A3
1

c2
e−i(ω2t−3k1z). (4.19)

From phase matching condition k2 = 3k1, we may write equation (4.19) as:
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∂A2

∂z
=
iω2

2χ
(3)A3

1

2k2c2
. (4.20)

In general case, we should solve the pair of coupled equations simultaneously. To do so,
instead of working with the complex quantities, we work with the modulus and phase of
each field’s amplitudes. In addition, these amplitudes are expressed in dimensionless form.
As a result, the complex, slowly varying field amplitudes are written as:

A1 =

√
I

2n1ε0c
u1e

iφ1 , (4.21)

A2 =

√
I

2n2ε0c
u2e

iφ2 , (4.22)

where I =< |E|2
η
>t is optical intensity . Substituting these values in to equation (4.18)

we get:

∂A1

∂z
=

3iχ(3)ω2
1A2A

∗
1A
∗
1

2k1c2
⇒

√
I

2n1ε0c
(
∂u1
∂z

+ iu1
∂φ1

∂z
)eiφ1 =

3iχ(3)ω2
1

√
I

2n2ε0c
u2e

iφ2 I
2n1ε0c

u21e
−2iφ1

2n1ω1

c
c2

⇒ (
∂u1
∂z

+ iu1
∂φ1

∂z
) =

3iIχ(3)ω1

√
1

n1n2
u2e

iφ2u21e
−3iφ1

4ε0cn1

(
∂u1
∂z

+ iu1
∂φ1

∂z
) =

3iIχ(3)ω1

√
1

n1n2
u2u

2
1

4ε0cn1

(cos(3φ1 − φ2)− isin(3φ1 − φ2))⇒

θ = 3φ1 − φ2 ⇒ (
∂u1
∂z

+ iu1
∂φ1

∂z
) =

3iIχ(3)ω1

√
1

n1n2
u2u

2
1

4ε0cn1

(cos(θ)− isin(θ)).

(4.23)

Now we do the same procedure for A2
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∂A2

∂z
=
iω2

2χ
(3)A3

1

2k2c2
⇒

√
I

2n2ε0c
(
∂u2
∂z

+ iu2
∂φ2

∂z
)eiφ2 =

iω2
2χ

(3)(
√

I
2n1ε0c

u1e
iφ1)3

2n2ω2

c
c2

⇒ (
∂u2
∂z

+ iu2
∂φ2

∂z
) =

iω2χ
(3)I

√
n2

n1
u31e

i(3φ1−φ2)

4n2n1ε0c2
(
∂u2
∂z

+ iu2
∂φ2

∂z
) =

iω2χ
(3)I

√
n2

n1
u31

4n2n1ε0c2
(cos(3φ1 − φ2) + isin(3φ1 − φ2))⇒

ω2 = 3ω1, θ = 3φ1 − φ2 ⇒ (
∂u2
∂z

+ iu2
∂φ2

∂z
) =

3iω1χ
(3)I

√
n2

n1
u31

4n2n1ε0c2
(cos(θ) + isin(θ)).

(4.24)

Separating real and imaginary part of equation (4.23) and equation (4.24), and intro-

ducing M = 3Iω1χ(3)

4n1
√
n1n2ε0c2

we get:

∂u1
∂z

= Mu21u2sin(θ), (4.25)

∂φ1

∂z
= Mu1u2cos(θ), (4.26)

∂u2
∂z

= −Mu31sin(θ), (4.27)

∂φ2

∂z
= M

u31
u2
cos(θ). (4.28)

It is worth mentioning that from phase matching condition we may derive n2 = n1,
which is shown below:
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k2 = 3k1 ⇒
n2ω2

c
=

3n1ω1

c
⇒

ω2 = 3ω1 ⇒
n23ω1

c
=

3n1ω1

c
⇒ n2 = n1 = n,

(4.29)

then, M becomes: M = 3Iω1χ(3)

4n2ε0c2
.

To solve equations 4.25 to 4.28, we use a similar way used for solving similar equations
for the second harmonic in [41].

Combining equation (4.26) and equation (4.28) we get:

3
∂φ1

∂z
− ∂φ2

∂z
=
∂θ

∂z
= 3Mu1u2cos(θ)−M

u31
u2
cos(θ). (4.30)

Introducing new variable ζ = Mz equations 4.25,4.27 and 4.30 reduce to:

∂u1
∂ζ

= u21u2sin(θ), (4.31)

∂u2
∂ζ

= −u31sin(θ), (4.32)

∂θ

∂ζ
= (3u1u2 −

u31
u2

)cos(θ). (4.33)

By calculating the expression
∂ln(u31u2)

∂ζ
=

3u21u2
∂u1
∂ζ

+u31
∂u2
∂ζ

u31u2
, we may simplify equations 4.31

and 4.32 as:

∂ln(u31u2)

∂ζ
=

3u21u2u
2
1u2sin(θ)∂ζ − u31u31sin(θ)

u31u2
= (3u1u2 −

u31
u2

)sin(θ). (4.34)

Using above result, we may write equation (4.33) as:

∂θ

∂ζ
=
cosθ

sinθ

∂ln(u31u2)

∂ζ
. (4.35)
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If we multiply both sides of equation (4.35) to sinθ
cosθ

we get:

sinθ

cosθ

∂θ

∂ζ
=
−1

cosθ

∂cosθ

∂ζ
=
∂ − ln(cosθ)

∂ζ
=
∂ln(u31u2)

∂ζ
⇒

∂(ln(u31u2) + ln(cosθ))

∂ζ
=
∂(ln(u31u2cosθ))

∂ζ
= 0.

(4.36)

From above equation we may conclude that ln(u31u2cosθ) is a constant value. We can
call this constant value ln(u31u2cosθ) = Γ. In this case, we may write sinθ and cosθ in
terms of Γ:

cosθ =
Γ

u31u2
,

sinθ = ±
√

1− cos2θ = ±

√
1− Γ2

u61u
2
2

. (4.37)

Assuming the initial condition as u2(0) = 0 and u1(0) = const = ui which gives
Γ = const = ln(u31u2cosθ) = 0. As a result, from above equations we get cosθ = 0 and
sinθ = ±1. Now, we may write equation (4.31) and equation (4.32) as:

∂u1
∂ζ

= ±u21u2, (4.38)

∂u2
∂ζ

= ∓u31. (4.39)

Using the fact that u21 + u22 = 1 equation (4.39) can be written as:

∂u2
∂ζ

= ∓
√

(1− u22)3. (4.40)

Now, we try to solve equation (4.40):
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∫
∂u2

∓
√

(1− u22)3∂ζ
=

∫
∂ζ ⇒

u2

∓
√

1− u22
= ζ + c = Mz + c.

(4.41)

Considering initial condition that u2(0) = 0 we can conclude that c = 0

u2

∓
√

1− u22
= Mz ⇒ (

u2
Mz

)2 = 1− u22 ⇒ u2 = ± Mz√
1 +M2z2

. (4.42)

As u2 > 0 we have:

u2 =
Mz√

1 +M2z2
. (4.43)

Now we may calculate the A2 from equation (4.22):

A2 =

√
I

2n2ε0c
u2e

iφ2 =

√
I

2n2ε0c

Mz√
1 +M2z2

eiφ2 . (4.44)

considering, I = I1 + I2 = const

I2 = 2n2ε0c|A2|2 = 2n2ε0c×
I

2n2ε0c

M2z2

1 +M2z2
=

IM2z2

1 +M2z2
. (4.45)

Finally, we may write equation (4.45) as a function of L, noting that I = I1(0)

I2 =
I1(0)M2z2

1 +M2z2
(4.46)

M =
3I1(0)ω1χ

(3)

4n2ε0c2

where I1, and I2 are first and third harmonic intensity respectively, and z is the length.
It should be noted that, equation (4.4) shows the proportionality of the length effect, and
does not show the exact value as we have not considered the power conversion efficiency.

33



The simulation results obtained from FDTD simulation have been compared with the-
oretical analysis obtained from equation (4.4). Figure 4.6 shows that two graphs are
consistent with each other, and the nonlinear amplitude response becomes almost constant
in the limit where M2z2 >> 1. The values obtained from FDTD simulation are slightly
smaller than the theory results, because in the theory we have not considered that amount
of the wave, that leaves the waveguide. Figure 4.6 shows that in this structure, the Kerr
nonlinear response increases dramatically with in the length limit of 0 µm to 5 µm, and
when the length gets longer than 15 µm the Kerr nonlinearity does not change much within
the limit of M2z2 >> 1.

Figure 4.6: The Kerr nonlinearity amplitude of graphene integrated silicon-nitride waveg-
uide normalized to the maximum obtained value from equation (4.4) versus different waveg-
uide lengths obtained by FDTD simulation, and the explained theory.
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4.5 Power analysis

Studying the effect of input power on the nonlinear response of this waveguide, the nor-
malized amplitude of Kerr nonlinearity has been obtained using the simulation for different
electric fields in the waveguide. Figure 4.7 shows the power analysis of Graphene integrated
silicon-nitride waveguide obtained from FDTD simulation up to the breakdown voltage of
silicon-nitride and graphene [58, 59].

Figure 4.7: Graphene integrated silicon-nitride waveguide power analysis which is nor-
malized to the highest achieved Kerr nonlinearity amplitude versus the maximum input
electric field shown as E(t) in equation (3.6) for different lengths.
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The generalized nonlinear optical response can be expressed by polarization as[41]:

P (t) = ε0[χ
(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...]

= P (1)(t) + P (2)(t) + P (3)(t) + ...,
(4.47)

Equation (4.47) shows that the third-order nonlinear response is proportional to χ(3)E3(t),
and the power analysis graph shown in Figure 4.7 follows this proportionality.

4.6 graphene integrated silicon nitride waveguide with

lower cladding

As shown in section 4.3, adding a single layer of graphene can have a great impact on the
nonlinear response of silicon nitride. However, the structure shown in Figure 4.4 is very
hard to fabricate due to lack of substrate. Having that in mind, a low loss single-stripe
silicon nitride waveguide has been used [55, 56]. In order to add a graphene layer on top of
the core of this waveguide, the top cladding has to be removed. The simulation condition
is same as the one we used to simulate graphene integrated silicon-nitride waveguide in
section 4.3.
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Figure 4.8: Single core silicon nitride waveguide structure, with top cladding removed
and a single layer of graphene added on top of it. The dimension of this waveguide is
w = 4.2 µm, h = 65 nm, and L = 15 µm, and the silicon thickness layer is 5 µm.

Removing the top cladding makes the waveguide structure extremely asymmetric, which
can result in the production of high substrate mode. To avoid this we should choose the
source wavelength such that the refractive index of Silicon-oxide becomes lower than 1.2.
This condition can be achieved by choosing the wavelength 6.7µm or 20µm for which the
refractive index of silicon-oxide is 1.1596 and 1.11, respectively. The other solutions can
be increasing the thickness of graphene layer up to 20nm (which in this case it is called
graphite), or adding a top cladding silicon-oxide layer.
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Figure 4.9: Two-dimensional wave propagation in Single-stripe silicon-nitride waveguide
with no top cladding a) the wavelength of the source is 6.17µm where the refractive index
of silicon-oxide is 1.16 b) high substrate mode produced when the wavelength of the source
becomes 1.55µm, and the structure becomes more asymmetric.

Figure 4.10 shows the length analysis of the waveguide structure, shown in figure 4.8. As
the substrate mode of this structure is high, increasing the length of the waveguide results in
decreasing of the electric field provided by the source inside the core. Considering equation
(4.47), this reduction of electric field decreases the third-order nonlinearity response.
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Figure 4.10: The normalized Kerr amplitude versus length for the waveguide structure
shown in Figure 4.8 considering two different input wavelengths of 21.05µm and 1.55µm,
compared with simulation results of graphene integrated silicon-nitride waveguide shown
on figure 4.6.

Figure 4.6 shows that the feasible waveguide structure shown in figure 4.10 has a great
enhancement of Kerr nonlinear response in some specific wavelengths. In order to work
with other wavelengths, this waveguide has a length limitation of 2λ.
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Chapter 5

Conclusion

This thesis represents a simulation, analysis, and design of graphene integrated silicon-
nitride waveguide. Graphene is found to be a great candidate to enhance the Kerr nonlinear
response of silicon-nitride waveguide, due to its unique optical, and mechanical properties
such as high third-order nonlinear response and being CMOS compatible.

The linear and nonlinear optical properties of graphene have been investigated in chap-
ter 2. Unlike bulk materials, we used conductivity to represent the behavior of graphene,
and the nonlinear conductivity of graphene is derived using the Boltzmann equation of
motion.

In chapter 3 graphene has been modeled as a current sheet, and its behavior is in-
vestigated by simulating a partial graphene integrated dielectric waveguide. As a result,
the graphene layer enhanced the confinement, and generated the third harmonic in the
waveguide.

Owing to the high Kerr nonlinear response of graphene, the nonlinear optical response
of silicon-nitride waveguide can be enhanced by as much as 7.6%, which is discussed in
chapter 4. In addition, the FDTD simulation method used to model multi-layer nonlinear
material is discussed in this chapter,and the nonlinear performance of graphene integrated
silicon-nitride in the presence and absence of an extra silicon-oxide/silicon substrate layer is
demonstrated by detailed power and length analysis. Furthermore, practical issues such as
the convergence of FDTD simulation when the graphene layer is added, and the formation
of substrate mode, which happens because of asymmetric structure resulted from removing
the top cladding of silicon-nitride waveguide are elaborated in this chapter.

This work has focused on simulation, design and analysis of graphene integrated silicon-
nitride waveguide. The next step would be the fabrication of the graphene integrated
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silicon-nitride waveguide and performing an experiment to characterize the reflection and
transmission measurements. Then by applying a DC voltage this structure can also be
used to be an electro optical modulator as graphene has a zero-gap band structure, which
is sensitive to variations of the energy potential change.
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Appendix A

Linear dispersion diagram

A.1 Mode Parameters

We can calculate the propagation constant using two different approaches. First, we cal-
culate the propagation constant using mode parameters method.

Figure A.1: Dielectric waveguide with three layers. θi is the incident angel, d is the
thickness of the core, and α is the angel inside the top cladding.

The normalized frequency and waveguide thickness will be:
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V =
2π

λ
d
√
n2
1 − n2

3 =
ω

c
d
√
n2
1 − n2

3, (A.1)

And the normalized guide index is a function of propagation constant:

b =
β2 − k23
k21 − k23

=
n2
β − n2

3

n2
1 − n2

3

, (A.2)

where nβ = βλ
2π

is the effective refractive index of the waveguide mode that is propagation
constant is β. asymmetry factor, which is a function of polarization of the mode under
consideration for TE mode can be written as:

aE =
n2
3 − n2

2

n2
1 − n2

3

. (A.3)

For a guided mode, we have condition such that, k1 > β > k3 > k2.

k21 − β2 = h21 (A.4)

β2 − k23 = γ23 (A.5)

β3 − k22 = γ22 (A.6)

In mentioned above condition, there should be a real value of h1,γ2, and γ3 should exist.

As we know For TE mode of a planer waveguide , Maxwell’s equations may be reduced
to:

∂2Ey
∂x2

+ (k2 − β2)Ey = 0 (A.7)

Where k2 = ω2µ0ε(x)

Solving equation (A.7), we get:

Ey = CTEcos(h1d/2− ψ)eγ3(d/2−x), x > d/2 (A.8)

Ey = CTEcos(h1d/2− ψ),−d/2 < x < d/2

Ey = CTEcos(h1d/2 + ψ)eγ2(d/2−x), x < −d/2
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And below eigenvalue equations:

tan(h1d) =
h1(γ2 + γ3)

h21 − γ2γ3
(A.9)

tan(2ψ) =
h1(γ2 − γ3)
h21 + γ2γ3

(A.10)

Where for normalizing the mode field, we should apply below normalization relation:

CTE =

√
ωµ0

βdE
(A.11)

where dE is the effective waveguide thickens:

de = d+
1

γ2
+

1

γ3
(A.12)

In case of TM mode, we have:

Hy = CTMcos(h1d/2− ψ)eγ3(d/2−x), x > d/2 (A.13)

Hy = CTMcos(h1d/2− ψ),−d/2 < x < d/2

Hy = CTMcos(h1d/2 + ψ)eγ2(d/2−x), x < −d/2

And below eigenvalue equations:

tan(h1d) =
(h1/n

2
1)(γ2/n

2
2 + γ3/n

2
3)

(h1/n2
1)

2 − γ2γ3/n2
2n

2
3

(A.14)

tan(2ψ) =
(h1/n

2
1)(γ2/n

2
2 + γ3/n

2
3)

(h1/n2
1)

2 + γ2γ3/n2
2n

2
3

(A.15)

Where for normalizing the mode field, we should apply below normalization relation:

CTM =

√
ωµ0n2

1

βdM
(A.16)
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where dE is the effective waveguide thickens:

dM = d+
1

γ2q2
+

1

γ3q3
(A.17)

Where:

q2 =
β2

k21
+
β2

k22
− 1 (A.18)

q2 =
β2

k21
+
β2

k23
− 1 (A.19)

From Equation (A.4), (A.6), and (A.5) we realize the γ2 and γ3 may be in terms of β
and h1. In terms of normalized waveguide parameters, we have:

γ22d
2 = β2d2 − k22d2 = (1 + aE)V 2 − h21d2 (A.20)

γ23d
2 = β2d2 − k23d2 = V 2 − h21d2 (A.21)

As mentioned before, all discrete allowed values of propagation constant can be assumed
only on one independent variable h1, which can be determined by solving equation (A.9).
For our considered waveguide, we have d = 1µm, n3 = 1.2,n1 = 1.5,and n2 = 1 .

As a result, using a new variable ζ = h1d the mentioned eigenvalue equations for TE
and TM mode can be written as:

tan(ζ) = ζ

√
V 2 − ζ2 +

√
(1 + aE)V 2 − ζ2

ζ2 −
√
V 2 − ζ2

√
(1 + aE)V 2 − ζ2

(TE) (A.22)

tan(ζ) = ζ
n2
1n

2
2

√
V 2 − ζ2 + n2

1n
2
3

√
(1 + aE)V 2 − ζ2

n2
2n

2
3ζ

2 − n4
1

√
V 2 − ζ2

√
(1 + aE)V 2 − ζ2

(TM) (A.23)

A.2 Self-Consistency Method

Using the transmission line model, we may calculate the calculate the reflection coefficient
and the phase change.
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R =
η2 − η1
η2 + η1

=

1
n2sin(α)

− 1
n1sin(θ)

1
n2sin(α)

+ 1
n1sin(θ)

(A.24)

Considering total internal reflection, we have: sin(α) = −J
√

(n1

n1
)2cos2(θ)− 1. As a

result, equation (A.24) reads:

R =

−1
n1sin(θ)

+ J 1

n2

√
(
n1
n2

)2cos2(θ)−1

1
n1sin(θ)

+ J 1

n2

√
(
n1
n2

)2cos2(θ)−1

(A.25)

The phase change of total internal reflection will be:

∆φ = π − 2tan−1(
n1sin(θ)

n2

√
(n1

n2
)2cos2(θ)− 1

) (A.26)

Using tan−1(x) + tan−1( 1
x
) = π

2
equation (A.26) reads:

∆φ = 2tan−1(
n2

√
(n1

n2
)2cos2(θ)− 1

n1sin(θ)
) (A.27)

Using the propagation constant β = k0n1cos(θ) equation (A.27) reads :

∆φ = 2tan−1(

√
β2 − k20n2

2√
k20n

2
1 − β2

) (A.28)

For self-consistency the whole phase shift has to be m ∗ 2π where m = 1, 2, 3, ... shows
the mode number. The whole phase shift will be:

∆φ1 + ∆φ2 − 2
√
k20n

2
1 + β2d = 2mπ (A.29)

Where ∆φ1 and∆φ2 are the phase shift introduced by upper and lower cladding re-
flection respectively. The term 2

√
k20n

2
1 − β2 shows the phase shift caused by travelling

distance inside the waveguide.
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2tan−1(

√
β2 − k20n2

2√
k20n

2
1 − β2

) + 2tan−1(

√
β2 − k20n2

3√
k20n

2
1 − β2

)− 2
√
k20n

2
1 − β2d = 2mπ (A.30)

tan−1(

√
β2 − k22√
k21 − β2

) + tan−1(

√
β2 − k23√
k21 − β2

)−
√
k21 − β2d = mπ (A.31)

To see the number of modes inside the waveguide, we plot the left hand side of equation
(A.31) in respect to valid values of beta. By valid values of we mean the values which makes
square roots of equation (A.31) positive values.

Figure A.2: The left and right hand side of equation (A.31) for checking possible mode
(valid values of m). As can be seen we get just the first mode as our answer

Using the relation between guided wavelength and propagation constant shown in equa-
tion (A.32) we may calculate propagation constant from our FDTD simulation. It is worth
mention that both methods will give you exact same results, because basically you may
derive one from other.
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β =
2π

λg
(A.32)

Figure A.3 shows the dispersion diagram, obtained from theory and FDTD method.

Figure A.3: dispersion diagram obtained from theory and FDTD method

the difference seen in this graph raises from the fact that, the guided wavelength is
calculated mesh difference of two peak values multiplied by spatial difference which is in
the order of micrometer. As a result, less tan one mesh difference may cause considerable
difference compared to theory solution.
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