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Abstract We study two local feedback equivalence problems for a nonlinear
control-affine system with two nested, controlled invariant, embedded subman-
ifolds in its state space. The first, less restrictive, result gives necessary and
sufficient conditions for the dynamics of the system restricted to the larger sub-
manifold and transversal to the smaller submanifold to be linear and control-
lable. This normal form facilitates designing controllers that locally stabilize
the smaller set relative to the larger set. The second, more restrictive, result
additionally imposes that the transversal dynamics to the larger set be linear
and controllable. This result can simplify designing controllers to locally sta-
bilize the larger submanifold. This is illustrated by sufficient conditions under
which these normal forms can be used to locally solve a nested set stabilization
problem.

Keywords Feedback equivalence · partial feedback linearization · nested
sets · nonlinear control systems.

This research was partially supported by the Natural Sciences and Engineering Research
Council of Canada (N.S.E.R.C.).

Alireza Doosthoseini
Department of Electrical and Computer Engineering
University of Waterloo
200 University Ave. West, Waterloo, Ontario, N2L 3G1, Canada.
Tel.: +1.519.888.4567 x 37265
E-mail: adoostho@uwaterloo.ca

Christopher Nielsen
Department of Electrical and Computer Engineering
University of Waterloo
200 University Ave. West, Waterloo, Ontario, N2L 3G1, Canada.
Tel.: +1.519.888.4567 x 32241, Fax: +1.519.888.3077
E-mail: cnielsen@uwaterloo.ca

This is a post-peer-review, pre-copyedit version of an article published in Mathematics of Control, Signals, and 
Systems. The final authenticated version is available online at: http://dx.doi.org/https://doi.org/10.1007/
s00498-015-0149-y



2 A. Doosthoseini, C. Nielsen

1 Introduction

Feedback equivalence problems have been extensively studied in the last thirty
five years and their solutions have been a valuable tool in making many non-
linear control design problems tractable. Two control systems are said to be
feedback equivalent if there exists a coordinate transformation and a local feed-
back transformation mapping trajectories of two control systems to each other.
A large portion of the control literature on feedback equivalence is dedicated
to finite-dimensional, autonomous, deterministic, nonlinear control-affine sys-
tems and the feedback equivalence is local, i.e., valid in a neighbourhood of a
point in the system’s state space. Most of the studies on this field are heav-
ily influenced by the seminal works of Poincaré [32] and Cartan [4]. Poincaré
found sufficient conditions for a dynamic system to be locally equivalent to
a linear one by means of an analytic transformation. In Cartan’s method of
equivalence a Pfaffian system generated by differential forms is associated to
a dynamical system. The feedback equivalence problem is analyzed by study-
ing the feedback equivalence of the corresponding Pfaffian systems. Ever since
Cartan’s method of equivalence many studies have concentrated on this topic
the most prominent of which are [11, 12, 13, 14, 34]. A profound survey of
different studies on feedback equivalence problem can be found in [33] and
references therein.

A distinguished subdivision of studies on feedback equivalence is called
feedback linearization in which feedback equivalence of a nonlinear control
system to a controllable linear, or partially linear, system is sought. The moti-
vation for studying this special case is clear. Rather than designing a feedback
controller for the nonlinear control system, a potentially difficult task, the de-
signer first finds the feedback equivalent linear system. The feedback law is
designed for the feedback equivalent linear system using the rich set of design
tools for this class of system and is subsequently implemented on the original
nonlinear plant. Feedback equivalence to a linear control system, known as
state-space exact feedback linearization, was initially raised in [20]. In [3] this
problem was solved for single-input single-output nonlinear control systems.
Extension to the multi-input multi-output nonlinear control systems was in-
vestigated in [35, 36]. In [17] the feedback equivalence of a control system
to a partially linear control system, known as partial feedback linearization,
was raised. In [23] partial feedback linearization yielding a linear subsystem of
maximal size is investigated for single-input single-output systems. In [27, 28]
the multi-input multi-output case is considered.

Frequently, the input of a control system is employed to control its output.
Thus, a natural feedback equivalence problem is to find, if possible, a coordi-
nate and feedback transformation linearizing the input-output dynamics. This
problem is referred to as input-output feedback linearization and in [17, 18]
is investigated for single-input single-output control systems. Similar results
for multi-input multi-output control systems are discussed in [16]. The prob-
lems of input-output feedback linearization, partial feedback linearization and
state-space exact feedback linearization are closely related. Specifically, the
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state-space exact linearization problem is solvable if and only if there exists
an output function yielding full relative degree, while the partial feedback lin-
earization problem is solvable if and only if there exists an output function
yielding some well-defined vector relative degree.

Since the class of feedback linearizable systems is relatively small, the con-
cept of approximate feedback linearization was first raised by [21] and later
different aspects of which was studied in [24, 25, 22, 19].

Many feedback control specifications can be cast as the problem of stabi-
lizing an appropriate set in a system’s state space. For instance, the consensus
problem [31] and the synchronization of oscillators [7] require that a subset
of states in a collection of control systems converge to each other. These can
be viewed as set stabilization problems. Among the different control design
techniques developed for set stabilization, feedback equivalence to partially
linear controllable systems is an important one. In [1] a method called trans-
verse feedback linearization (TFL) is developed for stabilizing an open-loop
orbit in the state space of a single-input single-output control system. TFL is
a partial feedback linearization method with the extra requirement that the
controllable linear subsystem represent the transversal dynamics to the orbit.
In [30] TFL was generalized to multi-input multi-output control-affine systems
and the target set is an arbitrary controlled-invariant embedded submanifold
of the state-space.

While many control problems are cast as a single set stabilization problem,
some can be formulated as a nested set stabilization problem. For instance,
in [10] a problem called hierarchical control design is cast as a nested set stabi-
lization in which a chain of closed nested sets S1 ⊃ S2 ⊃ · · · ⊃ Sn are required
to be stabilized simultaneously. There, each set Si represents a set of control
specifications and control specifications i + 1 are met only if control specifi-
cations i are met. Studies [5] and [6] have adopted the hierarchical viewpoint
to solve the path following problem of the planar vertical take-off and land-
ing aircraft and a coordinated path following problem for dynamic unicycles,
respectively. Back-stepping method in [10] and passivity based method in [8]
are employed to solve instances of nested set stabilization problems.

The main idea of this paper is to employ the feedback linearization method
to facilitate a solution to an instance of a nested set stabilization problem
in which we only consider two sets and assume the sets to be controlled-
invariant embedded submanifolds. The generalization to more than two sets is
straightforward. The approach taken in this paper is motivated by the results
in [30]. More specifically, given a smooth, time-invariant, nonlinear control-
affine system and two nested, controlled-invariant, embedded submanifolds S1

and S2 the main problem in this paper is: to find a local diffeomorphism and
feedback transformation, valid in a neighbourhood of a point on S2, that bring
the control system into a normal form whose dynamics restricted to S1 and
transversal to S2 are linear and controllable. This problem, Problem 1 of the
paper, is called partial local nested transversed feedback linearization problem.
The solution of this problem simplifies designing controller for stabilization
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of S2 relative to S1 locally. We propose geometric necessary and sufficient
conditions under which Problem 1 is solvable.

The normal form of Problem 1 does not necessarily simplify designing con-
trollers that locally stabilize S1. This is because, even if Problem 1 is solved,
one generally needs a nonlinear controller to locally stabilize S1. In partic-
ular, should one be interested in utilizing feedback linearization to locally
stabilize S1, we provide additional conditions under which the normal form
of the first problem is refined and the dynamics transversal to S1 are also
linear and controllable. This normal form is simply called the local nested
transverse feedback linearization normal form and it allows one to design the
controllers for the local stabilization of S1 and local stabilization of S2 relative
to S1 separately. An issue that arises when stabilizing sets is that rendering
S1 asymptotically stable and S2 asymptotically stable relative to S1 does not
imply that S2 is asymptotically stable [8]. In this paper we provide sufficient
conditions addressing this stability concern when using feedback equivalence
to solve nested set stabilization problems.

The paper is organized as follows. In Section 2 the main problem, Prob-
lem 1, is formulated. In Section 3 we present preliminary results including
the solution to a feedback equivalence problem concerning the restriction of
control-affine system to nested controlled invariant submanifolds. In Section 4
we present the solution to Problem 1 in Theorem 2. In Section 5 the extension
of Problem 1 is investigated. In Section 6 a nested set stabilization problem
is introduced and the normal forms of Problems 1 and 3 are employed to de-
sign feedback control to solve it. Simulations are presented to illustrate the
proposed method.

1.1 Notation

If k is a natural number, k := {0, . . . , k}. Let U be an open subset of Rn
and denote by Diff(U) the collection of diffeomorphisms with domain U . If
F : M → N is a map between manifolds then dFx : TxM → TF (x)N denotes
its differential. If M and N are vector spaces, then dFx denotes the Jacobian
matrix of F at x. If F : M → N is a diffeomorphism between two manifolds,
and if v is a vector field on M , then the differential of F can be used to
define a vector field on N by means of the push-forward map F?, defined as
F?v(q) = (dFpv(p))|p=F−1(q). If D is a non-singular distribution on a manifold

M , D⊥ is the orthogonal complement of D obtained from the orthogonal
structure on the tangent bundle TM . The non-singular distribution D⊥ is a
subbundle of TM and satisfies, for each p ∈ M , TpM = D(p) ⊕ D⊥(p). Let
inv(D) denote the involutive closure of D. We denote by Im the m×m identity
matrix while 0m×n denotes an m×n matrix of zeros. Let GL (n,R) denote the
group of non-singular n× n matrices with real entires.
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2 Partial local nested transversal feedback linearization

Consider a control-affine system

ẋ = f(x) +

m∑
i=1

gi(x)ui =: f(x) + g(x)u (1)

where x ∈ Rn denotes the state, u = (u1, · · · , um) ∈ Rm is the control input,
and f : Rn → Rn and gi : Rn → Rn, i ∈ {1, · · · ,m}, are smooth. To (1) we
associate the family of distributions

Gi := span
{
adjfgk : 0 ≤ j ≤ i, 1 ≤ k ≤ m

}
. (2)

The vectors g1(x), . . . , gm(x) are assumed to be linearly independent at each
x ∈ Rn, i.e., dim (G0(x)) = m.

Definition 1 A closed connected submanifold S ⊆ Rn is controlled-invariant
for (1) if there exists a smooth feedback ū : S → Rm such that S is invariant
for the closed-loop system ẋ = f(x) + g(x)ū(x).

Along with (1), we are also given two embedded submanifolds S1 ⊂ Rn
and S2 ⊂ Rn with s1 := dim(S1), s2 := dim(S2). The following assumption is
made throughout this paper.

Assumption 1. The sets S1 and S2 are controlled-invariant embedded sub-
manifolds for (1) and S1 ⊃ S2.

The main problem investigated in this paper, Problem 1, seeks a decompo-
sition of (1) into three subsystems modelling its evolution on (i) S2 (ii) S1\S2

and (iii) Rn\S1, with the essential requirement that the dynamics on S1\S2 be
linear and controllable. Before formally stating the main problem, we review
basic definitions.

Definition 2 Given an open set U ⊆ Rn, a regular static feedback, de-
noted (α, β), on U for control system (1) is a relation u = α(x) + β(x)v where
α : U → Rm and β : U → GL (m,R) are smooth mappings.

Definition 3 Two control systems, ẋ = f+gu and ˙̂x = f̂+ ĝû, are feedback
equivalent on an open set U ⊆ Rn if there exist a regular static feedback
(α, β) on U and a map Ξ ∈ Diff(U) such that f̂ = Ξ?(f+gα) and ĝ = Ξ?(gβ).

Problem 1. (Partial local nested transversal feedback linearization
problem). Given (1), nested sets S1 ⊃ S2 satisfying Assumption 1 and a
point x̄ ∈ S2, find, if possible, a diffeomorphism Ξ : U → Ξ(U) ⊂ Rs2 ×
Rs1−s2 × Rn−s1 , x 7→ (ζ, µ, ξ), and a regular feedback transformation (α, β)
valid in a neighbourhood U ⊆ Rn of x̄, such that (1) is feedback equivalent to

ζ̇ = f1(ζ, µ, ξ) + g11(ζ, µ, ξ)v‖ + g12(ζ, µ, ξ)v‖,t + g13(ζ, µ, ξ)vt

µ̇ = Aµ+Bv‖,t + f2(ζ, µ, ξ) + g21(ζ, µ, ξ)v‖ + g22(ζ, µ, ξ)v‖,t + g23(ζ, µ, ξ)vt

ξ̇ = f3(ζ, µ, ξ) + g31(ζ, µ, ξ)v‖ + g32(ζ, µ, ξ)v‖,t + g33(ζ, µ, ξ)vt

(3)
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where

Ξ(S1 ∩ U) = {(ζ, µ, ξ) ∈ Ξ(U) : ξ = 0} , (4a)

Ξ(S2 ∩ U) = {(ζ, µ, ξ) ∈ Ξ(U) : ξ = 0, µ = 0} , (4b)

f3(ζ, µ, 0) = 0, g31(ζ, µ, 0) = 0, g32(ζ, µ, 0) = 0, f2(ζ, µ, 0) = 0, g21(ζ, µ, 0) = 0,
g22(ζ, µ, 0) = 0, the pair (A,B) is controllable, and B is full rank.

M

Problem 1 seeks a coordinate and feedback transformation valid in a neigh-
bourhood of x̄ which generates a normal form with two types of decomposi-
tions. First the dynamics are decomposed into three subsystems; namely the
ξ-, µ-, and ζ-subsystems. We call the ξ-subsystem the transversal dynamics to
S1. This is motivated by the fact that, in the light of (4a), stabilizing S1 ∩ U
is equivalent, under mild assumptions, to stabilizing the ξ-subsystem. We call
the µ-subsystem the transversal dynamics of S2, restricted to S1. Similarly,
this name is motivated by the fact that, in the light of (4b), stabilizing S2 ∩U
relative to S1 ∩ U is equivalent, under mild assumptions, to stabilizing the
µ-subsystem when ξ = 0. The ζ-subsystem is called the tangential dynamics
to S2 because when ξ = 0 and µ = 0, the ζ dynamics govern the system’s
evolution on Ξ(S2 ∩ U).

The second type of decomposition is in the original m inputs. They are
partitioned into three groups : v‖, v‖,t, and vt. The restrictions imposed on
f2, f3, g31, g32, g21, and g22 after (4) imply that

(
v‖, v‖,t, vt

)
= (?, ?, 0),

where ? represents arbitrary functions, renders Ξ(S1 ∩ U) locally invariant,
i.e., (?, ?, 0) is a friend of Ξ(S1 ∩U). Substituting ξ = 0 and vt = 0 in (3) the
dynamics of (1) restricted to Ξ(S1 ∩ U) are

ζ̇ = f1(ζ, µ, 0) + g11(ζ, µ, 0)v‖ + g12(ζ, µ, 0)v‖,t

µ̇ = Aµ+Bv‖,t.
(5)

The µ-subsystem in (5) is linear and controllable and represents the dynamics
of (1) restricted to Ξ(S1∩U) and transversal to Ξ(S2∩U). The control input
v‖,t can effectively be used to stabilize1 S2 ∩ U relative to S1 ∩ U . Finally
Ξ(S2 ∩ U) is controlled-invariant with friend

(
v‖, v‖,t, vt

)
= (?, 0, 0). The

dynamics of (1) restricted to Ξ(S2 ∩ U) are

ζ̇ = f1(ζ, 0, 0) + g11(ζ, 0, 0)v‖. (6)

Remark 1 In (3) the µ-subsystem is not feedback linearized. It only becomes
linear when it evolves on Ξ(S1 ∩ U). Thus (3) is less restrictive compared to
a normal form in which the µ-subsystem is linear off the set Ξ(S1 ∩ U).

The main result of this paper, Theorem 2, provides necessary and sufficient
conditions for Problem 1 to be solvable.

1 See Section 6 and Definition 7.
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3 Preliminary results

In this section we investigate the problem of restricting the control-affine sys-
tem (1) to nested sets S1 ⊃ S2 satisfying Assumption 1.

Problem 2. (Restricting control-affine systems to nested sets prob-
lem). Given the control system (1), nested sets S1 ⊃ S2 satisfying Assump-
tion 1, and a point x̄ ∈ S2, find, if possible, a diffeomorphism Ξ : U → Ξ(U) ⊆
Rs2 × Rs1−s2 × Rn−s1 , x 7→ (ζ, µ, ξ), and a regular feedback transformation
(α, β) valid in a neighbourhood U ⊆ Rn of x̄, such that (1) is feedback equiv-
alent to

ζ̇ = f1(ζ, µ, ξ) + g11(ζ, µ, ξ)v‖ + g12(ζ, µ, ξ)v‖,t + g13(ζ, µ, ξ)vt

µ̇ = f2(ζ, µ, ξ) + g21(ζ, µ, ξ)v‖ + g22(ζ, µ, ξ)v‖,t + g23(ζ, µ, ξ)vt

ξ̇ = f3(ζ, µ, ξ) + g31(ζ, µ, ξ)v‖ + g32(ζ, µ, ξ)v‖,t + g33(ζ, µ, ξ)vt

(7)

where
Ξ(S1 ∩ U) = {(ζ, µ, ξ) ∈ Ξ(U) : ξ = 0} , (8a)

Ξ(S2 ∩ U) = {(ζ, µ, ξ) ∈ Ξ(U) : ξ = 0, µ = 0} , (8b)

f3(ζ, µ, 0) = 0, g31(ζ, µ, 0) = 0, g32(ζ, µ, 0) = 0, f2(ζ, 0, 0) = 0, and g21(ζ, 0, 0) =
0.

M

The normal form (7) features two types of decomposition similar to those
in (3). However, unlike (3), we do not require the transversal dynamics to S2,
restricted to S1 be linear and controllable. The normal form (7) is useful for
understanding the inter-play between the control vector fields g1, · · · , gm of (1)
and the nested sets S1 ⊃ S2. That is, g is partitioned into three sub-matrices
corresponding to v‖, v‖,t, and vt. The impositions on g21 and g31 mean that
the columns of the matrix Ξ?(gβ) corresponding to v‖ are tangent to both
Ξ(S1 ∩ U) and Ξ(S2 ∩ U). The requirement on g32 implies that the columns
corresponding to v‖,t are tangent to Ξ(S1∩U) but not Ξ(S2∩U). Finally, the
requirements on f2, f3, imply that the vector field Ξ?(f + gα) = (f1, f2, f3)
is tangent to both Ξ(S1 ∩ U) and Ξ(S2 ∩ U). As with the normal form (3),
substituting ξ = 0 and vt = 0, the dynamics of (1) restricted to Ξ(S1 ∩ U)
are

ζ̇ = f1(ζ, µ, 0) + g11(ζ, µ, 0)v‖ + g12(ζ, µ, 0)v‖,t

µ̇ = f2(ζ, µ, 0) + g21(ζ, µ, 0)v‖ + g22(ζ, µ, 0)v‖,t.
(9)

The tangential dynamics on S2 are the same as (6). In principle, the normal
form (7) may facilitate the design of control laws to stabilize ξ = 0 and µ = 0.
However, a drawback of (7) is that the dynamics remain nonlinear and it may
not be clear how to proceed with control design. The aforementioned partition
of g is closely related to the properties of the distributions

P := G0 ∩ TS2

Q := [G0 ∩ TS2]
⊥ ∩ [G0 ∩ TS1]

R := [G0 ∩ TS1]
⊥ ∩G0

(10)
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and the integer-valued functions ν, ρ : S2 → Z, σ : S1 → Z

ν(x) := dim(TxS2 ∩G0(x))

ρ(x) := dim(TxS1 ∩G0(x))− ν(x)
(11a)

σ(x) := dim(TxS1 +G0(x))− s1. (11b)

The values of (11) equal the dimensions of the distributions (10) and the sizes
of the sub-matrices corresponding to v‖, v‖,t, and vt in (7).

Proposition 1 For all p ∈ S1, q ∈ S2, dim (P (q)) = ν(q), dim (Q(q)) = ρ(q)
and dim (R(p)) = σ(p).

Proposition 1, whose proof is given in Appendix A, motivates Definition 4.

Definition 4 A point x̄ ∈ S2 is a regular point of the distributions (10)
if there exists an open set V1 ⊆ S1 containing x̄ such that for all p ∈ V1,
q ∈ V1 ∩ S2, the functions σ(p), ν(q), ρ(q) are constant.

Remark 2 Under Assumption 1 the topology of S1 is its subspace topology
as a subset of Rn. Thus for each open set V1 ⊆ S1 there exists an open set
U ⊆ Rn such that V1 = U ∩ S1.

The next proposition provides a computationally tractable way of checking
the regularity of the distributions (10).

Proposition 2 A point x̄ ∈ S2 is a regular point of (10) if and only if
dim (TxS1 ∩G0(x)) and dim (TxS2 ∩G0(x)) are constant in, respectively, open
sets V1 ⊆ S1, V2 ⊆ S2 containing x̄.

Remark 3 When x̄ is a regular point of (10), TS1 ∩G0 and TS2 ∩G0 can be
viewed as vector bundles over the base spaces V1 and V2, receptively. In the
remainder of this paper we forgo this formality and refer to them as distribu-
tions. It is easy to show that if any two of the functions in (11) are constant
in an open subset of S2, then the remaining function is also constant on this
set. Furthermore, if x is a regular point of (11) then ν(x) + ρ(x) + σ(x) = m.

Proposition 3 A point x̄ ∈ S2 is a regular point of (10) if and only if there
exists an open set V1 ⊆ S1 containing x̄ such that the distributions (10) are
smooth and non-singular in V1 and V1 ∩ S2.

Lemma 1 The values of the functions (11) are invariant under coordinate
and feedback transformation.

The proofs of Propositions 2 and 3 and Lemma 1 are in Appendix A.
The following lemma generalizes slice coordinates for two nested embedded
submanifolds.
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Definition 5 ([26]) Let N be a smooth manifold with dimension n and let
(U,ϕ) be a smooth chart on N . If S is a subset of N such that

ϕ(S ∩ U) = {x ∈ U : ϕk+1(x) = ck+1, · · · , ϕn(x) = cn}

for real constants ck+1, · · · , cn, then S is a k-slice of U .

Lemma 2 Let S1 ⊃ S2 be two smooth embedded submanifolds of Rn. For all
x̄ ∈ S2 there exists an open set U ⊆ Rn such that S1 and S2 are, respectively,
s1-slices and s2-slices of U .

Proof. Let x̄ ∈ S2 be arbitrary. Since S1 ⊆ Rn is an embedded submanifold
there exist slice coordinates (V1, ψ) for Rn with x̄ ∈ V1 such that

ψ(S1 ∩ V1) = {x ∈ V1 : ψs1+1(x) = cs1+1, · · · , ψn(x) = cn}

where, without loss of generality, we take the constants ci to be zero. Let
π1 : Rn → Rn−s1 denote the projection onto the last n − s1 factors, i.e,
π1(x) = (xs1+1, · · · , xn). Define Φ1 : V1 → Rn−s1 , x 7→ π1 ◦ψ(x). Then Φ1 is a
submersion and

ψ(S1 ∩ V1) = {x ∈ V1 : Φ1(x) = 0} .

This construction is summarized in the following commutative diagram

V1 ⊆ Rn

ψ

��

Φ1

&&
ψ(V1) ⊆ Rn π1 // Rn−s1 .

We now apply a similar construction to S2. Let (V2, ϕ) be slice coordinates for
Rn with x̄ ∈ V2 and let π2 : Rn → Rn−s2 be the projection onto the last n−s2

factors. Then, letting Φ2 := π2 ◦ φ we have

ϕ(S2 ∩ V2) = {x ∈ V2 : Φ2(x) = 0} .

and the commutative diagram

V2 ⊆ Rn

ϕ

��

Φ2

&&
ϕ(V2) ⊆ Rn π2 // Rn−s2 .

Let U := V1 ∩ V2 and note that x̄ ∈ U . Since Φ1 and Φ2 are submersions
we have that, for all x ∈ U , rank(dΦ1) = n − s1 and rank(dΦ2) = n − s2.
Furthermore, by [26, Lemma 8.15], for all x ∈ S2 ∩ U , Ker dΦ1,x = TxS1 and
Ker dΦ2,x = TxS2. Therefore Ker dΦ2,x ⊂ Ker dΦ1,x and

rank

[
dΦ1,x

dΦ2,x

]
= rank

[
dΦ2,x

]
= n− s2. (12)
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This allows us to construct a submersion Φ : U → Rn−s2 . We take the last
n− s1 components of Φ to be the function Φ1. From (12) we conclude that in
the set Φ2 = {ϕs2+1, · · · , ϕn} it is possible to find s1 − s2 functions, without
of loss of generality {ϕs2+1, · · · , ϕs1} =: Φ̄2, with the property that the n− s2

differentials dϕs2+1, · · · ,dϕs1 ,dψs1+1, · · · ,dψn are linearly independent at x̄.
Let Φ :=

(
Φ̄2, Φ1

)
.

Since, dΦ(x̄) has rank n − s2 it has some (n − s2) × (n − s2) minor with
non-zero determinant. By re-ordering the coordinates we assume that it is the
minor corresponding to the first n − s2 rows and columns of dΦ(x̄). Relabel
the coordinates as (y, z) = (x1, · · · , xn−s2 , xn−s2+1, · · · , xn) in Rn. Define Ξ :
U → Rn by Ξ(y, z) := (z, Φ(y, z)). Its total derivative at x̄ is

dΞ(x̄) =

[
0 Is2
∂Φi

∂yj
∂Φi

∂zj

]
,

which is non-singular because its columns are independent. Therefore, by the
inverse function theorem [26, Theorem 7.6], by possibly shrinking U , Ξ ∈
Diff (U). In the chart (U,Ξ) of Rn we have

Ξ(S1 ∩ U) = {x ∈ U : Ξs1+1(x) = · · · = Ξn(x) = 0}

and

Ξ(S2 ∩ U) = {x ∈ U : Ξs2+1(x) = · · · = Ξn(x) = 0} .

Definition 6 ([26]) A retraction of a topological space X onto a subspace
A ⊂ X is a continuous map r : X → A such that r|A is the identity map of A.

The tubular neighbourhood theorem [26, Theorem 10.19] states that ev-
ery embedded submanifold M of Rn has a tubular neighbourhood N (M). It
follows [26, Proposition 10.20] that if N (M) is a tubular neighbourhood of an
embedded submanifold M ⊂ Rn, there exists a smooth retraction of N (M)
onto M . In this paper we use a simpler, local version of these ideas.

Lemma 3 Let M ⊂ Rn be an m-dimensional embedded submanifold of Rn.
Then, for every x ∈M there exist a neighbourhood U of x in Rn and a smooth
retraction r : U →M ∩ U .

Proof. LetN (M) be a tubular neighbourhood of M . By [26, Proposition 10.20]
there exists a smooth retraction r : N (M)→ M . Let U ⊆ N (M) be an open
set containing x. Then restriction r|U is a smooth retraction of U to M∩U .

Lemma 4 Consider two sets S1 and S2 satisfying Assumption 1 and let x̄ ∈
S2 be a regular point of (10). There exists an open set U ⊆ Rn containing
x̄ and a smooth feedback α : U → Rm such that (f + gα)|S1∩U is tangent to
S1 ∩ U and (f + gα)|S2∩U is tangent to S2 ∩ U .
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Proof. Apply Lemma 2 to obtain an open set U ⊆ Rn containing x̄ and maps

Φ1 and Φ̄2 such that V1 = Φ−1
1 (0) and V2 =

(
Φ̄2, Φ1

)−1
(0) where V1 := S1 ∩U

and V2 := S2 ∩ U . Since S1 is a controlled-invariant submanifold there exists
a smooth state feedback α1 : V1 → Rm such that

(∀x ∈ V1) dΦ1(x) (f(x) + g(x)α1(x)) = 0. (13)

Similarly, since S2 is a controlled-invariant submanifold there exists a smooth
state feedback α2 : V2 → Rm such that

(∀x ∈ V2)

[
dΦ̄2(x)

dΦ1(x)

]
(f(x) + g(x)α2(x)) = 0. (14)

We now modify α1 so that the resulting state feedback simultaneously satis-
fies (13) and (14). We have that

(∀x ∈ V2) dΦ1(x) (f(x) + g(x)α2(x))|V2
− dΦ1(x) (f(x) + g(x)α1(x))|V2

= 0

⇒ dΦ1(x)g(x) (α2(x)− α1(x))|V2
= 0.

Since α1 and α2 are both smooth, there exists a smooth v̂(x) ∈ Ker(dΦ1(x)g(x)|V2
)

such that, for all x ∈ V2, α2(x) = α1(x)|V2
+ v̂(x). We have that

(∀x ∈ V1) rank(dΦ1(x)g(x)) = rank g(x)− dim(Ker dΦ1(x) ∩ rank g(x))

= dimG0(x)− dim(TxS1 ∩G0(x)).

By hypothesis, x̄ is a regular point of (10) and by Proposition 2, by possibly
shrinking V1, dim(TxS1 ∩G0(x)) is constant and dimG0(x) is constant. Thus,
rank(dΦ1(x)g(x)) is constant on V1. It implies that dim (Ker(dΦ1(x)g(x))) is
also constant on V1. Assume that dim (Ker(dΦ1(x)g(x))) = q. By [16, Lemma
1.3.1], there exists a set {v1, · · · , vq} of smooth vector fields defined on V1 such
that at each x ∈ V1, the vectors v1(x), · · · , vq(x) are linearly independent and

(∀x ∈ V1) Ker(dΦ1(x)g(x)) = span{v1(x), · · · , vq(x)}.

Thus we can write

v̂(x) =

q∑
i=1

ĉi(x)vi(x).

where ĉi : V2 → R are smooth real-valued functions. Apply Lemma 3 and, by
possibly shrinking U , introduce a retraction r1 : V1 → V2 of V1 onto V2 and
define

ci :V1 → R
x 7→ ĉi ◦ r1(x).

and

v(x) =

q∑
i=1

ci(x)vi(x).
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Let α′ := α1 + v. It solves equation (13) since

(∀x ∈ V1) dΦ1(x) (f(x) + g(x)α′(x)) = dΦ1(x) (f(x) + g(x)α1(x))+dΦ1(x)g(x)v(x) = 0.

Similarly it can be verified that it solves equation (14). Again, applying Lemma 3
we introduce a retraction r2 : U → V1 of U into V1 and define

α :U → Rm

x 7→ α′ ◦ r2(x).

The state feedback α has the desired property.

Remark 4 For LTI control systems [37, Lemma 5.7] asserts that, for nested
(A,B)-invariant subspaces S1 ⊃ S2, if F0 is a friend of S2 there always
exists a mutual friend F such that F |S2

= F0|S2
. Lemma 4 recovers this

result because the regularity assumption always holds for LTI systems.

3.1 Solution to Problem 2

Theorem 1 Problem 2 is solvable at x̄ ∈ S2 if and only if x̄ is a regular point
of (10).

Proof. Assume that Problem 2 is solvable at x̄ ∈ S2. Then there exists a
neighbourhood U ⊆ Rn containing x̄, a feedback transformation (α, β) defined
on U , and a diffeomorphism Ξ ∈ Diff (U) such that (1) is locally feedback
equivalent to (7). Let V2 := S2 ∩ U , V1 := S1 ∩ U , denote by (ζ, µ, 0) = Ξ(x)
the image of a point x ∈ V1 and by (ζ, 0, 0) = Ξ(x) the image of a point x ∈ V2

under the map Ξ, and let ĝ := Ξ?(gβ), Ĝ0 := span {ĝ1, · · · , ĝm}. In (ζ, µ, ξ)-
coordinates the value of σ in (11b) at an arbitrary point (ζ, µ, 0) ∈ Ξ(V1)
equals

σ(ζ, µ, 0) = dim

(
Im

[
Is1 ?

0 g33(ζ, µ, 0)

])
− s1 = rank (g33(ζ, µ, 0)).

We now argue that g33 has full column rank. The equality above implies that
the number of columns in g33(ζ, µ, 0) is greater than or equal to σ(ζ, µ, 0).
Suppose, by way of contradiction, that g33 has σ(ζ, µ, 0) + 1 columns. Then,
since there are m inputs

rank

[
g11(ζ, µ, 0) g12(ζ, µ, 0)

g21(ζ, µ, 0) g22(ζ, µ, 0)

]
≤ m− σ(ζ, µ, 0)− 1.

But this means that dim (Ĝ0(ζ, µ, 0)) ≤ m − 1 which is a contradiction since
(α, β) is a regular feedback transformation and dim (G0(x)) = m. Thus g33(ζ, µ, 0)
has full column rank. This shows that at an arbitrary point (ζ, µ, 0), the in-
teger function σ is equal to the number of columns in g33. Since (ζ, µ, 0) is
arbitrary, we conclude that σ is constant on Ξ(V1).
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Having shown that g33(ζ, µ, 0) has full column rank on Ξ(V1) it follows
that ν(ζ, 0, 0) equals

dim
(
T(ζ,0,0)Ξ(V2) ∩ Ĝ0(ζ, 0, 0

)
= dim

(
Im

[
Is2

0

]
∩ Im

[
g11(ζ, 0, 0) g12(ζ, 0, 0)

0 g22(ζ, 0, 0)

])
.

Additionally, since

dim

([
Is2

0

]
+ Im

[
g11(ζ, 0, 0) g12(ζ, 0, 0)

0 g22(ζ, 0, 0)

])
= rank

[
Is2 ?

0 g22(ζ, 0, 0)

]
we get that

ν(ζ, 0, 0) = s2 +m− σ(ζ, 0, 0)− (rank g22(ζ, 0, 0) + s2).

Using the above expression for ν and the identity, see Remark 3, ν+ρ+σ = m
at (ζ, 0, 0) we obtain ρ(ζ, 0, 0) = rank g22(ζ, 0, 0). Using the same reasoning as
earlier, one can show g22(ζ, 0, 0) has full column rank. Thus, at (ζ, 0, 0), the
integer function ρ is equal to the number of columns in g22 which is constant at
any point (ζ, 0, 0) ∈ Ξ(V2). Finally, if two of the functions in (11) are constant
on Ξ(V2), then so is the third. By Lemma 1 the values of (11) are invariant
under feedback and coordinate transformation which shows that x̄ is a regular
point of (10).

Assume that x̄ ∈ S2 is a regular point of (10). By Proposition 3 the dis-
tribution R in (10) is smooth and non-singular in a neighbourhood V1 ⊆ S1

containing x̄ and the distributions P and Q in (10) are smooth and non-
singular in V2 = V1 ∩ S2. As a result, there exist local generators p̂i : V2 →
Rn, i ∈ {1, · · · , ν}, q̂i : V2 → Rn, i ∈ {1, · · · , ρ}, and r̂i : V1 → Rn,
i ∈ {1, · · · , σ} such that, for all x ∈ V2 P (x) = span {p̂1, · · · , p̂ν} (x) and
Q(x) = span {q̂1, · · · , q̂ρ} (x) and for all x ∈ V1 R(x) = span {r̂1, · · · , r̂σ} (x).
Next, applying Lemma 3 we introduce a retraction r1 : U → V1 of an open set
U ⊆ Rn, x̄ ∈ U , onto V1 and a retraction r2 : U → V2 of an open set U ⊆ Rn,
x̄ ∈ U , onto V2 and define

pi : U → Rn

x 7→ p̂i ◦ r2(x)
i ∈ {1, · · · , ν}

qi : U → Rn

x 7→ q̂i ◦ r2(x)
i ∈ {1, · · · , ρ}

ri : U → Rn

x 7→ r̂i ◦ r1(x)
i ∈ {1, · · · , σ}

so that the local generators of P (x), Q(x), and R(x) are now defined on U .
We set up the following equations[

p1 · · · pν
]

=
[
g1 · · · gm

]
β1 (15a)[

q1 · · · qρ
]

=
[
g1 · · · gm

]
β2 (15b)
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r1 · · · rσ

]
=
[
g1 · · · gm

]
β3 (15c)

where β1 : U → Rm×ν , β2 : U → Rm×ρ, and β3 : U → Rm×σ are unknown ma-
trices. Since, P ⊆ G0 and both are constant dimensional, by possibly shrinking
U , there exists a unique smooth solution β1 to (15a). Similarly, by shrinking
U , we can find β2 and β3 in equations (15b) and (15c), respectively. Define
[β1 β2 β3] =: β : U → GL (m,R). Since P (x), Q(x), and R(x) span independent
subspaces for each x ∈ U , the matrix β is non-singular.

By Lemma 4 there exists a feedback α : U → Rm defined, without loss
of generality, on U such that (f + gα)|S1∩U is tangent to V1 := S1 ∩ U and
(f + gα)|S2∩U is tangent to V2 := S2∩U . The pair (α, β) is the desired feedback
transformation. Applying it to (1) yields

ẋ = f(x) + g(x)α(x) + g(x)β1(x)v‖ + g(x)β2(x)v‖,t + g(x)β3(x)vt (16)

where v‖ ∈ Rν , v‖,t ∈ Rρ, and vt ∈ Rσ.
By Lemma 4 the vector field (f(x) + g(x)α(x))|V2

is tangent to both V1 and
V2. Columns of gβ1|V2

are the local generators of P thus are tangent to V2. the
columns of gβ2|V2

are local generators of Q, so are tangent to V1 and not V2.
Finally, columns of gβ3|V2

are local generators of R, so are tangent to neither
V1 nor V2. Select Ξ to be the diffeomorphism from Lemma 2. Applying the
coordinate transformation Ξ to (16) yields the desired normal form (7).

The following example is intended to shed light on the concepts discussed
in this section.

Example 1. Consider the control system

ẋ =


−x2

x1 − (x2
1 + x2

2 − 1)(x2
3 + x2

4 − 1)

−x4

x3 − x2
1 − x2

2 − x2
3 − x2

4 + 2

+


−x2

x1

0

0

u1+


−x2

2

x1 x2

−x4

x3

u2+


0

0

x2

0

u3,

(17)
and two nested sets

S1 :=
{
x ∈ R4 : x1

2 + x2
2 − 1 = 0

}
, S2 :=

{
x ∈ S1 : x2

3 + x2
4 − 1 = 0

}
,

and the point x̄ = (0, 1, 1, 0) ∈ S2. The objective is to solve Problem 2 at x̄.
We first check the conditions of Theorem 1 which requires x̄ to be a regular
point of (10). Since S1 and S2 are embedded in R4 as the zero level sets of
smooth functions, it is easy to show that

TxS1 = span



−x2

x1

0

0

 ,


0

0

1

0

 ,


0

0

0

1


 , TxS2 = span



−x2

x1

0

0

 ,


0

0

−x4

x3


 .
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We compute ν(x) and ρ(x) as follows

ν(x) = rank


−x2 −x2

2

x1 x1x2

0 −x4

0 x3

 , ρ(x) = rank


−x2 −2

2 0

x1 x1x2 0

0 −x4 x2

0 x3 0

− ν(x)

Let U =
{
x ∈ R4 : x2 6= 0 and x3 6= 0

}
be a neighbourhood of x̄ = (0, 1, 1, 0)

where, for all x ∈ U , ν(x) = 2 and ρ(x) = 1. Since the constancy of any two
functions in (11) implies the constancy of the third, x̄ is a regular point of (10)
and by Theorem 1 Problem 2 is solvable there.

First, we find the feedback transformation (α, β). The function α : U → R3

is a mutual friend of S1 ∩ U and S2 ∩ U . Following the procedure in the
proof of Lemma 4 we obtain α(x) = 0. In order to find β we compute the
distributions (10) of Proposition 3

P (x) = span



−x2

x1

0

0

 ,

−x2

1

x1x2

−x4

x3


 , Q(x) = span




0

0

x3

x4


 , R(x) = 0.

Even though, the distributions (10) are only defined on S1 ∩ U and S2 ∩ U ,
the calculated distributions are valid on the entire set U eliminating the need
for the retractions in the proof of Theorem 1. Solving equation (15) yields

β : U → GL(3,R), x 7→

1 0 −x2x4

x3

0 1 x4

x3

0 0
x2
3+x2

4

x2x3


We follow the proof of Lemma 2 to find the coordinate transformation Ξ ∈
Diff (U) to be defined by x 7→ (x1, x3, x

2
3 + x2

4 − 1, x1
2 + x2

2 − 1). Applying
the feedback transformation (α, β) and coordinate transformation Ξ to (17)
we obtain

ζ̇1 = (1 + ξ − ζ2
1 )

1
2 + (1 + ξ − ζ2

1 )
1
2 v
‖
1 − (1 + ξ − ζ2

1 )v
‖
2

ζ̇2 = (1 + µ− ζ2
2 )

1
2 + (1 + µ− ζ2

2 )
1
2 v
‖
2 + ζ2v

‖,t

µ̇ = 2(ξ + µ)(1 + µ− ζ2
2 )

1
2 + 2(µ+ 1)v‖,t

ξ̇ = 2ξµ(1 + ξ − ζ2
1 )

1
2 .

(18)

Note that when ξ = 0, the term f3(ζ, µ, ξ) = 2ξµ(1 + ξ − ζ2
1 )

1
2 vanishes and g31

and g32 are identically zero. Also, when ξ = 0 and µ = 0 the terms f2(ζ, µ, ξ) =

2(ξ + µ)(1 + µ− ζ2
2 )

1
2 vanishes and g21(ζ, µ, ξ) is identically zero. Thus, the

requirements on normal form (7) are satisfied. The dynamics restricted to
S1 ∩U are obtained by substituting ξ = 0 in (18) and the dynamics restricted
to S2 ∩ U is obtained by substituting ξ = 0 and µ = 0 in (18).

•
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4 Solution to partial local nested transverse feedback linearization
problem

We are now ready to present the main result of this paper, necessary and
sufficient conditions for Problem 1 to be solvable. It is evident that (3) is a
refinement of (7) and thus the solvability of Problem 2 is a necessary condi-
tion for Problem 1 to be solvable. Thus throughout this section we make the
following assumption.

Assumption 2. The point x̄ ∈ S2 is a regular point of (10).

Assumption 2 implies, by Theorem 1, that Problem 2 is solvable at x̄.
Therefore, there exists a regular feedback transformation (α, β) such that,
control system (1) on a neighbourhood U ⊂ Rn of x̄ writes as (16), re-written
here for convenience,

ẋ = f(x) + g(x)α(x) + g(x)β1(x)v‖ + g(x)β2(x)v‖,t + g(x)β3(x)vt

where
(
v‖, v‖,t, vt

)
∈ Rν × Rρ × Rσ. Recall that vt = 0 renders S1 ∩ U

invariant; and the vector field f + gα and columns of gβ1 and columns of gβ2

are tangent to S1 ∩ U . Thus, the restriction of (1) with vt = 0 to S1 ∩ U is
well-defined. We introduce the following short hand notation for the restriction

fS1
:= (f + gα)|S1∩U , gS1

:= [gβ1 gβ2]|S1∩U v
‖
S1

:= (v‖, v‖,t).

Then, the dynamics restricted to S1 ∩ U are

ẋ = fS1(x) + gS1(x)v
‖
S1
. (19)

Similar to (2), we associate to (19) a family of distribution G
‖
i : S1 ∩ U →

T (S1 ∩ U) ⊆ TRn

G
‖
i (x) := span

{
adjfS1

gS1,k(x) : 0 ≤ j ≤ i, 1 ≤ k ≤ ν + ρ
}
. (20)

Theorem 2 (Main Result) Consider control system (1) and nested sets

S1 ⊃ S2 satisfying Assumption 1. Let x̄ ∈ S2 and suppose that inv(G
‖
i ), i ∈

s1 − s2 − 1 are regular at x̄ ∈ S2. Then, Problem 1 is solvable if and only if

(a) x̄ is a regular point of (10)

(b) dim
(
Tx̄S2 +G

‖
s1−s2−1(x̄)

)
= s1

(c) There exists an open set U ⊆ Rn containing x̄ such that, for all i ∈
s1 − s2 − 1, for all x ∈ S2 ∩ U

dim
(
TxS2 +G

‖
i (x)

)
=
(
TxS2 + inv(G

‖
i (x))

)
= constant.
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Proof. Suppose that Problem 1 is solvable at x̄ ∈ S2. Then Problem 2 is solv-
able since the normal form (3) is a refinement of the normal form (7). Thus,
x̄ is a regular point of (10) and condition (a) holds. As a result, the assump-

tion requiring inv(G
‖
i ), i ∈ s1 − s2 − 1 be regular at x̄ is a valid assumption.

Moreover, since Problem 1 is solvable at x̄ ∈ S2 there exists a neighbour-
hood U ⊆ Rn of x̄, a coordinate transformation Ξ ∈ Diff (U), and a feedback
transformation (α, β) such that (1) is feedback equivalent to (3) in U . Define
V1 := Ξ(S1 ∩ U) and V2 := Ξ(S2 ∩ U). The system dynamics restricted to V1

are given in (5), and any point in V1 and V2 is represented by (ζ, µ) and (ζ, 0),
respectively. In transformed coordinates we have

(∀(ζ, 0) ∈ V2) , (∀i ∈ s1 − s2), T(ζ,0)V2+G
‖
i (ζ, 0) = Im

([
Is2 ? ? · · · ?

0r−s2×s2 B AB · · · AiB

])

which shows that the dimension of T(ζ,0)V2+G
‖
i (ζ, 0) is s2+rank

([
B · · · AiB

])
.

Since the pair (A,B) is controllable, rank
([
B · · · As1−s2−1B

])
= s1−s2; thus

dim
(
T(ζ,0)V2 +G

‖
s1−s2−1(ζ, 0)

)
= s1. Since condition (a) is invariant under

coordinate and feedback transformations it follows that condition (a) holds in
original coordinates as well.

In V1, consider the collection of constant distributions ∆
‖
i , i ∈ s1 − s2

given by

∆
‖
i := Im

(
Is2 ⊕

[
B · · · AiB

])
.

At each (ζ, 0) ∈ V2, ∆
‖
i (ζ, 0) = T(ζ,0)V2 + G

‖
i (ζ, 0); thus, G

‖
i (ζ, 0) ⊆ ∆

‖
i . Fur-

thermore, since each ∆
‖
i is (trivially) involutive, it follows that inv(G

‖
i (ζ, 0)) ⊆

∆
‖
i . This shows that for all i ∈ s1 − s2

TV2 + inv(G
‖
i (ζ, 0)) ⊆ ∆‖i (ζ, 0) = TV2 +G

‖
i (ζ, 0).

On the other hand TV2 + G
‖
i (ζ, 0) ⊆ TV2 + inv(G

‖
i (ζ, 0)) always holds which

shows that ∆
‖
i (ζ, 0) = TV2 + G

‖
i (ζ, 0) = TV2 + inv(G

‖
i (ζ, 0)). Condition (b)

is invariant under coordinate and feedback transformations; thus it holds in
original coordinates.

Conversely, assume that conditions (a), (b), and (c) hold. By condition (a)
Problem 2 is solvable and there exists a neighbourhood U ⊆ Rn of x̄, a coordi-
nate transformation Ξ1 : U → Ξ1(U) ⊆ Rs2 × Rs1−s2 × Rn−s1 , x 7→

(
ζ̄, µ̄, ξ̄

)
,

and feedback transformation (α1, β1) such that (1) is feedback equivalent
to (7) on U . Let π1 : Rn → Rs1 be the projection to the first s1 factors.
Let V̄1 := π1 ◦Ξ1(S1 ∩U) ⊆ Rs1 and ψ = π1 ◦ Ξ1|S1∩U : S1 ∩U → V̄1. By [26,
Theorem 8.2] S1 is a smooth manifold of dimension s1 and (S1 ∩ U,ψ) is a co-
ordinate chart. Define V̄2 := π1 ◦Ξ1(S2 ∩U). Since V̄2 =

{(
ζ̄, µ̄
)
∈ V̄1 : µ̄ = 0

}
we conclude that V̄2 is an embedded submanifold of V̄1. In this coordinate
chart (19) writes as

˙̄ζ = f̄1(ζ̄, µ̄, 0) + ḡ11(ζ̄, µ̄, 0)v̄‖ + ḡ12(ζ̄, µ̄, 0)v̄t2

˙̄µ = f̄2(ζ̄, µ̄, 0) + ḡ21(ζ̄, µ̄, 0)v̄‖ + ḡ22(ζ̄, µ̄, 0)v̄t2 .
(21)
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Since condition (a) holds one can assume inv(G
‖
i ), i ∈ s1 − s2 − 1 are regular

at x̄ and considering conditions (b) and (c) all the assumptions and conditions
of [30, Theorem 3.2] for (21) with respect to V̄2 at (ζ̄, 0) := π1 ◦ Ξ1(x̄) hold.
Therefore, by possibly shrinking V̄1 (and hence U), there exist a coordinate
transformation Ξ2 : V̄1 → Ξ2(V̄1) ⊆ Rs2 × Rs1−s2 , and a regular feedback
transformation

(
ᾱ2, β̄2

)
, with ᾱ2 : V̄1 → Rν+ρ and β̄2 : V̄1 → GL (ν + ρ,R),

such that (21) is feedback equivalent to

ζ̇ = f1(ζ, µ) + g11(ζ, µ)v‖ + g12(ζ, µ)v‖,t

µ̇ = Aµ+Bvt2 .
(22)

Let π2 : Rn → Rn−s1 be the projection to the last n−s1 factors. We construct
a function Ξ : U ⊆ Rn → Ξ(U) ⊆ Rs2 × Rs1−s2 × Rn−s1 as follows

Ξ := (Ξ2 ◦ π1 ◦Ξ1)× (π2 ◦Ξ1) =

[
Ξ2 ◦ π1

π2

]
◦Ξ1.

The following diagram illustrates our construction.

U ⊆ Rn Ξ1 // Ξ1(U) ⊆ Rs2 × Rs1−s2 × Rn−s1

π1

��

π2 // Rn−s1

V̄1 ⊆ Rs1 Ξ2 // Ξ2(V̄1) ⊆ Rs2 × Rs1−s2 .

The function Ξ is a well-defined diffeomorphism since at x̄

det(dΞ) = det

([
dΞ2 0s1×n−s1

0n−s1×s1 In−s1

])
det(dΞ1) 6= 0.

Therefore, by the inverse function theorem [26, Theorem 7.6], it is a valid
coordinate transformation in a neighbourhood of x̄, without loss of generality
U . In order to construct the feedback transformation we define

α2 :=

[
ᾱ2 ◦ π1 ◦Ξ1

0σ

]
, β2 :=

[
β̄2 ◦ π1 ◦Ξ1 0(ν+ρ)×σ

0σ×(ν+ρ) Iσ

]
,

where α2 : U ⊆ Rn → Rm and β : U ⊆→ GL(m,R). The feedback transforma-
tion (α, β) := (α1 + β1α2, β1β2) and Ξ ∈ Diff (U) solve Problem 1.

Remark 5 If the conditions of Theorem 2 hold, then following [30, Theorem
3.1] one can find ρ smooth R-valued functions λ1(ζ, µ), · · · , λρ(ζ, µ) defined on
V̄1, where ρ is given in (11a), such that (a) V̄2 ⊂

{
(ζ, µ) ∈ V̄1 : λi(ζ, µ) = 0, i ∈ 1, · · · , ρ

}
(b) the system (21) with output y := (λ1(ζ, µ), · · · , λρ(ζ, µ)) has vector rela-
tive degree {k1 · · · , kρ} with k1 + · · ·+ kρ = s1− s2 at (ζ̄, 0). Thus, the nested
local transverse feedback linearization problem is equivalent to a zero dynam-
ics assignment with well-defined relative degree problem. A semi-constructive
procedure to find such functions is presented in the proof of [30, Theorem 3.1].
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5 Extension of the main result

We now outline an extension of the solution to Problem 1. In the extension
we seek that the dynamics transversal to the larger set S1 also be feedback
linearizable. The resulting normal form facilitates the design of controllers to
locally stabilize S1.

Problem 3. (Local nested transversal feedback linearization prob-
lem). Find, if possible, a solution to Problem 1 in which the normal form (3)
is replaced by

ζ̇ = f1(ζ, µ, ξ) + g11(ζ, µ, ξ)v‖ + g12(ζ, µ, ξ)v‖,t + g13(ζ, µ, ξ)vt

µ̇ = Aµ+Bv‖,t + f2(ζ, µ, ξ) + g21(ζ, µ, ξ)v‖ + g22(ζ, µ, ξ)v‖,t + g23(ζ, µ, ξ)vt

ξ̇ = Eξ + Fvt

(23)
where the pair (E,F ) is controllable and F is full rank.

M

In Problem 3 the normal form (3) has been refined because the ξ-subsystem
is now linear, controllable and decoupled from the ζ- and µ-subsystems.

Theorem 3 Consider control system (1) and nested sets S1 ⊃ S2 satisfying

Assumption 1. Let x̄ ∈ S2 and assume that the distributions inv (G
‖
i ), inv(Gj),

i ∈ n− s1 − 1, j ∈ s1 − s2 − 1 are regular at x̄ ∈ S2. Then, Problem 3 is
solvable if and only if

(a) Problem 1 is solvable.
(b) dim (Tx̄S1 +Gn−s1−1(x̄)) = n.
(c) There exist a neighbourhood U of x̄ in Rn such for all i ∈ n− s1 − 1, for

all (x ∈ S1 ∩ U),

dim (TxS1 +Gi(x)) = (TxS1 + inv(Gi)(x)) = constant.

Proof. Assume that Problem 3 is solvable at x̄ ∈ S2. The normal form (23) is
a refinement of the normal forms (3) and (7). Thus, if Problem 3 is solvable
Problems 1 and 2 are solvable. Thus, condition (a) holds. Besides, if Problem 2
is solvable x̄ must be a regular point of (10) which implies that it is valid to

assume inv (G
‖
i ), i ∈ n− s1 − 1 are regular at x̄. The proof of the necessity

of conditions (b) and (c) is easily checked in transformed coordinates using
arguments analogous to those in the proof of Theorem 2.

Conversely, assume that conditions (a), (b) and (c) hold. By [30, Theorem
3.2], since conditions (b) and (c) hold, there exist a neighbourhood U of the
point x̄, a diffeomorphism Ξ1 : U → Ξ1(U) ⊂ Rs1 ×Rn−s1 and a regular feed-
back transformation (α1, β1) such that system (1), on U , is feedback equivalent
to

η̇ = f0(η, ξ) + g‖(η, ξ)v1 + gt(η, ξ)v2

ξ̇ = Eξ + Fv2

(24)
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where the pair (E,F ) is controllable andΞ1(S1∩U) = {(η, ξ) ∈ Ξ1(U) : ξ = 0}.
Since Problem 1 is solvable Assumption 2 must hold. Thus, v1 ∈ Rν+ρ,
v2 ∈ Rσ.

Let π1 : Rn → Rs1 be the projection to the first s1 factors. Let V̄1 :=
π1 ◦ Ξ1(S1 ∩ U) and ψ = π1 ◦ Ξ1|S1∩U : S1 ∩ U → V̄1. By [26, Theorem 8.2]
S1 is a smooth manifold of dimension s1 and (S1 ∩ U,ψ) is a coordinate chart.
Define V̄2 := π1 ◦ Ξ1(S2 ∩ U). Since V̄2 is diffeomorphic to S2 ∩ U it is an
embedded submanifold of V̄1. In this coordinate chart the restricted dynamics
in (19) writes as

η̇ = f0(η, 0) + g‖(η, 0)v1. (25)

By condition (a) Problem 1 is solvable and the conditions of Theorem 2 hold.

Therefore the assumption that inv (G
‖
i ), i ∈ n − s1 − 1 are regular at x̄ is

well-posed. Thus, all the assumptions and conditions of [30, Theorem 3.2]
for (25) with respect to V̄2 at η̄ := π1 ◦ Ξ1(x̄) hold. Therefore, by possibly
shrinking V̄1 (and hence U), there exists a coordinate transformation Ξ2 :
V̄1 → Ξ2(V̄1) ⊆ Rs2 ×Rs1−s2 , and a regular feedback transformation

(
ᾱ2, β̄2

)
,

with ᾱ2 : V̄1 → Rν+ρ and β̄2 : V̄1 → GL (ν + ρ,R), such that (25) is feedback
equivalent to

ζ̇ = f1(ζ, µ) + g11(ζ, µ)v‖ + g12(ζ, µ)v‖,t

µ̇ = Aµ+Bv‖,t.
(26)

The desired diffeomorphism Ξ is constructed from Ξ1 and Ξ2 in the same
manner as in the proof of Theorem 2. The feedback transformation (α, β) is
also constructed from (α1, β1) and

(
ᾱ2, β̄2

)
in the same way as in the proof of

Theorem 2.

The following example concerning the system from Example 1 illustrates
a case in which Problem 1 is solvable while Problem 3 is not.

Example 2. Recall the system, nested sets S1 ⊃ S2, and point x̄ = (0, 1, 1, 0)
from Example 1. Since Problem 2 is solvable at x̄ in U =

{
x ∈ R4 : x2 6= 0 and x3 6= 0

}
we can easily compute the dynamics restricted to S1 ∩ U in (19) as

ẋ =


−x2

x1

−x4

x3 − x2
3 − x2

4 + 1

+


−x2

x1

0

0

 v‖1 +


−x2

2

x1 x2

−x4

x3

 v‖2 +


0

0

x3

x4

 v‖,t.
Condition (a) of Theorem 2 is satisfied since

dim
(
Tx̄S2 +G

‖
0(x̄)

)
= rank


−1 0 −1 −1 0

0 0 0 0 0

0 0 0 0 1

0 1 0 1 0

 = 3
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Moreover, since

G
‖
0 = span



−x2

x1

0

0

 ,

−x2

2

x1x2

−x4

x3

 ,


0

0

x3

x4




is involutive, condition (b) of Theorem 2 holds. Therefore Problem 1 is solvable
at x̄. However, since

dim (Tx̄S1 +G0(x̄)) = rank


−1 0 0 −1 −1 0

0 0 0 0 0 0

0 1 0 0 0 1

0 0 1 0 1 0

 6= 4

condition (a) of Theorem 3 is not satisfied and Problem 3 is cannot be solved
at x̄. We proceed to find the normal form (3) of Problem 1.

In order to find the desired feedback transformation and coordinate trans-
formation we follow the construction in the proof of Theorem 2. The feedback
transformation (α1, β1) and the coordinate transformation Ξ1 were already
found in Example 1. Letting ξ = 0 in (18), the dynamics (21) are

˙̄ζ1 =
(
1− ζ̄2

1

) 1
2 +

(
1− ζ̄2

1

) 1
2 v
‖
1 −

(
1− ζ̄2

1

)
v
‖
2

˙̄ζ2 =
(
1 + µ̄− ζ̄2

2

) 1
2 +

(
1 + µ̄− ζ̄2

2

) 1
2 v
‖
2 + ζ̄2v

‖,t

˙̄µ = 2µ̄(1 + µ̄− ζ̄2
2 )

1
2 + 2(µ̄+ 1)v‖,t.

We employ the results of [30, Theorem 3.2] to find

Ξ2 = 13,
(
ᾱ2, β̄2

)
=




0

0

−−2µ̄(1+µ̄−ζ̄22 )
1
2

2(µ̄+1)

 ,
 1 0 0

0 1 0

0 0 1
2(µ̄+1)




where 13 is the identity map. It should be noted that µ̄+ 1 = x2
3 + x4

4. Since,
x3 6= 0 on U it follows that µ̄+1 6= 0 on Ξ1(U); thus it is not required to shrink
the neighbourhood U . Next, we find π1 = R4 → R3, (ζ̄1, ζ̄2, µ̄, ξ̄) 7→ (ζ̄1, ζ̄2, µ̄),
π2 = R4 → R, (ζ̄1, ζ̄2, µ̄, ξ̄) 7→ ξ̄, introduced in the proof of Theorem 2.
Therefore,

Ξ = (Ξ2 ◦ π1 ◦Ξ1)× (π2 ◦Ξ1) = (x1, x3, x
2
3 + x2

4 − 1, x2
1 + x2

2 − 1)

and

α2 =


0

0

(x2
3+x2

4−1)x4

x2
3+x2

4

 , β2 =

1 0 0

0 1 0

0 0 1
2(x2

3+x2
4)

 .
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And finally the feedback transformation (α, β) is

(α, β) = (α1 + β1α2, β1β2) =



−x2x

2
4(x2

3+x2
4−1)

x3(x2
3+x2

4)

x2
4(x2

3+x2
4−1)

x3(x2
3+x2

4)

(x2
3+x2

4−1)
x2x3

 ,
1 0 −x2x4

2x3(x2
3+x2

4)

0 1 x4

2x3(x2
3+x2

4)

0 0 1
x2x3


 .

Applying the feedback transformation (α, β) and the coordinate transforma-
tion Ξ the control system is feedback equivalent to

ζ̇1 = (1 + ξ − ζ2
1 )

1
2 + (1 + ξ − ζ2

1 )v
‖
1 − (1 + ξ − ζ2

1 )v
‖
2

ζ̇2 = (1 + µ− ζ2
2 )

1
2 + 1 + µ− ζ2

2

1
2 v
‖
2 +

ζ2
2(µ+ 1)

v‖,t

µ̇ = 2ξ(1 + µ− ζ2
2 )

1
2 + v‖,t

ξ̇ = 2ξµ(1 + ξ − ζ2
1 )

1
2 .

when ξ = 0 the µ-subsystem is µ̇ = v‖,t which is linear and controllable as
desired.

•

6 Control design for a nested set stabilization problem

We now illustrate how these results can be used to locally solve certain set
stabilization problems. The following notation is used in this section. Given
a nonempty set A ⊂ Rn, point x ∈ Rn, and a vector norm ‖·‖ : Rn → R,
the point-to-set distance is defined as dist(x,A) := inf {‖x− y‖ : y ∈ A}. We
denote by N (A) an open neighbourhood of A. Given ε > 0 then Bε(A) :=
{x ∈ Rn : dist(x,A) < ε}. By φ(t, x0) we denote the solution of (1) with u = 0
and initial condition x0. Let φ(t, A) := {φ(t, x0) : x0 ∈ A}.

The normal form (3) finds application in the stabilization of S2 relative to
S1 locally. For, if v‖,t is designed to stabilize µ = 0 and the trajectories of
the closed-loop system are bounded, then the controller locally stabilizes S2

relative to S1 in original coordinates. If, on the other hand, the trajectories of
the closed-loop system are not bounded, then the stabilization of µ = 0 implies
the stabilization of S2 relative to S1 if and only if the necessary and sufficient
conditions of [9, Theorem IV.1] hold. Similarly, the refined normal form (23)
can simplify the problem of designing controllers to locally stabilize S1. If
vt is designed such that ξ = 0 is asymptotically stable and the trajectories
of the closed-loop system are bounded, then the controller renders S1 ∩ U
asymptotically stable. If, on the other hand, the trajectories of the closed-loop
system are not all bounded, then the stabilization of ξ = 0 implies the local
stabilization of S1 under necessary and sufficient conditions of [9, Theorem
IV.1]. We now present a local solution to a nested set stabilization problem
using the results of Section 4. For the reader’s convenience we first provide
definitions of relative set stability.
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Definition 7 ([10])

1. The set S2 is stable relative to S1 for the dynamical system ẋ = f(x)
if, for all ε > 0 there exists a neighbourhood N (S2) such that for all
t ≥ 0, φ (t,N (S2) ∩ S1) ⊂ Bε(S2) ∩ S1.

2. The set S2 is an attractor relative to S1 for the dynamical system ẋ = f(x)
if there exists a neighbourhood N (S2) such that dist(φ(t, x0), S2) → 0 as
t→∞ for all x0 ∈ N (S2) ∩ S1

3. The set S2 is asymptotically stable relative to S1 for (1) if it is stable and
attractive relative to S1 for the dynamical system ẋ = f(x).

Problem 4. (Local nested set stabilization problem). Given the control
system (1), two nested sets S1 ⊃ S2 satisfying Assumption 1, a point x̄ ∈ S2,
and an open set U containing x̄ such that S1 ∩ U and S2 ∩ U are controlled
invariant, find, if possible, a smooth feedback control law such that the closed-
loop system meets the following three specifications.

S1 The set S1 ∩ U is asymptotically stable.
S2 The set S2 ∩ U is asymptotically stable relative to S1 ∩ U .
S3 The set S2 ∩ U is asymptotically stable.

M

Notice the requirement that S1 ∩ U and S2 ∩ U be controlled invariant
is based on the fact that invariance of a set is a necessary condition for its
stability [2, Theorem 1.6.6]

6.1 Stabilizing S1

When Problem 1, 2 or 3 is solvable, the submanifold S1 ∩ U in transformed
coordinates is Ξ(S1 ∩ U) = {(ζ, µ, ξ) : ξ = 0}. It may be possible to utilize
normal form (3) or (7) to design a feedback law vt(ζ, µ, ξ) that stabilizes the
origin of the ξ-subsystem. However, if it happens that all the conditions of
Theorem 3 hold one can solve Problem 3 which has a decoupled, linear and
controllable ξ-subsystem. Thus, designing vt is considerably simplified. We
select the simplest controller

vt = K1ξ (27)

with K1 ∈ Rσ×n−s1 such that E+FK1 is Hurwitz. For fast convergence to S1

one typically chooses the matrix K1 so that the eigenvalues of E + FK1 are
far in the open left-half complex plane. With the above choice the origin of
the ξ-subsystem in (23) is rendered exponentially stable and under necessary
and sufficient conditions of [9, Theorem IV.1] ξ → 0 if and only if x→ S1∩U .
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6.2 Stabilizing S2 relative to S1

In the normal forms of both Problems 1 and 3 the dynamics restricted to
Ξ(S1 ∩ U) are

ζ̇ = f1(ζ, µ, 0) + g11(ζ, µ, 0)v‖ + g12(ζ, µ, 0)v‖,t

µ̇ = Aµ+Bv‖,t.
(28)

Since (A,B) is controllable, there exists a linear feedback

v‖,t = K2µ (29)

with K2 ∈ Rρ×s1−s2 , such that A + BK2 is Hurwitz; thus control law (29)
exponentially stabilizes the origin of the µ-subsystem restricted to ξ(S1 ∩ U)
and under necessary and sufficient conditions of [9, Theorem IV.1], µ → 0 if
and only if x→ S2 ∩ U

It should be noted that the ζ-subsystem describes the dynamics tangent to
both S1 and S2. When restricted to S2, control system (1) evolves according
to (6). In some cases it may be possible to utilize the remaining control inputs
v‖ to control dynamics (6) to accomplish application specific specifications
such as boundedness or tracking.

6.3 Stability analysis

When Problem 3 is solvable the following theorem presents sufficient conditions
under which Problem 4 is solvable. Given a continuous signal u let ‖u‖∞ :=
supt≥0 ‖u(t)‖ where the norm on the left is a function norm and the norm on
the right is a vector norm.

Theorem 4 Assume Problem 3 is solvable at x̄ ∈ S2. If

(a) the feedback laws for vt and v‖,t are given by (27) and (29), respectively.
(b) The control signal v‖ is such that

(i) (∀x(0) ∈ U)(∀ t ≥ 0) x(t) ∈ U .
(ii) (∀x(0) ∈ U)(∃M > 0)‖(ζ, µ, ξ)‖∞ < M .

Then Problem 4 is solvable.

Proof. Since Problem 3 is solvable there exists a neighbourhood U , a coordi-
nate transformation Ξ ∈ Diff (U), and a feedback transformation (α, β) such
that (1) is locally feedback equivalent to (23). By (a) the closed-loop system
is given by

ζ̇ = f̃1(ζ, µ, ξ) + g11(ζ, µ, ξ)v‖

µ̇ = (A+BK2)µ+ f̃2(ζ, µ, ξ) + g21(ζ, µ, ξ)v‖

ξ̇ = (E + FK1)ξ

(30)

where f̃1(ζ, µ, ξ) := f1(ζ, µ, ξ) + g12(ζ, µ, ξ)K2µ + g13(ζ, µ, ξ)K1ξ and f̃2 =
f2(ζ, µ, ξ) + g22(ζ, µ, ξ)K2µ + g23(ζ, µ, ξ)K1ξ. By conditions (a) and (b), if
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x(0) ∈ U , then (1) is feedback equivalent to (30) for all t ≥ 0 and (ζ, µ, ξ) is
bounded.

Let Vζ × Vµ × Vξ := Ξ(U). The ξ-subsystem is decoupled from the other
subsystems and ξ = 0 is exponentially stable by (a). Therefore, by (b), for any
x(0) ∈ U , ξ → 0. In particular

1. (∀ε1 > 0)(∃δ1 > 0)(∀ξ(0) ∈ Bδ1(0)(∀t ≥ 0) ξ(t) ∈ Bε1(0).
2. ξ(t)→ 0 as t→∞ at an exponential rate.

By continuity Ξ−1(Vζ × Vµ ×Bε1) =: N1(S1 ∩U) and Ξ−1(Vζ × Vµ ×Bδ1) =:
N2(S1 ∩ U) are neighbourhoods of S1 ∩ U . Thus, we conclude that

(∀x(0) ∈ N2(S1 ∩ U))(∀t ≥ 0) x(t) ∈ N1(S1 ∩ U)

which means that S1 ∩ U is stable. Moreover, since ξ(t) is bounded, ξ → 0 if
and only if x → S1 ∩ U which implies that S1 ∩ U is also attractive for all
x0 ∈ U . Thus, S1 ∩ U is asymptotically stable and S1 of Problem 4 holds.

When ξ = 0, the µ-subsystem becomes µ̇ = (A + BK2)µ and µ = 0 is
exponentially stable, by (a), for all initial conditions in Vζ × Vµ × {0}. Thus,
when ξ = 0

1. (∀ε2 > 0)(∃δ2 > 0)(∀µ(0) ∈ Bδ2(0))(∀t ≥ 0) µ(t) ∈ Bε2(0).
2. µ(t)→ 0 as t→∞ at an exponential rate.

By continuity of Ξ restricted to S1 ∩ U the sets Ξ−1(Vζ × Bε2 × {0}) =:
N3(S2 ∩ U), Ξ−1(Vζ ×Bδ2 × {0}) =: N4(S2 ∩ U) are open neighbourhoods of
S2 ∩U in the topology of S1 ∩U . We emphasize that N3,N4 ⊆ S1 ∩U . These
considerations yield

(∀x(0) ∈ N4(S2 ∩ U))(∀t ≥ 0) x(t) ∈ N3(S2 ∩ U)

which means that S2 ∩ U is stable relative to S1 ∩ U . Moreover, since µ(t) is
bounded, µ→ 0 if and only if x|S1∩U → S2 ∩ U which implies that S2 ∩ U is
attractive relative to S1 ∩ U . Thus S2 ∩ U is asymptotically stable relative to
S1 ∩ U and S2 of Problem 4 holds.

Since : (1) ξ = 0 is exponentially stable, (2) when ξ = 0, µ = 0 is exponen-
tially stable and (3) by hypothesis (b) (µ(t), ξ(t)) is bounded all the conditions
of [15, Corollary 10.3.3] hold. Therefore (µ, ξ) = (0, 0) is asymptotically stable.
That is

1. (∀ε3 > 0)(∃δ3 > 0)(∀(µ(0), ξ(0)) ∈ Bδ3(0))(∀t ≥ 0) (µ(t), ξ(t)) ∈ Bε3(0).
2. (µ(t), ξ(t))→ 0 as t→∞.

By continuity Ξ−1(Vζ×Bε3) =: N5(S2∩U) and Ξ−1(Vζ×Bδ3) =: N6(S2∩U)
are neighbourhoods of S2 ∩ U in U ⊆ Rn. Therefore

(∀x(0) ∈ N6(S2 ∩ U))(∀t ≥ 0) x(t) ∈ N5(S2 ∩ U)

which means that S2 ∩ U is stable. Moreover, since (µ(t), ξ(t)) is bounded we
have that (µ, ξ) → 0 if and only if x → S2 ∩ U which implies that S2 ∩ U is
also attractive for all x0 ∈ U . Thus, S2 ∩U is asymptotically stable and S3 of
Problem 4 holds.
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6.4 Example

For illustration purposes we consider the control system

ẋ =

 −x2

x1

x1 x3

+

x1

x2

1

u1 +

 −x2

x1

x2
1 + x2

2

u2,

and sets

S1 =
{
x ∈ R3 : x2

1 + x2
2 − 1 = 0

}
, S2 =

{
x ∈ R3 : x2

1 + x2
2 − 1 = x3 = 0

}
.

One can verify that the conditions of Theorem 3 hold, thus Problem 3 is
solvable. Following the proof of Theorem 3 we find the following feedback
transformation and coordinate transformation

(α, β) =

([
0

−x1x3

x2
1+x2

2

]
,

[
0 1

2(x2
1+x2

2)
1

x2
1+x2

2
0

])
, Ξ =

 x2

x3

x2
1 + x2

2 − 1

 .
The given control system is feedback equivalent to

ζ̇ = −(1 + ξ − ζ2)
1
2 − (1 + ξ − ζ2)µ

ξ + 1
− (1 + ξ − ζ2)

1
2

ξ + 1
v‖,t +

ζ

2(ξ + 1)
vt

µ̇ = v‖,t +
1

2(ξ + 1)
vt

ξ̇ = vt.

We design vt = k1ξ and v‖,t = k1µ with k1 = −1 and k2 = −1. Figure 1(b)
illustrates the trajectories of the closed-loop system and Figure 1(a) shows the
projected trajectories to (x1, x2)-plane. The set stabilization error for S1 is

dist(x, S1) :=
√
x2

1 + x2
2 − 1 (31)

and for S2 is

dist(x, S2) :=

√
x2

3 +
√
x2

1 + x2
2 − 1. (32)

Figures 2(a) and 2(b) display dist(x, S1) and dist(x, S2), receptively.
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Fig. 2: Set stabilization errors S1 ⊃ S2

7 Conclusions

We have determined necessary and sufficient conditions under which a non-
linear control-affine system, with two nested, controlled invariant, embedded
submanifolds in its state space, is feedback equivalent to a system whose dy-
namics restricted to the larger submanifold are locally transversally feedback
linearizable with respect to the nested set. We called this Problem 1. When
Problem 1 is solvable we have presented further necessary and sufficient condi-
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tions under which Problem 3 is solvable where it is additionally asked for the
dynamics transversal the the larger set to be linear and controllable as well.
Sufficient conditions are presented under which one can utilize these normal
forms to solve a nested set stabilization problem locally.

A global version of Problems 1, 2, and 3 can be posed. Roughly speaking,
one seeks a coordinate and feedback transformation such that (1) is feedback
equivalent to (3), in Problem 1, to (7), in Problem 2, and to (23), in Problem 3,
in a tubular neighbourhood of the nested set. Accordingly, the global version
of Problem 3 can be employed to solve the global version of the nested set
stabilization problem where the entire sets are considered.

Appendix A Supporting results and proofs

Proof of Proposition 1. The proof that dim (P (q)) = ν(q) is obvious from their
definitions and is omitted. Next we have

dim(Q(q))

= n− dim(G0(q) ∩ TqS2) + dim(G0(q) ∩ TqS1)− dim
(

[G0(q) ∩ TqS2]
⊥

+ [G0(q) ∩ TqS1]
)

= dim(G0(q) ∩ TqS1)− dim(G0(q) ∩ TqS2)

= ρ(q).

Similar computations yield dim (R(p)) = σ(p) on S1.

Proof of Proposition 2. Let U ⊆ Rn be an open set containing x̄ and set V1 =
S1 ∩ U . If dim (TxS1 ∩G0(x)) is constant on V1 then, since dim (TxS1) and
dim (G0(x)) are constant on V1, the function σ(x) in (11) is constant on V1. If
both dim (TxS2 ∩G0(x)) and dim (TxS1 ∩G0(x)) are constant on V2 = S2∩U
then the functions ν and ρ in (11) are constant on V2.

Conversely, if the function σ is constant on an open set V1 ⊂ S1 with
x̄ ∈ V1, then since TxS1 and G0(x) are constant dimensional and from the
definition of σ it follows that dim (TxS1 ∩G0(x)) is constant on V1. If ν, ρ are
constant on an open set V2 ⊂ S2 with x̄ ∈ V2 then from their definitions it
follows that dim (TxS2 ∩G0(x)) is constant on V2.

Proof of Proposition 3. Let x̄ ∈ S2 be a regular point of the distributions (10).
Then by Proposition 2 and Definition 4 P is non-singular in a neighbourhood
V2 = V1∩S2, with V1 ⊆ S1 and containing x̄. Lemma A1 proves that P is also
smooth in a neighbourhood of x̄, without loss of generality, V2. Proposition 1
shows that Q is non-singular on V2 and R is non-singular on V1. Furthermore,
by Proposition 2, the assumed non-singularity of G0 and Lemma A1 we have,
by possibly shrinking V1, and hence V2, that G0 ∩ TS1 and [G0 ∩ TS1]

⊥
are

smooth on V1 and [G0(x) ∩ TS2]
⊥

is smooth on V2. Therefore Q and R are
the non-singular intersection of smooth non-singular distributions and by [16,
Lemma 1.3.5] they are smooth themselves.
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Conversely, suppose that the distribution R in (10) is smooth and non-
singular in a neighbourhood V1 ⊆ S1 containing x̄ and distributions P and Q
in (10) are smooth and non-singular in V2 = V1 ∩ S2. By Proposition 1 and
Definition 4 x̄ is a regular point of (11).

Proof of Lemma 1. Let x ∈ S2 be fixed but arbitrary and let Ξ ∈ Diff (U) be
a diffeomorphism onto its image with domain U containing x. Let (α, β) be a
regular feedback transformation also defined on U and let g̃(x) := g(x)β(x),
G̃0(x) := span {g̃1(x), · · · , g̃m(x)}. Since each g̃i(x) is a linear combination of
g1(x), . . . , gm(x), G̃0(x) ⊆ G0(x). Furthermore, since β : U ⊆ Rn → GL(m,R)
is non-singular, G̃0(x) = G0(x) and therefore

ν(x) = dim(TxS2 ∩G0(x)) = dim(TxS2 ∩ G̃0(x)).

Next, let ĝ := Ξ?(gβ) = Ξ?(g̃) and Ĝ0 := span {ĝ1, · · · , ĝm}. Since dΞx is an
isomorphism at each x ∈ U , we have

dim(TxS2 ∩ G̃0(x)) = dim
(

dΞx

(
TxS2 ∩ G̃0(x)

))
= dim

(
dΞx (TxS2) ∩ dΞx

(
G̃0(x)

))
= dim

(
TΞ(x)Ξ(S2 ∩ U) ∩ Ĝ0(Ξ(x))

)
where the next to last equality comes from the fact that Ker (dΞx) = {0}.
From this it follows that the value ν(x) is unchanged under coordinate and
feedback transformations. The same arguments hold for the other functions
in (11).

Lemma A1 ([29]). Let N ⊂ M be an n-dimensional submanifold of the m-
dimensional manifold M . Let p ∈ N be a regular point of a d-dimensional
distribution D on M . Suppose there exists an open neighbourhood V of p in N
such that k = dim(TqN ∩D(q)) is constant for all q ∈ V . Then, there exists a
neighbourhood U of p in V such that TN ∩D is smooth on U .

Proof. Let (W,ψ) be a coordinate chart of M adapted to N , that is, such that
ψ(N ∩W ) = {x ∈ ψ(W ) : xn+1 = · · · = xm = 0}, and let {f1, . . . , fd} be a
set of local generators of D around p. Let π : (x1, . . . , xm) 7→ (x1, . . . , xn) be
the projection onto the first n factors. By making W smaller, we can assume
that f1, . . . , fd are linearly independent on W .

Recall that ψ̂ := π ◦ ψ : N ∩W → Rn is a diffeomorphism onto its image,
and let

f̂i := ψ̂? (fi) , i ∈ {1, . . . , d}.

The vector fields f̂i are defined on an open set of Rn. Letting {e1, . . . , en}
denote the natural basis of Rn, for each q ∈ N ∩W we have

dψ̂q (TqN ∩D(q)) = dψ̂q (TqN) ∩ dψ̂q (D(q))

= span{e1, . . . , en} ∩ span{f̂1(ψ(q)), . . . , f̂d(ψ(q))}.

Hence, dψ̂(TN ∩ D) is a distribution on an open set of Rn. By assumption,

and since dψ̂q is an isomorphism at each q ∈ N ∩ W , it is the intersection
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of two smooth non-singular distributions, and it has constant dimension near
ψ(p). Therefore, by [16, Lemma 1.3.5], it is smooth. This implies that TN ∩D
is also smooth on a neighbourhood V of p.
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