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Abstract 

Ophthalmic imaging has long played an important role in the understanding, diagnosis, and 

treatment of a wide variety of ocular disorders. Currently available clinical ophthalmic imaging 

instruments are primarily optical-based, including slit-lamp microscopy, fundus photography, 

confocal microscopy, scanning laser ophthalmoscopy, and optical coherence tomography 

(OCT). The development of these imaging instruments has greatly extended our ability to 

evaluate the ocular environment. Studies have shown that at least 40% of blinding disorders in 

the United States are either preventable or treatable with timely diagnosis and intervention.  

OCT is a state-of-the-art imaging technique extensively used in preclinical and clinical 

applications for imaging both anterior and posterior parts of the eye. OCT has become a 

standard of care for the assessment and treatment of most ocular conditions. The technology 

enables non-contact, high-speed, cross-sectional imaging over a large field of view with 

submicron resolutions.  

In eye imaging applications, functional extensions of OCT such as spectroscopic OCT and 

Doppler OCT have been applied to provide a better understanding of tissue activity. 

Spectroscopic OCT is usually achieved through OCT systems in the visible spectral range, and 

it enables the amount of light absorption inside the ocular environment to be measured. This 

indirect optical absorption measurement is used to estimate the amount of ocular oxygen 

saturation (SO2) which is a well-known biomarker in prevalent eye diseases including diabetic 

retinopathy, glaucoma, and retinal vein occlusions. Despite all the advancements in functional 

spectroscopic OCT methods, they still rely primarily on measuring the backscattered photons 

to quantify the absorption of chromophores inside the tissue. Therefore, they are sensitive to 
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local geometrical parameters, such as retinal thickness, vessel diameters, and retinal 

pigmentation, and may result in biased estimations.  

Of the various optical imaging modalities, photoacoustic imaging (PAI) offers unique imaging 

contrast of optical absorption because PAI can image any target that absorbs light energy. This 

unique imaging ability makes PAI a favorable candidate for various functional and molecular 

imaging applications as well as for measuring chromophore concentration.  

Over the past decade, photoacoustic ophthalmoscopy has been applied for visualizing 

hemoglobin and melanin content in ocular tissue, quantifying ocular SO2, and measuring the 

metabolic rate of oxygen consumption (MRO2). Despite all these advantages offered by PAI 

devices, a major limitation arises from their need to be in contact with the ocular tissues. This 

physical contact may increase the risk of infection and cause patient discomfort. Furthermore, 

this contact-based imaging approach applies pressure to the eye and introduces barriers to 

oxygen diffusion. Thus, it has a crucial influence on the physiological and pathophysiological 

balance of ocular vasculature function, and it is not capable of studying dynamic processes 

under normal conditions. To overcome these limitations and to benefit from the numerous 

advantages offered by photoacoustic ophthalmoscopy, non-contact detection of photoacoustic 

signals has been a long-lasting goal in the field of ocular imaging.  

In 2017 Haji Reza et al. developed photoacoustic remote sensing (PARS) for non-contact, non-

interferometric detection of photoacoustic signals. PARS is the non-contact, all-optical version 

of optical-resolution photoacoustic microscopy (OR-PAM), where the acoustically coupled 

ultrasound transducer is replaced with a co-focused probe beam. This all-optical detection 

scheme allows the system to measure the photoacoustic pressure waves at the subsurface origin 
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where the pressure is at a maximum. In a very short time, PARS technology has proven its 

potential for various biomedical applications, including label-free histological imaging, SO2 

mapping, and angiogenesis imaging. PARS is an ideal companion for OCT in ophthalmic 

applications, where the depth-resolved, detailed scattering information of OCT is well 

complemented by rich absorption information of PARS. This combined multimodal imaging 

technology has the potential to provide chromophore selective absorption contrast in concert 

with depth-resolved scattering contrast in the ocular environment.  

The main goals of this PhD project are to: 

• Develop a photoacoustic remote sensing microscopy system for in-vivo, non-contact 

ophthalmic imaging. This is the first time a non-contact photoacoustic imaging has 

been used for in-vivo imaging of the eye. 

• Develop a robust and temporally stable multiwavelength light source for functional 

photoacoustic imaging applications. 

• Develop a multimodal PARS-OCT imaging system that can image in-vivo and 

record, simultaneously, functional, and structural information in the anterior segment 

of a rodent eye. This is the first time a multiwavelength non-contact photoacoustic 

system is used for in-vivo measurement of oxygen saturation in the ocular 

environment.  

• Develop and modify the multimodal PARS-OCT imaging system for non-contact, 

in-vivo, functional, and structural imaging of the posterior part of the rodent eye. 
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Chapter 1 
Introduction  

Humans might have seen the world for centuries, but the world has only been able to 

see inside the living human eye for the last 170 years. Until the invention of the 

ophthalmoscope in 1851, the structure of the living human eye was an inaccessible mystery. 

Since that time, there have been many exciting breakthroughs in the field of ophthalmic 

imaging, including but not limited to fluorescein angiography (FA), scanning laser 

ophthalmoscopy (SLO), optical coherence tomography (OCT) and photoacoustic 

ophthalmoscopy. The development of these imaging instruments has greatly extended our 

ability to evaluate ophthalmic diseases. Studies have shown that at least 40% of blinding 

diseases in the United States are either preventable or treatable with timely diagnosis and 

intervention[1]. 

The human eye is a complex organ of numerous components (Figure 1-1). The eye can be 

broadly classified into two main parts: anterior and posterior segments. The anterior segment 

of the eye is composed of the cornea, conjunctiva, sclera, aqueous humor, lens, and iris. The 

posterior segment contains the inner side of the choroid, vitreous humor, retina, and optic 

nerve. The ability to image both anterior and posterior segments of the eye play a crucial role 

in early detection, monitoring, and treatment of common blinding eye diseases such as 

glaucoma, diabetic retinopathy, and macular degeneration. 
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Figure 1-1 Side view of the eye (reproduced from allaboutvision’s website 
[https://www.allaboutvision.com/resources/anatomy.htm]) 

1.1 A Brief History of ophthalmic imaging 

The invention of the ophthalmoscope by Helmholtz in 1851 inaugurated the modern era in 

ophthalmology[2]. The design consisted of a partially reflecting mirror that directed light from 

a source onto the retina. The back-reflected light was then magnified to form an image. 

Helmholtz’s ophthalmoscope equipped scientists with a tool for examining the retina. In 1886, 

Jackman and Webster recorded the first in-vivo human retinal photograph, showing the optic 

disc and larger blood vessels[3]. In 1920, such en-face retinal photography known as fundus 

photography was commercialized by Zeiss (Zeiss-Nordenson)[4]. Initially, due to its slow film 
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speed and long exposure time, it had limited clinical use. However, in the 1950s, the invention 

of the electronic flash made the technology a more common tool in clinics. Shortly after, in 

1961, the first successful fluorescein angiography was administered in human eye. Through 

intravenous injection of fluorescein dyes, FA became the main diagnostic tool for study of 

retinal circulation[5]. In both fundus photography and fluorescein angiography, the choroid is 

not usually visible due to the strong scattering and absorption of the retinal pigment epithelium 

above it. By the early 1990s, indocyanine green angiography gained clinical acceptance for the 

study of choroidal circulation. The dye has infrared emittance and excitation spectra which 

facilitates penetration into the choroid. In the early 1980s, Webb's invention of the scanning 

laser ophthalmoscope thrust the field of fundus imaging into a new era[6]. Instead of capturing 

the image as a whole, the SLO samples the retina point by point in a raster-like scanning mode. 

The SLO's high light efficiency allows the laser beam to penetrate better into the lens and 

corneal opacities, resulting in improved spatial resolution and image contrast.  

One of the greatest modern developments in ophthalmic imaging is the ability to evaluate 

posterior microanatomy in three dimensions. To this end, in 1987, the aforementioned SLO 

was combined with confocal optics[7]. In addition to obtaining higher contrast by reducing 

scattered light from other ocular structures, the confocal SLO was capable of depth-sectioning 

and enabled en-face fundus imaging with micron-scale resolution. Meanwhile, ultrasound 

techniques were widely used clinically for quantitative measurements of intraocular distances. 

Ultrasound determines distances within the eye from the echo delay of sound waves. 

Unfortunately, the ultrasound measuring device (transducer) requires direct contact with the 

cornea or immersion of the eye in a liquid to facilitate transmission of sound waves. Standard 
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ultrasound offers axial resolution ~150 µm; higher-frequency ultrasound can offer higher 

resolution approaching 20 µm, however, its application is only limited to imaging the anterior 

segment[8]. Furthermore, other methods such as computed tomography and magnetic 

resonance imaging are limited to the resolutions of hundreds of microns[9]. None of these 

techniques have sufficient depth resolution to provide useful three-dimensional images of 

retinal structure. In 1991 optical coherence tomography was introduced into the field of optical 

imaging. In comparison to the other imaging modalities, OCT provides high resolution (<10 

µm) cross-sectional images of the eye in a non-invasive and non-contact manner. It became 

the standard of care in clinics for various ophthalmic imaging applications and provides 

detailed structural and three-dimensional images of  both anterior and posterior parts of the 

eye[10].  

Despite all the advances in OCT and other ophthalmic imaging modalities, there remains a gap 

in the amount of functional and physiological information that they can provide for the accurate 

diagnosis of common eye diseases. The structural information offered by these modalities is 

usually limited in clinical diagnostic value, and they often require additional techniques to 

examine physiologic changes related to the structural abnormalities. Recently, photoacoustic 

ophthalmoscopy techniques have been developed for pre-clinical trials and imaging both 

anterior and posterior segments in animal eye models. Photoacoustic imaging modalities 

provide the unique imaging contrast of optical absorption. In the ocular environment, 

hemoglobin and melanin are the two main optical absorbers. Photoacoustic imaging techniques 

can potentially quantify the amount of oxygenated, de-oxygenated hemoglobin, oxygen 

saturation (SO2), and concentration of melanin in the ocular tissue. These functional 
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measurements can be achieved based on the differences in optical absorption of these 

chromophores[11]. Studies have demonstrated that variations in retinal blood oxygen 

saturation and melanin concentration play an important role in several prevalent blinding eye 

diseases[12], [13]. Over the last decade, photoacoustic ophthalmoscopy of both the anterior 

and posterior segments have been reported[14]. However, a major limitation that prevents the 

technology from moving to clinics is its contact-based imaging approach [11]. This contact-

based detection mechanism can increase the risk of infection, abrasion and may cause patient 

discomfort. Furthermore, it applies pressure to the eye and has a crucial influence on the 

physiological and pathophysiological balance of ocular vasculature function. 

In this thesis we develop a non-contact photoacoustic imaging system based on photoacoustic 

remote sensing (PARS) for imaging the ocular tissue. The technology enables non-contact 

photoacoustic imaging of the ocular environment for the first time, and it also provides 

functional information of the eye. It is further combined with OCT, the state-of-the-art 

ophthalmic imaging technique, to provide complementary information of optical absorption 

and optical scattering in both anterior and posterior segments of animal eye models.  

1.2 Chapter overview 

This thesis is organized based on several journal manuscripts (published or currently in 

review): 

Chapter 2 reviews the importance of dual-modal imaging and discusses the combination of 

photoacoustic imaging and optical coherence tomography for ophthalmic applications. The 

impact the dual-modal imaging in the field of ophthalmology is discussed in this chapter. 
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 Chapter 3 explains the importance of non-contact photoacoustic imaging and how it is 

important in ophthalmic imaging applications. It provides an overview of the different methods 

applied to achieve non-contact photoacoustic imaging alongside with the advantages and 

disadvantage of each method. The chapter also introduces photoacoustic remote sensing 

microscopy and discusses some of its potential applications.   

Chapter 4 focuses on the non-contact imaging of the murine eye using photoacoustic remote 

sensing microscopy.  

Chapter 5 discusses the development of a temporally stable multiwavelength light source and 

its application in functional photoacoustic imaging.  

Chapter 6 discusses a multimodal photoacoustic remote sensing microscopy combined with 

swept source optical coherence tomography for functional and structural imaging in the 

anterior segment of the eye. 

Chapter 7 discusses the modifications of the multimodal system in Chapter 6 and examines 

its applications for in vivo functional and structural imaging of rat retina.  

Chapter 8 discusses the ocular light safety for the multimodal PARS-OCT system.  

Chapter 9 Summarizes the results from this PhD thesis and discusses potential future studies.  
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Chapter 2 
Dual-modal photoacoustic imaging and optical coherence 

tomography 

Notes and Acknowledgement 

This chapter reviews the importance of dual-modal photoacoustic imaging combined with 

optical coherence tomography for biomedical applications and ophthalmic imaging. The 

content of this chapter is based on the following journal manuscript: 

Zohreh Hosseinaee, Alexander James Tummon Simmons, Parsin Haji Reza. "Dual-modal 

photoacoustic imaging and optical coherence tomography." Frontiers in Physics 8 (2021): 635. 

Author contributions 

Zohreh Hosseinaee read and collected the reference papers, organized the content of the review 

paper, sub-categorized the techniques, compiled the article, prepared the figures and wrote the main 

manuscript. 

Alexander James Tummon Simmons edited parts of the article. 

Parsin Haji Reza was the principal investigator, set the article scope, and proofread the article. 

All authors contributed to the final version for publication. 
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2.1 Introduction 

The field of medical imaging has continued to grow quickly since the turn of the century, with 

many new modalities introduced to perform critical steps in a variety of different disease care 

pathways. Novel imaging technologies continue to be developed to access valuable functional 

and morphological information. Each imaging modality has its own specific strength and 

intrinsic limitations, such as spatial resolution, penetration depth, contrast mechanism, and 

sensitivity, leading to precise and reliable images correlated with a true anatomy. To 

compensate for the weak aspects of different modalities, multimodal imaging concepts have 

been considered in recent years[15]–[17]. Multimodal imaging can play an important role in 

the clinical care of various diseases by improving the clinician’s ability to monitor, surveil, 

stage, diagnose, plan and guide therapy, screen  therapy efficacy, and evaluates recurrence 

[16].  Multimodal imaging systems have been widely used in medical research and clinical 

practice, such as for cardiovascular diseases [18], [19], neuropsychiatric diseases [20], 

Alzheimer’s [21] and tumor resection surgeries [22].   

Photoacoustic imaging (PAI) is one recent example of a successful novel optical imaging 

modality. PAI uses the absorption characteristics of specific endogenous or exogenous 

biomarkers to generate targeted image contrast with a wide scalable range of spatial resolution 

and penetration depths [23], [24]. The rich absorption information that PAI provides would be 

well complemented by an imaging modality that offers detailed scattering information. Optical 

coherence tomography (OCT) is a well-established imaging technology which provides 

excellent depth-resolved morphological information. OCT is currently used in a broad range 

of clinical applications and is a standard of care in the field of ophthalmology for the diagnosis 
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of various critical eye diseases [25]–[27]. OCT is considered as an ideal companion for PAI 

because it provides complementary imaging contrast, which has strongly motivated the 

development of multi-modal PAI and OCT systems. While OCT can image microanatomy of 

biological tissues, PAI devices could provide detailed molecular and metabolic information of 

the sample [28]–[30]. This multimodal system could provide access to valuable information 

about biological tissues and has the potential to impact a broad range of clinical and pre-clinical 

imaging applications, including but not limited to oncology, neurology, dermatology, and 

ophthalmology. Here, we first introduce the basic mechanisms of PAI and OCT and discuss 

their current applications. Then we compare PAI and OCT, contrasting the strengths and 

limitations of each modality while highlighting the potential applications of a multimodal 

system. Finally, we review the development of existing dual modal systems, emphasizing their 

strengths along with the challenges that  need to overcome before such modalities move to the 

clinic. 

2.2 Photoacoustic imaging: Principles and applications 

Photoacoustic imaging is among the most rapidly growing technologies in biomedical imaging 

[24], [31]. The modality is based on the photoacoustic effect, which was discovered by Bell in 

1880[32]. In general, once the tissue is irradiated by short laser pulses, endogenous or 

exogenous chromophores inside the tissue absorb the photon’s energy. This absorbed energy 

then induces a transient local temperature rise, which in turn generates pressure waves through 

thermoelastic expansion. These pressure waves, which propagate in tissue as ultrasound 

signals, can be captured by acoustic detectors to form images of the chromophore’s distribution 

inside the sample[33]. Depending on the spatial scales of optical absorbers, the frequency 
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content of generated ultrasound signals might extend to several tens or even hundreds of 

megahertz[34]. The bandwidth of this signal and corresponding spatial resolution is not limited 

by the PA generation process. Instead, the tissue frequency-dependent acoustic attenuation 

limits the maximum frequency content of PA wave, and therefore defines the achievable spatial 

resolution. As a result, the spatial resolution in PAI scales with depth. In addition, ultrasound 

detector’s properties such as bandwidth, center frequency, element size, and detection aperture 

can limit the spatial resolutions of PAI devices [35].   

Based on the way images are formed, PAI can be split into two main categories: photoacoustic 

tomography (PAT), which uses reconstruction-based image formation, and photoacoustic 

microscopy (PAM) which uses focused-based image formation [36]. In photoacoustic 

tomography, usually a wide-field unfocused excitation beam is used together with an array of 

ultrasonic detectors which measure the generated ultrasound waves in multiple positions 

simultaneously [37]–[39]. It can provide large field of view (FOV) images, and has been used 

in applications such as whole-body imaging of small animals[40] and breast cancer studies[41].  

In contrast to PAT, PAM is based on raster-scanning of optical and acoustic foci and forms 

images directly from recorded depth-resolved signals [42]. Generally, PAM is the preferred 

configuration for use in applications which require high-resolution over deep penetration 

depth, for example in single cell imaging [43]. PAM can be further divided into acoustic-

resolution PAM (AR-PAM), where the acoustic focusing is tighter than optical focusing[44], 

and optical-resolution PAM (OR-PAM), where the optical focusing dominates the 

resolution[45]. Figure 2-1 demonstrates the imaging setup for different possible configurations 

of photoacoustic imaging systems. Photoacoustic endoscopy (PAE) can be considered as a sub-
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category of both PAM and PAT (depending on the implementation), which is applied for 

imaging internal tissue/organs and usually provides micron-scale spatial resolution and 

millimeter-scale imaging depth [46]. 

 
Figure 2-1. Signal generation and detection in different implementations of PAI and penetration limits in scattering tissue. 
(A) Reflection-mode OR-PAM system with an optical–acoustic combiner that transmits light but reflects sound. (B) AR-
PAM system where the laser light is poorly focused. (C) PAT system with ultrasonic transducer array (UTA). The laser 
beam is expanded and homogenized by a diffuser to provide widefield illumination.  

 
Photoacoustic imaging devices offer two distinct advantages which primarily stem from the 

combination of optical excitation and acoustic detection. First, they provide the unique imaging 

contrast of optical absorption. As a result, PAI enables high sensitivity detection of endogenous 

chromophores which are weakly fluorescent and difficult or impractical to be labeled with 

exogenous fluorophores, including but not limited to hemoglobin, melanin, collagen, 

cytochrome and lipid[47]. This complements established imaging technologies including 
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fluorescence imaging, which is currently one of the leading technologies for in-vivo optical 

molecular imaging [48]. Second, PAI enables a wide scalable range of spatial resolution and 

penetration depths across macroscopic (i.e. 100-400 µm resolution at the depth of several 

centimeters)[24], mesoscopic (i.e. tens of micrometer resolution at the depth of 1-10 mm)[49] 

and microscopic (i.e. micrometer resolution at the depth of sub-millimeter)[50]. Additionally, 

the modality has practical functional and molecular imaging capabilities making it a powerful 

tool for biomedical investigations [35]. One of these well-known capabilities is photoacoustic 

spectroscopy which is based on the ability to selectively image specific chromophores by 

tuning the excitation wavelength [51]. Here, by acquiring images at multiple wavelengths and 

undertaking spectroscopic analysis, the concentration of specific chromophores can be 

quantified. For example, in the visible and NIR wavelength, the absorption spectrum of blood 

is highly dependent on its oxygen saturation (SO2), and consequently the significant spectral 

difference between oxyhemoglobin (HbO2) and deoxyhemoglobin (Hb). Using this spectral 

difference, it is possible to quantify the concentration of HbO2 and Hb and estimate SO2 which 

is an important physiological parameter related to several pathophysiological processes and 

inflammatory conditions.  Other functional extensions of PAI such as Doppler flowmetry [52], 

[53] and photoacoustic thermometry [54], [55] have enabled measurement of blood flow 

velocity and acquiring maps of temperature distributions in tissue, respectively.  

These unique and important imaging advantages offered by PAI make it the preferred modality 

for a broad range of functional and molecular imaging applications. It has been used in 

numerous pre-clinical and clinical applications including but not limited to blood oxygen 

saturation imaging[56], [57], brain vasculature and functional imaging [58], [59], gene 
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expression[60], vulnerable atherosclerotic plaques diagnosis[61], skin melanomas[62], 

histology-like tissue imaging [63], [64], longitudinal tumor angiogenesis studies [65], imaging 

and detection of protein interactions[66], ophthalmic imaging [67], and tissue engineering 

scaffolds[68]. 

2.3 Optical coherence tomography: Principles and applications  

Optical coherence tomography is an optical imaging technique with high resolution structural 

content. Unlike photoacoustic imaging, OCT obtains its imaging contrast from optical 

scattering of internal tissue microstructures, and can be considered as an optical analogy to 

ultrasound pulse echo imaging [69]. The modality is based on the principles of low-coherence 

interferometry, where a low-coherence light beam is directed on to the targeted tissue. The 

backscattered light is combined with a reference beam, which was split off from the original 

light beam. The resulting interference patterns are used to reconstruct cross-sectional images, 

which represent the reflectivity profile of the tissue along the beam path[70], [71].   

The first generation of OCT known as time domain OCT (TD-OCT) was developed in 

1990s[69]. The technology required acquisition of a depth scan for every location and 

subsequently suffered from slow imaging speed and poor image quality that limited adoption 

of the technology. The introduction of Fourier domain OCT (FD-OCT) overcame these 

limitations by providing a more efficient implementation of low-coherence interferometry 

principles[72]. Unlike TD-OCT, FD-OCT uses spectral information to generate a depth profile 

without the need for mechanical scanning of the optical path length[73]. It offers >100x 

improvement of the image acquisition rate and >20 dB signal-to-noise ratio (SNR) compared 

to TD-OCT systems.  
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Depending on whether spectral information in FD-OCT is separated at the system’s input 

(tunable laser), or system’s detection end (spectrometer), FD-OCT systems can be classified 

into two major groups: Spectral-domain OCT (SD-OCT) in which a broad bandwidth light 

source is used as the interferometer input and a spectrometer with a linear array camera at the 

interferometer output, or swept-source OCT (SS-OCT), which uses a tunable laser as the 

interferometer input and a single photodiode at the interferometer output[74]. Figure 2-2 

depicts schematic of different OCT modalities. 

OCT technology has enabled non-contact, high speed, cross-sectional imaging over a large 

field of view with submicron resolution in biological tissues. It is currently the preferred 

technology in ophthalmology for corneal imaging, as well as retinal structural and vascular 

imaging[75]–[77]. Various functional extensions of OCT have been developed including: 

Doppler OCT [78],  OCT angiography (OCTA) [79], polarization sensitive OCT (PS-OCT) 

[80], OCT elastography [81], and spectroscopic OCT [82]. Besides ophthalmic applications, 

OCT has been applied in other clinical applications such as brain imaging [83], [84], tissue 

engineering[85], cardiology and cardiovascular imaging [86], skin imaging[87], 

neuroimaging[88], gynecology[89], oncology [90] and dental imaging[91].   
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Figure 2-2. Schematic of different OCT modalities. OCT systems can be classified into (A) time domain (TD) and (B) Fourier 
domain (FD) systems. FD-OCT systems can be further divided into (a) spectrometer based and (b) swept source-based 
systems. 

To describe OCT mathematically, we can consider a simple Michelson interferometer 

illuminated by a broad-band light source with input electric field given by 

Ei = s(k,ω) exp[i(kz-ωt)], where  𝑠𝑠(𝑘𝑘, 𝜔𝜔) is the field amplitude dependent on wavenumber 

k= 2π
λ

 and angular frequency ω at a given wavelength 𝜆𝜆. Considering the sample to be 

compromised of discrete reflectors of the form rS(zS)= ∑ rS,nδ(zS- zS,n)N
n=1 , where 𝑟𝑟𝑆𝑆,𝑛𝑛are the 

electric field reflectors at a distance 𝑧𝑧𝑆𝑆,𝑛𝑛 from the beam splitter. The electric field from the 
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sample arm at the 50:50 beam splitter is given by ES=( Ei
√2� ) ∑ rS,nexp(i2kzS,n)N

n=1 . The 

electric field from a mirror reflector with reflectivity rR is 𝐸𝐸𝑅𝑅 = (𝐸𝐸𝑖𝑖
√2� ) 𝑟𝑟𝑅𝑅𝑒𝑒𝑒𝑒𝑒𝑒(𝑖𝑖2𝑘𝑘𝑧𝑧𝑅𝑅) where 

𝑧𝑧𝑅𝑅 is the distance of the reference mirror from the beam splitter. The factor of 1
√2�  is due to 

the splitting of power into half due to 50:50 beam splitter. The interference signal recorded by 

the square law detector is given by: 

ID(k,ω) = ρ
2

 ⟨|ER+ES|2⟩          Equation 2-1 

Where 𝜌𝜌 is the detector responsivity and ⟨. ⟩ is the average over detector response time. The 

factor of 1 2�  is due to the double pass of fields through beam splitter. Equation 2-1 can be 

extended as: 

𝐼𝐼𝐷𝐷(𝑘𝑘) =  
𝜌𝜌
4

 𝑆𝑆(𝑘𝑘) �𝑅𝑅𝑅𝑅 +  � 𝑅𝑅𝑆𝑆,𝑛𝑛

𝑁𝑁

𝑛𝑛=1

� 

+ ρ
4

 �S(k) ∑ �RS,nRS,m
N
n≠m=1 �ei2k(zS,n-zS,m ) + e-i2k(zS,n-zS,m )��   Equation 2-2 

+ 
ρ
4

 �S(k) � �RRRS,n

N

n=1

�ei2k(zR-zS,n ) + e-i2k(zR-zS,n )�� 

Where S(k) = 〈|s(k,ω)|2〉, RS,n= |rS,n|2 and RR = |rR|2. The averaging of the signal over the 

detector response time causes the terms dependent on the temporal angular frequency ω=2πν 

to be eliminated in Equation 2-2. This is due to the fact that in practice, the optical frequency 

ν oscillates much faster than the detector response time. Equation 2-2 can be further simplified 

to: 
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𝐼𝐼𝐷𝐷(𝑘𝑘) =  
𝜌𝜌
4

 𝑆𝑆(𝑘𝑘) �𝑅𝑅𝑅𝑅 +  � 𝑅𝑅𝑆𝑆,𝑛𝑛

𝑁𝑁

𝑛𝑛=1

�     "𝐷𝐷𝐷𝐷 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡" 

+ ρ
4

 �S(k) ∑ �RS,nRS,m
N
n≠m=1  cos [2k(zS,n-zS,m )]� "Autocorrelation term"    Equation 2-3 

+ 
ρ
2

 �S(k) � �RRRS,n

N

n=1

 cos �2k(zR-zS,n )�� . "Cross-correlation term" 

The first term in Equation 2-3 is the DC off-set or the constant component, independent of any 

optical pathlength, whose amplitude is proportional to the sum of the power reflectivity of the 

reference mirror and the power reflectivity’s of the sample. The second term is the auto-

correlation term, which is due to the interference between the sample reflectors. The amplitude 

of this term is usually low compared to the DC term in OCT as it depends linearly on the power 

reflectivity of the sample reflections, which is much lower than reference power reflectivity. 

The third term is the signal of interest in OCT referred to as the cross-correlation component, 

and it depends on the optical pathlength difference between the reference arm and the sample 

reflectors. Amplitudes of these components are proportional to the square root of the sample 

power reflectivity’s scaled by the square root reference power reflectivity. Although the 

amplitudes are lower than the DC component, the square root dependence implies logarithmic 

gain over direct measurement of sample reflectivity’s. All the three terms are scaled by the 

wavenumber spectrum of the light source. Based on Equation 2-3, the measurement of the 

sample reflections at different depth can be done in both the time domain and Fourier domain. 

Since Fourier domain OCT is the focus of the present work, a brief description of its principle 

is discussed here. 
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As mentioned earlier, there are primarily two ways to get OCT measurement in Fourier domain 

OCT, SD-OCT, and SS-OCT. In both cases the reference path length is fixed. Once the 

spectrum of the interference signal, given in Equation 2-3, can be detected spatially or 

temporally, a simple 1-D Fourier transform FTK→Z {ID(k)} gives the reflectivity profile with 

depth: 

𝐼𝐼𝐷𝐷(𝑘𝑘) =  
𝜌𝜌
8

 𝛾𝛾(𝑧𝑧) �𝑅𝑅𝑅𝑅 +  � 𝑅𝑅𝑆𝑆,𝑛𝑛

𝑁𝑁

𝑛𝑛=1

� 

+ ρ
4

 �γ(z)⊗ ∑ �RS,nRS,m
N
n≠m=1  δ [z ± 2(zS,n-zS,m )]�     Equation 2-4 

+ 
ρ
8

 �γ(z)  ⊗ � �RRRS,n

N

n=1

 δ�z ± 2(zR-zS,n )�� .  

The sample reflectivity profiles �RS,n, scaled by the reference reflectivity �RR , appear at 

distance z= +2 (ZR- ZS,n) relative to the reference mirror position and convolved with the 

complex coherence function 𝜸𝜸(𝒛𝒛).  Thus, the axial width of the sample reflectivity profile 

depends on the coherence length of the light source, which in turn is inversely dependent on 

the light source bandwidth. Note that the factor of 2 for the path length difference in Equation 

2-4 is due to the double pass in Michelson interferometer. The complex conjugate term also 

appears as distance z= -2 (ZR- ZS,n), and can be separated from the actual terms of interest by 

placing the sample completely on one side relative to the reference mirror position. The DC 

component appears at zero delay, which is the location of the reference mirror. The auto-

correlation term appears close to the zero delay, as the pathlength difference between sample 

reflectors are small in comparison to the pathlength difference between the reference and the 

sample reflectors[30].  
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By introducing a pair of galvanometric scanners in the sample arm, the imaging beam can be 

directed to different positions on the sample, and by moving one of the galvanometric mirrors, 

the beam would do repetitive A-scans along lateral direction, resulting in a 2D image (B-scan). 

Similarly, repetitive B-scans along the sample form a three-dimensional stack of images, which 

provides a morphological profile of the whole sample. Figure 2-3 represents A-scan, B-scan 

and a 3D dataset recorded from chicken embryo vasculature in our research lab. 

 
Figure 2-3.(A) Interferometric fringes. (B) An OCT A-scan (1D, depth-dependent reflectivity profile) can be generated by 
taking the Fourier transform of the interferometric fringe.  (C) An OCT B-scan of a vasculature in a chicken embryo model 
(yellow arrows) generated by stitching the A-scans from different transverse positions. Logarithmic scale with contrast 
adjustment can be applied for optimal visualization. (D) A volumetric OCT image showing volumetric view of vasculature. 
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Due to the highly scattering nature of biological tissues and the contrast mechanism of OCT, 

the penetration depth of OCT devices is limited to be within a few millimeters [26]. In addition, 

OCT relies on variation in scattering information to derive useful imaging contrast about the 

sample, making it unable to effectively image interconnected soft tissues with similar 

scattering properties. To provide additional contrast information, efforts have been made to 

integrate OCT with other optical imaging modalities such as multiphoton microscopy [92], and 

confocal microscopy [93]. While these technologies provide new contrast information, they 

both rely on fluorescence as their contrast mechanism. In addition, they cannot enhance the 

depth information that OCT devices currently obtain. 

2.4 Dual-modal photoacoustic imaging and optical coherence tomography 

The performance characteristics of PAI and OCT imaging systems make them a suitable 

companion for a multimodal imaging system. A brief comparison of important features of both 

PAI and OCT modalities are given in Table 2-1. The spatial resolution of both modalities is 

highly dependent on their implementation and can range from sub-micron resolution for OCT 

[94], [95] and OR-PAM to a few hundreds of microns in PAT systems [24]. While the available 

imaging depth of OCT is restricted by the optical transport mean free path to ~ 2 mm, AR-

PAM and PAT systems can achieve imaging depth of a few millimeters [49] to a few 

centimeters [41], respectively.  In terms of speed, both modalities offer a wide range of imaging 

speed with sub-milliseconds to a hundred of seconds range [96], [97], that should be chosen 

based on intended applications. 
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Table 2-1 Comparison of photoacoustic imaging and optical coherence tomography 
Imaging parameter Photoacoustic imaging Optical coherence tomography 

Axial resolution Determined by the detected 
photoacoustic bandwidth, usually 

several tens of microns 

Determined by the central wavelength and coherence 
length of the light source, generally within a few 

microns 
Lateral resolution Depending on the implementation 

can range from ~ 0.3 to 400 µm 
Determined by the central wavelength of the light 
source and imaging" optics, usually within tens of 

microns 
Imaging depth Depending on the implementation 

range from ~ 1.5 mm to ~ 7cm 
Restricted by the optical transport mean free path ~ 2 

mm 
Imaging speed Defined by the laser pulse repetition 

rate, mechanical scanning speed or 
the multiplexed data acquisition 

time 

Usually defined by the sweep rate of laser or speed of 
spectrometers’ camera 

Contrast 
mechanism 

Absorption Scattering 

 

The complementary information of PAI and OCT makes them the favoured modality for a 

wide range of imaging applications. For example, in blood flow imaging, OCT angiography 

and Doppler OCT could obtain high resolution images based on the backscattering properties 

of moving red blood cells, while PAI would remain sensitive to all blood cells, regardless of 

their flowing state. Therefore, the integrated system provides a powerful tool for blood flow 

imaging in vascular diseases such as stroke, haemorrhage, vascular occlusions or certain 

pathologies with flow stasis such as tumours [98], [99].  

For spectroscopic analysis and blood oxygen saturation measurements, despite recent advances 

in the spectroscopic OCT [100]–[102] the technology is not background free and suffers from 

sensitivity to speckle and polarization changes. In addition, the scattering losses alter the 

spectral signal components and makes it difficult to quantify blood oxygen. On the other hand, 

spectroscopic PAI methods are well-established for quantifying blood oxygen saturation. This 

information would be well complemented with Doppler OCT flow measurements and help to 

quantify metabolic rate of oxygen consumption.  This will open a broad range of applications 

for pathophysiological conditions such as angiogenesis, tissue inflammatory and healing 
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responses. For example, in ophthalmology measuring metabolic rate of oxygen is a sensitive 

biomarker for early-stage diagnosis and an indicator for progression of several retinal diseases 

including glaucoma, diabetic retinopathy, and age-related macular degeneration [103]–[106]. 

Alternatively, in oncology and metastasis detection, the spectroscopic and metabolic 

information available through dual-modal PAI-OCT system could reveal changes in 

endogenous chromophore concentrations and be employed for differentiating normal and 

pathological tissues [107]. It may facilitate longitudinal assessment of tumour growth and 

evaluate treatment success of novel therapeutic agents [107], [108]. In brain imaging 

applications, this metabolic information can be used to extract brain oxygenation and 

metabolism of oxygen and glucose [109], resting-state connectivity [110] and to study how 

brain responds to various physiological and pathological conditions [111]. Furthermore, the 

fine vascular structure and subcellular features available through high spatial resolution of 

OCT and OR-PAM could facilitate diagnosis of brain disorders such as stroke, epilepsy, and 

edema [95], [112], [113].  

The combination of PAI and OCT is a powerful tool in dermatology by providing detailed 

morphology and complete description map of skin perfusion. It enables studying the texture of 

skin and determines the margin of morphological changes caused by skin disorders [114]. The 

technique may overcome the limitations of histology-based margin assessment methodologies 

and facilitate tumor resections in surgical rooms [115], [116]. Subsequently, it can be used to 

improve the rate of complete excision and to reduce the average number of stages during Mohs 

micrographic surgery [117], [118]. The dual-modal imaging platform can be applied for 

studying a wide range of skin conditions such as melanoma tumours, vascular lesions, soft 
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tissue damages such as wounds and burns, inflammatory conditions and other superficial tissue 

abnormalities characterized by morphology and function of supplying vasculature [119].  

The dual-modal PAI-OCT system could have a significant impact for endoscopic applications 

as well. Currently, most of endoscopic imaging devices rely on wide-field white-light optical 

methods, which are limited by what the human eye can see and therefore suffer from lack of 

sensitivity to subsurface and physiological changes. The combination of deep tissue 

penetration, high resolution along with functional and molecular information make PAI-OCT 

the favourable endoscope to observe inside the body and visualize physiological processes and 

microscopic features of tissues [120], [121]. The targeted molecular imaging may allow for the 

detection of small and invisible lesions in epithelial surfaces that line the internal organs such 

as gastrointestinal, pulmonary, and ductal. This information can be used to facilitate detecting 

cancer at early stages [122]. Another important application for endoscopic PAI-OCT would be 

intravascular atherosclerotic imaging, where PAI subsystem could penetrate deep and provide 

molecular information about the plaque composition and OCT maintains high resolution, 

depth-resolved scattering contrast for lipid rich plaques [123].  

It is clear there are a diverse set of biomedical applications for a functional multimodal PAI-

OCT system. The potential impact of such a broadly applicable technology has motivated the 

further investigation of possible multimodal system configurations. Here, depending on the 

photoacoustic imaging system, the multimodal PAI-OCT imaging systems are divided into 

three main categories of PAT-OCT, PAE-OCT, and PAM-OCT. The developed configurations 

for each category are reviewed and their advantages and technical challenges are discussed. 
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2.4.1 Photoacoustic tomography combined with optical coherence tomography. 

Due to the high penetration depth benefits, dual-modal PAT-OCT systems are mainly used for 

applications where depth information is required. For example, in dermatology, while OCT 

techniques visualize superficial small capillary loops with vessel diameters from 10 to 200 μm 

to a depth of 1 mm; PAT enables visualization of vasculatures with diameters from 100 μm 

down to a depth of several centimetres. Therefore, the combination of these modalities could 

provide a complete perfusion map of the skin [124]. In addition, acquiring PAT and OCT 

images from overlapping or identical regions has the advantage that highly absorbing 

structures, which appear as shadow in OCT images (e.g., blood vessels), can be observed in 

PAT images.  

In 2011, Zhang et al.[99] developed a PAT-OCT system and demonstrated in-vivo volumetric 

images of vasculature and surrounding tissue in mouse and human skin. The schematic of their 

system is presented in Figure 2-4A. The system employed an integrated all-optical detection 

scheme for both modalities in reflection-mode maintaining a field of view of ~ 13 mm × 13 

mm. The photoacoustic waves were detected using a Fabry-Perot sensor place on the surface 

of the skin. The planar-view PAT system based on Fabry-Perot interferometer is of particular 

interest in most dual-modal PAT-OCT applications because of the simplicity of sample 

positioning and optical detection mechanism [125], [126]. The study reported tissue 

information of vascular structure to a depth of ~ 5 mm. Similar systems were further developed 

and in-vivo clinical experiments were performed on healthy and pathological skin, [127]–[130] 

(Figure 2-4B). Initial clinical studies demonstrate that the dual modal PAT-OCT systems hold 

a great potential for applications in dermatology. Recently Liu et al. [119] published a 
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comprehensive overview of the dual modality PAT-OCT system in the field of dermatology 

and the challenges and prospects of these two imaging modalities for dermatology were 

discussed thoroughly. 

 
Figure 2-4. (A) Dual modal PAT-OCT scanner. Reprinted with permission from [99]. (B) (a-c) overlaid PAT-OCTA images 
with PAT in the green channel and OCTA in the red channel. (d) Blood vessel network given in volumetric display by fused 
OCTA and PAT data. (e) PAT image (f) PAT image in deeper region (g) A snapshot of the 3D volume with OCT in gray, 
OCTA and PAT in red color map. Scale bar = 1 mm. Reprinted with permission from [127]. 
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2.4.2 Photoacoustic endoscopy combined with optical coherence tomography.  

Toward realizing dual-modality PAE-OCT, in 2011 Yang et al. [131] made the initial step by 

integrating ultrasound tomography with photoacoustic and OCT imaging in a single 

intraoperative probe. The performance of the system was demonstrated on ex-vivo porcine and 

human ovaries. The OCT subsystem used a swept-source laser centered at ~1300 nm with 110 

nm spectral bandwidth and a 20 kHz scan rate and the PAE subsystem had a tunable Ti: 

Sapphire laser with spectral range of 700 – 950 nm and a 15 Hz repetition rate. The ultrasound 

transducer operated as both PAI detection and ultrasound transmission and detection. Figure 

2-5A depicts the combined three-modality endoscopic probe. The overall diameter of the 

endoscope was 5mm and included a ball-lensed OCT sample arm probe, and a multimode fiber 

to deliver light for photoacoustic imaging. Later, in 2013, Xi et al. [132] reported an endoscopic 

delivery probe with a diameter of 2.3 mm. The system had a low-frequency unfocused 10 MHz 

transducer for photoacoustic signal detection and a time-domain OCT system at 1 kHz. The 

performance of their system could be improved in several ways such as increasing the central 

frequency of photoacoustic transducer, employing a higher resolution DAQ card, and replacing 

the time-domain OCT device with a frequency-domain OCT device to enhance the sensitivity. 

Inspired by one of the initial efforts in the field (Yang et al. [131] study), Dai et al. [133] 

developed a multimodal miniature probe through which OR-PAM, OCT and pulsed-echo 

ultrasound images were acquired coaxially and were displayed simultaneously. Figure 2-5B 

depicts the schematic of the integrated miniature probe. The 2 mm diameter probe had a 40 

MHz unfocused ultrasound transducer for both OR-PAM detection and ultrasound 

transmission and receiving, and in-vivo images of rat ear were recorded (Figure 2-5C). The 
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results show cross-sectional images acquired by OR-PAM, OCT, ultrasound, and combined 

images, corresponding to the three dashed lines in the respective maximum-amplitude-

projection image. Despite offering high imaging resolution, the system suffered from lack of 

rotational scanning and its imaging speed was limited by the slow repetition rate (20 Hz) of 

the pulsed laser. Mathews et al. [134] developed a dual-modal intravascular imaging probe 

using a commercial OCT catheter and a fiber optic ultrasound sensor based on Fabry-Perot 

cavity. Their experimental setup and the enlarged view of the distal end of the probe is 

presented in Figure 2-5D. They demonstrated circumferential PAE-OCT imaging and 

multispectral PAI on a synthetic phantom. One limitation of their probe configuration was that 

the stationary fiber optic ultrasound receiver resulted in shielding of the photoacoustic waves 

by the OCT catheter for certain excitation angles. As a result, the detected photoacoustic signal 

amplitude varied relatively with respect to the receiving angle in the rotation plane. In general, 

future direction for multimodal PAE-OCT studies can be focused on improving scanning 

speed, miniaturizing the probe size, and enhancing detection mechanism. 
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Figure 2-5. (A) Integrated OCT-US-PAI three-modality endoscopic probe. Reprinted with permission from [131]. (B) 
Schematic and photograph of miniature integrated probe. Reprinted with permission from [133] (C) In-vivo images of a rat 
ear. Maximum amplitude projection images (top row) and cross-sectional images (2nd, 3rd, and bottom rows) corresponding 
to the dotted lines in first row images (a) OR-PAM, (b) OCT, (c) US, and (d) fused images. Reprinted with permission from 
[133](D) Schematic of the dual-modality PA-OCT system. An enlarged image of the distal end of the probe. Reprinted with 
permission from [134]. 

2.4.3. Photoacoustic microscopy combined with optical coherence 
tomography.   

One of the earliest works on the feasibility of multimodal PAM-OCT was demonstrated by Li 

et al. in 2009 [135]. Their proposed system operated in transmission mode and was only 

capable of imaging thin samples (Figure 2-6). The reported penetration depth was ~ 1.5 mm 
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and 1.8 mm for the PAM and OCT subsystem, respectively. Due to the mechanically 

translating objective, the system had slow acquisition time which severely limited its in-vivo 

applications. Despite this limitation, the system was later used to look at the neovascularization 

of mouse ear [136](Figure 2-6B). Later Jiao et al. [137]developed a reflection-mode PAM-

OCT system, and imaged microvasculature of the mouse ear. The temporal resolution of their 

dual modal system was limited by the pulse repetition rate of the PAM excitation source (~ 1 

kHz). Liu et al. [138] developed a dual modal system where a tunable dye laser was used as 

excitation source (Figure 2-6C). It leveraged the spectroscopic measurement capabilities of the 

PAM subsystem to evaluate total hemoglobin concentration as well as the metabolic rate of 

oxygen consumption in the mouse ear. Dual modal PAM-OCT systems were further applied 

on various samples such as animal model of epilepsy progress [139], bovine cartilage 

osteoarthritis tissue[140], imaging/needle guiding for injection and drug delivery in mouse 

thigh [141]. 
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Figure 2-6. (A) Schematic of the combined PAM-OCT. SLD: superluminescent diode. Solid lines represent single-mode 
optical fibers. Reprinted with permission from [135]. (B) PAM and OCT images showing the vasculature and tissue structure 
for an inverse scaffold with a pore size of 200 μm. (A–C) PAM images showing the development of blood vessels at 2-, 4-, 
and 6-weeks post implantation, respectively. (D–F) The corresponding OCT images showing the tissue structure. Reprinted 
with permission from [136]. (C) Schematics of the combined PAM and OCT. PD: photodiode; HM: hot mirror; GM: 2D 
galvanometer; OBJ: objective lens; AMP: amplifier; UT: ultrasonic transducer; WT: water tank; SLED: superluminescent 
emitting diode; Ref: OCT reference arm. Reprinted with permission from [138]. 

Qin et al. [142] was among the first to develop portable dual-modal PAM-OCT system. Their 

system was used for monitoring the recovery of an ulcer wound in human lip. They carried out 

quantitative analysis by measuring total hemoglobin concentration as well as the size of the 

ulcer. In-vivo images recorded from healing process of human lip ulcer are shown in Figure 

2-7A. The system offered lateral resolutions of ~ 8 µm for both modalities, and axial 

resolutions of 116.5 µm for PAM and 6.1 µm for OCT. However, since the system suffered 

from bulky size, in 2018 the same author demonstrated a handheld version of the system 

implemented with a MEMS-based optical scanner that offered more flexibility for oral tissue 
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imaging [143]. The lateral resolutions of the system were improved to 3.7 µm for PAM and 

5.6 µm for OCT, sufficient for visualizing morphological features and capillary loops in human 

oral tissue. Dadkhah et al. [144] took an additional step forward and developed a multimodal 

imaging system by integrating photoacoustic microscopy, OCT and confocal fluorescence 

microscopy in one platform. The combination of optical and mechanical scanning together 

with dynamic focusing improved the sharpness and field of view of the images. The system 

achieved uniform resolution in a field-of-view of 12 mm × 12 mm with an imaging time of ~ 

5 min for simultaneous in-vivo imaging of mouse ear (Figure 2-7B). The imaging speed of 

their system was limited by the pulse-repetition-rate of the PAM excitation laser. 

 
Figure 2-7. (A) PAM and OCT results of the microvascular distribution and microstructures of the lower lip during the healing 
process of an ulcer wound. Row 1 in PAM images of the lip from day 1 to day 6. Row 2 PAM B-scans of the lip along the 
dashed white lines in Row1. Row3 OCT B-scans of the lip along the dashed white lines in Row1.The wounds are indicated 
by the yellow circles in PAM images and the white arrows in PAM B-scans. Scale bars: 500 µm. Reprinted with permission 
from [142]. (B) Simultaneously acquired PAM, confocal microscopy (CFM), and OCT images of a mouse ear with dynamic 
focusing. (a) PAM image; (b) CFM image; (c) OCT images (d) OCT B-scan at the location marked in panel (c) by a solid 
line; (e) PAM 3-D image reconstruction; and (f) fused PAM projection and CFM images; bar: 1 mm. Reprinted with 
permission from [144]. 
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In early 2020, Liu et al. [145] developed a dual-modal system in the NIR range for real-time, 

in-vivo visualization of the tumor microenvironment changes during chemotherapy. The PAM 

subsystem utilized an optical parametric oscillation laser which had a wavelength range of 

680-1064 nm. The OCT subsystem was based on a commercial system with a center 

wavelength of ~ 1300 nm, providing 12 μm axial resolution. This study worked to characterize 

tumor angiogenesis by monitoring changes in the vascular network’s density, quantitative total 

hemoglobin concentration, and oxygen saturation of cancerous tissue. They suggested the dual-

modal imaging-guided dose control system as a more efficient technology compared to the 

presently utilized tumor treatment options.  

The majority of PAM-OCT configurations discussed earlier utilized ultrasound transducers for 

detecting acoustic waves. Despite offering high sensitivity, these transducers pose challenges 

when integrating PAM and OCT subsystems [146]. In transmission mode, the sample needs to 

be placed in a water tank or be in contact with ultrasound gel as coupling medium [147]–[149], 

which limits the application of the technique to thin specimens. In reflection mode, because 

the opaque transducer obstructs the optical beam path, it needs to be positioned obliquely with 

respect to the optical axis which causes sensitivity loss [150], [151]. In 2019, Hindl et al. [152] 

developed a reflection-mode OCT-PAM system using an all-optical akinetic Fabry-Perot 

etalon sensor. The miniature sensor included a rigid, fiber based Fabry-Perot etalon with a 

transparent central opening, and enabled linear signal detection over a broad bandwidth[153]. 

A schematic of the system is presented in Figure 2-8A. The OCT subsystem used a broadband 

laser centered at 840 nm, with a 5 µm axial resolution and the PAM subsystem used a 532 nm 

pulsed laser operating at a pulse repetition rate of 50 kHz. This system acquired OCT and PAM 
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images sequentially. In-vivo images of zebrafish larva’s tissue and vascular morphologies were 

presented (Figure 2-8B). The system had limited imaging speed due to the use of stepper 

motors for scanning and the need for signal averaging to provide increased SNR. In addition, 

the OCT light source combined three superluminescent diodes which were not polarization 

aligned and resulted in various imaging artifacts and a degraded axial resolution. They recently 

reported a dual-modal system using a Ti: Sapphire broadband light source and fast laser 

scanning. The axial resolution was 2.4 µm enabling visualization of retinal layers in zebrafish 

model. Functional extensions of PAM-OCT system including Doppler OCT and spectroscopic 

PAM were applied to monitor arterial pulsation and to measure absolute blood flow and 

oxygen saturation. The in-vivo oxygenation measurement was acquired using a dye laser [154] 

with a 10 kHz repetition rate at 578 nm, 570 nm, and 562 nm wavelengths. Representative 

images recorded using the system are presented in Figure 2-8C&D. 
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Figure 2-8. (A) Schematic of the reflection mode PAM-OCT system [152]. (B) Images of a zebrafish larva. (a) OCT image 
(b) PAM image (c) Color blended PAM-OCT image using (a) and (b). (d)–(f ) Images of OCT integrating 60 μm depth range. 
Reprinted with permission from [152]. (C) Oxygenation map of a zebrafish larval tail. The image is acquired after spectral 
unmixing using the absorption coefficients of human (a) and zebrafish blood (b), respectively [154]. (D) OCT-PAM image of 
a zebrafish larva. (a) OCT average intensity projection, (b) PAM maximum amplitude projection, (c) multimodal OCT-PAM. 
Reprinted with permission from [154]. 

In the system configurations discussed earlier, both PAM and OCT subsystems used their own 

specific light source. Normally, PAM excitation is based on a narrow band pulsed laser, while 

OCT requires broadband, continuous light (e.g., superluminescent diode) or virtually 

continuous light (e.g., Ti: Sapphire laser). The other important difference in their light source 

is that OCT systems usually use near infrared (NIR) light for deeper penetration, but PAM 

mainly uses visible light to target the absorption peak of hemoglobin and melanin [155]. 

However, this apparent difference in wavelength, does not impede applying visible light for 

OCT or NIR light for PAM. Recent experiments have demonstrated applications of visible 
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OCT for high resolution imaging and measuring metabolic rate of oxygen for clinical studies 

[156], [157], while NIR light has been used for imaging lipid and collagen tissues in PAM 

[157], [158]. Several studies explored the feasibility of using a single light source for PAM 

excitation and OCT imaging, which would reduce the complexity and costs of the system, in 

addition, it will generate synchronized and co-registered PAM and OCT images. Zhang et al. 

[28] demonstrated the first single pulsed light source for PAM-OCT in 2012 and termed the 

technique optical coherence photoacoustic microscopy (OC-PAM). Experimental setup of the 

proposed system is demonstrated in Figure 2-9A. The system was in transmission mode with 

a custom-designed broadband dye laser centered at 580 nm with 20 nm bandwidth, and a 5 

kHz pulse repetition rate. The system was tested on in-vivo mouse ear and promising results 

were demonstrated; however, the low repetition rate of the light source limited the imaging 

speed, and the noisy spectrum of the laser degraded the quality of OCT images. Due to their 

broad spectral bandwidth, supercontinuum (SC) sources were employed in OC-PAM systems 

as well [159]. In 2016, Shu et al. [151] reported a dual-modality OC-PAM system using a 

homebuilt fiber-based SC source (Figure 2-9B). The beam coming from the light source was 

split into a shorter wavelength band (500 – 800 nm) for PAM and a longer wavelength band 

(800 – 900 nm) for OCT. The system was tested for in-vivo imaging of mouse ear, and 

multispectral PAM was performed on ex-vivo porcine retinal sample (Figure 2-9C). 
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Figure 2-9. (A) Schematic of the experimental system of a free-space OC-PAM. BS: beam splitter; SMF: single mode fiber; 
PD: photodiode; UT: ultrasonic transducer; L: Lens, M: mirror. Reprinted with permission from [28]. (B) Schematic of PAM-
OCT system setup. SC, supercontinuum; DM: dichroic mirrors; GM, galvanometer; UT, ultrasound transducer; AMP, 
amplifier; ADC, digitizer; SM, spectrometer; DC, dispersion compensating slab; M, mirrors; BD, beam dump. Reprinted with 
permission from [151]. (C) Results of in-vivo mouse ear imaging. (a) En-face PAM image (b) PAM B-scan taken from location 
indicated by the green line in (a). (c) Typical PA A-line and its signal envelope obtained by a Hilbert transform. (d) En face 
OCT image. G, gland; BV, blood vessel. (e) OCT B-scan taken from location indicated by yellow line in (d). ED, epidermis; 
CT, cartilage; D, dermis. Scale bar, 150 μm. Reprinted with permission from [151]. 

2.4.4. Photoacoustic microscopy combined with optical coherence tomography for 
ophthalmic applications. 

Due to the prevalence of OCT imaging for clinical ophthalmology, dual modal PAM-OCT is 

a natural extension for imaging the eye. In ophthalmic application, access to the absorption 

information could provide information about the functional and molecular properties of the 

tissue, such as evaluating the retinal pigment epithelium in diseases like age-related macular 

degeneration or measuring metabolic rate of oxygen in retinal and choroidal circulations in 

diabetic retinopathy. In 2010, Jiao et al. [160] reported one of the first multimodal PAM-OCT 

ophthalmoscope which used an unfocused transducer directly placed on the sclera. The OCT 
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subsystem was based on a SD-OCT design consisting of a superluminescent diode centred at 

870 nm. Experimental results were demonstrated for in-vivo imaging of retinal vessels and 

retinal pigment epithelium layer in rat eyes, with a laser pulse energy well within the ANSI 

safety limits.  Song et al. [161] further extended this system to include additional modalities 

like scanning laser ophthalmoscopy and fluorescein angiography and imaged rat retina. They 

also measured the metabolic rate of oxygen in rat retina [106]. Figure 2-10 illustrates the 

developed functional imaging system and the combined PAM and OCT scanning pattern on 

the retina. In 2015, Liu et al. [162] developed an OC-PAM system by using a single pulsed 

broadband light source with central wavelength of 800 nm. Since the absorption coefficient of 

haemoglobin is relatively weak at this wavelength, the PAM signals were mainly providing 

melanin-specific information of the retina. The imaging speed of the system was limited by 

the 10 kHz pulse repetition rate of the light source, which is not as high as conventional 

ophthalmic OCT systems. To avoid possible motion artifacts and image blurring/disruption 

high imaging speed is required. Robinson et al. [163] reported that the eye has a fixation time 

of ~ 500 ms. Increasing the repetition rate can improve the imaging speed, however it will also 

increase the average power of the light source which is constrained by existing laser safety 

limits. This may cause issues in practical applications where there are pulses overlapping in 

the retina. This highlights the trade-off between pulse repetition rate and pulse energy. 

Developing a highly sensitive PA detection method is the key for reducing the pulse energy 

and thus making it safe for clinical eye imaging. 
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Figure 2-10. Illustration of integrated PAM and SD-OCT to measure retinal metabolic rate of oxygen. (a) Schematic of the 
experimental setup. (b) Circular scanning pattern on the retina. (c) Molar extinction coefficient spectrum of oxy- and deoxy-
hemoglobin. (d) A maximum-amplitude-projection PAM fundus image showing major retinal vessels. Bar: 200 mm. (e) An 
OCT fundus image of the same rat showed in the panel d. Bar: 200 mm. Reprinted with permission from [106].  

Mice and rat eye models have been extensively used in pre-clinical ophthalmic imaging 

experiments. The eyeballs of these animals are smaller (axial length of mouse eyeballs ~3 mm, 

rats ~6 mm) compared to humans (~25 mm). Therefore, using animals with larger eyeballs, 

like rabbits and monkeys are more relevant to human. Tian et al. [164] was among the first 

groups to demonstrate the application of PAM-OCT system for chorioretinal imaging of rabbit 

in 2017. They were able to visualize depth-resolved retinal and choroidal vessels using laser 

exposure well below the ANSI safety limit. A multi-modal imaging system combining PAM, 

OCT and florescence microscopy was demonstrated by Zhang et al. [165], [166], and it was 

applied to evaluate angiogenesis in both albino and pigmented live rabbit eyes. The authors 

claimed that in pigmented rabbits, melanin from the retinal pigment epithelium overlies the 

choroid and thus possibly block the diffuse choroidal hyperfluorescence and improve the 

image quality of all the three modalities. Nguyen et al. [108] employed gold nanoparticles as 
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a contrast agent for both OCT and PAM imaging. They imaged in-vivo rabbit retina, and the 

exogenous contrast agent improved the efficiency for visualizing capillaries, retinal and 

choroidal vessel. The speed of the system was defined by 1 kHz pulse repetition rate of the 

excitation laser. The system was later used to evaluate optical properties of retinal vein 

occlusion and retinal neovascularization in living rabbits [167]. Spectroscopic PAM was 

performed at wavelengths ranging from 510 to 600 nm to further evaluate dynamic changes in 

the retinal morphology [168]. The schematic of the developed system and recorded images 

using multimodal system are presented in Figure 2-11A and B, respectively.  

 
Figure 2-11. (A) Schematic diagram of the integrated PAM and OCT systems for multimodal retinal imaging. Reprinted with 
permission from [167]. (B) images of retinal blood vessels in rabbits: (a) color fundus photography of retina. (b) Fluorescein 
angiography image showing retinal, choroidal and capillaries. (c) Corresponding maximum amplitude projection PAM images 
of retina. (d,e) volumetric PAM and OCT image, respectively. (a1–a4) Cross-sectional OCT images acquired along the 
scanning lines from Figure (a). Reprinted with permission from [167]. 

In general, PAM devices have relatively low axial resolution compared to OCT systems, and 

there is a large resolution gap between two modalities.  Unlike, OCT whose axial resolution is 

defined by the spectral bandwidth of the light source, in PAM axial resolution depends on 

detector’s bandwidth and ultrasound attenuation [47]. The typical axial resolution of OCT 
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systems is less than 10 µm, which corresponds to ~ 100 MHz ultrasound signal frequency. 

These high frequency signal can rarely survive in some cases where the distance from the 

source to the detector is long such as retina imaging. Therefore, for ophthalmic PAM-OCT, it 

is importance to enhance PA detection mechanism to reduce the gap in axial resolution. 

2.5. Discussion 

The combination of PAI and OCT has drawn a large amount of research interest throughout 

the past decade. This multi-modal technology has the potential to provide chromophore 

selective image contrast in concert with depth-resolved scattering contrast. Despite offering 

several advantages there are still a couple of key challenges to overcome. 

One of the major limitations of current systems is the significant imaging speed mismatch 

between OCT and PAI subsystems. Imaging speed is a critical parameter when it comes to 

real-time functional studies. Additionally, faster imaging speeds will help systems mitigate 

image artifacts due to involuntary motion. Thanks to technological developments, current OCT 

systems are able to reach video rate over a large scanning area [169]–[171]. The same is not 

true for PAI systems, and as a result the imaging speed of the dual-modal system is defined by 

the pulse repetition rate of the PA excitation light source or mechanical scanning speed of the 

PAI probe head. Widespread implementation of PAI-OCT systems will depend on the 

development and integration of suitable light sources with high repetition rate, stable short 

pulse illumination, and high output energy at multiple wavelengths.  This development would 

enable PAI-OCT systems to capture real-time large field-of-view images.  

The other major constraint in most PAI systems is that most ultrasound detectors are opaque. 

Therefore, the physical size of the sensor obstructs the optical path required for OCT 
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acquisition. To overcome this limitation, in some studies the active size of the transducer was 

reduced, or the transducer was positioned obliquely [153]. However, since the sensitivity of 

the photoacoustic imaging scales with the active element size of the detector, these methods 

effect the sensitivity of the photoacoustic images and will degrade image quality [172]. Several 

studies have investigated optimizing light delivery to improve PA image contrast and signal-

to-noise ratio [173]–[175]. Monte Carlo simulations suggest that the optimal PA illumination 

depends on the optical properties of the sample[176]. Improvements in light delivery have also 

be investigated through using optically transparent spacer between transducer and sample to 

directly deliver light to the surface underneath the transducer [177]–[179]. In addition, custom 

transducers and new materials have been explored to develop different illumination geometries 

and improve the quality of the PA image [59], [180], [181]. However, these methods require 

significant modification of the system and cannot be readily integrated into standard clinical 

scanners[181]. 

Another important constraint of ultrasound transducers used in most PAI system rise from their 

need for physical contact with the sample through a coupling medium. This contact-based 

detection minimizes the acoustic reflection losses at poorly matched interfaces such as tissue 

and air. However, it is not suitable for several clinical and pre-clinical applications such as 

wound assessment, brain imaging or ophthalmic imaging [182]. Various approaches have been 

suggested to overcome this limitation among which optical detection approaches hold the 

promise to provide high sensitivity over a wide frequency range [183]–[186]. Optical detection 

methods also offer the opportunity of developing miniaturized and optically transparent 

ultrasound detectors [146]. Pure optical PAI-OCT system is more attractive nowadays and 
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offers a better choice for the multimodal imaging. Different studies have been conducted on 

the performance of pure optical photoacoustic imaging integrated with optical coherence 

tomography [187], [188]. In [141], authors proposed a resolution-matched reflection mode 

PAM-OCT system for in-vivo imaging applications. The PAM subsystem is based on a 

polarization-dependent reflection ultrasonic detection (PRUD), which still requires water as 

coupling medium and complicated optical alignment. The akinetic sensor employed in [152], 

is another example of pure optical PA detection sensor, which also suffers from the need for 

acoustic gel as coupling medium. All-optical PA detection methods have been investigated for 

non-contact, dual modal PAI-OCT system as well. In the next chapter, we will discuss different 

methods developed for achieving non-contact PA signal detection with an emphasis on the all-

optical methods. Each method is discussed along with its advantages and disadvantages.    
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Chapter 3 
Non-contact photoacoustic imaging 
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3.1. Introduction 

Photoacoustic imaging (PAI) is an impactful modality in biomedical optics that has 

attracted interest from various research communities in the last decade, especially biomedical 

imaging. The photoacoustic effect was discovered by Bell in 1880[32]. He discovered that 

sound waves might be generated in solid material when exposed to a pulsed light source. 

Development of the laser in the 1960s had a significant impact on the field by providing 

directional, high peak power, and spectrally pure beam that many photoacoustic applications 

require. Subsequently, the phenomena found popularity in spectroscopy, and in 1964 Amar et 

al. reported the application of PA spectroscopy for in-vivo rabbit eye[189] and ex-vivo human 

eye specimens[190]. Theodore Bowen was among the first to propose the phenomena for soft 

tissue imaging in 1981[37]. These early studies progressed, culminating in work published in 

1993 which demonstrated one of the first in-vivo photoacoustic study performed on human 

finger[191]. Thereafter, the field has seen significant advancements in terms of 

instrumentation, image reconstruction algorithms, functional imaging, and molecular imaging 

capabilities.  

PAI offers high sensitivity for obtaining optical absorption contrast over a wide range of spatial 

scales from organelles, cells, tissue, organs, and small animals. Additionally, it is 

complementary to other imaging modalities in terms of contrast, sample penetration, spatial 

and temporal resolutions. These unique opportunities were utilized in the last two decades in 

several pre-clinical and clinical applications including but not limited to blood oxygen 

saturation imaging[42], [56], [57],  brain vasculature and functional imaging[43], [59], [192], 

gene expression[60], vulnerable atherosclerotic plaques diagnosis[61], skin melanomas[62], 
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histology-like tissue imaging[63], [64], longitudinal tumor angiogenesis studies[65], imaging 

and detection of protein interactions[66], multi-modal ocular imaging[67], [182], [193], [194], 

and tissue engineering scaffolds[31], [68] . In addition, PAI  methods have been utilized in 

different non-medical applications such as non-destructive testing[195], [196] detecting metal 

surface defects[197], spectroscopy[198], [199], and uncovering hidden features in 

paintings[200]. 

Despite offering high sensitivity, novel imaging contrast, and high resolution, photoacoustic 

microscopy is not generally an all-optical imaging method unlike the other microscopy 

techniques. One of the significant limitations of photoacoustic microscopes arises from their 

need to be in physical contact with the sample through a coupling media. This physical contact, 

coupling, or immersion of the sample is undesirable or impractical for many clinical and pre-

clinical applications. This also limits the flexibility of photoacoustic techniques to be integrated 

with other all-optical imaging microscopes for providing complementary imaging contrast. To 

overcome these limitations, several non-contact photoacoustic signal detection approaches 

have been proposed. This chapter presents a brief overview of current non-contact 

photoacoustic detection techniques with an emphasis on all-optical detection methods and their 

associated physical mechanisms. 

3.2. Physical mechanism of photoacoustic imaging  

In general, when biological tissues are irradiated by photons of light, depending on the light 

wavelength, the photons penetrate to some depths. Inside the tissue, these photons get scattered 

and absorbed, where the absorption occurs by light-absorbing molecules known as 

chromophores. The absorbed optical energy induces a local transient temperature rise, which 
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generates pressure via thermo-elastic expansion. In thermal confinement the photoacoustic 

equation for an arbitrary absorbing target with an arbitrary excitation source is defined as[33]: 

�𝜵𝜵𝟐𝟐 − 𝟏𝟏
𝒗𝒗𝒔𝒔𝟐𝟐

𝝏𝝏𝟐𝟐

𝝏𝝏𝝏𝝏𝟐𝟐
� 𝒑𝒑(𝒓𝒓�⃗ , 𝒕𝒕) =  −  𝜷𝜷

𝑪𝑪𝒑𝒑

𝝏𝝏𝝏𝝏
𝝏𝝏𝝏𝝏

   Equation 3-1 

Where 𝑝𝑝(𝑟𝑟, 𝑡𝑡) denotes the acoustic pressure rise at location 𝑟𝑟 at time 𝑡𝑡, 𝑣𝑣𝑠𝑠 is the speed of sound, 

β is the thermal coefficient of volume expansion, 𝐶𝐶𝑝𝑝 denotes the specific heat capacity at 

constant pressure, and 𝐻𝐻 represents the heating function defined as the thermal energy 

deposited per unit volume and per unit time [201]. Based on this equation, photoacoustic 

pressure propagation is driven by the first-time derivative of the heating function 𝐻𝐻. Therefore, 

time-invariant heating does not generate photoacoustic pressure waves. When both thermal 

and stress confinements are met, thermal expansion causes a pressure rise (𝑝𝑝0) that can be 

estimated by [202]: 

𝒑𝒑𝟎𝟎 = 𝜞𝜞. µ𝒂𝒂.𝑭𝑭    Equation 3-2 

Where 𝑝𝑝0 is the initial pressure rise, 𝜇𝜇𝑎𝑎 is the absorption coefficient ( 1
𝑐𝑐𝑐𝑐

), 𝛤𝛤 = 𝛽𝛽𝑣𝑣𝑠𝑠2/𝐶𝐶𝑝𝑝 is the 

Grüneisen coefficient[203], [204] representing thermal and mechanical properties of the tissue, 

and 𝐹𝐹  is the fluence of the irradiated energy ( 𝐽𝐽
𝑐𝑐𝑐𝑐2). According to the American National 

Standard Institute (ANSI) safety standard, in the visible spectral region, the maximum 

permissible fluence on the skin surface is 20 𝑚𝑚𝑚𝑚/𝑐𝑐𝑐𝑐2. The generated pressure propagates in 

the form of acoustic waves and can be detected on the surface of the tissue by an ultrasonic 

transducer or transducer array. These signals form an image that maps the optical energy 

absorption inside the tissue[47] (Figure 3-1).  
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Figure 3-1. General principle of photoacoustic imaging. Targeted chromophores absorb optical energy resulting in a local 
temperature rise, inducing local pressure rise, which propagates outwards towards an ultrasonic transducer. The recorded 
signal is reconstructed to map the original optical energy deposition inside the tissue.  

3.3. Photoacoustic modalities 

PAI can be split into two main categories depending on how the images are formed: 

photoacoustic tomography (PAT), which uses reconstruction-based image formation and 

photoacoustic microscopy (PAM), which uses focused-based image formation. 

In PAT, an unfocused optical beam excites the region of interest, and an array of ultrasonic 

transducers measures the generated ultrasound waves in multiple positions[24], [36], [40], 

[205]. Common detection geometries used in PAT are planar, cylindrical, and spherical. In 

planar detection mode, a two-dimensional planar, linear, or phased array is used, while 

cylindrical detection mode uses ring transducer arrays or split ring arrays[206], [207]. 

Spherical detection has been used for imaging with an arc-shaped transducer array[208], [209] 

and a hemispherical array[109], [210]. The axial resolution of a PAT system is defined by the 

bandwidth of the detector, while the lateral resolution is dependent on the detection 

geometries[211]. PAT imaging depth theoretically is limited to a few centimeters in soft tissue, 
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where the optical fluence is significantly attenuated due to both absorption and scattering[96]. 

Previous works have demonstrated 720 μm lateral resolution at a depth of ~7 cm in biological 

tissue[24]. PAT can be used for various applications ranging from microscopic to macroscopic 

imaging, and it can provide large field of view (FOV) images. As a result, it has been used in 

applications such as whole-body imaging of small animals[212] and clinical breast cancer 

studies[41].   

Unlike PAT, PAM employs raster-scanning of optical and acoustic foci and forms images 

directly from recorded depth-resolved signals[23]. PAM is generally used for applications that 

require high-resolution rather than deep penetration depth like single-cell imaging[50]. PAM 

can be further classified into acoustic-resolution PAM (AR-PAM), where the acoustic focusing 

is tighter than optical focusing[213], and optical-resolution PAM (OR-PAM), where the optical 

focusing is tighter[44], [214]. 

Acoustic resolution photoacoustic microscopy (AR-PAM). For AR-PAM, an unfocused 

beam of light illuminates the tissue, and the induced photoacoustic signals are detected using 

a focused ultrasound transducer. Since the acoustic focus is limited by the acoustic diffraction 

limit rather than the optical diffraction limit, the achieved resolution by AR-PAM is on the 

order of tens of microns[45]. The lateral resolution of AR-PAM is given by[215]: 

𝜟𝜟𝜟𝜟𝑨𝑨𝑨𝑨−𝑷𝑷𝑷𝑷𝑷𝑷 = 𝟎𝟎.𝟕𝟕𝟕𝟕𝝀𝝀𝒂𝒂/𝑵𝑵𝑵𝑵𝒂𝒂   Equation 3-3 

Where 𝜆𝜆𝑎𝑎 is the acoustic wavelength, and 𝑁𝑁𝑁𝑁𝑎𝑎    is the numerical aperture (NA) of the focused 

ultrasonic transducer. The axial resolution of PAT and AR-PAM is determined by the 

bandwidth (𝛥𝛥𝛥𝛥) of the ultrasonic transducer, which can be described as[216]: 

𝜟𝜟𝜟𝜟 =  𝟎𝟎.𝟖𝟖𝟖𝟖𝟖𝟖/𝜟𝜟𝜟𝜟    Equation 3-4 
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where c is the speed of sound. AR-PAM has been used for the deep-penetration imaging of 

microvasculature[217] and functional brain imaging with improved penetration depth[218]. 

For example, an imaging depth of ~ 11 mm has been demonstrated in biological tissue, which 

is ~10 times higher than the attainable depth of OR-PAM[219]. Another example comes from 

Moothanchery et al. [49], who reported an AR-PAM system with a lateral resolution of 45 µm 

with an imaging depth of ~7.6 mm for deep vasculature imaging.  

Optical resolution photoacoustic microscopy (OR-PAM). The resolution of OR-PAM is 

limited by the optical diffraction limit of the focused laser beam[220]. Therefore it generates 

images with higher resolution than AR-PAM; however its penetration depth is restricted by 

the optical transport mean free path, which is ~ 1.5 mm for visible wavelengths in biological 

tissues[221], [222]. The lateral resolution of OR-PAM can be defined as[44]: 

𝜟𝜟𝜟𝜟𝑶𝑶𝑶𝑶−𝑷𝑷𝑷𝑷𝑷𝑷 = 𝟎𝟎.𝟓𝟓𝟓𝟓𝝀𝝀𝒐𝒐/𝑵𝑵𝑵𝑵𝒐𝒐   Equation 3-5 

 where 𝜆𝜆𝑜𝑜 is the optical wavelength and 𝑁𝑁𝑁𝑁𝑜𝑜 is the NA of the objective lens. In an OR-PAM 

configuration, the axial and lateral resolutions are defined by the NA of the objective lens. The 

high lateral resolution makes OR-PAM suitable for a wide range of applications. Zhang et al.[50] 

reported the first subwavelength OR-PAM by employing a 1.23 NA objective lens, obtaining 

a lateral resolution of 0.22 µm. Here, single-cell imaging was demonstrated on individual 

melanoma cells and erythrocytes. 

3.4. Imaging Contrast  

Photoacoustic imaging modalities offer a unique imaging contrast by taking advantage of 

direct optical absorption. In other words, any imaging target that absorbs light energy, can be 
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visualized by PAI modalities. In biological tissues, both endogenous and exogenous contrast 

agents can be exploited as imaging targets. Endogenous contrast agents are ideal targets as they 

are naturally available in tissue. Therefore, they are non-toxic and do not interfere with the 

original tissue microenvironment. The most commonly imaged endogenous contrast agents for 

PAI include DNA/RNA, hemoglobin, melanin, lipids, collagen, and water (Figure 3-2). 

Among these, DNA/RNA is commonly used for cell nuclei imaging using an ultraviolet 

excitation source[223], hemoglobin is widely used for vascular imaging in the visible and near-

infrared (NIR) spectral ranges[220], and melanin is used for melanoma tumor imaging in the 

NIR region[224]. Additionally, in the NIR region, lipids and water are used for atherosclerotic 

plaque[225] and injury imaging[226], respectively. Since these endogenous contrast agents 

have different absorption spectra, PAI can differentiate them with spectral measurements when 

the local optical fluence is known[227].  Exogenous contrast agents also offer the ability to be 

specifically engineered for maximum detection sensitivity and can be conjugated with target 

molecules to selectively bind to specific cell surface receptors[228], [229]. Their performance 

has been demonstrated for several applications such as cancer imaging[230], [231], functional 

brain imaging[232], [233], and monitoring therapeutic procedures[234], [235]. 
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Figure 3-2. (A) Absorption spectra of common endogenous chromophores in biological tissues. Reprinted with permission 
from[47] (B) photoacoustic images acquired from mouse small intestine cells and DNA contrast at 266 nm. Reprinted with 
permission from[236], fibroblast cytoplasm’s with cytochrome contrast at 422 nm, reprinted with permission from [237], PA 
image of mouse blood smear with hemoglobin contrast at 532 nm, reprinted with permission from[238], tyrosinase tumor 
expressing with melanin contrast at 680 nm, reprinted with permission from [60], photoacoustic image of mouse paw with 
skin removed and collagen contrast at 780 nm, reprinted with permission from [158], intramuscular fat photoacoustic image 
with lipid contrast at 1197 nm, reprinted with permission from [157].  

3.5. Photoacoustic signal detection  

Photoacoustic signals can be generated by an intensity-modulated continuous-wave (CW) 

excitation[239] or pulsed excitation[217]. Pulse excitation is more commonly used, since the 

signal-to-noise ratio (SNR) of photoacoustic signal is higher than that in CW excitation, if the 

same number of photons are delivered, or ANSI safety limits are considered[240]. 

Photoacoustic signals are broadband and thus demand the use of wideband ultrasonic 

transducers. The center frequency and bandwidth of the detector are two significant 

parameters, and, based on the intended application, the appropriate center frequency and 

bandwidth must be selected.  Popular types of ultrasonic transducers for photoacoustic signal 
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detection include piezoelectric transducers, Fabry-Perot interferometers (FPI), capacitive 

micromachined ultrasound transducers (CMUTs), and micro ring resonators (MRRs)[36].  

Despite offering several advantages, ultrasonic transducers need to be physically in contact 

with the sample through a coupling medium. Contact-based detection minimizes acoustic 

reflection losses at poorly matched interfaces such as between tissue and air. This poorly 

matched interface would result in pressure wave reflections back into the sample and away 

from the acoustic transducer. Appropriate acoustic matching is required to produce a 

conventional PAI device with high sensitivity. Physical contact, coupling, or immersion is not 

suitable for some applications. For example, ophthalmic imaging applications cannot fully 

benefit from PAI for structural and functional microvasculature visualization. Currently, in 

ophthalmic applications, the ultrasonic transducer is placed on the surface of the tissue or 

conjunctiva[165], increasing the risk of abrasion, infection, and patient discomfort. 

Additionally, involuntary eye movements may affect the coupling efficiency and degrade 

image quality[241], [242]. In small animal imaging, immersion in water significantly 

complicates the procedure and commonly results in sacrificing the animal[241], [243]. 

Although the skin is potentially the most accessible organ for optical and acoustic imaging, 

and PAI can be used for clinical dermatological applications, the requirement of physical 

contact, as opposed to purely optical methods, poses some limitations. In wound assessment 

and burn diagnostics, a coupling medium and physical contact with the sample increases the 

risk of pain and infection. 

 Endoscopic applications would also benefit from a non-contact detection mechanism[244]–

[246]. At the moment, most photoacoustic endoscopic systems use miniaturized piezoelectric 
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transducers, which complicate the design of the endoscopic tip due to their size and opaque 

nature. The sensitivity and FOV of these transducers will be sacrificed by shrinking their size 

which adversely affect the achieved image quality. In addition, these transducers require direct 

contact and an impedance matching medium, resulting in an obstructed view, restricting their 

imaging capabilities to rotational scanning and side-views. Therefore, the advantages of 

forward-view imaging for guiding minimally invasive surgical procedures and special imaging 

applications are not available[247].  

Additionally, in brain imaging, when applied to surgical applications, the transducer array must 

be inserted in a sterile saline solution, which acts as the coupling medium. To keep the solution 

stable and maintain maximum efficiency, it requires a horizontal working plane which is not 

convenient to achieve when the patient is on a surgical bed[245].  

Moreover, most ultrasound detectors are opaque, which restricts the illumination direction of 

the excitation laser beam so that the inline configuration of detector and laser is challenging. 

Furthermore, combining PAI systems with other optical imaging modalities may require a 

complicated design. Therefore, a non-contact detection approach that avoids these issues opens 

up new possibilities for clinical applications and multi-modal imaging techniques[35], [160], 

[188].  

Several techniques have been developed to realize non-contact detection of photoacoustic 

signals. Air-coupled transducers and all-optical detection methods such as interferometric- and 

non-interferometric-based approaches have been proposed as alternatives to contact-based 

ultrasonic transducers. Here, an overview of these techniques and their underlying physical 

mechanisms and reconstruction algorithms are presented. 
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3.6. Non-contact photoacoustic signal detection 

3.6.1. Air-Coupled detection 

Coupling transducers through air/gas has been explored to eliminate the need to use coupling 

media in conventional ultrasound transducers. The approach has been used for a wide range of 

ultrasound imaging applications, including non-destructive testing[248]–[251], material 

characterization[252]–[254], secure wireless transmission of data[255], sensing and analysis 

of cultural heritage[256], water control in agriculture[257], [258], quality control in food 

industry[259] and computer gesture-base control[260], [261]. A major drawback of the air-

coupled ultrasound transducers comes from the impedance mismatch between air and solids, 

which cause high attenuation of ultrasound signal in the air[262]. Therefore, applications 

mentioned earlier were possible through improving the design of air-coupled 

transducers[263]–[266], increasing the excitation energy, low noise amplification, and digital 

signal processing techniques[267]–[270]. In addition, to further reduce losses and maintain a 

reasonable SNR, the working frequency is usually below 1 MHz, which is relatively low 

compared to the tens of MHz frequency range of common ultrasound transducers used in 

medical photoacoustic imaging applications.  

In 2010, Kolkman et al.[271] demonstrated the feasibility of air-coupled transducers to detect 

photoacoustic signals in artificial blood vessels made of a silicon rubber tube filled with human 

blood. Here, the excitation fluence satisfied the ANSI maximum permissible exposure (MPE) 

limits and the energy density at the interface was of about 20 𝑚𝑚𝑚𝑚/𝑐𝑐𝑐𝑐2. Two unfocused 

transducers with central frequencies at 200 kHz and 1 MHz were placed at 7.5 mm above the 

phantom interface and recorded photoacoustic time traces (Figure 3-3A). The achieved axial 
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resolution of their system was measured as 13 mm for 200 kHz transducer and 4 mm for the 1 

MHz one. In 2015, Dean-Ben et al.[272] developed a transmission mode PAI system using a 

custom-designed air-coupled piezoelectric transducer with a central frequency of 800 kHz and 

bandwidth of 400 kHz. Their experiment followed the excitation light fluence determined by 

the ANSI safety limits, however, the narrow detection bandwidth of the transducer 

significantly compromised the system’s resolution performance. Images of vessel-mimicking 

tubes were acquired; and significant averaging was found necessary to properly resolve these 

structures (Figure 3-3B). Sathiyamoorthy et al.[273] developed an inverted photoacoustic 

microscope using a low-power CW laser and a kHz-range microphone. Information about the 

incident power on the imaging sample was not reported for this study. The detector was 

attached to a custom-designed chamber, and images from red blood cells located inside the 

chamber were recorded with a lateral resolution of 1.37 μm (Figure 3-3C). The need for 

mechanical scanning and a large ensemble of averaging inhibits potential in-vivo applications 

of the air-coupled transducers due to their long acquisition time. 
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Figure 3-3 (A) Photoacoustic time traces from an artificial blood vessel, recorded with air-coupled ultrasound transducers with 
center frequency of 200 kHz and 1 MHz (the recorded signals are averaged 512 times), reprinted with permission from [271] 
(B) Photoacoustic images obtained by raster scanning of the air-coupled transducer (a) Photograph of the imaged ink channels. 
(b)–(e) Photoacoustic images of the phantom after the recorded signals have been averaged 1, 10, 100, and 1000 times 
respectively, Reprinted from [272], with the permission of AIP Publishing. (C) Schematic diagram of the PA sensor and PA 
images of red blood cells smeared on a glass substrate, M is the microphone, SC is the sample chamber, S is substrate, reprinted 
with permission from [273].  

3.6.2. Optical detection of Photoacoustic signals  

Early studies on optical detection of ultrasound signal began in 1960s[274]. In the last decade, 

due to the advancement of material science and fabrication technologies, significant progress 

has been made in developing high-performance optical detectors for ultrasound signals[275]. 

Optical ultrasound detection methods provide higher sensitivity, and wider frequency 

bandwidth over conventional piezoelectric devices, and also offer the opportunity of 

developing miniaturized and optically transparent ultrasound detectors[146]. Contact-based 

optical photoacoustic detectors like polymer microring resonators and FPIs have been widely 

used in applications such as bladder tissue vasculature imaging[276], in-vivo imaging of the 

vasculature in human skin[58], [114], [127], [277], endoscopic imaging of 
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microvasculature[278], [279] and multi-modal imaging[99], [280]. Furthermore, all-optical 

PAM system based on pressure distribution measurements and probe beam deflection 

techniques were developed, despite offering high sensitivity and micron scale resolution in 

these method the sample needs to be submerged in water cell limiting the in-vivo 

applications[281]–[284].  

3.6.2.1. Speckle pattern analysis  

Speckle is a feature of coherent wave propagation formed when interference occurs between 

superimposed waves[285].  This effect has been leveraged in several techniques, including 

laser speckle imaging[286], ultrasonography[287], synthetic aperture radar[288], and optical 

coherence tomography[289]. When photoacoustic waves arrive at the sample surface, they 

cause mechanical deformations. When a continuous-wave laser illuminates this region, these 

surface deformations modulate the speckle patterns of the backscattered beam.  By 

characterizing these patterns, information about the surface deformations, and thus the acoustic 

pressure, can be extracted[290]–[294]. 

In 1999, Leveque et al. [295] developed a speckle detection scheme where a CCD camera 

operated as a detector array. This technique could demonstrate one-dimensional images of 

biological tissue. The system was further modified for acquiring two-dimensional and three-

dimensional images[296]–[300] (Figure 3-4A). Horstmann et al. [301] reported a full‐field 

speckle interferometry method where the backscattered light was combined with a reference 

and imaged onto a high-speed camera. This experimental setup is demonstrated in Figure 3-4B.  

Through consecutive measurements, they were able to extract signals from porcine skin 

phantoms with a 90 µm lateral resolution over a 4 mm penetration depth range. Lengenfelder 
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et al.[290] performed experiments in both reflection and transmission modes for ex-vivo fat 

tissue imaging. To increase the SNR of the system, the optical exposure was 5-times higher 

than the ANSI MPE limits for biological tissues. They went on to further apply speckle pattern 

analysis for endoscopic applications and demonstrated 2.76 μm lateral resolution on phantoms 

and ex-vivo porcine fat tissue using a high frame rate camera (823,500 fps) [247]. Recently, Li 

et al.[302] evaluated the feasibility of delineating the strength of PA signals using a two-beam 

optical design and a CMOS camera operating at 60 Hz with a 10 𝜇𝜇𝑠𝑠 exposure. A black tape 

phantom was imaged and by correlating the speckle patterns as a function of time, the strength 

of PA perturbations was quantified (Figure 3-4C). In the report, the probe beam was not 

focused on the sample interface resulting in a reflected speckle pattern that was highly sensitive 

to surface motion on the sample.  As well, the bandwidth of the camera proved insufficient for 

capturing salient MHz-regime signals limiting its potential efficacy.  However, this would need 

to be balanced against the resulting decrease in SNR brought on by lower integration times. 

Since any form of motion and mechanical noise can distort the speckle patterns of the probe 

beam, this method is very sensitive to phase noise and ambient motions and in-vivo 

applications would be extremely limited.  
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Figure 3-4. (A) Two-dimensional image of chicken breast tissue in which two gizzard objects were buried, reprinted with 
permission from [299]. (B) Interferometric detection of object surface displacement after photoacoustic excitation. © Institute 
of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing[301]. All rights reserved. (C) 
Schematic setup for specklegram-based non-contact photoacoustic detection. BS, beamsplitter; CMOS, CMOS camera; L, 
lens; PD, photodiode; SF, spectral filter. Speckle pattern generated by the probe beam observed for various moments (i)–(ix) 
in (a). Among them, (i) is the initial speckle pattern, (ii) and (iii) are recorded when the shutter is off, and no excitation beam 
is illuminated on the sample, and (iv)–(ix) are a sequence of patterns associated with the excitation of PA effect. (a) Measured 
speckle correlation changes as a function of excitation pulse energy (right axis) and the ultrasound piezoelectric transducer-
based PA amplitude as a function of excitation pulse energy (left axis). (b) Linearity between the two detection methods, 
reprinted with permission from [302].  

3.6.2.2. Interferometric PA detection methods 

Interferometric approaches have become a popular method for remote detection of 

photoacoustic signals.  They overcome some of the issues brought forward with speckle-based 

detection by leveraging dedicated interferometers for extraction of phase-contrast from light 

returning from the sample.  Both homodyne and heterodyne architectures have been 

investigated for ultrasound signal detection[303], [304]. In homodyne mode, interference 

occurs between beams of the same frequency, and the phase difference of the beams results in 
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an intensity modulation of the detected light[305]. On the other hand, in heterodyne mode, the 

interference occurs between beams with different frequencies, generating an interference with 

one constant component and one oscillating component where the amplitude of the oscillating 

component is proportional to the product of the interfering beams[306]–[309].  In general, 

heterodyne interferometers are relatively less sensitive to ambient noise compared with 

homodyne variants[310]. Each of these methods depends on the tissue surface as well as the 

stability of the entire detection system, which will be discussed in the following sections.  

3.6.2.2.1. Heterodyne detection  

In 1968, Massey et al.[311] demonstrated the application of an optical heterodyne system for 

sensing the vibration amplitude distribution on a reflective resonant diaphragm placed in the 

liquid acoustic medium. The method was further applied for all-optical detection of  PA signals 

in spectroscopy[312], [313] and imaging applications[314], [315]. In 2014, Park et al.[316] 

explored an all-fiber heterodyne interferometer for photoacoustic imaging.  They reported 1.7 

µm lateral resolution from a miniaturized probe looking at polyethylene terephthalate fibers 

positioned inside the gelatin-based phantom. However, the excitation fluence used in this study 

was above ANSI MPE limits. The year after, Eom et al.[314] reported a different fiber-optic 

heterodyne interferometer looking at a chicken chorioallantois membrane (CAM). Blood 

vessel structures as deep as 2.5 mm were identified with lateral and axial resolutions of 100 

μm and 30 μm, respectively (Figure 3-5A). They further developed the system into a dual-

modality imaging technique by integrating the photoacoustic detection with a swept-source 

optical coherence tomography (OCT) for endoscopic imaging (Figure 3-5B)[187]. Acoustic 

waves were detected at the outer surface of the water layer under which the sample was 
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submerged. The method was also applied for non-contact delineation of stereotactic boundaries 

of artificial tumor in pig brain tissue and was successful in providing accurate thickness 

information of the sample[317].  

 
 
Figure 3-5. (A) 3-D photoacoustic images of the CAM. Top left: XY plane maximum intensity projection (MIP) image. Top 
right: YZ plane MIP image. Lower left: XZ plane MIP image. Lower right: 3-D image, reprinted with permission from [314] 
(B) Schematic of all-fiber-based dual modality PA-OCT with miniature common probe. AOM: acousto-optic modulator; PC 
polarization controller, BPD: balanced photodetector, Col: collimator; ND: neutral density filter; WDM: Wavelength division 
multiplexer; MMF: multimode fiber, reprinted with permission from [187].  
 
Heterodyne interferometers have difficulty detecting highly scattered probe beams on rough 

surfaces, and therefore require a thin layer of water or oil above the sample[314], [317]. This 

provides an appropriate smooth and reflective surface for the interferometer; however, the 

method can no longer be considered fully non-contact (called quasi non-contact) as the system 

requires the addition of fluid to the surface of the sample.  Much like standard acoustic coupling 

performed in conventional PAI techniques, this greatly limits potential biomedical 

applications.  

A solution that was explored involved the application of a two-wave-mixing interferometer 

(TWMI)[318], [319]. In these devices the beams interfere inside a photorefractive nonlinear 
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crystal, where the beams are amplified and low frequency noises are suppressed so the effect 

of ambient noises like air disturbance is negligible [320], [321]. While the technique is mainly 

used for non-destructive testing applications[322], biomedical applications like skin imaging 

have also been explored[323]–[325]. George et al.[326] developed a non-contact 

photoacoustic microscope utilizing a photorefractive crystal-based interferometer for imaging 

of red blood cells and ex-vivo porcine retinal samples. The schematic diagram of the system 

and representative images recorded with the system are presented in Figure 3-6A-C a CW laser 

with a wavelength of 532 nm operates as the light source for the interferometer, and the sample 

was irradiated using a diode laser operating at 638 nm. The reference and sample beam were 

combined inside the  𝐵𝐵𝐵𝐵12𝑆𝑆𝑆𝑆𝑆𝑆20 crystal operating at its drift regime, leading to the formation 

of a dynamic hologram detected by the photodetector. The resolution of the microscope was 

estimated to be ~ 5.3 μm. Despite offering a completely non-contact detection scheme for 

imaging rough tissue surfaces, the excitation exposure was 3 times higher than the safe limit 

for skin imaging which may impede its application to in-vivo studies.  

 
Figure 3-6. (A) Schematic of the PRC-based PAM system. FC: fiber optic collimator, M: Mirror, DM: dichroic mirror, QW: 
quarter-waveplate, OBJ: objective, BS: beamsplitter, HW: half-waveplate PRC: photorefractive crystal, BD: beam dump, PD: 
photodetector, F: laser line filter. (B) (left) PAM image of ex-vivo retinal samples, (right) Photograph of the sample. (C) (left) 
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photoacoustic image of blood smear showing RBC; (right) corresponding bright field image. Reprinted with permission from 
[326].  

3.6.2.2.2. Homodyne detection  

Depending on the coherence length of the light source used, homodyne interferometers 

employed for PA detection, can be divided into low-coherence and long-coherence. When a 

single beam of light is split and interfered with itself, coherent edition will only occur for path 

lengths which are less than the characteristic coherence length of the source. For low-

coherence light sources this is generally on the order of microns, whereas it can reach 

kilometers for a long-coherence source.  Techniques which use low-coherence interferometers 

generally leverage this low coherence as a means of path length discrimination since the 

absolute length of a sample path can be determined against a reference path of known length 

down to single-micron scales. 

Low-coherence devices. For these devices interference only occurs for path lengths on the 

scale of the coherence length.  This effect can be leveraged to omit scattered signals arising 

from depths which are far away from the reference path length. The coherence length of typical 

light sources used in a low-coherence interferometer is on the order of micrometers, and when 

compared to nanometer scale photoacoustic induced surface displacement, the coherence 

length of the source is larger by three orders of magnitude.  For such small displacements, the 

sensitivity of the interferometer depends on the initial phase of the system. Since an 

interference signal varies in a sinusoidal form, the highest sensitivity occurs when the initial 

phase is at the quadrature-point (kπ ± π∕2) of the interferometer. However, it is difficult to 

maintain the quadrature-point consistently during the whole measurement period, as the system 

is sensitive to environmental perturbations such as vibration, and room temperature variation. 
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To overcome this problem, feedback methods are introduced, in which the optical phase of an 

interferometric signal is adjusted using a motorized stage[327] or by changing the laser 

wavelength[328]. These feedback methods may slow down the imaging speed or invoke other 

external perturbations due to the mechanical movement of the stage. Wang et al. [184] 

developed a synchronization detection method, in which only measurements made at 

quadrature points were analyzed. The system was used for in-vivo imaging of blood vessels 

within the mouse ear. The PA signals were detected in quasi non-contact approach from the 

oil layer on top of the sample; and the system’s axial and lateral resolutions were measured as 

60 μm and 30 μm, respectively. The imaging speed was highly limited by the 10 Hz pulse 

repetition rate of the excitation source, slow scanning mirror in the detection interferometer, 

and the synchronization system. Chen et al.[329] reported a PAM system using an all-fiber 

low-coherence interferometer. The imaging speed of the system was improved by a 

piezoelectric actuator driving the reference mirror of the interferometer. The imaging time of 

collecting one dataset was ~17 minutes which was much faster than the 10 hour imaging time 

reported by Wang et al. [184]. In-vivo images of mouse ear microvasculature with 11 μm 

lateral and ~ 20 μm axial resolution was demonstrated in quasi non-contact mode (Figure 

3-7A). A similar system was developed by Liu et al. [330] for PAT. The interferometer had a 

central wavelength at ~1300 nm and a spectral bandwidth of 46 nm; an axial and lateral 

resolution of 45 µm and ∼15 µm was achieved, respectively for in-vivo imaging of mouse ear 

vasculature. Recently, Park et al.[183] employed the intrinsic phase difference of a multiport 

(3 × 3) interferometer to reconstruct the photoacoustic signal without suffering from the initial 

phase drift (Figure 3-7B). The performance of the system was evaluated by imaging human 
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hairs embedded in polydimethylsiloxane resin block, and isometric resolution of ~ 85 µm over 

1.5 mm imaging depth was reported. Generally, in an ideal 3 × 3 coupler, the return ports have 

an intrinsic phase difference of 120° to each other. Therefore, the quadrature component of the 

signal measured at one particular return port can be calculated using the measured signal at 

any other return port of the same coupler[331]. Moreover, the long-term variation of intrinsic 

phase difference in a 3 × 3 fiber-optic coupler is rather stable; and in it has slight effect on the 

displacement measurement [332]. The proposed system eliminated the need for any feedback 

components. However, the imaging speed was again highly limited by the low repetition rate 

of the excitation laser which prevented in-vivo experiments. In general, for a low-coherence 

interferometer the sensitivity decreases when the optical path difference (OPD) between two 

arms increases, and it turns to zero when the OPD is greater than the coherence length of the 

light source[98]. This might not be an issue for imaging thin samples like mouse ear and ex-

vivo studies. However, while imaging thick samples or in-vivo experiments where motion is 

unavoidable, it would become a severe issue.  

 
Figure 3-7. (A) In vivo photoacoustic image of microvasculature of a mouse ear. (a) Photoacoustic maximum intensity 
projection of the microvasculature of a mouse ear. The total time for obtaining the photoacoustic image is 16.7 min. Inset: 
photograph of the imaging area. (b)–(d) B-scan image of microvasculature corresponding to the three white dotted line in (a) 
Reprinted from [329], with the permission of AIP Publishing (B) Schematic of the experimental setup. The probe beam and 
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the excitation beam are combined and scanned together. APD, avalanche photodetector; ND, neutral density filter; Col, 
collimator; BS, beam splitter; DM, dichroic mirror; L, lens; OL, objective lens; P, fiber-optic coupler port; PC, polarization 
controller; PD, photodetector, Reprinted with permission from [183].  

Long-coherence devices. To overcome the sensitivity dependence of low-coherence 

interferometers and to maintain constant sensitivity over a large dynamic range of OPDs, long-

coherence interferometers can be used.  Lu et al.[333] utilized a homodyne interferometer with 

~ 17 mm coherence length along with a synchronization method to lock the system at its 

maximum sensitivity. The imaging was performed in quasi non-contact mode using a water 

layer on top the mouse ear, demonstrating in-vivo images of blood vessels. Images with and 

without a water layer on top of the sample are shown in Figure 3-8A. It is clear that the water 

layer on the sample surface plays a crucial role in the method.  Ma et al.[98] utilized a similar 

technology and developed a dual-modality imaging system combining spectral-domain OCT 

with PAM. The system was utilized for in-vivo blood flow assessment in the mouse ear. In the 

PAI subsystem, surface vibrations of the water layer on top of the sample were detected by a 

homodyne interferometer operating at 1310 nm with a 0.1 nm bandwidth. The vasculature in 

the mouse ear were imaged with normal and impeded blood circulations. The experimental 

results indicated that the integrated system could differentiate blood flow states and improved 

visualization of conditions such as hemorrhage (Figure 3-8B).  Wang et al.[185] recently 

employed a multiport (3 × 3) fiber coupler homodyne interferometer centered at 1310 nm with 

a coherence length of more than several hundred millimeters ( Figure 3-8C). The multiport 

interferometer eliminated the influence of initial phase and the phase perturbation from the 

environment. The intensity changes of the probe beam were used to reconstruct the 

photoacoustic images. The method offered several advantages including, freedom from the 

influence of the rough tissue surface and having a confocal configuration to focus both probe 
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light and excitation light at a common point below the sample surface. The system 

demonstrated in-vivo imaging of the blood vessels of a mouse ear with an excitation fluence 

well within the ANSI MPE limits (Figure 3-8D). In general, long coherence devices may suffer 

from unwanted interferences due to reflection from the optical components and sample 

structures.  

 
Figure 3-8. (A) In vivo photoacoustic images of blood vessels in the mouse ear (left) with and (right) without water layer on 
top, Reprinted with permission from [333]. (B) differentiation of blood flow states with the dual-modal system. (left) En-face 
microvasculature image of OCT angiography, (right) photoacoustic image of mouse pinna, (top) images with blood flow, 
(down) images with blood flow blocked, Reprinted with permission from [98]. (C) Schematic of the multiport photoacoustic 
imaging system. Reprinted with permission from [185] (D) Photoacoustic MAP image acquired in-vivo from mouse ear. 
Reprinted with permission from [185].  

The interferometric detection of photoacoustic signals has several significant technical 

limitations. First, the rough tissue surface dramatically affects the quality of the image when 

directly measuring the vibration of the tissue surface. This motivates the use of a water/oil 

layer on the surface of the sample. Secondly, in most of these methods except the one proposed 
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by Wang et al.[185], the probe beam is focused on the surface of the sample or water layer, 

while the excitation beam was focused below the surface. This requires elaborate adjustment 

of the probe beam, making it difficult to perform in-vivo imaging due to the uneven surface of 

the tissue and motion of the sample. Finally, to maintain the interferometric system at its 

highest sensitivity, complicated phase stabilization techniques are required, which sacrifice the 

imaging speed, and limited success could be achieved in well-controlled lab settings[334].  

3.6.3. Photoacoustic remote sensing (PARS) 

Photoacoustic remote sensing (PARS) was first introduced by Haji Reza et al. in 2017 for non-

contact non-interferometric detection of photoacoustic signals [335]. Similar to conventional 

PAI, PARS employs a nanosecond pulsed laser to excite ultrasonic pressures in biological 

tissues. Unlike other PAI modalities, in PARS the ultrasound transducer is replaced with a 

second detection laser, which is co-focused with the excitation laser on the sample. The back-

reflected beams from the sample are directed towards a photodiode. A long-pass filter is 

typically placed before the photodiode to block any excitation light and to ensure the detector 

only measures the detection laser's intensity. If only the detection laser is incident on the 

sample, the reflected light would have a constant intensity (effectively a DC signal). As an 

excitation pulse is applied, a small and rapid oscillation is found to be imposed on the back-

reflected light. Therefore, the photodiode voltage output is typically high pass filtered to only 

extract these rapidly oscillating signals and reject the scattering signals. A simplified system 

diagram of a PARS system is provided in Figure 3-9. 
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Figure 3-9. simplified schematic of PARS microscopy. F: Filter, PD: Photodiode, LP: Long pass filter, PBS: Polarized 
beamsplitter, QWP: Quarter waveplate, M: Mirror, DM: Dichroic mirror, C: Collimator, L: Lens, MO: microscope objective, 
PC: Polarization controller, GM: Galvanometer mirror.  

In PARS, the thermoelastic pressure and temperature rise induced by both the excitation and 

detection beams contribute to the optical absorption and the final signal. By propagating 

through the sample, they modulate the refractive index of the medium due to the elasto-optic 

effect[336]. The change in refractive index leads to a change in reflectivity of the sample, 

which can be observed as fluctuations in the back-reflection intensity of the detection laser. 

For the case of normally incident light, the reflectivity R, can be calculated using Fresnel 

equations as R = | 𝑛𝑛1−𝑛𝑛2
𝑛𝑛1+𝑛𝑛2

|2 where n1 and n2 are refractive indices of two media within the tissue. 

Assuming the excitation laser is incident on an object whose index of refraction is n1, we can 

express a slight perturbation in its refractive index as n1 + ẟn1. The reflectivity can now be 
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described as R’=| 𝑛𝑛1+ẟ𝑛𝑛1−𝑛𝑛2
𝑛𝑛1+ẟ𝑛𝑛1+𝑛𝑛2

|2. As PARS only measures the resulting transient oscillations, we 

can express the change in reflectivity as 𝛥𝛥𝛥𝛥 =  𝑅𝑅 –  𝑅𝑅’. This can be shown to be 𝛥𝛥𝛥𝛥 =∝

ẟ(𝑛𝑛1 − 𝑛𝑛2)[335].  The key insight is the fact that the PARS effect is amplified if there is an 

existing refractive step between the media. Without this pre-existing refractive index contrast, 

the reflectivity change is subtle. Though this may seem to be of little use in practice, scattering 

and optical absorption contrast exists prevalently throughout biological tissue. Subsequent 

works extended this model to include temporal and spatial dimensions[337], [338].  

Over the short period of time, PARS has demonstrated its potential for high-resolution in-vivo 

imaging of microvasculature structures [335], deep sensing capabilities [339], label-free 

histology imaging [340]–[342] and functional imaging [339]. Images acquired in-vivo from 

single red blood cells, oxygen saturation mapping, and deep-vasculatures are presented in 

Figure 3-10. Oxygen saturation measurement was achieved by utilizing spectra generated 

using stimulated Raman scattering (SRS) in a single mode fiber. Additionally, a fully fiber-

tetherable design of the system for real-time functional imaging was reported, and 

characterized by estimating blood oxygen saturation in blood-flow phantoms and with in-vivo 

mouse ear microvasculature[343]. 
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Figure 3-10. (A) In vivo PARS microscopy structural images. (a) Image of en face microvasculature in mouse ear using the 
high-resolution mode (Scale bar: 500 μm) (b) In-vivo image of red blood cells in the mouse ear using the high-resolution mode 
(Scale bar: 5 μm) (c) Image of mouse ear vasculature using the deep-penetrating mode (Scale bar: 500 μm) (d) Image of en 
face microvasculature in the tip of a mouse ear using the high-resolution mode (Scale bar: 500 μm) (e) Images of back flank 
of mouse at various depths using the deep penetrating mode (Scale bar: 100 μm) (B) Image of carbon fiber networks using the 
deep penetrating imaging mode. (c) Image of carbon fiber networks using the high-resolution imaging mode, as well as an 
inset image of 100-nm gold nanoparticles. (d) Images of carbon fiber networks at various depths in tissue-mimicking solution. 
(C) Functional images SO2 measurement of en face microvasculature in the ear of an 8-week-old nude mouse. Reprinted with 
permission from [339]. 

Recently, Ecclestone et al. [340], [344], [345]  utilized the UV absorption peak of DNA to 

visualize cell nuclei and bulk tissue structure. Representative images of one-to-one comparison 
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of PARS histological imaging and H&E staining in human breast tissue are presented in Figure 

3-11. 

 
Figure 3-11. One to one comparison of PARS histological imaging and H&E staining. (a) Large field of view 
(9 mm × 13.25 mm) PARS (780 megapixel) image of nuclear morphology in a thin section of formalin fixed paraffin 
embedded excised breast tumor tissues. (b–d) (i) Subsections of the large field of view PARS image (a) highlighting regions 
of interest within the large field scan. (ii) Images of the exact same set of tissues following H&E staining, providing a direct 
one-to-one comparison between PARS imaging of tissues and the gold standard for histopathology H&E imaging. (a) Scale 
Bar: 2 mm. (b) Scale Bar: 200 µm. (c) Scale Bar: 50 µm. (d) Scale Bar: 75 µm. Reprinted with permission from [344]. 
 
In general, the all-optical detection scheme applied in PARS presents several benefits over 

previously discussed approaches:  
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i. PARS usually employs an optical confocal geometry between the excitation and the 

detection lasers. This confocal geometry is significantly simpler than the conventional 

OR-PAM devices and does not require additional components between the microscope 

objective and the target[334]. This all-optical confocal geometry enables high-

resolution imaging in a reflection-mode architecture.  

ii. The all-optical confocal geometry also eliminates the need for acoustic coupling and 

provides non-contact detection of photoacoustic pressures. This non-contact detection 

scheme minimizes the risk of infection in clinical settings and does not require the 

apparatus to be submerged in water.  

iii. The PARS confocal detection mechanism measures the initial pressures and 

temperature rise local to the targeted absorber. These initial pressure waves dissipate 

in a few hundred nanoseconds and allow for significantly faster imaging speeds 

compared to conventional PAI system, potentially in the range of tens of megahertz 

[81]. However, conventional PAI devices typically require waiting for a minimum 

interval of time for the ultrasonic pressure waves to propagate through the tissue. The 

minimum time interval is dependent on the speed of sound in the tissue and the image 

depth. Assuming that the average speed of sound in the tissue is 1540 mm/s [82], it will 

take the acoustic waves about 0.65 μs to propagate over an imaging depth of 1 mm. 

Therefore, the maximum imaging rate is 1.5 MHz. If an excitation pulse is applied 

before this minimum time interval, acoustic waves within the sample can potentially 

interfere with each other and degrade the image quality. 
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iv. Like other PAI devices, PARS takes advantage of intrinsic optical absorption to 

visualize contrast and does not require the use of exogenous chromophores. This label-

free imaging modality can be deployed in clinical settings and may not require special 

control measures and precautions. 

v. The all-optical imaging mechanism enables PARS to be combined with other imaging 

modalities to capture additional contrasts and yield additional diagnostic information 

to the clinicians. The all-optical imaging design also enables to be miniaturized to an 

endoscope and visualize absorption contrast deep within the body.  

Employing PARS, the next chapter investigates the application of PARS for non-contact 

ophthalmic imaging applications. This is the first time a non-contact photoacoustic imaging 

has been used for in-vivo imaging of the eye.  
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Chapter 4 
Photoacoustic remote sensing microscopy for ophthalmic imaging 

Notes and Acknowledgement 

This chapter summarizes results from a study that showed the first label-free, non-contact, in-vivo 

imaging of the ocular vasculature using a photoacoustic imaging technique. Both anterior and posterior 

segments of mouse eye were imaged in this study. The content of this chapter is based on the following 

journal manuscript: 

Zohreh Hosseinaee, Layla Khalili, James A. Tummon Simmons, Kevan Bell, and Parsin Haji Reza, 

"Label-free, non-contact, in vivo ophthalmic imaging using photoacoustic remote sensing microscopy," 

Opt. Lett. 45, 6254-6257 (2020) 

Author contributions 

Zohreh Hosseinaee co-designed with supervisor the optical system for PARS suitable for imaging the 

eye, prepared and ordered the optical and digital components of the system, constructed the PARS 
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the figures, and wrote the main manuscript.  
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Parsin Haji Reza conceived the study, contributed to the interpretation of all results, and acted as the 

primary investigators. 
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4.1. Introduction 

Ophthalmic imaging has long played an important role in the understanding, diagnostic and 

treatment of a wide variety of ocular disorders. Currently available clinical ophthalmic imaging 

instruments are primarily optical-based, including slit-lamp microscopy, fundus photography, 

confocal microscopy, scanning laser ophthalmoscopy and optical coherence tomography 

(OCT). Despite offering valuable structural and morphological information from ocular tissue, 

these modalities have limitations providing detailed functional and molecular characteristics 

of the eye[11]. Access to this information would help with early diagnosis and consequently 

facilitate the treatment of major eye diseases including age related macular degeneration, 

glaucoma and diabetic retinopathy[103].  

       Photoacoustic microscopy (PAM) is among the most rapidly growing optical imaging 

modalities. The technology is well-known for its practical functional and molecular imaging 

capabilities. Its unique imaging contrast of optical absorption makes PAM the preferred 

modality for a wide range of biomedical applications[47]. In ophthalmic imaging, PAM has 

been used for visualizing hemoglobin and melanin content[216], measuring blood oxygen 

saturation[349], and quantifying metabolic rate of oxygen in the ocular tissue[106]. Even 

though PAM offers high sensitivity, unique imaging contrast, and high resolution, it is not 

generally an all-optical imaging method unlike the other ophthalmic microscopy techniques. 

One of the significant limitations of photoacoustic microscopes in ophthalmic applications 

arises from their need to be in physical contact with the sample through a coupling media. This 

physical contact, coupling, or immersion of the sample is undesirable in ophthalmic 

applications. It may increase the risk of abrasion, infection, and patient discomfort. 
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Additionally, involuntary eye movements may affect the coupling efficiency and degrade 

image quality. In small animal imaging, immersion in water significantly complicates the 

procedure and commonly results in sacrificing the animal[241].  

      To overcome the limitations of contact-based PAM devices, in 2017 Haji Reza et. al 

developed photoacoustic remote sensing (PARS) microscopy for non-contact, non-

interferometric detection of photoacoustic signals[335]. The technology has proved its 

potential over a short period of time in various biomedical applications such as label-free 

histology imaging[341], [342], SO2 mapping and angiogenesis imaging[339]. Here, we have 

successfully extended the application of PARS microscopy for non-contact photoacoustic 

imaging of ocular tissue. This has been a long-lasting desire in the field of photoacoustic 

ophthalmoscopy[350].  In this study, we present the first real-time, in-vivo, non-contact 

photoacoustic imaging of the eye. To make this possible, we made significant modifications to 

make PARS microscopy suitable for ophthalmic imaging. These modifications include 

employing, eye-friendly 830 nm detection wavelength, suitable scanning pattern and 

interpolation algorithm, focusing optics and live feedback during in-vivo imaging. The 830 nm 

probe beam improves photoacoustic signal detection in the ocular environment by having 

lower absorption in water.  Additionally, it reduces the amount of chromatic aberration in the 

system by having close spectral bandwidth to the 532 nm excitation beam. The PARS 

microscope reported in this study, for the first time has employed a telecentric pair, which 

provides a uniform image intensity and improves the effective imaging field of view (FOV) of 

the optical scanning. We have also showed the first live feedback imaging in the eye which is 

beneficial for accurate alignment and to select the right imaging location. The system is used 
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for imaging different regions of the ocular tissue including, iris, scleral and retinal vasculature. 

To best of our knowledge this is the first study showing non-contact photoacoustic imaging 

conducted on ocular tissue. 

4.2. Method     

 Figure 4-1 illustrates the experimental setup used in this study. The excitation source is 532-

nm 1 ns pulse-width, ytterbium-doped fiber laser (IPG Photonics) capable of pulse repetition 

rates from 20 kHz to 600 kHz. The detection arm uses an 830-nm Superluminescent Diodes 

with 20 nm full width at half maximum linewidth (SLD830S-A20, Thorlabs). The output end 

of the fiber is coupled to a collimator. A polarized beam splitter is used to transmit the majority 

of the forward light onto a quarter wave-plate, which transforms the linearly polarized light to 

circularly polarized light. The detection and excitation light are then combined using a dichroic 

mirror. The co-aligned beams are then directed toward a large beam galvanometer scanning 

mirror system (GVS012/M, Thorlabs, Inc.) driven by a two-channel function generator. The 

beams are then directed to a set of 1:1 telecentric pair that provides uniform image intensity 

and improves the effective FOV. A 0.26 NA refractive objective co-focused the beams onto 

the sample. The back-reflected light from the sample is collected via the same objective lens 

and guided towards the detection path. The quarter wave-plate transforms the reflected 

circularly polarized light back to linearly polarized light. This enables the polarized beam 

splitter to direct the back-reflected light towards the photodiode. A long-pass filter 

(FELH0800, Thorlabs Inc.) is used to block any residual 532 nm light. The 830 nm signal is 

then focused onto the photodiode with an aspherical lens. The photodiode is connected to a 

high-speed digitizer (CSE1442, Gage Applied, Lockport, IL, USA). A point acquisition is 
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acquired for each pixel and recorded by the digitizer. Each point acquisition is converted to an 

intensity value by computing its maximum amplitude and plotted at its respective location in 

the image.  

 
Figure 4-1. Schematic of the PARS microscopy system. 

4.3. Results 

The performance of the system was first tested on 7 µm carbon fiber networks at ~1 mm depth 

in water and representative images are shown in Figure 4-2 A-C. The images were acquired 

using ~ 900 pJ excitation pulse energy and ~ 2 mW interrogation power on the sample. The 

black strips in Figure 4-2B&C is resulted from the shadow of the carbon fibers located on top 

of the depth of focus (white arrows). The signal-to-noise ratio (SNR), defined as the average 

of the maximum amplitude projection pixels in a region of interest (dashed yellow rectangles 

in Figure 4-2A) over the standard deviation of the noise (dashed white rectangles in Figure 

4-2A), was quantified as 56 ± 3 dB. The SNR measurement was performed in four different 

regions of the image to quantify the deviation.  
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Figure 4-2 (A-C) Images of carbon fiber networks at ~1 mm depth in water acquired using PARS microscopy. The dashed 

yellow rectangles in (A) depict the regions for measuring the maximum amplitude and the dashed white rectangles show the 
region for measuring the standard deviation of the noise.  Scale bar: 30 µm.  

 
To demonstrate the in-vivo capabilities of the system the ear of a nude mouse (NU/NU, 

Charles River, MA, USA) was imaged. All of the experimental procedures were carried out in 

conformity with the laboratory animal protocol and was approved by the Research Ethics 

Committee at the University of Waterloo. A custom-made animal holder was used to restrain 

the animal. The base of the animal holder was lined with a thermal pad in order to keep the 

mouse body temperature between 36° and 38°C. Artificial tears were used frequently (~ every 

5 minutes) to keep the cornea hydrated. Vital signs, such as respiration rates, heart rates and 

body temperature were monitored during the experiment. All of the 2D images shown in this 

manuscript were formed using a maximum amplitude projection (MAP) of each A-scan as a 

pixel in a C-scan en-face image. All images shown in this manuscript were produced by direct 

plotting from interpolated raw data using a Delaunay triangulation interpolation 

algorithm[351]. All images and signal processing steps were performed in the MATLAB 
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environment. Frangi vesselness filter was applied on the vasculature images[352]. Scale bars 

in the FOV were calibrated using a 1951 USAF resolution test target.  Figure 4-3 demonstrates 

in-vivo PARS images of en-face microvasculature in the ear. Images were acquired with 20 

kHz pulse repetition rate (PRR) of the excitation laser. The FOV covered in Figure 4-3A is 1 

mm × 1 mm, and it took ~7 seconds to acquire the image.  Figure 4-3 B. was recorded from 

the same area with a smaller FOV of 500 µm × 500 µm, red blood cells within the capillaries 

can be clearly seen in this image (~ 7 seconds). The lateral resolution of the system for in-vivo 

experiment was measured ~ 2.6 µm. The lateral resolution of in-vivo ear and eye imaging was 

measured using edge spread function of the vessels as explained in [353]. The measured pulse 

energy at the sample surface was measured as ~ 50 nJ and the detection power was ~ 4 mW. 

The SNR of the large vessels was measured as approximately 41 ± 4 dB. 

 
Figure 4-3 In-vivo imaging of mouse ear using PARS microscopy (A) Scale bar: 100 µm. (B) Scale bar: 15 µm.  

 



 

  82 

   For the eye imaging experiments, the repetition rate of the excitation laser was increased 

to 100 kHz to reduce the effect of motion artifacts. Both iris and retinal vasculature were 

imaged in-vivo in the mouse eye. The lateral resolution of the system for in-vivo eye imaging 

experiments was measured as ~ 2.6 µm. In the current design of PARS microscopy, the axial 

resolution is defined by optical sectioning. This has been measured to be equal to the depth of 

focus of imaging optics, which in this case is equal to ~ 40 µm. Since the ocular media are 

clear, optical scattering is not a major concern for imaging retinal vasculature in the mouse 

small eyeball. Therefore, imaging the retinal vasculature was possible with current setup and 

the imaging depth of the system was measured to be ~ 3 mm corresponding for the size of the 

mouse eyeball. The SNR of large vessels was measured as approximately 37 ± 3 dB.  Figure 

4-4 depicts representative images acquired from iris and retinal vasculature within different 

FOVs. Figure 4-4 A. represents an image acquired from the vasculature in the peripheral iris, 

covering an area of ~ 3 mm × 3 mm, and it took ~ 4 seconds to record the image. The enlarged 

capillary networks represented in the blue region is shown in Figure 4-4 B. Figure 4-4 C. is 

recorded from the vasculature of the inner iris, and Figure 4-4 E. shows the enlarged vessels 

of the area in the green rectangular region. Since the employed objective lens of the system 

has long enough working distance (~ 30 mm) compared to the diameter of mouse eyeball (~3 

mm), imaging the retinal vasculature was also possible using the current setup. Figure 4-4 D 

& F show representative images acquired from retinal vasculature. Both detection and 

excitation beams were sent through the central part of the anterior segment to back of the eye. 

The reflected signals coming from the retinal vasculature were detected to form the images. 

Additionally, live imaging of vasculature near the limbal and episcleral region was acquired 
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during manual depth scanning over ~ 150µm imaging depth. Snapshots acquired from the 

video are presented in Figure 4-4G. To maintain higher real-time speed, a more basic scatter 

point interpolation was used, which resulted in lower resolution compared to single captures. 

Currently, depending on the resolution and FOV, live imaging operates between 1-4 frames 

per second. The live imaging was used constantly during the imaging session to enable accurate 

alignment and focusing to select the right location. Unlike other pre-clinical imaging 

techniques[354], [355], in these experiments to mimic real world situation for clinical 

applications, the head of animal was not fixed and no tropical anesthesia or pupil dilation was 

applied to the eyeball. Therefore, motion artifacts are still presented in the images, for example, 

in Figure 4-4 A., these motion artifacts resulted in out of focus and losing PARS signal from 

part of the iris.   
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Figure 4-4 In-vivo imaging of ocular vasculature within different FOVs. (A) image acquired from the vasculature in the 

peripheral iris, covering an area of ~ 3 mm × 3 mm. (B) The enlarged capillary networks in the blue region. (C) Vasculature 
of the inner iris. (E) Enlarged vessels of the green rectangular area. (D & F) Images acquired from retinal vasculature. (G) 

Snapshots acquired from the live video acquired during imaging. 
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Light safety is an important factor to consider in ophthalmic imaging.  In the eye imaging 

experiments, reasonably good images were formed with the minimum excitation pulse energy 

of ~ 50 nJ and ~ 4 mW detection beam power. The ocular maximum permissible exposure 

(MPE) depends on the optical wavelength, pulse duration, and exposure aperture. For a single 

laser pulse at 532 nm, the MPE should not exceed 5×10−7 J/cm2; which corresponds to 

maximum pulse energy to be 200 nJ, assuming the size of a typical dilated human pupil to be 

7 mm in diameter[356] . The 50 nJ laser pulse energy used in the experiment is well within the 

ANSI safety limits and the 160 nJ safety limit reported in [164]. The ~ 4 mW detection power 

is also within the ANSI safety limits for imaging human eye [357], [358]. In addition, for 

exposure duration longer than 1 seconds, eye movements redistribute the light over larger 

retinal areas, and decreases the retinal irradiance and thus the risk for injury [357]. In this study, 

depending on FOV, number of collected data points for each image, resolution, and duration 

of recorded PARS signal, the image acquisition time (different than live feedback speed) varies 

between 1 - 4 seconds.  This helps to reduce the risk of ocular damage.  Even though the 

employed values are within the ANSI safety limits of the previously reported methods, in the 

future an intensive study will be performed to analyze and improve the safety of the proposed 

system for clinical trials.  

4.4. Discussion and Conclusion 

       There are several aspects that can be further refined for future studies.  Unlike other OR-

PAM systems that use mechanical scanning [359], [360] the reported system employs optical 

scanning using galvanometer mirrors. Even though, optical scanning enables the high imaging 

speed required for live feedback and real-world applications, the FOV of the current setup is 
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limited to 3 mm × 3 mm. The achieved FOV is not enough for capturing the full retina 

vasculature network in the rodent eye. To improve the FOV, we plan to employ customized 

scan lens. Moreover, we plan to apply multi-wavelength PARS to assess the blood oxygen 

saturation in both anterior and posterior segments of the eye in rodent models. Since PARS is 

an all-optical imaging system, it can naturally be combined with all other all-optical imaging 

systems such as OCT. We can potentially integrate optical coherence tomography to image 

with both scattering and absorption contrast and acquire volumetric images of the eye structure 

and vasculature.  

To achieve functional PARS imaging combined with OCT, one of the important requirements 

is to provide a multiwavelength light source with enough pulse energy at each wavelength and 

high pulse repetition rates. Currently available multiwavelength light sources for functional 

photoacoustic studies are usually based on optical parametric oscillator (OPO) or dye lasers. 

Unfortunately, they are both expensive, bulky, and more importantly they have low pulse 

repetition rates (PRR) that severely compromise image acquisition speed for in-vivo imaging 

applications. In the next chapter, we propose a method for achieving temporally stable 

multiwavelength light source with enough pulse energy and high PRR for in-vivo, functional 

photoacoustic imaging applications and demonstrate the performance of the light source for 

functional PARS imaging.  
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Chapter 5  
Functional photoacoustic remote sensing microscopy using 

stabilized temperature-regulated stimulated Raman scattering light 
source  

Notes and Acknowledgement 

This chapter summarizes results from investigation on the effect of temperature on the temporal stability 

and spectrum of stimulated Raman scattering (SRS) occurring inside single-mode silica fibers. The study is 

performed at temperature levels of 195 K, 273 K, and 300 K. The results suggest that a decrease in 

temperature causes an improvement of temporal stability of the output, considerable rise in the intensity of 

the SRS peaks, and significant increase of SRS cross section. The application of the method is shown for in 

vivo functional imaging of capillary networks in chicken embryo chorioallantois membrane using 

photoacoustic remote sensing microscopy. The content of this chapter is based on the following journal 

manuscript: 

Zohreh Hosseinaee, Benjamin Ecclestone, Nicholas Pellegrino, Layla Khalili, Lyazzat Mukhangaliyeva, 

Paul Fieguth, and Parsin Haji Reza, "Functional photoacoustic remote sensing microscopy using a stabilized 

temperature-regulated stimulated Raman scattering light source," Opt. Express 29, 29745-29754 (2021) 

Author contributions 

Zohreh Hosseinaee co-designed with supervisor the optical system for PARS, collected background 

information on the topic, conducted the experiments, collected the data, processed the PARS data, prepared 

the figures, and wrote the main manuscript.  

Benjamin Ecclestone helped with processing the data and conducting the experiments.  

Nicholas Pellegrino developed and implemented the signal unmixing method. 

Layla Khalili and Lyazzat Mukhangaliyeva developed the chicken embryo model. 

Paul Fieguth contributed to the interpretation of the results and provide guidance. 

Parsin Haji Reza proposed the idea, conceived the study, contributed to the interpretation of all results, and 

acted as the primary investigators.  

All the authors reviewed the manuscript. 
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5.1. Introduction 

Photoacoustic microscopy (PAM) is among the most rapidly growing optical imaging 

techniques. This modality is well-known for its practical functional and molecular imaging 

capabilities [202]. PAM has the unique imaging contrast of optical absorption and is the 

preferred modality for a wide range of biomedical applications [47], [186]. This technology 

has been applied to many clinical and pre-clinical applications including but not limited to 

functional brain imaging, measurement of the oxygen consumption rate of a tumor, imaging 

of lipid-rich samples [361], and detection of circulating melanoma cells[220], [362]. 

Functional photoacoustic measurements (e.g., blood oxygenation) require a tunable 

wavelength excitation laser that can target multiple chromophores inside the tissue [51]. 

Optical parametric oscillators (OPOs) and dye lasers are commonly used for functional 

photoacoustic studies [217], [363]. In addition to being expensive and bulky, these tunable 

laser systems typically have low pulse repetition rates (PRR) that severely compromise image 

acquisition speed for in vivo imaging applications (10 Hz – 10 kHz) [364].  For example, in 

ophthalmic applications, where functional imaging could help with early diagnosis of major 

blinding diseases, imaging speed is a critical parameter [11]. Conventionally, OPO lasers have 

been used for photoacoustic ophthalmoscopy, however, their low PRR would result in long 

acquisition time which is not compatible with clinical applications [165]. In contrast, the high 

speed offered by tunable SRS sources, may improve imaging time by several orders of 

magnitude, mitigating image artifacts due to involuntary eye motion [365].  

Stimulated Raman scattering provides a simple, cost-effective technique that has been 

widely used to create multispectral pulsed sources with high PRR [366], [367]. SRS is a 
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nonlinear optical effect that generates one or more Stokes wavelengths downshifted from the 

frequency of the pump laser [368]. This phenomenon occurs when the light intensity inside a 

non-linear medium reaches a certain threshold level [369]. In multispectral photoacoustic 

imaging applications, silica fibers are typically used as the SRS medium. Here, if the peak 

power of the pump light is strong enough, cascading Raman shifts will occur (spaced at 13.2 

THz), generating higher-order Stokes waves [362]. In 2011, Koeplinger et al. demonstrated 

the first application of the method for photoacoustic imaging [370]. The concept has been 

extended by other groups for generation of multispectral light sources with different pulse 

energies and pulse repetition rates [56], [371]. Free-space multiwavelength SRS light sources 

have been also developed for functional photoacoustic imaging. They are reported to have 

better monochromaticity compared to the fiber-based versions, however the cavity is more 

sensitive to environmental changes and misalignment compared to fiber-based SRS 

sources[372], [373]. Despite all the advantages provided by SRS sources, they suffer from 

pulse-to-pulse output energy fluctuations and power drift that will directly affect imaging 

quality [374], [375].  

In this manuscript, we propose a new technique to improve the temporal stability of the 

SRS-based multispectral pulsed source. We achieve this by lowering the temperature of the 

SRS medium. There are two main reasons that temperature is an important factor in Raman-

based optical components. First, Raman scattering involves nonlinear phonon-photon 

interactions. The characteristics of phonons, which are quantized lattice vibrations, are highly 

temperature-dependent [376], [377]. Second, Raman based devices may suffer from high 

operating temperatures, since they require high average intensity optical beams to produce 
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their nonlinear effects [378]. Therefore, temperature plays an important role in designing 

and/or operating Raman-based devices. The experiment is performed by keeping the optical 

fiber inside a temperature-controlled unit. The temperature of the unit is adjustable between 

195 K and 300 K. It is shown that by controlling and decreasing the temperature, the temporal 

fluctuations of the generated output peaks are reduced. The proposed method is used to 

generate stable multiwavelength light at a high pulse repetition rate. The light source is used 

as the excitation laser for a photoacoustic remote sensing (PARS) microscope and applied to 

in vivo functional imaging of capillary networks in chicken embryo chorioallantois membrane 

(CAM). The proposed method offers a promising technology for creating reliable, cost-

effective multiwavelength light sources with a sufficiently high pulse energy and PRR for a 

variety of photoacoustic imaging applications. 

5.2. Methods 

5.2.1.  Temperature-controlled stimulated Raman scattering 

The experimental setup used in this study is shown in Figure 5-1. A 532-nm 1.5 ns pulse-

width, ytterbium-doped fiber laser (IPG Photonics) capable of PRRs from 20 to 600 kHz is 

used as the pump laser. To stabilize the laser output prior to the experiment, the source was 

continuously operated for 30 minutes at an output power of ~370 mW with 50 kHz PRR.  The 

output of the laser was coupled to the fiber by a 10x microscope objective lens. The coupling 

efficiency for all the experiments was measured to be 63 ± 2%.  The optical fiber (PM-460- 

HP, Thorlabs, Inc) used in this study is single-mode (SM) with 3 μm core diameter, and 6 m 

in length. Polarization maintaining (PM) fibers are selected for this study since they make SRS 

generation more efficient compared to non-PM SM fibers [379], [380]. The fiber is kept in a 
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custom-designed isolated passive temperature-controlled unit during the experiment. The 

temperature of the unit is adjusted at 300 K, 273 K, and 195 K, by adding water, mixture of 

water and ice, and dry ice. Once the temperature was stable at the required value, the 

experiments were conducted.  The temperature of the unit stays stable over the several seconds 

data acquisition time since the thermal mass of the fiber is negligible relative to the cooling 

media. To prevent the effect of reduced temperature on the fiber coupling efficiency, the fiber 

coupler is kept outside of the temperature unit. SRS efficiency may also be affected by airflow 

which can cause random errors and long-term drift in the pulse energy[375]. To avoid this, the 

fiber was covered and placed at the bottom of the chamber and by sealing the unit, its airflow 

was isolated. The fiber output is coupled to a collimator, and spectral filters were used to select 

the SRS peak values. A measuring system made up of a beamsplitter, spectrometer, 

photodiode, power meter, data acquisition card and computer were used to collect and analyze 

the required information.  

 
Figure 5-1. Schematic of the experimental setup. MO: microscope objective, C: collimator, BS: Beamsplitter, PD: Photodiode, 

PM: Power meter. 

 
2.2. Multiwavelength photoacoustic remote sensing microscopy 

 
The multiwavelength light source is applied in a functional photoacoustic imaging study. 

The imaging system used in this study is based on photoacoustic remote sensing microscopy, 
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previously described in[365], [381]. Figure 5-2A, shows the schematic of the PARS system. 

Briefly, the multispectral light source operates as the excitation laser for the setup. 

Concurrently, the detection light is provided by an 830-nm Superluminescent Diode 

(SLD830S-A20, Thorlabs). A polarized beam splitter is used to transmit most of the forward 

detection light onto a quarter wave-plate, which transforms the linearly polarized light into 

circularly polarized light. The detection and excitation beams are then combined using a 

dichroic mirror. The co-aligned beams are directed toward the sample using a large-beam 

galvanometer scanning mirror (GVS012/M, Thorlabs, Inc.), and are co-focused into the sample 

using an objective lens. The back-reflected light from the sample is collected via the same 

objective lens and guided towards a balanced photodiode. The photodiode outputs are 

connected to a high-speed digitizer (CSE1442, Gage Applied, Lockport, IL, USA) that 

performs analog to digital signal conversion. A point acquisition is made for each image pixel 

and is recorded by the digitizer. Each point acquisition is converted to an intensity value by 

computing its maximum amplitude and is plotted at its respective location in the image. All 

images and signal processing steps were performed in the MATLAB environment. Figure 

5-2B shows the spectra of the individual SRS peaks acquired after spectral filters (FL532-1, 

FL543.5-10, FB560-10, FB570-10, FB590-10, Thorlabs, Inc.) and demonstrated the available 

wavelengths for the functional imaging. The spectral peaks at 573 nm and 588 nm wavelengths 

are broader compared to the other SRS peaks. This can be explained by the broadness of the 

Raman gain spectrum and also the existence of other non-linear effects such as four-wave-

mixing [382]. When it comes to functional measurements, this type of spectral broadening 

should be considered in the unmixing model to maintain accuracy.  
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Figure 5-2. (A)Schematic of the PARS imaging system, P: polarizer, PBS: polarized beamsplitter, L: lens, PD: photodiode, 

GM: Galvanometer mirrors, QWP: quarter waveplate, MO: microscope objective, DM: dichroic mirror, C: collimator, TCU: 

temperature control unit. (B) Spectrum of the filter out wavelength acquired after spectral filters. 

 

5.3. Results 

5.3.1.  Temperature-controlled stimulated Raman scattering 
 

We first characterized the temporal stability of the laser itself. The root-mean-square (RMS) 

temporal fluctuation of the light source at an output power of ~ 370 mW was measured as ± 

0.7%, which is in correspondence with the values reported by the manufacturer. The output of 

the laser was then coupled into the fiber and the spectrum of the generated SRS peaks were 

measured using the spectrometer. Figure 5-3 shows the spectrum of SRS peaks acquired at 

different temperature levels. In this case, the coupling efficiency was ~ 62%, resulting in ~ 220 

mW power coupled into the fiber. As the temperature increases, the bandwidth of the spectrum 

expands which is in agreement with previous reports [383]–[385]. This could be explained by 

decreasing of chromatic dispersion of the fiber with increasing temperature [386]. Raising the 
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temperature results in decreasing the phonon lifetime which leads to a broadening of the optical 

phonon spectrum [378]. Later it is shown that this temperature-dependent spectrum narrowing 

is accompanied with an increase in the output power intensity for the wavelengths at the higher 

end of the spectrum.  

 
Figure 5-3. Spectrum of SRS peaks acquired at different temperature levels. 

After evaluating the effect of temperature on the generated spectrums, we analyzed the 

temporal stability of the SRS peaks at different operating temperatures. We analyze the RMS 

stability using a photodiode to measure the SRS intensity generated by each laser pulse. To 

have high temporal resolution in the acquisitions, a 350 MHz-bandwidth silicon photodetector 

is used to collect the output pulses after the spectral filters. The timescale of the measurements 

is based on the potential photoacoustic imaging applications, thus the pulse-to-pulse 

fluctuations over several seconds are considered in this study. At selected temperature levels 
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and for each measurement 1000 datapoints are collected over ~ 6 seconds. Figure 5-4A-C 

shows an example of the light intensity measured using the photodetector, for the 558 nm 

Raman peak, which directly relates to the number of photons detected, at 300 K, 273K and 195 

K, respectively. Here, if the 558 nm SRS peak is not generated (failed SRS event), it will cause 

a zero voltage on the detector output. The black arrows in Figure 5-4A-C refers to these failed 

SRS datapoints. In the graphs it can be observed that by reducing the temperature the number 

of datapoints contributing to SRS events increased, from ~ 690/1000 to ~ 999/1000, at 300K 

and 195 K, respectively. This represents a ~30% increase in the probability of the SRS event, 

corresponding to a significant improvement in the temporal stability of the source. This can be 

explained by the substantial growth of SRS cross section (i.e. the probability that the process 

will happen) and increase of SRS conversion coefficient as the temperature reduces [387].  

In addition to the rate of failed SRS events, we also observe the variation in generated SRS 

peak intensity. We use the RMS deviation of the peak intensities in the acquired data as a 

stability metric. The dashed box in each figure highlights these corresponding SRS peaks. 

Here, the 300K temperature exhibits a large amount of peak variation in comparison to the 

195K and 273K cases. Observing the inset figures, the standard deviation of the SRS pulses 

can be directly visualized. The differences in the variation at each temperature level, clearly 

shows the improvement in temporal stability with reduced temperature. In this case, both the 

peak variation, and the failed SRS events contribute greatly to the very large RMS deviation 

in the SRS peak at 300K. Conversely, the 273K and 195K each exhibit substantially improved 

pulse-to-pulse stability and substantially reduced SRS failures. Thus, corresponding to a 

significant improvement in the RMS stability. 
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We have also extended these measurements across each of the 545 nm 558nm, 573nm and 

588nm SRS peaks. The relative power of individually filtered SRS peaks at different 

temperature levels is shown in Figure 5-4D. The bar chart presented here reveals the relative 

SRS intensity, while the error bars show the RMS fluctuations of the peaks. The results suggest 

that by lowering the temperature, the standard deviation of the pulse energy is reduced as well. 

As the temperature reduces, the generated SRS peak intensities become more uniform and their 

temporal power fluctuations decrease as well. Lowering the temperature improves the 

consistency of SRS events and might result in higher accuracy for applications such as 

photoacoustic microscopy.  
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Figure 5-4 Temporal stability of SRS peaks at different temperature levels. (A) 300 K, (B) 273 K, (C) 195 K. Dashed boxes 
highlight the SRS peaks intensity. Inset figures show the deviation in SRS peak intensity. (D) Bar chart graph showing relative 
power of individual filtered out SRS peaks measured at different temperature levels. The error bars in this plot show the 
standard deviation of the SRS peaks. 

Tables below summarize the numerical results of the graphs shown in Figure 5-4 at each 

temperature level. Here, to decouple the SRS measurements from the fiber coupling efficiency, 

the results are shown in terms of the power coupled into the fiber. The stability is measured as 

the standard deviation of the pulse energies, and it is shown in term of nJ and the percentage 

of deviation (RMS). Based on the measured data, a significant difference was observed 

between the temporal stability of individual peaks at selected temperature levels. The 
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conversion efficiency, i.e., how much of the coupled light gets converted into each wavelength, 

is also improved by reducing the temperature of the SRS medium. This is in agreement with 

previous reports[378]. The total efficiency which is measured using cumulative energy 

converted from the 532 nm pump wavelength into other wavelength is also improved by 

lowering the temperature. We observed that higher pump powers lead to higher efficiency in 

all cases, which is to be expected. Additionally, the tables show that decreasing temperature 

causes a considerable rise in the intensity of the wavelengths at the higher end of the spectrum. 

This might be related to the rise in the Kerr constant by lowering the temperature which can 

affect the SRS intensity[388]. It is worthwhile to mention that the general effect of temperature 

was consistent for other stock configurations and input powers. 

Table 5-1 SRS characteristics at 300 K temperature 

 300 K 
Wavelength (nm) 545 558 573 588 

Output Power (mW) 0.92 5.46 8.58 13.34 
Output Pulse Energy (nJ) 18.34 109.29 171.65 266.81 

Stability (±nJ) 5.92 31.28 51.21 78.04 
Stability (%RMS) 32.3 28.6 29.8 29.3 

Conversion Efficiency (%) 0.52 3.07 4.82 7.50 
Total Efficiency (%) 16 

 

Table 5-2 SRS characteristics at 273 K temperature 

 273 K 
Wavelength (nm) 545 558 573 588 

Output Power (mW) 3.06 7.13 12.88 20.68 
Output Pulse Energy (nJ) 61.10 142.65 257.54 413.60 

Stability (±nJ) 2.35 8.39 13.43 17.62 
Stability (%RMS) 3.8 5.9 5.2 4.3 

Conversion Efficiency (%) 1.65 3.85 6.96 11.17 
Total Efficiency (%) 24 

 

Table 5-3 SRS characteristics at 195 K temperature 

 195 K 
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Wavelength (nm) 545 558 573 588 
Output Power (mW) 3.32 6.23 11.11 27.34 

Output Pulse Energy (nJ) 66.31 124.68 222.28 546.72 
Stability (±nJ) 2.01 3.75 5.90 13.04 

Stability (%RMS) 3.0 3.0 2.7 2.4 
Conversion Efficiency (%) 1.79 3.37 6.00 14.77 

Total Efficiency (%) 26 
 
 

5.3.2.  Multiwavelength photoacoustic remote sensing microscopy 

The PARS system with the stabilized SRS-based multispectral system was applied to in-

vivo oxygen saturation measurement of a CAM model. Figure 5-5A shows a corresponding 

white light photograph of the CAM model. The temperature of the unit is set to 273 K to 

achieve temporally stable emissions with large enough pulse energies at 532 nm, 545 nm, and 

558 nm spectral wavelengths. The output pulse energy measured on the sample was equal to 

150 nJ, 100 nJ and 120 nJ at 558 nm, 545 nm, and 532 nm, respectively. Due to the motion of 

the CAM model, slight spatial shifts are observed between images. These shifts are corrected 

for using non-rigid image registration so that the spectral unmixing algorithm can subsequently 

be applied[389]. Briefly, the unmixing algorithm solves the inverse problem of estimating the 

relative concentrations of oxy- and deoxyhemoglobin, [HbO2] and [Hb] respectively, on a per-

pixel basis. The PARS response is linear with respect to hemoglobin concentration, and a 

regularized least-squares solution is used to estimate the relative concentrations. In addition to 

the effects of absorption at the excitation wavelengths, the reflectivity of the detection 

wavelength for both oxy- and deoxyhemoglobin must be considered due to its scaling effect 

on the detected PARS amplitude. To account for this, estimates of the relative concentrations 

are normalized by the associated reflectivity. Reflectivity is approximated as inverse 

absorption at the detection wavelength of 830 nm.  In future works, the scattering information 
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provided through the probe beam of PARS can be used the same way as other scattering-based 

imaging modalities such as fundus photography or OCT to measure the amount of absorption 

inside the tissue. Figure 5-5 B-D shows capillary beds in the CAM model imaged with 532 

nm, 545 nm, and 558 nm, respectively. Each image was acquired over 10 seconds and the 

temporal sequence between images is ~ 5-8 seconds. The oxygen saturation of the CAM model 

is presented in Figure 5-5E. Blood oxygenation saturation level is indicated using pseudocolor, 

ranging from blue to red in an ascending order. 

 
Figure 5-5. Functional oxygen saturation measurement of microvasculature in capillary beds. (A) Corresponding white light 
photograph of the CAM model. (B) PARS images acquired at 532 nm wavelength, (C) 545 nm, and (D) 558 nm. (E) Oxygen 
saturation map acquired using spectral unmixing.  

 

5.4. Conclusion 
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To summarize, we have investigated the effects of temperature on the spectral shape and 

temporal stability of SRS peaks generated in single-mode silica fibers. In a temperature-

controlled condition, with constant laser output, we observed that by lowering the temperature 

of the fiber the temporal stability of the SRS peaks increases by as much as 60%. This 

temporally stable multispectral light source could improve the repeatability and may lead to 

more accurate functional measurements. Therefore, it is expected that in a longitudinal SO2 

study, the temperature controlled multiwavelength light source will result in more accurate 

measurements. To test the full implications of the improved SRS will require a system capable 

of satisfying the simultaneity therefore reducing the systematic error in measuring functional 

information. Several groups have reported methods to achieve ultrashort switching time (a few 

hundred nanoseconds) among wavelengths [343], [375]. In future studies, similar methods can 

be used to evaluate the effect of light source stability on the accuracy of the measured values.  

This results in achieving a stable multispectral light source and improves the accuracy for 

functional photoacoustic imaging applications. It is also shown that as the temperature 

increases, the spectral bandwidth of the output beam broadens. Additionally, decreasing the 

temperature causes a considerable rise in the intensity of SRS peaks and significant growth of 

SRS cross section. The proposed method can be used to generate a cost-effective 

multiwavelength light source with high enough pulse energy and PRR for several imaging 

applications.  

In the next chapters we show the application of the proposed stabilized multiwavelength 

light source for functional imaging of the ocular environment and combine it with OCT for 

acquiring complementary imaging contrast of depth-resolved optical scattering.  
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Chapter 6 
Functional and structural ophthalmic imaging using noncontact 

multimodal photoacoustic remote sensing microscopy and optical 
coherence tomography. 

Notes and Acknowledgement 

This chapter summarizes results from a study that for the first time present a non-contact, multiwavelength 

photoacoustic remote sensing (PARS) microscopy combined with swept-source optical coherence 

tomography (SS-OCT) for in-vivo functional and structural imaging of the eye. The system provides 

complementary imaging contrasts of optical absorption and optical scattering, and is used for simultaneous, 

non-contact, in-vivo imaging of murine eye. The content of this chapter is based on the following journal 

manuscript: 

 
Zohreh Hosseinaee, Nima Abbasi F., Nicholas Pellegrino, Layla Khalili, Lyazzat Mukhangaliyeva, Parsin 

Haji Reza, " Functional and structural ophthalmic imaging using noncontact multimodal photoacoustic 

remote sensing microscopy and optical coherence tomography " Sci Rep 11, 11466 (2021). 

Author contributions 

Zohreh Hosseinaee co-designed with supervisor the optical system for PARS-OCT suitable for imaging 

the eye, investigated and lead the digital control requirements for the system,  prepared and ordered the 

optical and digital components of the PARS-OCT system, constructed the PARS-OCT system,  investigated 

and lead image processing for the SS-OCT system, conducted the experiments, processed the images, 

contributed to the interpretation the data, prepared the figures, and wrote the main manuscript. 

Nima Abbasi constructed the software of the OCT system.  

Nicholas Pellegrino developed and implemented the signal unmixing method. 

 Layla Khalili and Lyazzat Mukhangaliyeva assist with animal handling and conducting imaging 

experiments.  

Parsin Haji Reza proposed the idea, conceived the study, contributed to the interpretation of all results, and 

acted as the primary investigators.  

All the authors reviewed the manuscript.  
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6.1. Introduction 

The ability to precisely detect and measure chromophore concentration in ocular tissue 

is crucial for improving investigations and diagnoses of major eye diseases. Several studies 

have demonstrated the vital role of ocular oxygen saturation (SO2) and melanin concentration 

in various prevalent eye diseases[11]. For example, retinal oxygen saturation has been shown 

to be abnormal in diabetic retinopathy (DR)[390], [391],  glaucoma diseases[392], [393], and 

retinal vein occlusions[394], [395]. In addition, melanin loss in the retinal pigment epithelium 

(RPE) layer is shown to be a major factor affecting the progression of age-related macular 

degeneration (AMD)[396], [397]. Therefore, accurate measurement of chromophore 

concentrations in the ocular environment could potentially enable improved measurement of 

biomarkers for early diagnosis of eye diseases[398]. In the past decades, extensive efforts have 

been made to accurately measure SO2 and melanin concentration in the ocular environment. 

The gold standard for measuring retinal SO2 in ophthalmic research uses intra-retinal 

electrodes to directly measure the oxygen tension[399], however, the invasive nature of the 

method limits its clinical applications, thus it can only be used in human subjects during 

surgical procedures[400]. Additionally, it is nearly impossible to map the amount of 

oxygenation over a large area using this method. Imaging-based methods are required to 

visualize the spatial distribution of oxygen in ocular blood vessels. Phosphorescence lifetime 

imaging has been used to map oxygenation in the mouse eye. Unfortunately, the need to 

introduce fluorescent probes into systematic circulation makes the method inappropriate for 

human practice[401]. Magnetic resonance imaging (MRI) can also detect retinal oxygen 

distribution non-invasively in humans, however, it has low resolution and offers only 
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qualitative measurement [402]. Recently, researchers are focused on optical imaging-based 

methods to extract blood oxygen saturation. Optical measurement of SO2 is possible because 

the two forms of hemoglobin, oxy- and deoxyhemoglobin (HbO2 and Hb), have distinct optical 

absorption properties. The differences in the absorption spectra of oxy- and deoxyhemoglobin 

can be utilized to quantify the relative amounts of HbO2 and Hb in the blood[403]. Several 

optical imaging methods, including multiwavelength fundus imaging, scanning laser 

ophthalmoscopy and visible light optical coherence tomography (OCT), have all been 

investigated to measure ocular oxygen saturation[400]. These methods, however, rely on 

measuring the backscattered photons from blood vessels to quantify the absorption of specific 

chromophores inside the tissue[404], [405]. Therefore, they are sensitive to local geometrical 

parameters, such as retinal thickness, vessel diameters, and retinal pigmentation and may result 

in biased estimations[14].    

Among various optical imaging modalities, photoacoustic microscopy (PAM) offers unique 

imaging contrast of optical absorption. In other words, any imaging target that absorbs light 

energy, can be imaged using PAM. Biological tissues have endogenous chromophores that can 

be exploited as imaging targets. For example, the absorption peak of DNA/RNA is in the 

ultraviolet spectral region, and hemoglobin and melanin mainly absorb light in the visible and 

near-infrared (NIR) spectral ranges[186]. This unique imaging ability makes PAM a favorable 

candidate for various functional and molecular imaging applications and measuring 

chromophore concentration[47]. Over the past decades, photoacoustic ophthalmoscopy has 

been applied for visualizing hemoglobin and melanin content in ocular tissue[348], quantifying 

ocular SO2[406], and measuring the metabolic rate of oxygen consumption (MRO2)[106]. 
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Despite all these advantages offered by PAM devices, a major limitation arises from their need 

to be in contact with the ocular tissue[186]. This physical contact may increase the risk of 

infection and may cause patient discomfort. Furthermore, this contact-based imaging approach 

applies pressure to the eye and introduces barriers to oxygen diffusion. Thus, it has a crucial 

influence on the physiological and pathophysiological balance of ocular vasculature function, 

and it is not capable of studying dynamic processes under close conditions to normality[407].  

In 2017 Haji Reza et al. developed photoacoustic remote sensing (PARS) microscopy for non-

contact, non-interferometric detection of photoacoustic signals[335]. PARS microscopy can 

be considered as the non-contact, all-optical version of optical resolution PAM (OR-PAM), 

where the acoustically coupled ultrasound transducer is replaced with a co-focused probe 

beam. This all-optical detection scheme allows the system to measure the photoacoustic 

pressure waves at the subsurface origin where the pressure is maximum. Besides optical 

absorption imaging contrast, PARS also offers optical scattering contrast through its probe 

beam and can be considered as a dual-contrast imaging modality. Using only the probe beam, 

the PARS microscope can act as a confocal microscope to visualize scattering information of 

the tissue. In functional studies such as SO2 measurement an additional advantage of PARS 

microscopy over other optical imaging modalities comes from its sensitivity to both optical 

absorption and optical scattering imaging contrasts. In other words, the scattering information 

provided through the probe beam of PARS microscopy can be used the same way as other 

scattering-based imaging modalities such as fundus photography or OCT to measure the 

amount of absorption inside the tissue. In addition, the wavelength of PARS excitation beam 

can be tuned to target a specific chromophore inside the tissue. The technology has proved its 
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potential over a short period of time in various biomedical applications, such as label-free 

histological imaging[340], [345], SO2 mapping and angiogenesis imaging[339]. Very recently, 

our group demonstrated the first, non-contact, in-vivo photoacoustic imaging of ocular tissue 

using PARS microscopy[381]. 

In ophthalmic imaging applications, optical coherence tomography is a state-of-the-art 

imaging technique extensively used in preclinical and clinical applications for imaging both 

anterior and posterior parts of the eye[71]. Unlike photoacoustic imaging, OCT obtains its 

imaging contrast from optical scattering of internal tissue microstructures. Due to its 

interferometric nature, OCT provides depth-resolved scattering information and can be 

considered as an ideal companion for PARS microscopy for ophthalmic imaging applications. 

This combined multimodal imaging technology has the potential to provide chromophore 

selective absorption contrast in concert with depth-resolved scattering contrast in the ocular 

environment[408]. Recently, Martell et al.[409] reported a dual-modal PARS microscopy 

combined with spectral-domain OCT (SD-OCT) and applied it for in-vivo imaging of ear 

tissue.   

To allow for in-vivo, non-contact, functional and structural ophthalmic imaging, here we have 

combined a multiwavelength PARS microscope with a swept source OCT system (SS-OCT). 

SS-OCT has been used in this study, as it provides extended imaging range, reduced sensitivity 

roll-off and improved light detection efficiency compared to SD-OCT counterparts. To the best 

of our knowledge, this is the first time that a swept-source OCT system is combined with an 

OR-PAM system in general (both contact-based OR-PAM and non-contact OR-PAM – i.e., 

PARS). In addition, for the first time we present dual-contrast PARS microscopy, where 
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multiwavelength excitation is used for targeting absorption contrast and the probe beam is used 

for targeting scattering imaging contrast. Additionally, here by capitalizing on the distinct 

differences in absorption spectra of oxy- and deoxyhemoglobin, oxygen saturation is estimated 

in the ocular tissue. To our knowledge, this is the first time a non-contact photoacoustic system 

is used for in-vivo SO2 measurement in the ocular environment. This reported work has the 

potential to advance the diagnosis and treatment of major eye diseases. 

6.2.  Methods:  

6.2.1. Stimulated Raman Scattering 

Previous multiwavelength OR-PAM studies commonly used dye lasers or optical parametric 

oscillators to obtain multiple wavelengths required for oxygen saturation measurements[362], 

[410]. However, these sources suffer from low pulse repetition rates (PRR) of 10 Hz – 10 kHz 

and thus are not suitable for in-vivo ocular imaging applications. In this study to achieve 

multiwavelength PARS microscopy and provide a reasonable speed for eye imaging, the SRS 

effect is employed. SRS offers an effective approach for implementing high-speed and 

multiwavelength light sources [56]. Distinct SRS peaks are generated from inelastic nonlinear 

interactions between incoming photons and the molecules of the fiber itself [367]. Here, the 

output of the excitation laser was coupled into a 3.5-m polarization-maintaining single-mode 

fiber (PM-460 HP) using a fiber launch system. The coupling efficiency was ~65%, and four 

distinct optical wavelengths were observed at the output of the fiber. To evaluate the 

performance of the multiwavelength light source, a comprehensive study was conducted on 

the peak power values, damage threshold, and the temporal stability of the procedure [411]. 

Input power levels are limited by the fiber damage threshold. In our experiments, the input 
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power was varied between 1 mW- 800 mW. The fiber damage was first observed at 100-kHz 

pulse-repetition-rate and 800 mW average input power. SRS efficiency could be affected by 

temperature and airflow changes, and random errors and drift in pulse energy[375]. To improve 

the stability of the SRS peaks, the fiber was kept in a temperature-controlled unit (273 K) to 

isolate the airflow and the temperature. Additionally, at the output port of the fiber, which is 

connected to the collimator, the back-reflected light from the filter may also cause damage at 

the end of the fiber; this can be solved by introducing a small angle to the filter[56]. A fiber 

optic spectrometer measured the SRS peaks and confirmed the filtered wavelengths. Table 

6-1shows maximum powers available for each wavelength at 100 kHz pulse-repetition-rate. 

These values are acquired by adjusting the input power of the fiber to find the maximum output 

power at each SRS wavelength.   

Table 6-1 Measured power of SRS peaks generated in 3.5m fiber and at 100kHz PRR. 

3.5-m fiber (100 kHz) 
    

Generated Wavelength (nm) 532  545 558 573 

Output Energy (nJ) 250 230  230  180 

6.2.2. System Architecture 

Figure 6-1A demonstrates the experimental setup of the multimodal PARS-OCT system. 

Details of the PARS subsystem was explained in the previous study published by our group 

for non-contact ophthalmic imaging[381]. Briefly, a 532-nm 1.5 ns pulse-width, ytterbium-

doped fiber laser (IPG Photonics) is coupled to a single mode optical fiber to generate SRS 

peaks. The collimated excitation beam passes through bandpass filters to select the desired 

wavelength and is directed toward the sample. The detection arm uses an 830-nm 

Superluminescent Diode with 20 nm full width at half maximum linewidth (SLD830S-A20, 
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Thorlabs). A polarized beam splitter is used to transmit the majority of the forward light onto 

a quarter wave-plate, which transforms the linearly polarized light into circularly polarized 

light. The detection and excitation beams are then combined using a dichroic mirror. The co-

aligned beams are directed toward a large-beam galvanometer scanning mirror system 

(GVS012/M, Thorlabs, Inc.). The beams are then directed to a telecentric pair set that provides 

uniform image intensity and improves the effective field-of-view. The excitation and detection 

beams are co-focused into the sample using a refractive objective lens (depending on the 

application the numerical aperture (NA) of the objective lens is switched between 0.26 and 

0.4). The back-reflected light from the sample is collected via the same objective lens and 

guided towards the detection path. The quarter wave-plate transforms the reflected circularly 

polarized light back to linearly polarized light, which enables the polarized beam splitter to 

direct the back-reflected light towards the photodiode. A long-pass filter is used to block any 

residual 532 nm light. The 830 nm beam is then focused with an aspherical lens onto a balanced 

photodiode. The photodiode outputs are connected to a high-speed digitizer (CSE1442, Gage 

Applied, Lockport, IL, USA) that performs analog to digital signal conversion.   

In the SS-OCT subsystem, a vertical cavity surface emitting laser (VCSEL) (Thorlabs, Inc.) is 

used as the light source. The laser is centered at ~1060 nm with 100 nm spectral bandwidth 

and frequency swept at 60 kHz which enables higher sensitivity compared to higher speed SS-

OCT counterparts.  A‐line trigger, i. e. sweep trigger, was supplied by the light source and a 

K‐linear sampling clock was provided by the Mach‐Zehnder interferometer‐based clock 

module integrated within the laser[412]. The output of the laser was connected to a custom 

fiber optic interferometer consisting of a circulator and a 50:50 fiber coupler that splits the 
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light into the reference and sample arms. The reference arm consists of BK7 dispersion 

compensating prisms in the optical path and a translating mirror to set the zero delay. In the 

sample arm the collimated light is combined with the PARS excitation and probe beams and 

together are directed to the sample. The returning light from the sample and reference arms 

were interfered at the coupler and detected by the built-in dual balanced photodetector. The 

OCT signal was digitized by a high-speed A/D card (ATS9351, Alazar Technologies Inc., 

Pointe-Claire, QC, Canada). The raw OCT data was transmitted to a host computer through a 

PCI‐Express interface. The OCT system control was implemented in MATLAB platform to 

automatically control all the operations including system calibration, galvo‐scanning, system 

synchronization, real‐time imaging preview and data acquisition.  The multimodal PARS-OCT 

system has two independent imaging modes. It can either performs as two standalone 

subsystems, or as a multimodal imaging unit to acquire simultaneous images. Figure 6-1B 

demonstrates the timing chart of the multimodal imaging system. Briefly, in the simultaneous 

imaging mode, at each A-line, and for each rising edge of sweep trigger signal, the OCT 

digitizer collects data during the sampling clock of the K-clock, and it stops collecting data 

during the dummy clock (frequency ~ 250 MHz). The sweep-trigger signal also generates an 

auxiliary signal, and the falling edge of this auxiliary signal is used as the external trigger for 

PARS excitation and data acquisition. As a result, during the time that OCT system is 

collecting data, the PARS excitation is off and it turns on during the backward sweep of the 

swept source laser, where the OCT digitizer has stopped collecting signal. This will ensure that 

the photoacoustic pressure waves induced by PARS excitation, will not affect the quality of 

the OCT signal.    
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Figure 6-1. Simplified schematic and timing chart of the multimodal PARS-OCT system. Simplified system schematic. 
DM: Dichroic mirror, QWP: Quarter wave plate, PBS: Polarized beamsplitter, LP: Long pass filter, GM: Galvanometer 
mirrors, MO: microscope objective, L: Lens, C: Collimator, PD: Photodiode. DC: Dispersion compensation, P: Polarization 
controller (A). Multimodal imaging mode timing chart (B). 
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6.3. Image Reconstruction 

All the PARS images shown in this manuscript were formed using a maximum amplitude 

projection (MAP) of each A-scan for each pixel of the en-face image. The images were 

produced by direct plotting from interpolated raw data using a Delaunay triangulation 

interpolation algorithm [351]. All images and signal processing steps were performed in the 

MATLAB environment. Scale bars in the field-of-view were calibrated using a 1951 USAF 

resolution test target.   

For each OCT data set, 500 A‐lines were acquired for each B‐scan and on each cross‐sectional 

position the slow scan axis traversed through 500 lateral positions. For each A‐line trigger, 

2448 sampling points were acquired to cover the resultant spectral interferogram, providing a 

depth ranging distance of ∼12 mm. As a pre‐processing step to extract complex data, the OCT 

reference spectrum was subtracted from the interference signal to remove DC bias, then 

Fourier transform was performed to extract the depth‐resolved OCT signal. The top half of the 

Fourier transformed data was considered as valid complex data for further processing. Images 

were generated from the raw OCT data and numerically dispersion compensated up to the 5th 

order with a custom MATLAB algorithm[413]. No additional image post-processing was used 

for the OCT images presented in this thesis. The volumetric and en-face images were generated 

from the 3D data sets with ImageJ[414].  

6.4. Animal Preparation 

All of the experimental procedures were carried out in conformity with the laboratory animal 

protocol approved by the Research Ethics Committee at the University of Waterloo and 

adhered to the ARVO statement for use of animals in ophthalmic and vision research. All 
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sections of this report adhere to the ARRIVE Guidelines for reporting animal research. Nude 

mice and albino mice (NU/NU, Charles River, MA, USA) were imaged to demonstrate the in-

vivo capabilities of the system. A custom-made animal holder was used to restrain the animal. 

The base of the animal holder was lined with a thermal pad in order to keep the animal body 

temperature between 36° and 38°C. Artificial tears were used frequently (~ every 5 minutes) 

to keep the cornea hydrated. Vital signs, such as respiration rates, heart rates and body 

temperature were monitored during the experiment. 

6.5. Ocular Light Safety 

Light safety is an important factor to consider in ocular imaging applications. In this study, the 

OCT light power on the cornea was measured to be ~1.5 mW centered at 1060 nm which is 

well within the ANSI safety limits for imaging human eye[415]. For the PARS system the 

detection power was ~ 2-3 mW which is in the range allowed by ANSI limits for imaging 

human eye. The PARS excitation pulse energy was in the range of 50-100 nJ. The ANSI 

standard was used to calculate the maximum permissible exposure (MPE) for ocular imaging 

[357], [415]. Based on the ANSI standard, the MPE for a single laser pulse can be measured 

as MPESP=5.0 CE×10−7=1.33×10−4 J/cm2, where CE is a correction factor calculated as 267 

according to the NA of the system. The repetitive pulse limit was then calculated as MPERP = 

(ntotal)-0.25× MPESP= (5×105)-0.25 ×1.33×10-4 J/cm2=5.12×10−6 J/cm2, where ntotal is the total 

number of pulses during imaging (500,000 pixels in the image). The maximum permissible 

single laser pulse energy in a typical human pupil of 7 mm[182] was then calculated as MPERP 

× pupil area=1.93 μJ, which is 19 times higher than the pulse energy used in this experiment.  
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6.6. Results and Discussion 

The imaging performance of the multimodal PARS-OCT system was evaluated by measuring 

its spatial resolution and signal-to-noise ratio (SNR). These results are presented in Figure 6-2. 

As mentioned earlier, PARS microscopy can be considered as a dual contrast imaging 

modality, providing both absorption and scattering imaging contrasts. The resolutions of both 

contrast mechanisms of PARS microscopy system were characterized by imaging 0.97 µm 

diameter microbead solution as explained in [353]. The lateral resolution provided by PARS 

absorption contrast with a 0.4 NA objective lens was measured to be ~ 1.5 ± 0.1 µm, as shown 

in Figure 6-2A. The black line shows the raw data, and the red line represents the first order 

Gaussian curve fit using the MATLAB curve fitting toolbox. As mentioned earlier, in this 

chapter for the first time we showed the capability of PARS microscopy in providing scattering 

contrast. Basically, before applying an excitation beam, the probe beam has a constant intensity 

(effectively a DC signal). This constant light is due to the backscattering from the sample. This 

light can be collected to construct an image that represents the scattering contrast in PARS 

microscopy. The lateral resolution of PARS scattering contrast was characterized using 

microbead solution to be ~ 3.1 ± 0.1 µm (Figure 6-2B). The difference between the absorption 

and scattering contrast lateral resolution, is induced by the different spectral ranges and slight 

variations in the beam size.   

The OCT axial resolution was measured experimentally by using a mirror as the test sample. 

The result is shown in Figure 6-2C. The red line point spread function (PSF) was measured 

after the coarse hardware dispersion compensation unit in the reference arm. The black line 

PSF in Figure 6-2C was measured after numerical dispersion compensation up to the 5th order 



 

  115 

using a custom MATLAB based algorithm. The full width half maximum of the axial PSF was 

10.1 µm in free space, which corresponds to 7.3 µm in biological tissue, assuming an average 

refractive index of n = 1.38 and ignoring wavelength dependent local variation of the refractive 

index[416]. The SNR roll-off of the SS-OCT system was characterized by imaging a mirror in 

the sample arm at different positions. A neutral density filter with an optical density (OD) of 

2.0 was used to reduce the signal intensity. The SNR in dB was calculated as the ratio of the 

A-scan peak height to the standard deviation of the noise floor. The maximum SNR of 100 dB 

was measured at ~ 100 µm away from the zero-delay line with incident power of ~ 1.5 mW. 

The SNR roll-off in free space was measured to be ~ 1dB over a scanning range of 1.3 mm 

Figure 6-2D). 

 
Figure 6-2. Imaging performance of the multimodal PARS-OCT system. PSF of PARS absorption contrast mechanism 
characterized by imaging 0.97 µm diameter microbead solution (A). PSF of PARS scattering contrast (B). Axial PSF of SS-
OCT measured in free space (C). Sensitivity roll-off of SS-OCT (D) 
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To evaluate the in-vivo capabilities of our multimodal imaging system, we chose to first image 

mouse ear, a long-established animal model of cutaneous microcirculation that closely 

resembles that of human skin[417]. Since the multimodal system is configured similarly to a 

conventional optical microscope, it can be readily applied for studying other popular animal 

models such as zebra fish [154]. Figure 6-3A shows white light photograph of the mouse ear. 

The dotted rectangles indicate the corresponding PARS and OCT imaging regions. Figure 6-3B 

demonstrates a volumetric rendering of nude mouse ear covering ~ 2.5 mm × 2.5 mm area 

obtained in-vivo by SS-OCT system through a 0.26 NA microscope objective. The SS-OCT 

system provided a microanatomy of the avascular structures in the ear tissue (Figure 6-3C). 

From the OCT cross-sectional images we were able to estimate that the imaged region had a 

thickness between 200 to 300 µm, which agreed well with previous reports[135]. The 

orthogonal view of the skin (Figure 6-3D) clearly shows the structures of the ear due to the 

system’s high resolution. The ear tissue consists of two skin layers separated by a layer of non-

scattering cartilage, whereas, the epidermis, the outmost layer of the skin, tends to be more 

scattering. The junction between epidermis and dermis is clearly visible followed by the dermis 

where hair follicles, follicle shafts, follicle bulbs, and small blood and lymph vessels are 

located. The low-scattering regions embedded in the skin layers are most likely sebaceous 

glands. However, blood vessels are not evident on the OCT images. In contrast, the PARS 

absorption mechanism is good at locating vasculature with great details in the ear (Figure 6-3E-

G). For the mouse ear images the SNR, defined as the average of the maximum amplitude 

projection pixels in a region of interest over the standard deviation of the noise, was quantified 

as 36 ± 3 dB. The in-vivo resolution of the mouse ear images was measured as approximately 
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2.4 ± 0.5 μm. The in-vivo performance of the PARS scattering mechanism is presented in 

Figure 6-3H. Due to its shorter central wavelength PARS scattering mechanism offers higher 

lateral resolution compared to the OCT system, and microscopic epidermal ridges are evident 

in the MAP image acquired using the PARS system.  

 
Figure 6-3. In-vivo imaging of mouse ear using multimodal PARS-OCT system. Corresponding white light photograph of the 
mouse ear, dotted rectangles indicate the PARS and OCT imaging regions (A).  Volumetric rendering obtained by SS-OCT 
image(B). Volumetric OCT image showing different layers inside the ear tissue (C). Cross-sectional B-scan showing 
distinctive layers in the mouse ear tissue, E: Epidermis, D: Dermis, AC: Auricular cartilage, AT: Adipose Tissue (D). 
Vasculature of the ear obtained by PARS absorption mechanism (E-G). MAP image of the PARS scattering contrast showing 
epidermal ridges(H). 

The multimodal imaging system was then applied to in-vivo, non-contact, structural and 

functional imaging of the ocular environment.  First the performance of the system was tested 

as two standalone PARS and OCT subsystems for ocular imaging. Figure 6-4 shows 

representative images acquired using the SS-OCT system from the anterior segment of the 
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mouse eye. Figure 6-4 A demonstrates volumetric rendering of the entire eye, covering ~ 3.5 

mm × 3.5 mm area obtained from albino mouse using a 0.26 NA microscope objective. Cross-

sectional B-scans are shown in Figure 6-4 B&C, the resolution of the SS-OCT system allows 

for visualizing the anterior segment structures. To bring the lower part of the anterior segment 

into focus and increase its signal strength, the B-scan in Figure 6-4C is flipped over the zero-

delay line thus, iris, crystalline lens, iridocorneal angle and sclera are clearly visible. In Figure 

6-4B, cornea epithelium layer, Bowman’s membrane and stroma can be distinguished.  

 
Figure 6-4. In-vivo imaging of ocular tissue using SS-OCT. Volumetric rendering acquired from the mouse eye (A). Cross-
sectional OCT B-scan showing cornea and crystalline lens (B). Cross-sectional B-scan demonstrating cornea, sclera, 
crystalline lens, iris and iridocorneal angle (C). 

The high-definition structural information provided by SS-OCT can be well complemented by 

high resolution vasculature images obtained from non-contact PARS microscopy. The 

potential of PARS microscopy for label-free, non-contact, in-vivo imaging of the iris and 

retinal vasculature was previously reported by our group[381]. Figure 6-5A shows vasculature 

of the eye imaged with PARS microscope. The image was acquired using a 0.26 NA objective 

and the field of view was measured as ~ 2.5 mm × 2.5 mm. The boxes in this figure are not 

highlighting the exact structure and are only used to show the approximate region imaged in 
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Figure 6-5B,D&E. Figure 6-5B-F shown smaller field-of-views and are acquired using  20X 

microscope objective. The SNR of in-vivo eye images was measured ~ 35 ± 2 dB, and the in-

vivo resolution of the mouse eye images was measured as 4.3 ± 0.6 μm. The mismatch between 

the in-vivo imaging resolution and the one measured using microbead solution can be explained 

by the presence of chromatic aberration and involuntary motion of the eye.  

In this study, we also applied PARS microscopy for non-contact, in-vivo imaging of melanin 

which is another dominant light absorber in the ocular environment. In conventional 

photoacoustic imaging techniques, for in-vivo experiments, photoacoustic signals must 

propagate through various layers of the eye including the vitreous and lens which can 

significantly attenuate high frequency photoacoustic signals[418]. However, in PARS 

microscopy these pressure signals can be detected at the subsurface origin where the pressure 

is maximum, making PARS microscopy a great candidate for in-vivo ophthalmic imaging 

applications. Since the employed objective lens of the system has long enough working 

distance (~ 30 mm) compared to the diameter of mouse eyeball (~3 mm), therefore imaging 

the posterior segment of the eye was also possible using the current setup. The axial resolution 

of the PARS system (~ 100 𝜇𝜇m), enables separating the signals of retinal blood vasculature 

from the RPE melanin given the retina thickness of ~ 200 𝜇𝜇m[419]. The imaging depth of the 

system was measured to be ~ 3 mm corresponding for the size of the mouse eyeball. Figure 

6-5C demonstrates representative image acquired in-vivo from melanin content in RPE and 

choroid layers through PARS microscopy. In Figure 6-5C, the honeycomb shaped RPE cells 

can be appreciated, however involuntary eye motion has distorted part of the image. 

Additionally, according to the Takekoshi et al. study[420], the RPE cells are more irregular in 
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albino mice compared to pigmented ones which can partially explain the irregularity present 

in the images.  

Capitalizing on the distinct difference in the absorption spectra of oxyhemoglobin HbO2 and 

deoxyhemoglobin Hb, we used two excitation wavelengths (532 nm and 558 nm) to estimate 

the concentration of HbO2 and Hb. These two wavelengths have been successfully applied for 

measuring SO2 in previous reports[421]. The 532-nm wavelength is close to an isosbestic 

point, and the 558-nm wavelength is more absorptive for Hb than HbO2[422]. Figure 6-5 D&E 

show PARS images acquired from vasculature around the iris with 532 nm and 558 nm 

wavelengths, respectively. The different absorption coefficients at the two wavelengths make 

it possible to implement the linear SO2 model. Briefly, an inverse problem is solved to estimate 

the relative concentrations of oxy- and deoxyhemoglobine on a per-pixel basis. The 

photoacoustic response is approximately linear with respect to hemoglobin concentration, and 

as such a regularized least squares algorithm can be used to solve for the relative 

concentrations. Once the relative concentrations of oxy- and deoxyhemoglobin, [HbO2] and 

[Hb] respectively, have been obtained, oxygen saturation (SO2) is estimated as [HbO2] 
 [HbO2] + [Hb]

.  

Blood oxygenation levels shown in Figure 6-5F are pseudocolored from red to blue in an 

ascending order. The peripheral parts of the vessels have mainly lower oxygen saturation 

compared to the central regions which can be explained by oxygen uptake in the capillaries 

and delivery to the ocular cells[423]. The values measured in this study are an approximate 

estimation of blood oxygenation, and to further analyze the accuracy of PARS SO2 

measurement comprehensive phantom-based study using in-vitro blood will be conducted. In 
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addition, the method will be compared with other conventional techniques such as visible light 

OCT and multiwavelength fundus photography.  

 
Figure 6-5. In-vivo imaging of ocular tissue using PARS. Vasculature of the iris imaged from ~ 2.5 mm × 2.5 mm 
area (A) Vasculature around the iris imaged with PARS (B) In-vivo images of melanin content in RPE and choroid 
layers (C) Images acquired using multiwavelength PARS system at 532 nm (D) 558 nm (E) and the corresponding 
SO2 map (F). 

 
Finally, the multimodal system is used for simultaneous imaging of the ocular tissue. Figure 

6-6 shows representative images acquired using 0.4 NA microscope objective with the 

multimodal system. Figure 6-5A depicts OCT volume rendering of a ~ 0.7 mm ×0.7 mm area. 

In Figure 6-5B, cross-sectional B-Scan is presented, with iris tissue in focus. The focus of the 

system is adjusted to be on the iris and yellow arrows show cross-section of the iris vasculature. 

Figure 6-5C represents en-face OCT image generated from a single depth layer. The 

corresponding PARS image acquired simultaneously is presented in Figure 6-5C, yellow spline 

in both images represent a large vessel which appeared in both images. The overlayed image 
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is presented in Figure 6-5E. Involuntary eye and head motions have distorted parts of the image 

in both PARS and OCT. Since the lateral resolution of the PARS subsystem is ~ 2X higher 

than the OCT system, smaller vasculature can be seen in the PARS image which are not clear 

in the OCT image. Additionally, in the current PARS setup, the detected signal is from all 

depths withing the detection beam depth-of-focus [335], therefore, some of the vessels in the 

PARS image which are not visible in the OCT en-face image, could be located in upper/lower 

layers. 

 
Figure 6-6. In-vivo, non-contact, simultaneous imaging of the ocular tissue using multimodal PARS-OCT system. Volume 
OCT rendering of the eye (A). OCT B-scan representing cross-section of the iris vasculature (yellow arrows) (B). en-face 
OCT image (C). vasculature of the iris imaged with the PARS subsystem over the dashed area (D). Overlayed PARS and 
OCT images (E). 

There are several aspects that can be further studied in future works. We are planning to 

conduct a comprehensive study to evaluate the performance and sensitivity of the proposed 

multiwavelength PARS microscopy for accurate measurement of oxygen saturation and to 

compare it with other conventional techniques. Other animal models including rats and rabbits 

would be also employed to evaluate the performance of the system for imaging both anterior 
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and posterior parts of the eye. In addition, to improve the field-of-view of the system required 

for imaging larger eyeballs we plan to employ customized scan lens. Furthermore, we are 

planning to quantify ocular blood flow using Doppler-OCT and PARS microscopy. These 

capabilities will provide us with local SO2 and blood flow that will lead to oxygen metabolic 

rate which is a potential biomarker for major eye diseases[424].   

6.7. Conclusions 

In summary, for the first time, we presented in-vivo, non-contact, simultaneous, functional and 

structural ophthalmic imaging using multiwavelength PARS microscopy combined with SS-

OCT. The presented multimodal system provides complementary imaging contrasts of optical 

absorption and optical scattering. The capability of PARS microscopy for providing both 

absorption and scattering imaging contrasts was presented for the first time. The non-contact 

imaging ability offered by both systems makes them a favorable companion for clinical 

ophthalmic imaging applications. The reported system is a major step toward non-invasive, 

simultaneous, and accurate measurement of functional details in the ophthalmic tissue and can 

assist ophthalmologists with the diagnostics and treatment of major eye diseases. 
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Chapter 7 
In vivo functional and structural retina imaging using multimodal 
photoacoustic remote sensing microscopy and optical coherence 

tomography 
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7.1. Introduction 

Functional imaging techniques enable measuring alterations in biological function including 

metabolism, blood flow, regional chemical composition, and biochemical processes. These 

methods promise to dramatically improve the ability to study in-situ biochemistry and disease 

pathology[425]. In ophthalmology, functional changes most often precede structural changes 

in major eye diseases. Detecting these alterations aids in understanding pathogenesis, early 

diagnosis, and timely management of ophthalmic disorders. Retinal oxygen saturation (SO2) 

and metabolic rate of oxygen consumption (MRO2) are among the most important biomarkers 

characterizing the pathophysiological status of the posterior eye. Additionally, abnormal 

retinal SO2 levels are believed to be involved in major eye diseases such as diabetic retinopathy 

(DR) and age-related macular degeneration (AMD) [426]–[428]. Therefore, the precise 

measurement of retinal oxygen saturation can be critical in investigating these blinding 

diseases. Additionally, since the retinal arterioles are derived from the central nervous system. 

Presuming the retinal arterial oxygen content is identical to the systemic circulation, retinal 

oximetry may provide relevant information on oxygen delivery to the central nervous system. 

Therefore, determination of oxygen saturation in the retinal vessels could enhance the 

monitoring and treatment of critically ill patients in the intensive care units[429]. Oxygen-

sensitive electrodes and magnetic resonance imaging have been used to measure retinal SO2, 

however these methods are usually restricted to terminal experiments and/or limited by low 

spatial resolution[427], [430].  Phosphorescence lifetime imaging has been also applied to map 

ocular oxygenation in animal models. Unfortunately, the need to inject fluorescent probes into 

systematic circulation makes the method inappropriate for human practice[401]. 
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Recently, researchers are focused on optical imaging-based methods to evaluate retinal 

oxygenation. Optical imaging methods are capable of non-invasive SO2 measurement and they 

can visualize the spatial distribution of oxygenation with high resolution in ocular 

environment[365].  Optical measurement of SO2 is possible because the two forms of 

hemoglobin, oxy- and deoxyhemoglobin (HbO2 and Hb), have distinct optical absorption 

properties. Owing to the differences in the absorption spectra of oxy- and deoxyhemoglobin, 

multi-wavelength imaging methods can assess the  SO2 in retinal vessels[431]. Currently 

available optical imaging modalities, such as fundus photography[432], scanning laser 

ophthalmoscope (SLO) [433], and optical coherence tomography (OCT) [30], [73], [79] are 

scattering based techniques and rely on the back-scattered light from the tissue to form an 

image. Despite the great progress in these optical imaging techniques, however, they use 

indirect methods to measure optical absorption. Therefore, the accuracy of these methods is 

affected by factors such as variation in vessel size[434], pigmentation[435], multiple light 

paths[419], and vessel wall thickness[431]. For example, in larger vessels the amount of 

detected backscattered light is much greater than in small vessels[419], hence the calculation 

of the optical density and SO2 values can be affected in clinical trials[436],[437]. Additionally, 

it is shown that SO2 variations, induce changes in vessel diameter[431], which may further 

alter the amount of backscattered light from the vessel and consequently the SO2 

measurements.  

Photoacoustic microscopy (PAM), has the unique capability to map the direct optical 

absorption properties with high resolution in biological tissues[438]. The modality has the 

potential to overcome the limitations of current ocular imaging methods in functional 
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studies[439]. It has been shown in simulation studies that by increasing the vessel diameter 

and melanin concentration, the relative error of SO2 measurement in the scattering-based 

method increases. However, the SO2 measurement was insensitive to these parameters in PAM 

[436]. As these results suggest, PAM can be potentially a more accurate tool in quantifying 

retinal SO2. However, the disadvantage of PAM in ophthalmic imaging arises from its need to 

be in contact with the ocular tissue[440]. This physical contact may increase the risk of 

infection and may cause patient discomfort. Additionally, it applies pressure to the eye and 

introduces barriers to oxygen diffusion and alter  physiological and pathophysiological balance 

of ocular vasculature function[365]. Additionally, the use of ultrasonic signal detection scheme 

poses challenges in combining the technology with other imaging modalities[440].  

Recently our group at PhotoMedicine Labs for the first time demonstrated non-contact 

photoacoustic imaging of the ocular tissue in murine eye using photoacoustic remote sensing 

(PARS) microscopy[381]. Later we combined the technology with OCT and applied it for in-

vivo non-contact imaging of the anterior segment in the mouse eye[365]. We showed the 

potential of the system for estimation oxygen saturation in the iris vasculature and visualizing 

melanin content in the RPE.  Building on the proven strength of PARS imaging, we further 

developed the technology to address the aforementioned need in retinal oximetry.  In this paper 

we report our latest progress on in-vivo retinal imaging and present the capability of the 

reported non-contact multimodal imaging system for visualizing structural and functional 

information of the rodent retina. To our knowledge, this is the first time a non-contact 

photoacoustic imaging technique is applied for measuring oxygen saturation in the living 
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retina. This reported work has the potential to advance the diagnosis and treatment of major 

retinal disorders. 

7.2. Method 

7.2.1. System architecture  

Figure 7-1 demonstrates the experimental setup of the multimodal PARS-OCT system. 

Briefly, the output beam of a 532-nm, ytterbium-doped laser (IPG Photonics) with 1.5 ns pulse-

width is coupled to a single mode optical fiber. At the output end of the fiber multiwavelength 

spectral peaks are generated through stimulated Raman scattering (SRS). SRS efficiency could 

be affected by temperature and airflow changes, and random errors and drift in pulse 

energy[375]. To improve the stability of the SRS peaks, the fiber was kept in a temperature-

controlled unit to isolate the airflow and the temperature[441]. The laser output was collimated 

into 2.1 mm diameter, then merged with the PARS probe beam centered at 830 (SLD830S-

A20, Thorlabs) and the light of SS-OCT (center wavelength: 1060 nm; 100 nm spectral 

bandwidth, 60 kHz swept rate, Thorlabs). A two-dimensional galvanometer scanned the 

combined light beams (GVS012/M, Thorlabs) and relayed them to the eye through a telescopic 

lens (50:30 ratio) system. The pivot point of the telecentric pair is properly positioned to relay 

the galvanometer mirrors onto the entrance pupil of the eye, thereby minimizing vignetting. In 

PARS, pressure waves induced by light absorption were detected by the probe beam. The back-

reflected light from the retina is directed towards the detection path. The quarter wave-plate 

transforms the reflected circularly polarized light back to linearly polarized light, which 

enables the polarized beam splitter to direct the back-reflected light towards the photodiode. 

The photodiode outputs are connected to a high-speed digitizer (CSE1442, Gage Applied, 
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Lockport, IL, USA) that performs analog to digital signal conversion. In SS-OCT, 

backscattered light from the retina first interfered with the reference arm beam, then detected 

by the built-in dual balanced photodetector. The OCT signal was digitized by a high-speed 

A/D card (ATS9351, Alazar Technologies Inc., Pointe-Claire, QC, Canada). The raw OCT 

data was transmitted to a host computer through a PCI‐Express interface. OCT system control 

was implemented in MATLAB platform to automatically control all the operations including 

system calibration, galvo‐scanning, system synchronization, real‐time imaging preview and 

data acquisition.  The lateral resolutions of both PARS and SS-OCT were around ~ 6 𝜇𝜇m in 

the retina with a slight difference caused by the different spectral ranges. The axial resolutions 

of PARS and OCT were ~40 𝜇𝜇m and ~7.3 𝜇𝜇m, respectively. 

 
Figure 7-1 Simplified schematic of the multimodal PARS-OCT system. DM: Dichroic mirror, QWP: Quarter wave plate, PBS: 
Polarized beamsplitter, LP: Long pass filter, GM: Galvanometer mirrors, L: Lens, C: Collimator, PD: Photodiode. DC: 
Dispersion compensation, P: Polarization controller. 
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7.2.2. Image reconstruction  

All the PARS images shown in this manuscript were formed using a maximum amplitude 

projection (MAP) of each A-scan for each pixel of the en-face image. The images were 

produced by direct plotting from interpolated raw data using a Delaunay triangulation 

interpolation algorithm[351]. All images and signal processing steps were performed in the 

MATLAB environment.   

For each OCT data set, 500 A‐lines were acquired for each B‐scan. For each A‐line trigger, 

2448 sampling points were acquired to cover the resultant spectral interferogram, providing a 

depth ranging distance of ∼ 12 mm. To extract the OCT complex data, reference spectrum was 

subtracted from the interference signal to remove DC bias, then Fourier transform was 

performed to extract the depth‐resolved OCT signal. Images were generated from the raw OCT 

data and numerically dispersion compensated up to the 5th order with a custom MATLAB 

algorithm[413]. No additional image post-processing was used for the OCT images presented 

in this paper. The volumetric and en-face images were generated from the 3D data sets with 

ImageJ[414]. 

7.2.3. Animal preparation  

All the experimental procedures were carried out in conformity with the laboratory animal 

protocol approved by the Research Ethics Committee at the University of Waterloo and 

adhered to the ARVO statement for use of animals in ophthalmic and vision research. All 

sections of this report adhere to the ARRIVE Guidelines for reporting animal research. Albino 

rats (NU/NU, Charles River, MA, USA) were imaged to demonstrate the in vivo capabilities 

of the system. A custom-made animal holder was used to restrain the animal. The base of the 
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animal holder was lined with a thermal pad to keep the animal body temperature between 36° 

and 38°C. One drop 0.5% proparacaine hydrochloride (topical anaesthetic; Alcaine, Alcon, 

Mississauga, ON, Canada) was applied to the eye, followed by one drop of 0.5% tropicamide 

(pupillary dilator; Alcon). Artificial tears were used frequently (~ every 2 minutes) to keep the 

cornea hydrated.  Vital signs, such as respiration rates, heart rates and body temperature were 

monitored during the experiment. 

7.3. Results 

7.3.1. Phantom imaging 

Initial calibration of the PARS sub-system was achieved through imaging phantom eye models. 

First, we used a realistic human eye model to test the feasibility of PARS on the retina. The 

phantom is shown in Figure 7-2a, and it was modified from a commercial product (OEM-7, 

Ocular Instruments, Bellevue, WA). The model consists of the cornea, crystalline lens, aqueous 

humor, vitreous humor, and artificial retina. Strings of 7 𝜇𝜇𝜇𝜇 carbon fibers (CF) were placed at 

the bottom of the model where the artificial retina is located (Figure 7-2b), and they were 

imaged using the PARS system. Figure 7-2c shows representative PARS image acquired from 

CF at the back of the human eye model and Figure 7-2d shows corresponding image acquired 

using PARS scattering mechanism described in our previous report[365]. The PARS excitation 

and PARS detection are co-aligned, so that the same fibers are in focus in both absorption and 

scattering contrast images (white arrow).  

Then a custom rat eye model was developed to help with the alignment of PARS excitation 

and detection beam for in-vivo trials. The eye model consisted of a single achromatic lens (63-

817; Edmund Optics, Inc) with numerical aperture and curvature close to that of in the rat eye, 



 

  132 

and a custom 3D printed plastic chamber. Strings of 7 𝜇𝜇𝜇𝜇 carbon fibers were located at a fix 

distance from the lens (Figure 7-2e) corresponding to the focus of the lens and was 

approximately equal to the path length of a rat eye [442]. Representative images acquired using 

absorption and scattering contrast of PARS system are shown in Figure 7-2f-g. Similar to the 

human eye model, the excitation and detection beams were co-aligned so that the same CF are 

in focus in both images (white arrows). 

 
Figure 7-2. Imaging phantom eye models for human and rat. (A) Human eye model consisting of the cornea, crystalline lens, 
aqueous humor, vitreous humor, and artificial retina. (B) Strings of 7 μm carbon fibers are placed at the bottom of the eye 
model. (C) CF image acquired with PARS system. (D) CF image acquired using PARS scattering mechanism. (E) Custom rat 
eye model consisting of a single achromatic lens and a 3D printed plastic chamber and strings of carbon fibers. (F-G) PARS 
absorption and scattering contrast images, respectively. PARS excitation and detection beams are co-aligned so that the same 
CF are in focus in both images (white arrows). 

7.3.2. SO2 accuracy  

The accuracy of the multiwavelength PARS sub-system in measuring oxygen saturation, was 

investigated by performing in-vitro phantom experiments using freshly collected bovine blood 

(Peel Sausage, Drayton, ON) with Sodium Citrated anticoagulant solution. Figure 7-3a shows 

the experimental setup. The setup included a blood reservoir, tubing, oxygen tank, oxygen 
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meter access points and a syringe pump (NE-4000, New Era Pump Systems, Inc.). Different 

levels of oxygen were delivered to the blood reservoir. Blood samples were drawn before and 

after image acquisition for CO-oximetry measurements. A clinical grade CO-oximeter 

(Avoximeter 4000, Instrumentation Laboratory LTD, Richmond Hill, Canada) served as a 

reference device for measuring blood oxygen saturation.  

Images of glass capillary with flowing blood (20.00 ml/min), are acquired at 532 nm and 558 

nm excitation wavelength (Figure 7-3b-c, shown from the top view in the X-Y plane). The 

depth of focus of the imaging system (~ 100 𝜇𝜇𝜇𝜇) was smaller compared to the size of the glass 

capillary (~ 200 𝜇𝜇𝜇𝜇). Therefore, to collect adequate data points, the focus is adjusted to the 

middle of the capillary which results in the black region in the center of the image (shadow 

effect from the higher depths blood absorption). The oval shape of the capillary can be resulted 

from the field curvature caused by the large field of view used to acquire signal from the full 

capillary. To estimate the SO2, representative signal values were extracted from the two 

images. It is assumed that the SO2 is homogeneous within the capillary and the mean values 

are extracted. Compared to the per-pixel basis estimation, the mean value method offers higher 

accuracy by reducing the impact of random errors. Here, rather than averaging the signal 

intensity over the entire image, only a sub-region where the target is adequately in-focus is 

used. The PARS signal intensity within the selected region is averaged to arrive at a 

representative value associated with each excitation wavelength.  The relative concentrations 

of oxy- and deoxyhemoglobin and the corresponding SO2 value is then calculated. The PARS 

measurements showed 40% and 60% oxygenation over 4 separate measurements, which were 

found to be within 6% accuracy (measured as standard deviation of the acquired data) with the 
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oximeter results. The value is in the range reported by other photoacoustic imaging studies 

[443], [444], and approaches the ISO-defined acceptable performance criterion for oximeters 

(< 4%) [445]. To further improve the accuracy several factors can be considered in future 

works. For example, nonlinear methods employing more than two optical wavelengths can be 

implemented to compensate for the absorption saturation effect [446].  Furthermore, to reduce 

the effect of laser pulse energy fluctuations, a more stable tunable source can be employed and 

ultrashort switching time (a few hundred nanoseconds) among wavelengths can be applied.  
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Figure 7-3. (A) Experimental setup of the in vitro phantom experiment using bovine blood. (B-C) Images of glass capillary 
with flowing blood acquired at 532 nm and 558 nm excitation wavelength, respectively.  

7.3.3. Retina imaging 

First the capability of the SS-OCT system was tested on the rat retina, and it was used to guide 

the PARS imaging system. Cross-sectional and volumetric OCT images of the rat retina are 

demonstrated in Figure 7-4. Each data set is acquired in ~10 seconds. Cross-sectional images 

enable visualization of major retinal layers. Retinal nerve fiber layer (NFL) and the retinal 

ganglion cell layer (GCL) form the innermost (top), highly reflective band. Beneath this are 

the inner plexiform (IPL), inner nuclear (INL), outer plexiform (OPL), and outer nuclear layer 

(ONL). In principle, those layers formed of nerve fibers, i.e., IPL and OPL, show high-

backscattering, whereas the nuclear layers have low-backscattering. The junction between the 

inner segment and outer segment of the photoreceptors (I/OS PR) could be visualized, as well 

as the highly reflective band which comprises the RPE (Figure 7-4b). In the OCT images 

central retinal artery (CRA) remnant were also visible. (Figure 7-4a). OCT fundus views are 

also generated by axially summing the merged OCT data set (Figure 7-4c-e). From the OCT 

fundus image, as shown in Figure 7-4c, specific anatomy of the rat retina is visualized, 

including the optic nerve head, some large retinal vessels and optic nerve fiber bundles as 

indicated by the yellow arrows. Figure 7-4e shows the retinal microvasculature in the deeper 

retinal layer (Red arrows). 
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Figure 7-4. Volumetric and cross-sectional OCT images. (A-B) cross-sectional images acquired in vivo from rat retina showing 
distinct layers of the retina. NFL: nerve fiber layer, IPL: inner plexiform layer, INL: inner nuclear layer, OPL: outer plexiform 
layer, ONL: Outer nuclear layer, IS/OS junction of inner segment and outer segment layer. RPE retinal pigment epithelium 
layer, CH: choroid, CRA: central retinal artery, ONH: optic nerve head.  (C-E). OCT fundus images visualizing optic nerve 
head, large retinal vessels, optic nerve fiber bundle (yellow arrows), deeper retinal layer microvasculature (red arrows).  

 
These high-definition structural information of the SS-OCT subsystem can be well 

complemented by absorption based functional information obtained from PARS microscopy. 

The axial resolution of the PARS system (~ 40 𝜇𝜇m), enables separating the signals of retinal 

blood vasculature from the RPE melanin given the retina thickness of ~ 200 𝜇𝜇m[419]. As a 

result, PARS signals generated from major vessels can be considered to be mainly from 

hemoglobin. Figure 7-5a demonstrates fundus PARS image acquired from large vessels around 

ONH from a 2.6 mm × 2.6 mm area. Smaller vessels are also visible in the image; however, 

they are slightly distorted by motion artifacts. Figure 7-5b shows a zoomed-in section of one 

of the vessels acquired from a similar area where the smaller vasculature is more visible. In 

the previous report of PARS-OCT system[365], the PARS scattering contrast provided through 

the PARS detection beam was introduced. In retinal imaging applications, this capability 

allows the PARS microscope to be used the same way as fundus photography to image the 
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interior surface of the eye. Figure 7-5c, show a representative image acquired from the ONH 

using scattering contrast of the PARS system. Since 830 nm beam used in the proposed 

architecture, has different absorption coefficient for oxygenated and de-oxygenated 

hemoglobin (higher absorption for oxygenated hemoglobin); arteries appear dark (red arrows), 

and veins are light (blue arrows) in the image. Therefore, the scattering contrast of PARS 

microscope, can be used similar to retinal oximeters to measure oxygen saturation in the 

eye[447].   

Relying on the proven strength of the PARS sub-system in providing functional information, 

the amplitude of multiwavelength PARS signals were employed to estimate SO2 in every 

vessel (Figure 7-5d). The calculation is done based on the molecular extinction coefficients of 

HbO2 and Hb at 532 nm and 558 nm optical wavelengths. The rodent’s venous SO2 measured 

with PARS was around 70% which agrees with previous reports [448]. Despite the good match 

between measured SO2 by PARS and the preset SO2 for blood experiments, the in-vivo rodent 

experiments conditions are different from those in in vitro experiments. For example, there are 

eye movements during imaging, notable chromatic aberration from the eyeball, etc. Whether 

such differences will affect the SO2 quantification or not require future validation [449], [450]. 

Additionally, it is reported that visual stimulus might increase the retinal vessel diameter and 

blood flow, as well as affect the retinal SO2 due to retinal neurovascular coupling[451]. These 

factors may affect the accuracy of the SO2 measurements, and they need further investigation 

in the future. To our knowledge, this is the first report of optical absorption based retinal SO2 

demonstrated in the fundus view. It is important to note that PARS can provide two 

independent absorption contrast effect. First, is the absorption contrast provided by the 



 

  138 

excitation laser. In this case, an isosbestic detection laser wavelength can be used to only 

visualize the excitation effect. Finally, PARS detection laser can also act as the secondary 

absorption contrast (Figure 7-5c.). The combination of these two effects, which is unique to 

PARS microscopy, can lead to more accurate measurements compared to current methods. 

This will be investigated further in the future.  

 
Figure 7-5. (A) Fundus PARS image acquired from large vessels around ONH from a 2.6 mm × 2.6 mm area. (B) zoomed-in 
section of one of the vessels acquired from a similar area with smaller vasculature. (C) Fundus image acquired using scattering 
contrast of PARS system. (D) Oxygen saturation map in the retina obtained using multiwavelength PARS imaging.  



 

  139 

7.3.4. Ocular light Safety 

Using ANSI standards, the ocular light safety for the developed multimodal PARS-OCT 

system can be calculated[357], [415]. First, the safety of PARS excitation laser is tested using 

the three ANSI rules: single pulse limit, average power limit, and multiple pulse limit. The 

pulse duration for the IPG laser used in this study is 𝑡𝑡1 =  1.5 𝑛𝑛𝑛𝑛. In the imaging setup, 

assuming that the collimated laser beam after being focused by the eye has a maximum 

diameter of 20 𝜇𝜇𝜇𝜇 on the retina, the angular subtense of the source:  

𝜶𝜶 =  
𝟐𝟐𝟐𝟐 𝝁𝝁𝝁𝝁
𝟏𝟏𝟏𝟏 𝒎𝒎𝒎𝒎

= 𝟏𝟏.𝟐𝟐 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 <  𝜶𝜶𝒎𝒎𝒎𝒎𝒎𝒎 = 𝟏𝟏.𝟓𝟓 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 

Where 17 mm is the focal length of human eye. Therefore, the light source can be considered 

as a point source. 

Rule 1 Since the pulse duration of the laser is 1.5 𝑛𝑛𝑛𝑛 only the thermal effect needs to be 

considered and the maximum permissible exposure (MPE) will be: 

𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆 = 5 × 10−7 𝐽𝐽/𝑐𝑐𝑐𝑐2 

Rule 2 Since the exposure time (~ 10 𝑠𝑠) is longer than the 0.7 𝑠𝑠 and the wavelength is between 

400 and 600 nm, dual limits due to both thermal and photochemical effects apply here. For the 

photochemical effect:  

𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝ℎ = 4.36 × 10−2 𝐽𝐽/𝑐𝑐𝑐𝑐2 

For the thermal effect:  

𝑀𝑀𝑀𝑀𝑀𝑀𝑡𝑡ℎ = 1.01 × 10−2𝐽𝐽/𝑐𝑐𝑐𝑐2 

Rule 3 tests whether an exposure by a long pulse of duration 𝑛𝑛𝑛𝑛1is safe. Within a laser spot of 

20 𝜇𝜇𝜇𝜇, there are at most two overlapping laser pulses (n = 2). 



 

  140 

𝑀𝑀𝑀𝑀𝐸𝐸𝑟𝑟𝑟𝑟 = 𝑛𝑛−0.25 × 𝑀𝑀𝑀𝑀𝐸𝐸𝑠𝑠𝑠𝑠 = 0.84 × 5 × 10−7 = 4.2 × 10−7𝐽𝐽/𝑐𝑐𝑐𝑐2 

Rule 3 is the most conservative of the three. Considering a pupil diameter of 𝐷𝐷 = 0.7 𝑐𝑐𝑐𝑐 MPE 

for a single pulse would be equal to 𝑀𝑀𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟 × �𝐷𝐷
2
�
2

× 𝜋𝜋 ≈ 160 𝑛𝑛𝑛𝑛.  The acquired value is in 

correspondence to the values reported by other groups[14], [452]. In this manuscript the energy 

of a single pulse is <  150 𝑛𝑛𝑛𝑛 which is below the allowed pulse exposure limit.  

For  𝜆𝜆=380 – 1400 nm, a spectrally flat limit was recently introduced that recommends MP 

corneal irradiances of 25t−0.75 W/cm2 for 𝑡𝑡 < 10 𝑠𝑠, (𝑡𝑡 = 10,   𝑀𝑀𝑀𝑀 = 4.4 W/cm2), and 4.0 

W/cm2 for 𝑡𝑡 >  10𝑠𝑠[453]. Based on the proposed limit the OCT light power on the cornea ( 

~1.5 𝑚𝑚𝑚𝑚) and the PARS detection power (~ 2 − 3 𝑚𝑚𝑚𝑚) are well within the ANSI limits.  

There are several aspects of the proposed system that can be further refined for future studies. 

The current PARS-OCT system was developed using visible excitation wavelength for 

targeting oxygenated and de-oxygenated hemoglobin in the blood. However, the laser safety 

threshold for ocular imaging is stricter in the visible than in the NIR spectral range. 

Additionally, the retina is sensitive to the visible light which poses challenges to eye fixation 

during imaging. Therefore, in future studies, the NIR spectral range can be examined as the 

excitation wavelength to overcome these issues. Additionally, the oxygen saturation 

measurement accuracy can be improved by using a more stable tunable light source and using 

nonlinear methods. In future, the scanning pattern of the SS-OCT system can be modified to 

enable Doppler OCT and OCT angiography and provide blood flow measurement and 

vasculature map, respectively. This information can be further combined with the non-contact 

oxygen saturation measurements of PARS to measure metabolic rate of oxygen consumption 

in the ocular environment in both small and large vessels. The system can be further applied 
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for evaluating the effects of visually evoked stimulus and how they could change this 

functional information. It can also be used in longitudinal studies on larger animal models like 

rabbit and monkeys with size of eyeballs closer to that of humans. Different eye disease models 

(such as Glaucoma, and DR) can be developed in these animals and the efficacy of the system 

be evaluated in diagnosis and monitoring of them. 

7.4. Conclusion  

In conclusion, for the first time, a non-contact photoacoustic imaging technique was applied 

for in-vivo measuring of retinal SO2. It was also the first time multimodal in-vivo imaging of 

retina was demonstrated using multiwavelength PARS-OCT. The detailed structural 

information of OCT is well complemented with absorption-based functional information of 

PARS imaging. The proposed method can be a measure step toward non-invasive measurement 

of metabolic rate of oxygen consumption in retina, and it can further improve the diagnosis 

and treatment of important eye diseases. 
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Chapter 8 
Ocular light safety  

The invention and development of ophthalmic imaging instruments have increased our 

understanding of eye diseases and greatly improved the quality of treatments. Light safety is a 

major factor to consider when employing these devices. Studies to address safety concerns 

have been widely published over the past 40 years [357], [415]. The American National 

Standard Institute’s (ANSI) Standard is among several safety standards that provide guidelines 

for the safe use of lasers in ophthalmic applications. Maximum permissible exposures (MPE) 

for different conditions in the ANSI Standard are derived on the foundation of animal (monkey, 

rabbit) testing to determine damage thresholds [453]. The MPE for a light source striking the 

retina in ANSI Standard is defined as the “level of laser radiation to which an unprotected 

person may be exposed without adverse biological changes in the eye”[412].  

This chapter will discuss ocular safety of the developed multimodal PARS-OCT system and 

discuss important parameters that need to be considered for making the technology safe for 

clinical trials.  

8.1. DAMAGE MECHANISMS AND EXPOSURE LIMITS 

Retinal damage from light exposure occurs mainly from three main mechanisms:  

a. Thermal damage is due to protein denaturation induced by temperature increases 

secondary to light absorption by melanin in the RPE. This form of damage can occur 

when the retina is exposed to laser light with a wavelength between 400 – 1400 nm for 

a duration longer than 20 μs [454]. For exposure durations longer than 20 𝜇𝜇s, heat can 

dissipate out of the exposed area and the energy needed to produce retinal damage 
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increases with less than a linear dependence on exposure duration[455], [456]. For 

exposure durations shorter than ~20 𝜇𝜇s, heat diffusion can be neglected, and the energy 

needed to produce retinal damage is independent of time. 

b. Photochemical damage occurs at short visible wavelengths (400 – 600 nm), and it 

happens for exposure duration longer than ~ 1 second. It is associated with photo-

oxidative damage to photoreceptors and lipofuscin pigments in the RPE. The energy 

needed to cause photochemical damage is independent of exposure duration[457]. 

c. Thermoacoustic damage occurs for pulses shorter than ~1 𝑛𝑛𝑛𝑛 and is associated with 

various nonlinear mechanisms (laser-induced breakdown, self-focusing, etc.)[458]. 

Here less amount of energy is needed to cause retinal damage. Since the pulse duration 

and imaging time of our multimodal system is greater than 1 𝑛𝑛𝑛𝑛 we do not consider it 

as a damage mechanism for our system.  

Retinal irradiances or retinal radiant energies causing threshold retinal damage are converted 

into exposure limits that are generally expressed as maximum permissible (MP) radiant 

exposure (𝐽𝐽/𝑐𝑐𝑐𝑐2) for laser beams overfilling the pupil of the eye, which is the most common 

situation for accidental laser exposure.  

8.2. Assumptions leading to exposure limits 

The Standard’s conversions of damage thresholds to exposure limits were based on several 

important assumptions as below:  

8.2.1. Safety Factor and applicability 

The exposure limits are set to be at least 10 times lower than the damage “threshold” 

expressed as a 50% probability of a minimum visible lesion. The Standard is derived for 
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healthy, alert individuals in occupational settings. Alert subjects exposed to bright light will 

either close their eyes or look away. This aversion reflex is not included in the Standard but 

can be accounted for by selecting the exposure duration of 0.25 𝑠𝑠 for wavelengths in the 400–

700 nm range[357]. 

8.2.2. Diameter of the Pupil 

The Standard was developed under the assumption that the incident radiation overfills 

the natural pupil (iris) of the eye and that the pupil would constrict under bright lights in the 

visible spectrum. The duration of this pupil reflex is 0.2 −  1.0 𝑠𝑠. Therefore, the pupil was 

assumed to be 7 mm in diameter (maximum natural dilation) for exposures shorter than 

0.2– 1.0 𝑠𝑠. For longer exposures in the visible range, the pupil was assumed to constrict in 

response to bright light to a diameter of 3 mm. This protective effect of pupil constriction is 

included in the Standard[354]. 

8.2.3. Minimal Retinal Dimension 

An underlying assumption in the Standard is that, for exposure by a collimated beam 

and durations less than ~1 s, the minimal retinal image is effectively ~25 𝜇𝜇m in diameter (visual 

angle of 1.5 mrad). Although the point-spread function of the eye measured at half power is 

4–6 𝜇𝜇m wide[459], the sharp central peak is surrounded by a larger area containing substantial 

energy from small-angle forward scattering[459]. The resulting “thermal image” is ~25 𝜇𝜇m, 

and the smallest observed thermal lesions were also of that order[460]. For exposure duration 

longer than ~1 s, eye movements redistribute the light over larger retinal areas, decreasing the 

retinal irradiance and thus the risk for injury compared with the instantaneous profile 25 𝜇𝜇m 

in diameter[461]. For exposures of 100 𝑠𝑠, the Standard uses a diameter of ~190 𝜇𝜇m (visual 
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angle of 11 mrad) [462]. For even longer exposure durations, when task-determined eye and 

head movements dominate, the dimension of exposed retina is assumed to be ~1.7 mm in 

diameter (visual angle of 100 mrad or 5°). 

8.2.4. Ocular Media 

The retina is partially protected by absorption of light in the ocular media (cornea, 

crystalline lens, and vitreous). The crystalline lens absorbs light in 𝜆𝜆 < 400 nm, but the cornea 

and vitreous absorb for 𝜆𝜆 <  300 nm, allowing harmful radiation (UV) to reach the retina if the 

lens is removed. Absorption by the ocular media of young adult subjects was incorporated into 

the Standard as well[463]. 

8.3. Concise presentation of the ANSI standard 

The ANSI Standard gives the MP radiant exposure at the cornea (𝑀𝑀𝑀𝑀𝑀𝑀𝐶𝐶  𝑖𝑖𝑖𝑖 𝐽𝐽/𝑐𝑐𝑐𝑐2) (Table 8-1) 

for both small and extended sources. The MP levels for thermal and photochemical damage 

are dual limits for 𝜆𝜆 ≤ 600 𝑛𝑛𝑛𝑛 and 𝑡𝑡 ≥ 0.7 𝑠𝑠, and the smaller MP level is used. To use Table 

8-1, first we must identify the cell that corresponds to our application. Then find the relevant 

parameters from Table 8-2 and calculate 𝑀𝑀𝑀𝑀𝑀𝑀𝐶𝐶. The 𝑀𝑀𝑀𝑀𝑀𝑀𝐶𝐶  is the MP radiant exposure at the 

cornea for light overfilling the pupil.  
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Table 8-1 Maximum permissible radiant exposure MPHc (in J/cm2) at the cornea (Overfilling pupil) reproduced with 
permission from [357] © The Optical Society. 

 

Table 8-2 Parameters to be used in Tables 8-1 and 8-3 reproduced with permission from [357] © The Optical Society. 

 



 

  147 

8.4. ANSI standard for ophthalmic applications 

Optical devices that image the retina or perform diagnostic tests often bring light into the eye 

through a small area of the natural pupil (Maxwellian illumination). The exposure limits for 

ophthalmic applications in intrapupillary are expressed in radiant power 𝜙𝜙 (watts). Division 

by the exposure duration, 𝑡𝑡, converts energy to power. Table 8-3 together with the parameters 

defined in Table 8-2 gives the intrapupillary radiant power for light entering the pupil of the 

eye. The 𝑀𝑀𝑀𝑀𝑀𝑀’s in Table 8-3 were obtained by converting the 𝑀𝑀𝑀𝑀𝐻𝐻𝑐𝑐’s of Table 8-1 using the 

area of 0.7 cm pupil and the pupil factor[357].   

Table 8-3 Maximum permissible radiant power MP𝝓𝝓 (in watts) entering the natural or diluted pupil reproduced 
with permission from [357] © The Optical Society. 

 

Table 8-3 can be used for most ophthalmic applications. If the wavelength (𝜆𝜆) and visual angle 

(𝛼𝛼) of the retinal exposure duration (𝑡𝑡) are known, then Table 8-3 shows which equations of 
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the thermal and photochemical limits are relevant. After eventual testing of the dual limits, one 

obtains the MP radiant power (in watts), for light entering the pupil of the eye.  

The standards assume that the exposed retinal area is circular, if this is not the case, then an 

equivalent visual angle 𝛼𝛼𝑒𝑒𝑒𝑒, is defined. The 𝑀𝑀𝑀𝑀𝑀𝑀[𝛼𝛼 = 𝛼𝛼𝑒𝑒𝑒𝑒] is the limiting power for an area 

corresponding to 𝛼𝛼𝑒𝑒𝑒𝑒. Where the 𝐶𝐶𝐸𝐸′  is defined as an effective scaling factor for use in 

computation of the 𝑀𝑀𝑀𝑀𝑀𝑀 for noncircular sources: 

𝑪𝑪𝑬𝑬′ = 𝑪𝑪𝑬𝑬[𝜶𝜶 = 𝜶𝜶𝒆𝒆𝒆𝒆] × 𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝒐𝒐𝒐𝒐 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇
𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝒐𝒐𝒐𝒐 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 𝒃𝒃𝒃𝒃 𝜶𝜶𝒆𝒆𝒆𝒆 

 Equation 8-1 

Table 8-4 represents 𝐶𝐶𝐸𝐸′  for rectangles of various dimensions as well as for squares and slits.  

Table 8-4 Effective 𝑪𝑪𝑬𝑬′  used in evaluating the 𝑴𝑴𝑴𝑴𝑴𝑴 for exposures in rectangular areas 
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8.5. Exposure by repetitive pulses 

The material above describes safety limits for single-pulse exposures. The Standard also 

addresses the exposure by complex trains of pulses. Here we describe the case of evenly spaced 

pulses, each with the same energy. Such a pulse train is described by its pulse repetition 

frequency 𝐹𝐹, its total duration 𝑇𝑇, the number 𝑛𝑛 of pulses 𝑛𝑛 = 𝐹𝐹𝐹𝐹, the duration t1 and peak 

radiant power 𝜙𝜙1 of a single pulse, the energy per pulse Q1 (Q1=𝜙𝜙1t1), and the duty factor  𝛿𝛿 =

𝐹𝐹𝑡𝑡1.  The ANSI Standard applies three “rules” that define three separate MP exposures (Table 

8-5) and the rule that offers the highest protection is used. These MP levels are expressed in 

the same units so they can be easily compared with one another.  

The first rule tests whether the radiant exposure of a single pulse (duration: t1) exceeds the 

MPHc[t1] at pulse duration t1. In the more general form, it tests the safety of the brightest pulse 

in a train of uneven pulses, but this limit can also be applied for equally spaced equienergy 

pulses.  

The second rule protects against average-power heat buildup in thermal injury and cumulative 

injury from the photochemical damage mechanism. It tests the safety of a continuous-wave 

(CW) equivalent exposure of duration 𝑇𝑇 with a constant-power radiant power. The MP𝜙𝜙av is 

then MP𝜙𝜙[T], and the corresponding radiant exposure per pulse is (1/𝑛𝑛) MPHc[T]. Both 

thermal and photochemical limits must be tested separately. 

The third rule protects against subthreshold pulse cumulative thermal injury and applies only 

to the thermal limits. It essentially tests whether the exposure by a long pulse of duration 𝑛𝑛𝑛𝑛1 

is safe. The Standard formulation of rule 3 is as follows: “The exposure of any single pulse 
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within the group of pulses shall not exceed the single-pulse MPE (for t1 > tmin) multiplied by 

n−0.25. 

Table 8-5 repetitive pulses (Evenly spaced pulsed of equal energy/pulse) 

 

Using these ANSI rules, the ocular light safety for the developed multimodal PARS-OCT 

system can be calculated. First, we start with the PARS excitation laser centered at 532 𝑛𝑛𝑛𝑛. 

The pulse duration for the IPG laser used in this study is 𝑡𝑡1 =  1.5 𝑛𝑛𝑛𝑛. In our imaging setup, 

assuming that the collimated laser beam after being focused by the eye has a diameter of 20 

μm on the retina, the angular subtense of the source:  

𝜶𝜶 =  
𝟐𝟐𝟐𝟐 𝝁𝝁𝝁𝝁
𝟏𝟏𝟏𝟏 𝒎𝒎𝒎𝒎

= 𝟏𝟏.𝟐𝟐 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 <  𝜶𝜶𝒎𝒎𝒎𝒎𝒎𝒎 = 𝟏𝟏.𝟓𝟓 𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 

Where 17 mm is the focal length of human eye. Therefore, the light source can be considered 

as a point source. 

Rule 1 The MPE for single pulse exposure can be obtained based on Table 8-1. Since the pulse 

duration of the laser is 1.5 𝑛𝑛𝑛𝑛 we only need to consider the thermal effect and the MP will be 

equal to: 

𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆 = 5 × 10−7𝐶𝐶𝑇𝑇𝐶𝐶𝐸𝐸𝐶𝐶𝐽𝐽 = 5 × 10−7 𝐽𝐽/𝑐𝑐𝑐𝑐2 
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Rule 2 For each PARS image, 600,000 pulses with PRR of 60 kHz are recorded. Since the 

exposure time (~ 10 𝑠𝑠) is longer than the 0.7 𝑠𝑠 and the wavelength is between 400 and 600 

nm, dual limits due to both thermal and photochemical effects apply here. For the 

photochemical effect:  

𝑀𝑀𝑀𝑀𝑀𝑀𝑝𝑝ℎ = 1 × 10−4 × 𝐶𝐶𝐵𝐵 × 𝑡𝑡 = 10−4 × 43.65 × 10 = 4.36 × 10−2 𝐽𝐽/𝑐𝑐𝑐𝑐2 

Where 𝐶𝐶𝐵𝐵 = 100.020(𝜆𝜆−450) = 43.65.  

For the thermal effect:  

𝑀𝑀𝑀𝑀𝑀𝑀𝑡𝑡ℎ = 1.8 × 10−3 × 𝐶𝐶𝑇𝑇 × 𝐶𝐶𝐸𝐸 × 𝑡𝑡0.75 = 1.8 × 10−3 × 1 × 5.62 = 1.01 × 10−2𝐽𝐽/𝑐𝑐𝑐𝑐2 

Rule 3 tests whether an exposure by a long pulse of duration 𝑛𝑛𝑛𝑛1is safe. Within a laser spot of 

20 𝜇𝜇𝜇𝜇, there are at most two overlapping laser pulses (n = 2). 

𝑀𝑀𝑀𝑀𝐸𝐸𝑟𝑟𝑟𝑟 = 𝑛𝑛−0.25 × 𝑀𝑀𝑀𝑀𝐸𝐸𝑠𝑠𝑠𝑠 = 0.84 × 5 × 10−7 = 4.2 × 10−7𝐽𝐽/𝑐𝑐𝑐𝑐2 

Rule 3 is the most conservative of the three. Considering a pupil diameter of 𝐷𝐷 = 0.7 𝑐𝑐𝑐𝑐 MPE 

for a single pulse would be equal to 𝑀𝑀𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟 × �𝐷𝐷
2
�
2

× 𝜋𝜋 ≈ 160 𝑛𝑛𝑛𝑛.  The acquired value is in 

correspondence to the values reported by other groups[14], [452]. In our imaging applications 

the energy of a single pulse is <  150 𝑛𝑛𝑛𝑛 which is below the allowed pulse exposure limit.  

8.6. ANSI standard for scanning beam  

To acquire one PARS image, the beam needs to be scanned over the field of view. Here, we 

show the safety calculation for the scanning beam. We can consider the 𝑀𝑀𝑀𝑀𝜙𝜙𝐵𝐵 beam power, 

the average power deposited over the region, for 𝐹𝐹 frames/s, each frame having 𝑅𝑅 horizontal 

lines (𝑅𝑅 = 512). The retinal field is square (visual angle of 𝛼𝛼𝐹𝐹), and we have a total exposure 

duration of 𝑇𝑇 = 10 𝑠𝑠. Here we consider the 𝑀𝑀𝑀𝑀𝜙𝜙𝐵𝐵 for fields ranging from a visual angle (𝛼𝛼𝐹𝐹) 
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from 1°to 50° (𝛼𝛼𝐹𝐹 = 17.5 𝑡𝑡𝑡𝑡 875 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚), and 532 𝑛𝑛𝑛𝑛 wavelengths. These values are selected 

based on the conventional values used in our system. The visual scanning angle used in our 

study is between 15°to 30°(262 𝑡𝑡𝑡𝑡 525 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚), and the frame rates is usually between 2-5 Hz. 

For the thermal limit, the equivalent continuous wavelength (CW) beam uniformly distributed 

over the entire field 𝑀𝑀𝑀𝑀𝑀𝑀𝐵𝐵 (in watts), for 𝛼𝛼𝐹𝐹 < 100 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚, 𝑇𝑇 = 10 𝑠𝑠, and the 𝐶𝐶𝐸𝐸′  

corresponding to a square filed, is given by: 

𝑀𝑀𝑀𝑀𝑀𝑀𝐵𝐵,𝐶𝐶𝐶𝐶,𝑡𝑡ℎ = �6.93 × 10−4𝐶𝐶𝑇𝑇 �
4𝛼𝛼𝐹𝐹
𝜋𝜋𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚

�𝑃𝑃10−1𝑡𝑡−0.25� 

For example, in strict case of 1° (𝛼𝛼𝐹𝐹 = 17.5 × 1 = 17.5 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) the value will become 

~ 1.064 𝑚𝑚𝑚𝑚. 

and for 𝛼𝛼𝐹𝐹 ≥ 100 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚: 

𝑀𝑀𝑀𝑀𝑀𝑀𝐵𝐵,𝐶𝐶𝐶𝐶,𝑡𝑡ℎ = �6.93 × 10−4𝐶𝐶𝑇𝑇 �
4𝛼𝛼𝐹𝐹2

𝜋𝜋𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚
�𝑃𝑃10−1𝑡𝑡−0.25� 

Similarly, in a 50° (𝛼𝛼𝐹𝐹 = 17.5 × 50 = 875 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) it will be ~ 46 𝑚𝑚𝑚𝑚. 

The photochemical limit (in watts) for the CW beam is given by: 

𝑀𝑀𝑀𝑀𝑀𝑀𝐵𝐵,𝐶𝐶𝐶𝐶,𝑝𝑝ℎ = �5.56 × 10−6𝐶𝐶𝐵𝐵
4
𝜋𝜋
𝛼𝛼𝐹𝐹2𝑡𝑡−1� 

Similarly, for the 𝛼𝛼𝐹𝐹 = 1°, the limit will become 2.36 𝑚𝑚𝑚𝑚, and for 𝛼𝛼𝐹𝐹 = 50° ~6 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤.  

Figure 8-1 and Figure 8-2 represent MP (in watts) for both photochemical and thermal damages 

in a CW beam simulation, respectively. The plots show the values for 3 different PARS 

excitation wavelengths as a function of the visual angle.  
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Figure 8-1 Maximum permissible beam power (in watts) for CW photochemical damage and 3 different PARS excitation 
wavelengths as a function of the visual angle.  

 

 
Figure 8-2 Maximum permissible beam power (in watts) for CW beam thermal damage and 3 different PARS excitation 
wavelengths as a function of the visual angle.  

In general, the safety value of system is highly dependent on the visual field angle, wavelength, 

and duration of the imaging and will require careful consideration of the exposure limits. In 



 

  154 

our simulations we have calculated the safety values for visible and NIR wavelengths. The 

laser safety threshold for ocular imaging is stricter in the visible spectrum than in the NIR 

spectral range. By moving to NIR region (𝜆𝜆 > 700 𝑛𝑛𝑛𝑛) , the absorption coefficients of blood 

will drop an order of magnitude[464], however, it would be possible to use higher amount of 

energy. In [465], 795 nm wavelength is applied for in vivo photoacoustic imaging of blood in 

human skin. Additionally, for ophthalmic imaging, since retina is sensitive to the visible light 

eye motion will cause challenges in eye fixations which will be mitigated by using NIR 

wavelengths [466].  

8.7. Additional safety issues in the multimodal imaging system 

The instrumentation for corneal and crystalline lens examination, often use high radiant 

exposures or irradiances in the anterior segment of the eye. Since the Standard was developed 

for light overfilling the pupil, it includes protection for light damage in the anterior segment in 

the visible spectrum, and the Standard extends to the UV and the IR, where damage is likely 

to occur. For  𝜆𝜆=380–1400 nm, a spectrally flat limit was recently introduced that recommends 

MP corneal irradiances of 25t−0.75 W/cm2 for 𝑡𝑡 < 10 𝑠𝑠, and 4.0 W/cm2 for 𝑡𝑡 >  10𝑠𝑠[453]. 

Based on the proposed limit the OCT light power on the cornea ( ~1.5 𝑚𝑚𝑚𝑚) and the PARS 

detection power (~ 2 − 3 𝑚𝑚𝑚𝑚) are well within the ANSI limits. 
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Chapter 9 
Conclusion and future work 

In this thesis dissertation several improvements over previous functional and structural 

ophthalmic imaging systems are reported. First, here, for the first time we applied a non-contact 

photoacoustic microscopy technique for imaging ocular tissue. Using PARS microscopy, we 

showed in vivo images acquired from both anterior and posterior segments of the murine eye. 

To make this possible, we made significant modifications to conventional PARS microscope. 

These modifications included employing, eye-friendly 830 nm detection wavelength, focusing 

optics and live feedback during in vivo imaging. The 830 nm probe beam improved PARS 

signal detection in the ocular environment by having lower absorption in water.  Additionally, 

it reduced the amount of chromatic aberration in the system by having close spectral bandwidth 

to the 532 nm excitation beam. The PARS microscope used in this thesis, for the first time 

employed a telecentric pair, which provided a uniform image intensity and improved the 

effective imaging FOV. We have also showed the first live feedback in PARS imaging which 

is beneficial for accurate alignment and to select the right imaging location.    

Second, we developed a method to generate stable multiwavelength light source with high 

pulse repetition rate. To this aim, stimulated Raman scattering happening inside a single mode 

fiber was employed and by controlling and decreasing the temperature, the temporal 

fluctuations of the generated output peaks were reduced. The light source was used as the 

excitation laser for a PARS microscope and applied to in vivo functional imaging of capillary 

networks in chicken embryo model. The method offered a promising technology for creating 
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reliable, cost-effective multiwavelength light sources with a sufficiently high pulse energy and 

PRR for a variety of photoacoustic imaging applications. 

Third, using the temperature-regulated multiwavelength light source for the first time we 

showed in vivo functional imaging of the ocular tissue with a non-contact photoacoustic 

imaging modality. The multiwavelength PARS system is further combined with a swept-

source OCT system and for the first time showed simultaneous, non-contact, in vivo imaging 

of murine eye. In addition, for the first time we presented dual-contrast PARS microscopy, 

where multiwavelength excitation was used for targeting absorption contrast and the PARS 

probe beam was used for targeting scattering imaging contrast. The reported system was a 

major step toward non-invasive, simultaneous, and accurate measurement of functional details 

in the ophthalmic tissue. 

Finally, the multimodal PARS-OCT system were further modified and applied for non-contact 

imaging of the retina in living animal. Here, for the first time, non-contact oxygen saturation 

measurement was shown in in vivo using an absorption-based imaging technique in retinal 

tissue. The accuracy of PARS microscopy for oxygen saturation measurement was investigated 

using bovine blood. Furthermore, the system is evaluated in terms of ocular light safety offered 

by ANSI standards. The proposed technique offered a promising method for non-invasive 

measurement of metabolic rate of oxygen and improve diagnosis of major blinding eye 

diseases.  
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9.1. Future research  

The technology developed and discussed in this PhD thesis leave plenty of room for future 

technological development, as well as pose questions that can before the center point of future 

animal and human studies.  

First, the current PARS-OCT system was developed using visible excitation wavelength for 

targeting oxygenated and de-oxygenated hemoglobin in the blood. However, the laser safety 

threshold for ocular imaging is stricter in the visible spectrum than in the NIR spectral range. 

Additionally, the retina is sensitive to the visible light which poses challenges to eye fixation 

during imaging. Therefore, in future studies, the NIR spectral range can be examined as the 

excitation wavelength to overcome these issues.  

Second, the imaging speed of the multimodal PARS-OCT system can be increased as well. 

The higher imaging speed may affect the SNR of the recorded images; however, it can reduce 

the challenges arising from involuntary eye motions.  

Third, to improve the field of view of the system, scan lens can be employed in the imaging 

head of the system. By reducing the field of curvature, the scan lens optimizes the FOV and 

produce a flat imaging plane as the laser beam is scanned across the sample.  

Forth, a fiber-based version of the system can be developed, which may offer easier alignment, 

and to make the system compact. Additionally, it can help with improving the SNR of the 

acquired images by acting as a pinhole in the detection end of the PARS system and eliminating 

specular reflections.  

Fifth, the scanning pattern of the SS-OCT system can be modified to enable Doppler OCT and 

OCT angiography and provide blood flow measurement and vasculature map, respectively. 
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This information can be further combined with the non-contact oxygen saturation 

measurements of PARS to measure metabolic rate of oxygen consumption in the ocular 

environment in both small and large vessels. It can be further applied for evaluating the effects 

of visually evoked stimulus and how they could change this functional information.  

Sixth, the application of light emitting diodes (LED) as an alternative excitation source for 

multiwavelength PARS imaging can be investigated in future studies.  

Last, but not the least, the proposed multimodal ophthalmic imaging system can be employed 

for pre-clinical applications. The system can be used in longitudinal studies on larger animal 

models like rabbit and monkeys with size of eyeballs closer to that of humans.  Different eye 

disease models (such as Glaucoma, and DR) can be developed in these animals and the efficacy 

of the system be evaluated in diagnosis and monitoring of them. 
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