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Abstract

Laser directed energy deposition through powder feeding (LDED-PF), a class of metal additive
manufacturing (AM), is a promising technique that enables the repair and refurbishment of metallic
components with a variety of materials as well as the complete near-net-shape manufacturing of
metallic parts with moderately complex geometries. The localized solidification and complex thermal
cycles in LDED-PF have a significant effect on the deposition characteristics. The continuous change
in the deposition rate occurs due to the thermal-based complexities and alters the deposition geometry
and microstructure. There are still major knowledge gaps and challenges in achieving desirable
dimensional and microstructural features of as-built components. A clear understanding of the process
and its effects on the temperature field and the resulting dimensional and microstructural characteristics
are of tremendous importance. Developing methodologies to predict the thermal-based complexities
during the multi-track deposition and minimize the adverse effects is essential to enhancing LDED-PF.
This thesis aims to develop a time-efficient predictive physics-based model that improves dimensional
accuracy and process stability. The model also provides an effective tool for process optimization and

microstructural engineering through process-microstructure linkages.

To this end, this research first tries to analytically couple the moving laser beam, powder stream, and
semi-infinite substrate. A process map is developed for the single-track deposition, which draws the
physical barriers to a stable process. To develop an effective heat source model that is more in harmony
with the physics of the process, analytical solutions to three heat source models are introduced and
compared to describe the transient temperature field in the single-track deposition. To improve the
model fidelity, the enhanced thermal diffusivity and heat source radius are calibrated in terms of linear
functions. To include the effect of scanning strategies in multi-track LDED-PF, the model is adapted
for multi-track deposition of different scanning strategies. The temperature fields of cuboid-geometry
depositions are simulated under four scanning strategies, namely, bidirectional, unidirectional, inward
spiral, and S-pattern. The effect of heat accumulation is considered, and 2D thermal models are time-
efficiently computed to obtain the melt pool shape. A new universal algorithm, based on parabolic
functions, is developed to predict the geometrical profile of the overlapping beads, which applies to all
scanning strategies. The model obtains the local heat flow direction at the longitudinal center-plane of
each track. The solidification parameters of thermal gradient and solidification rate are then extracted
from the local heat flow to reveal the linkages between the process and solidification microstructure.
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The solidification maps are established, and the microstructural transition of columnar-to-equiaxed is
predicted. The developed model is validated for multi-track deposition of Ti-5Al-5V-5Mo-3Cr alloy at
different laser powers, scanning speeds, and step-over distances under different scanning strategies.
The developed knowledge of solidification characteristics and microstructural evolution can greatly
contribute to the development of the Ti-5Al-5V-5Mo-3Cr alloy processed by LDED-PF.

Lastly, an adaptive prediction protocol is developed based on physics-based mathematical modeling
to control the temperature and deposition dimensions. A simulation-based algorithm is designed for
multi-track deposition of direction-parallel scanning strategies. The algorithm simulates the transient
temperature field and geometry of subsequent tracks to adaptively predict the required laser power as
the main processing parameter, such that each track arrives at the desired dimensions. The performance
of the developed adaptive modeling is experimentally evaluated and validated. The adaptive protocol
of modeling, as a cost-effective approach, only requires the thermophysical properties of the material
and some basic information of the LDED-PF setup to successfully improve the dimensional accuracy
and flatness of the deposited layers by neutralizing the adverse effect of heat accumulation and
overlapping beads. This unique adaptive protocol can also ensure the uniformity of the deposition and

the stability of the process by maintaining the standoff-distance constancy.
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strategies; (a) unidirectional, (b) bidirectional, (c) inward spiral, and (d) S-pattern strategy. The points
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Figure 5-26. EBSD image showing the grain structure of track 18 (SP-6 sample) under the given
processing parameter set (P=800 W, F=6 g/min, vi=10 mm/s and hs=0.5 mm) and S-pattern scanning
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Figure 5-27. Predicted average PDAS based on two theories and experimental average measurements
for the multi-tracks under different processing parameter sets and different scanning strategies; (a)
unidirectional, (b) bidirectional, (c) inward spiral, and (d) S-pattern strategy. The points of the same

color represent different tracks of one MUItI-track. ..........ccoocviieiiiiiiii e 99

Figure 5-28. Correlation between the measured grain size and calculated mean solidification cooling



Figure 6-1. Flowchart of the adaptive physics-based modeling, showing the steps in the algorithm.102

Figure 6-2. Adaptive modeling of constant height in the case of MT-ACH sample; (a) predicted
geometrical profile of transverse cross-section, (b) predicted laser power, (c) predicted width, and (d)

predicted height of different tracks. () 3D imaging and analysis used for experimental measurement.

Figure 6-3. Adaptive modeling of constant width in the case of MT-ACW sample; (a) predicted
geometrical profile of transverse cross-section, (b) predicted laser power, (c) predicted width, and (d)
predicted height of different tracks. () 3D imaging and analysis used for experimental measurement.

Figure 6-4. Adaptive modeling of constant width in the case of ML-ACW sample; (a) predicted
geometrical profile of transverse cross-section, (b) predicted laser power, (c) predicted width, and (d)
predicted height of different tracks. () 3D imaging and analysis used for experimental measurement.
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Chapter 1: Introduction

1.1 Overview and Research Motivations

Although metal additive manufacturing (AM) by laser directed energy deposition through powder
feeding (LDED-PF) has been explored for manufacturing metallic parts, the integrity of fabricated parts
in terms of dimensional accuracy, microstructure, and mechanical properties are quite unsteady and
they are very dependent on processing parameters. To provide a practical framework of printing with
LDED-PF and to maximize the process performance, a key and cost-effective solution is modeling. A
model is needed to provide the rapid and precise process prediction required for designing/optimization
of the adaptive tool-path. The complex heat transfer and transport phenomena make it difficult to
understand the effect of processing parameters on the overall process. A process model is required to
consider major physical phenomena during the process, taking into consideration the transient
temperature field, heating/cooling cycles, and solidification characteristics. In return, these provide

important information about solidification microstructure and resulting mechanical properties.

On the other hand, the use of Ti-5AI-5V-5Mo-3Cr alloy in aerospace applications has been increasing
in the past decade. Not only is there little research on AM of Ti-5Al-5V-5Mo-3Cr alloy, but also even
fewer works on LDED-PF of this alloy. The understanding of the effects of processing parameters on
deposition geometry, and microstructure is imperative for the further development of Ti-5Al-5V-5Mo-
3Cr alloy by LDED-PF.

1.2 Challenges and Solutions

In the LDED-PF process modeling, the first challenge is to incorporate the interaction between heat
and mass flux into the model. The melt pool dimensions are influenced by the interaction. The single-
track deposition is the first step of the process when the key processing parameters for multi-track
deposition are defined based on them. Hence, they should be defined appropriately; otherwise, the
multi-track deposition would be problematic and defects may be induced by inappropriate processing
parameters. Moreover, parameter selection for LDED-PF s still challenging for new
material/equipment systems, and defining them usually needs time-consuming and costly preliminary
screening phase experiments. To this end, analytical modeling can be a great assistance for process

mapping and parameter selection such that the processing parameters can be predicted with good



accuracy. The time and cost of the preliminary screening phase experiments can be saved as the

analytical model can be updated according to the material/equipment.

The second challenge of the LDED-PF process is the effect of overlapping beads and heat
accumulation during multi-track deposition. Considering the nature of the process for applying
overlapping tracks consecutively, the heat from the previous track affects the ones in the vicinity. The
deposition rate keeps changing based on the scanning strategy, defects can happen more, and the build-
up process may be sacrificed by a non-uniform deposition profile. Physics-based modeling can help to
correlate the processing parameters with the geometrical profile of multi-track depositions. The
temporal history of temperature for all tracks can be analytically integrated into the model to account
for the effect of heat accumulation. It can also be used for the development of closed-loop and
intermittent controllers. Moreover, the determination of solidification behavior during LDED-PF is
challenging, although it directly influences final microstructures and resultant mechanical properties.
A physics-based model can predict solidification characteristics and help to understand the

solidification dynamic behavior.

1.3 Objectives and Scope of Study

This research first tries to take a problem-solving approach to overcome the above-mentioned
challenges by developing a physics-based model, which takes into consideration the major interactions
and physics of the process. The main objective is to have better control/prediction of the LDED-PF
process. To achieve this goal, the following core objectives are pursued. The interconnections of core

objectives are set out in Figure 1-1.

» Develop a process map for parameter selection in the single-track deposition.
Introduce different heat source models and compare their performance.
Calibrate the heat source model for improved model fidelity.

Develop a time-efficient physics-based model for LDED-PF.
Expand the physics-based model for multi-track deposition.

Develop a universal algorithm for the rapid prediction of deposition geometry.

YV V Vv Vv VY V

Use the physics-based model to predict the thermal cycles and solidification parameters.



Correlate the process with the microstructure using the solidification parameters.
Predict and study the microstructure morphology/size.

Develop an adaptive modeling protocol for multi-track LDED-PF.

YV V V VY

Thermal and dimensional control of the deposition by predicting the laser power.

Chapter 4
Multi-track temperature modeling

Development of a physics-based model
Powder sieam
\ __{
= 3 Physicbased 3;& 3
. . LDED-PF
Mot pot G

Chapter 5

Chapters 3 & 4 ’

Chapter 6

HTIER
g o

e

Thermal and dimensional control

Figure 1-1. Thesis graphical abstract, setting out core objectives and their interconnections.

1.4 Organization of Thesis

The thesis includes seven chapters which are organized as follows. Chapter 1 presents the overview,
research motivations, challenges, and objectives of the research. Chapter 2 presents a general literature
review and background of metal AM and LDED-PF followed by the introduction of physics-based
modeling and its importance in the enhancement of LDED-PF. Chapter 3 presents an analytical module
for the coupling powder stream and laser beam in the LDED-PF process and provides a time-efficient
model for process mapping and definition of the processing parameters for single-track deposition.
Chapter 4 presents analytical solutions for the rapid prediction of transient temperature fields in LDED-
PF based on three different heat source models. Chapter 5 presents a physics-based model of multi-

track LDED-PF under four different scanning strategies: bidirectional, unidirectional, inward spiral,
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and S-pattern. A new universal algorithm, based on parabolic functions, is developed to predict the
geometrical profile of the overlapping beads. The solidification parameters of thermal gradient and
solidification rate are extracted from the local heat flow to reveal the linkages between the process and
solidification microstructure. Chapter 6 presents adaptive physics-based modeling for thermal and
dimensional control. A simulation-based algorithm is designed to adaptively predict the required laser
power, as the main processing parameter, such that a uniform deposition profile is achieved. Chapter 7
presents the major conclusions of the research. Based on the conclusions, possible future work is briefly
introduced.

Chapters are adapted from the published or to-be-submitted works as following:
Chapter 3:

M. Ansari, A. Martinez-Marchese, Y. Huang, E. Toyserkani, A mathematical model of laser directed
energy deposition for process mapping and geometry prediction of Ti-5553 single-tracks, Materialia.
12 (2020) 100710. doi:10.1016/j.mtla.2020.100710.

Chapter 4:

M. Ansari, M. Khamooshi, Y. Huang, E. Toyserkani, Analytical solutions for rapid prediction of
transient temperature field in powder-fed laser directed energy deposition based on different heat source
models, Appl. Phys. A. 127 (2021) 445. d0i:10.1007/s00339-021-04591-w.

Chapter 5:

M. Ansari, A. Martinez-Marchese, M. Khamooshi, A. Keshavarzkermani, R. Esmaeilizadeh, E.
Toyserkani, A comprehensive physics-based model for multi-track powder-fed laser directed energy
deposition under different scanning strategies: On the correlation of process, deposition dimensions,
and solidification microstructure in additively manufactured near-p titanium alloy (Ready for

submission).
Chapter 6:

M. Ansari, A. Martinez-Marchese, M. Khamooshi, E. Toyserkani, Adaptive physics-based modeling

for powder-fed directed energy deposition (Being ready for submission).

Similar versions of these works have been modified to fit the content of this thesis. The corresponding
license agreements are provided in the section of Letter of Copyright Permission.
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Chapter 2: Background and Literature Review

In this chapter, a general background of the LDED-PF process and physics-based modeling is reviewed.
The chapter begins with an introduction of metal AM followed by an overview of modeling efforts and

their importance in the enhancement of LDED-PF.

2.1 Metal Additive Manufacturing

Metal additive manufacturing (AM) processes build three-dimensional (3D) parts by progressively
adding layers of metallic materials guided by a digital model. This unique feature allows the production
of complex or customized metallic parts directly from the design with minimum need for expensive
tooling. In addition, a significant reduction in the part count can be realized by eliminating or reducing
the need to assemble multiple components. Furthermore, parts can be produced on-demand, reducing
the inventory of spares and decreasing lead time for critical or obsolete replacement components. For
these reasons, metal AM is now widely accepted as a new paradigm shift for the design and production
of high-performance metallic components for aerospace, medical, energy, and automotive applications.
Significant advances over the past twenty years in the constituent technologies of metal AM, including
lower cost reliable industrial lasers, inexpensive high-performance computing hardware, and software,
and metal powder feedstock technology have enabled it to become a state-of-the-art processing method.
It has now reached a critical acceptance level, as evidenced by the rapid growth in sales of commercial
systems. However, there are still challenges that need to be addressed and a thorough understanding of
material-process-structure-property-performance is desirable to fully unleash the potential of metal AM

in producing defect-free, structurally sound, and reliable parts [1].

2.1.1 Metal AM Processes

The metal AM processes consolidate feedstock materials such as powder, wire into a dense metallic
part by melting and solidification with the aid of an energy source such as laser, electron beam, or
electric arc in a layer-by-layer manner. Two major and mature metal AM processes are defined by
ASTM standard F2792 [2] as Powder Bed Fusion (PBF) and Directed Energy Deposition (DED). PBF
begins with a solid or surface CAD model, orienting it within a build volume to include support

structures, slicing into planar layers, defining a scan path, and build-file based upon a pre-specified set



of material-specific parameters and the specific machine configuration. The part forms by fusing thin

layers of powder pass-by-pass and layer-by-layer [3].

As defined by ASTM F2792-12a [2], DED is categorized as one of the metal AM processes in which
a focused heat source is used to directly deposit materials as they are being fed into the heat source. A
further classification is provided as a function of the heat source (laser beam, electron beam, plasma,
and electric arc), feedstock material (powder and wire), and feeding methods (off-axial and coaxial).
Although there are various types of DED systems, this research focuses on the laser-aided powder-
based DED, which is the most commonly used DED technology. Here, we use the nomenclature for
laser (L), and powder-fed (PF). The schema is shown in Figure 2-1.

High Power Laser
L ’ ﬂ S Powder feeder

l

Process Control
System
K
Laser Processing
Head
L B
aser (e:Iaar:; ~—» % Powder Jet
Substrate  awme ——— — Melt Pool
‘{‘—-‘

Work Station Ar Gas
Figure 2-1. Schematic representation of a lateral LDED-PF system (Reproduced with permission from Ref. [4]).

Both metal AM processes of PBF and DED have their advantages/disadvantages which are
summarized in Table 2-1 based on the benchmark study by OPTOMEC [5]. The study was to determine
the relative print speed and price to build a mid-size metal part with simple geometry. The study results
show that DED is more than 10 times faster and five times less expensive than PBF for this benchmark
study part. While PBF technologies are suitable for smaller, complex geometries, with hollow
unsupported passages/structures, DED is better suited for larger parts with coarser features requiring

higher deposition rates. Usage of thinner layer thickness, finer powder, and smaller beam energy source



size leads to a superior surface finish on the as-built parts from the PBF process as compared to the
DED process. On the other hand, the powder-fed DED process is ideally favorable for manufacturing
multi-material structures and functionally graded materials due to the ease of introducing different
powders into the melt pool, while it isn’t easy to use different powders in the PBF process [6]. The
ability of the DED technology to add metal on existing parts allows it to apply surface protective
coatings, remanufacture and repair damaged parts and reconfigure or add features to existing parts,
besides building new parts. Some examples are shown in Figure 2-2.

Table 2-1. Feature comparison of two main metal AM processes (Courtesy of OPTOMEC [5])

Feature DED PBF
Part complexity/resolution | Relatively simple geometry with Complex geometry with high
less resolution (Ra 20-50 pum) resolution (Ra 6-12 pm)
Part size Unlimited Limited
Dimensional tolerance +/-1 mm Less than 0.1 mm
Average layer thickness 500 um 30 um @ 400 W
Powder cost Ti-64 ~ $160/kg Ti-64 ~ $600/kg
IN-718 ~ $80/kg IN718 ~ $200/kg
SS316L ~ $30/kg SS316L ~ $100/kg
Repair/coat & add features | Capable — add material onto 3D Limited — requires horizontal
surfaces build plane
Multi-material Programmatically grade or blend Limited

Repair area

Figure 2-2. Examples of using DED technology for (a) coating, (b) blisk repair, (c) manufacturing nozzle for gas
turbine exhaust (Courtesy of OPTOMEC [7]).



2.2 Overview of Modeling Efforts in LDED-PF

In LDED-PF, the laser-powder interaction happens within the attenuation distance. The laser beam
is attenuated by directly injected powder particles and interacts with the underlying layer or substrate
to form a melt pool. Meanwhile, the heated powder particles reach the melt pool and become a part of
the melt pool. Figure 2-3 shows the schematic of the laser-powder-substrate interaction in the LDED-
PF process. The melt pool experiences rapid solidification while solidifying from liquid to form a track.
Several physical phenomena contribute to the thermal characteristics, and deposition geometry. The
melt pool experiences rapid heating/cooling cycles and high-temperature gradients, which cause
thermal-based complexities. Therefore, high-fidelity and time-efficient tools for measuring/predicting
the temperature field and thermal history during LDED-PF are of vital importance.

Powder ——

stream
—— Laser beam

Deposition —

Melt pool

Figure 2-3. Scheme for LDED-PF along longitudinal cross-section, showing the interaction of powder, laser beam,

and substrate.

A clear understanding of laser-material interaction and thermal characteristics is required for further
development and full industrial adaption of the LDED-PF process. However, the complex multi-physics
nature of the LDED-PF process makes the understanding of the underlying physical aspects difficult
[8]. The single-track deposition process, as the first step of the process, should be optimized, and
controlled for a stable deposition since an unstable deposition can undermine the quality and
dimensional accuracy of the multi-track deposition process. Choosing optimum processing parameters
would be challenging due to machine dependencies of many parameters such as the laser beam quality,

powder stream profile, and velocity of particles. The first step is to predict the processing parameters,



the resultant deposit’s dimensions, and thermal history based on the basic aspects of the laser beam,
powder stream, and thermophysical properties of the materials. Several attempts have been made
toward process modeling and optimization of the LDED-PF process, and to this end, different predictive
tools have been used, including experimental approaches and physics-based models. Different process
models have been built to simulate melt pool characteristics, including physics-based, and
empirical/statistical models. Empirical/statistical models, which are developed based on the
experimental data, have been extensively used for the optimization of single-track LDED-PF, in general
[9-15]. However, the empirical/statistical approach is mainly equipment/material specific and it only
considers a few variables as laser power, beam diameter, moving velocity, and powder feed rate. Each
LDED-PF equipment has a different design for the nozzle, powder profile, and laser beam and
consequently, major physical phenomena would be affected by them.

2.2.1 Physics-based Models

Physics-based modeling, including numerical and analytical modeling, is another approach in this
context. Physics-based models introduce intermediate variables from one stage of the process to the
other. The complete deposition process can be broken down into several physical stages and each
physical stage can have different variables [16]. The thermal history can be simulated, melt pool forms
as a result of the powder-laser-substrate interaction, and the thermal characteristics define the final track

properties. Figure 2-4 illustrates the physical stages and intermediate variables in LDED-PF.

Laser beam:
\

+ Mode and power
+ Beam profile
+ Scanning speed

Y

Powder stream: Interactions:

Melt-pool: \ A o
« Tempasetion || T depe
+ Stream profile - POy PropH > + Solidification parameters > s 0y
* Feed rate . + Energy balance 3 2 : # Residual stresses
+ Heat conduction galdess convection byjt vl motion + Microstructure
. G.as flow rale. B + Stability of melt pool
+ Optical properties + Laser absorptivity

Substrate:
+ Geometry

+ Surface conditions ‘
+ Initial temperature  /
Figure 2-4. Physical stages and corresponding process variables in LDED-PF (Redrawn from Ref. [16]).
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An effective temperature simulation needs certain assumptions. A quantitative description of the heat
source energy distribution is needed. Various heat source models have been mathematically described
in the literature, which are broadly classified as point (1D), surface (2D), and volumetric (3D) sources.
Eight different heat source models (shown in Figure 2-5) were discussed and compared for the
simulation of the PBF process by Zhang et al. [17]. Each heat source model can have its advantages
and disadvantages. The consideration of different heat source geometry can be specific to the individual
processes/material. Although the eight heat source models by Zhang et al. [17] are adopted for the PBF
process, some of them can be used for the LDED-PF process. Some research studies [18] used a point
heat source model to solve the heat conduction equation and simulate the temperature field. A point
heat source simplifies the complexity of energy distribution. For a heat source like a laser beam, the
power intensity has a radial variation, which can be quantitated as a 2D Gaussian distribution. This
surface-distributed energy can be considered for LDED-PF [19]. The assumption of 3D heat sources
such as semi-spherical and semi-double elliptical has been taken into consideration, mostly in welding
literature, as a virtual proxy to mimic the laser-material interaction behavior [20]. Some research studies
considered these volumetric heat sources in their simulation for the LDED-PF process [21]. These
mathematical descriptions of heat sources are usually used to reduce the computational time in
numerical models. However, these assumptions may not be perfectly in line with the underlying physics

of the process.

(a) (b) (c) (d)

Figure 2-5. Schema for heat source models, (a) cylindrical shape; (b) semi-spherical shape; (c) semi-ellipsoidal shape;

(d) conical shape (Reproduced with permission from Ref. [17]).
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Numerical modeling has been verified as an accurate simulator for different aspects of the LDED-
PF process such as powder flux distribution [22,23], laser-powder interaction [24], geometrical features
of the deposit [25-28], temperature, fluid velocity fields [29,30]. Major advances in the modeling of
LDED-PF are reviewed by Pinkerton [16] and the features, strengths, and weaknesses of predictive
modeling are discussed. Haley et al. [31] investigated the effect of standoff (working) distance through
a physics-based model and experimental observations. The results of their study are shown in Figure
2-6, emphasizing the importance of standoff distance constancy. In LDED-PF, the constancy of
standoff distance is an important factor. The standoff distance is the distance between the tip of the
deposition nozzle and the substrate/underlying layer. The laser beam/powder stream profile has a
spatially different energy/particle distribution in different distance from the nozzle tip. The change of
the standoff distance can make the process instable or change the mass capture efficiency, hence the
standoff distance must be kept constant during the build-up process to maintain the process stability.

~
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Figure 2-6. Demonstration of the effect of standoff distance on the process efficiency (Reproduced with permission
from Ref. [31]).

In the most recent published works, Bayat et al. [32] and Wei et al. [33] developed multi-physics
numerical models to simulate temperature, fluid dynamics, and geometry of the tracks in single-track
and multi-track LDED-PF. Figure 2-7 shows the results of some of their simulations. Different physical
phenomena were considered and the experimental validation tests showed the high accuracy of the

predictions.
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Figure 2-7. Examples of numerical simulations in LDED-PF (Reproduced with permission from Refs. [32,33]).

Although numerical modeling has proven as an accurate tool for the description of the temperature
field, the accuracy is mainly governed by the discretization and meshing techniques, which significantly
adds to the computational time and complexity of the model. In contrast, analytical modeling, as a
classic approach, offers a time-efficient tool for process modeling and understanding the physical
aspects of the process. Although the accuracy of the analytical prediction models is generally lower
than numerical models, their predictions seem adequate for LDED-PF, considering the printing
resolution and large melt pool size in LDED-PF. Picasso et al. [34] developed a fundamental analytical
model for off-axial LDED-PF to predict the laser moving velocity and powder feed rate for a given set
of parameters such as laser power, beam width, and powder stream geometry. Frenk et al. [35] proposed

a quantitative analytical model for off-axial LDED-PF based on the energy balance and overall mass
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to estimate the dimensions of the melt pool and deposit, as well as the catchment efficiency and global
absorptivity. Lalas et al. [36] took an analytical approach for the off-axial LDED-PF process to estimate
the deposit dimensions based on surface tension and taking into account the laser moving velocity and
powder feed rate. Pinkerton et al. [37] integrated the powder stream and substrate thermal conduction
and mass flow into an analytical model for coaxial LDED-PF. Zhu et al. [21] established an alternative
analytical model to estimate the geometric characteristics of the deposit based on the curve equation of
the deposit, which takes into account the laser powder, laser-powder interaction. In the latest published
study by Huang et al. [18], an analytical model was developed for the LDED-PF process. The study
tried to couple the heat flux and mass flow by considering the associated spatial distribution.
Furthermore, the analytical models can be a perfect fit for process mapping and parameter selection as
they do not need a high accuracy prediction. There are a limited number of studies concerning an
analytical approach for process mapping of the LDED-PF process. As a preliminary model constructed
on the basis of the attenuation of the laser beam by powder cloud, Jouvard et al. [38] adopted a very
simple approach, taking into consideration Beer-Lambert law for the laser beam attenuation and a one-
dimensional solution of the heat conduction, to define two thresholds for substrate and powder fusion.
de Oliveira et al. [39] used the same approach to plot a brief process map showing the laser power

required to melt the substrate and powder.

Varieties of these analytical models are reported in the literature; however, most of them are limited
to single-track modeling in which major complexities of the LDED-PF process such as the effects of
heat accumulation and scanning strategy are ignored. There are few works on the analytical modeling
of multi-track deposition. Li et al. [40,41] presented an analytical computation of temperature field in
thin-walled samples. A transient solution to a point heat source in a semi-infinite body is used together
with a pair of positive and negative heat inputs to compute the temperature field including the effect of
heat accumulation. Huang et al. [19] developed a physics-based model of LDED-PF by analytically
coupling the laser heat flux powder and powder mass flow, in which both are expressed as a surface

heat source. Their model is only adopted for multi-track deposition under the bidirectional strategy.
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2.2.2 Process-microstructure Correlation in LDED-PF

The localized solidification and complex thermal cycles in LDED-PF have a major effect on the
microstructure and related properties [42]. Currently, there is significant academic and industry interest
in controlling the location-specific microstructure and properties of LDED-PF manufactured
components through mechanistic modeling. In this context, physics-based models of temperature
prediction are essential to calculate the parameters needed for the mechanistic models. Figure 2-8
shows the important role of temperature prediction models in the overall understanding of the physical
processes in AM. Experimental characterization without considering the attendant thermal complexities
cannot reveal the origins of the location-specific variations. However, characterization studies
supported by physics-based modeling not only reveal the location-specific variations of
microstructure/properties but also justify the reason for the variations [43]. The variations can be related
to the evolution of the temperature field in the spatial-temporal domain.
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Figure 2-8. Schema of a mechanistic model in metal AM, showing the importance of physics-based modeling in

understanding process-structure-property (Reproduced with permission from Ref. [44]).
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Prediction of solidification microstructures requires the modeling of the nucleation and growth of all
possible phases. In a more general approach, both nucleation and growth have to be simultaneously
considered as is necessary for the columnar to equiaxed transition (CET). During solidification of the
melt pool, the solid acts as a heat sink, and solidification is locally directional. The heat flux is opposite
to the growth direction and the rate of advance of the isotherms constrains the solid-liquid interface to
grow at an imposed velocity. If the depositing material is similar to the substrate, initial solidification
shows an epitaxial growth when the substrate is slightly molten. If nucleation and growth of equiaxed
grains in the liquid ahead of the columnar front are avoided, an epitaxial, columnar structure is achieved.
The CET occurs when nucleation of sufficiently numerous equiaxed grains takes place in the
constitutionally undercooled liquid adjacent to the columnar dendritic front. Once nucleated, a certain
volume fraction of equiaxed grains forms, depending on the thermal gradient in the liquid on the
solidification rate of the columnar front on the nuclei density of the alloy. This eventually leads to the
CET. Therefore, close control of the CET is essential for successful microstructural engineering [45].

To understand the microstructural variations based on the temperature field, one strategy is the use
of solidification parameters, namely the thermal gradient (G) and solidification rate (R) [46]. The
linkage may be derived from classic theories of solidification. As presented in Figure 2-9, the
solidification map can be constructed by G and R, where the G /R ratio governs the solidification mode
and CET while their product (GR) controls the scale of the solidification microstructure. The
solidification mode transforms from planar — cellular — columnar dendritic — equiaxed dendritic as
the G /R ratio decreases. In addition, a higher value of GR induces a finer substructure and a lower value
of GR induces a coarser substructure [47]. The solidification parameters depend to a large extent on the
processing parameters. The real-time experimental measurement/monitoring can be performed to
control the solidification parameters and resultant microstructural features. Different experimental
setups can be used to monitor the process and measure the thermal characteristics, such as
thermocouples, thermal imagers, infrared (IR) cameras, and pyrometers [48,49]. Akbari and Kovacevic
[50] employed real-time melt pool monitoring to control the microstructure scale of thin-walled
samples by maintaining the melt pool size. Farshidianfar et al. [51,52] implemented a closed-loop
control system for real-time controlling of the microstructure scale in single-track and thin-walled
samples. Lia et al. [53] employed embedded thermocouples for real-time temperature measurements

during LDED-PF to enable the identification of solidification substructure mode/size based on critical
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processing parameters and the corresponding G and R values. Their results concluded that the

processing parameters are related to the solidification parameters that dictate the final microstructure.
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Figure 2-9. Schema of the effect of G and R on the solidification mode and scale according to the related theories
(Reproduced with permission from Refs. [54,55]).

Despite all advantages associated with in-situ monitoring technologies, they have some shortcomings
and a reliable temperature measurement remains challenging. For example, thermocouples can only
measure interior temperature profiles in the substrate rather than the melt pool. In addition, the
conversion of IR intensities into temperatures is still challenging because of the interference of plasma
plume and the temperature-dependent emissivity. Lastly, IR cameras and pyrometers can only obtain
surface temperatures rather than interior temperatures [43]. It should be noted that different in-situ
monitoring devices can be integrated in order to compensate for the technical shortcomings of each
other. However, this approach is mainly costly. Physics-based analytical/numerical modeling, on the
other hand, is a promising alternative to the experimental measurement of the temperature field, melt
pool shape/size, and solidification parameters. Knapp et al. [56] developed a digital twin of LDED-PF
which utilizes a 3D numerical model. Their predicted thermal and microstructural results were shown
to be accurate. Sun et al. [57] built a numerical model based on the mass/heat transfer in LDED-PF.
The volume of fluid and enthalpy-porosity methods were employed for more accurate prediction. The

single-track geometry was well-predicted and solidification parameters were extracted.
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2.3 LDED-PF of Ti-5553 Alloy

Having introduced the concept of metal AM and LDED-PF, this section briefly reviews metal AM
of near-g titanium (Ti-5Al-5Mo0-5V-3Cr) alloy. Ti-5AI-5Mo-5V-3Cr (Ti-5553), initially developed
based on a Russian alloy system termed VT22 to substitute Ti-1023 and steel components, has an
excellent combination of high strength and good ductility at room temperature, and strong aging
response [58]. Ti-5553 has applications in the field of aerospace, such as landing gear components [59].
For example, the Boeing 787 utilizes Ti-5553 to fabricate the inner cylinders for the landing gear, as
shown in Figure 2-10. Other significant applications are helicopter rotors, wings, and load-bearing
fuselage components on civil (B787 Dreamliner, Airbus A350) and military aircraft (Airbus A400M)
[60].

Lock links (Aluminum)
Gardans (300M)

Outer Cylinder (300M)

fﬁxmsr Cylinder (Ti-53553)

Gland Configuration

Non Lubed Joints
Pins (300M)

Pivot Pin (9Ni-4Co)

S Stider (Ti-5553)

Axtles (300M)

Figure 2-10. Schema of Boeing 787 landing gear, utilizing Ti-5553 for the wing and nacelle application (Reproduced
with permission from Refs. [61,62]).

While Ti-5553 alloy possesses superior properties for use in the field, it presents formidable
machining challenges. The difficulties in machining arise from the inherent properties of the alloy.
Because of high chemical reactivity, the metal tends to weld to the machining tool leading to cratering,
and premature tool failure. The low thermal conductivity increases the temperature at the tool-
workpiece interface, affecting the tool lifespan negatively. The low elastic modulus causes part
deflection. The high heat capacity and low conductivity cause heat concentrated at the cutting edge,
leading to deformation, wear, cratering, and poor chip control. Lastly, the alloy is work-hardenable
which causes notching during the machining [63]. On the other hand, the traditional ingot production

route for Ti-5553 alloy parts usually included double- or even triple-vacuum re-melting, this made the
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production technology complex and expensive. The high cost of fabrication for titanium alloys, in
general, affects their widespread use. Therefore, it is requisite to reduce the cost of fabrication by using
near-net-shape processes, minimizing the machining and waste of material, and here is when metal AM

enters into the equation.

A limited number of research studies in the existing literature have been reported metal AM
processing of metastable and near-g Ti alloys. Several recent studies have been reported on metal AM
processing of Ti-24Nb-4Zr-8Sn alloy using PBF [64—71], focusing on optimizing processing conditions
or evaluating processing-structure-property relationships. Ti-24Nb-4Zr-8Sn alloy also known as Ti-
2448 alloy was developed for use in biomedical implants owing to its low modulus of elasticity and
lack of elements with known toxicity in the human body. Few studies have focused on the LDED of
Ti-5AI-5Mo0-5V-1Cr-1Fe (wt. %) alloy also known as TC18 titanium alloy owing to its good fatigue
properties [72—74]. In the case of Ti-5553 alloy, there are few studies reported on the PBF processing
[75-80]. To the best knowledge of the author, there are only three research studies on LDED-PF of Ti-
5553 alloy [81-83], which are mainly focused on preliminary experimental characterization and/or heat

treatment with no effort for process-structure correlation through mechanistic modeling.

2.4 Summary

LDED-PF is still hampered in different degrees by poor quality and uncertainty of the final deposition
geometry and properties. Tool-path generation and control of the process need a physics-based
modeling approach that is computationally fast and reliable. The mechanistic modeling and ability to
tune the process to the microstructure and properties are significantly dependent on the physics-based
modeling of temperature. Therefore, the time-consuming numerical modeling is not suitable for this
purpose while analytical modeling can be computationally efficient. Although the analytical modeling
of multi-track deposition is limited to a few works, its use to obtain solidification parameters is even
scarcer in the literature. On the other hand, considering the main advantage of LDED-PF for a reduced
need for machining, this method of manufacturing would be beneficial in the case of Ti-5553 alloy that
has poor machinability. This research aims to improve the process stability through analytical modeling
and gain an increased understanding of the process-structure relationships in LDED-PF of near-g Ti-
5553 alloy.
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Chapter 3: Mathematical Modeling for Rapid Process Mapping in
Single-track LDED-PF

3.1 Introduction

This research tries to analytically couple the heat and mass transfer during the process by considering
some simplified assumptions. A process map for single-track LDED-PF is developed which draws the
physical barriers to a stable process. Besides, an alternative method is established to estimate the
deposition profile based on the melt pool projection on the substrate. The model only needs some simple
characteristics of the powder stream and laser beam, and thermo-physical properties of the materials,
which make it easy to apply the model to any materials/equipment of the same technology. The
developed process map can be used to define preliminary processing parameters and it saves time and
cost of doing screening-phase experiments. On the other hand, the model is able to perform the
dimensions prediction for single tracks with acceptable accuracy. Experiments are designed for

assessing the prediction accuracy and finding the shortcomings of the model.
3.2 Mathematical Model

3.2.1 Laser-powder-substrate Interaction

To achieve a high-fidelity model, the interaction among the laser beam, powder stream, and substrate
should be considered. As the laser beam heats the fast-moving particles and the substrate, it has to be

guantified how much the beam is attenuated while passing through the powder cloud.

3.2.1.1 Velocity of Particles

To find the velocity of the particles, the first assumption is that there is a steady-state powder flow
with constant velocity. The particles’ pathway from the hopper to the nozzle is long enough such that
the velocity of the particles can be assumed equal to the gas flow speed. Then, the effects of drag force
and gravity can be ignored. Having a nozzle tip with an annular outlet, and a fully coupled powder and
gas flow, the average velocity of particles (v,,) can be given by:

v
2

i zn[roz —r?]

14
Equation 3-1
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where r; and r, are the inner and outer radius of the outlet, respectively. V is the nozzle volumetric gas

flowrate.

3.2.1.2 Attenuation of Laser Beam Intensity by Powder Cloud

Quantifying the attenuated laser power needs the geometry of the powder stream and laser beam.
Although the laser beam and powder stream both have a Gaussian intensity distribution in the transverse
direction, it has been verified that a nearly uniform intensity distribution can be expected close to the
focal position of the laser beam [84] and coaxial powder stream [24,85]. Then, it is well-accepted to
consider an effective radius as it leads to the same effective area of the Gaussian and rectangular
profiles. The effective radius is the radius where the intensity criterion of 1/e3 , 1/e? or 1/e is
applicable depending on the Gaussian mode. In this study, the intensity criterion of 1/e is considered
to determine the effective radius of the powder stream and laser beam. Please note that the deposition
should ideally happen where the focal position of the laser beam and coaxial powder stream locate close
to each other on the substrate. Thus, for simplification of the modeling, the powder stream and laser
beam close to their focal position are assumed as cylindrical columns with effective radii, and the
depiction in Figure 3-1 would be acceptable, showing the powder stream and laser beam as cylindrical
columns travelling coaxially along the x-axis. Other assumptions are as follows. The particle size
distribution is uniform and particles have a spherical morphology. The effect of diffraction, reflection,
and scattering of particles is assumed to be negligible. The particles do not overlap the others. The
origin of the coordinate system is assumed at the center of the laser beam spot at the highest point of

the deposition.

Since the cylindrical columns do not have the same size, the first ratio to define is the powder

efficiency of the nozzle.

=2
Aps
Equation 3-2

where A; and A,; is the cross-section of laser beam and powder stream cylinders, respectively.

20



Laser beam

Powder stream —/§

Deposition

Substrate

Figure 3-1. Geometric features of the powder stream and laser beam in the LDED-PF process based on the simplified
assumptions.

It has been proved that the Beer-Lambert law suffices to obtain the attenuation of a laser beam by a

powder cloud [29,38,86,87]. The attenuation depends on the intensity of the incident beam, the

concentration and nature of the powder cloud, and the attenuation length. Under the previously

mentioned circumstances, the attenuated laser power intensity can be written as:

a _
1) P
Equation 3-3

where p,, is the mass concentration of powder per unit volume, and ¢ is an optical factor. Based on the
theory of Mie [35], and the geometric optical law (considering scattering and absorption phenomena),
the optical factor, as described by Jouvard et al. [38], is as follows:
_ 3Ry
21,pp

Equation 3-4
where R,, is the reflectivity of powder (1 — B,,), B, is the absorption coefficient of powder, 7, is powder

average radius, and p,, is powder density.

For a powder stream with a cylindrical shape, uniform mass concentration, spherical-shape powder,

and a constant particle's velocity inside the powder stream column, the powder concentration is:
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Apsvp

Pv =

Equation 3-5
where F is powder feed rate (g/s), vy, is velocity of particles (mm/s) flying out of the nozzle, and A4, is

the cross-sectional area of the powder stream cylinder.

Finally, the laser beam power attenuation is given by:

z

f dl fz —cF g
= z
1(z) o ApsVp

0

I(z) —¢Fz
I, A

—¢eFz
I;(z) = Ioexp< >

Apsvp

Inl;(z) —Inly =1n

psVp

—¢cFz
P.(z) = Pyexp A v
ps“p

Equation 3-6

where P;(z) is transmitted power or attenuated power within the attenuation distance of z, and P, is the

initial power before attenuation.

3.2.1.3 Energy Balance during Process

The laser energy absorbed by the substrate and powder during the attenuation time is added up and
acts as one energy source unit. Assuming a quasi-steady state was achieved during the LDED-PF
process, the following energy balance should be fulfilled while ignoring the effect of latent heat of

fusion, radiation, and convection [8]:

PDeposition _ PSubstrate + PPowder + PReflected by substrate
Total — Y Absorbed Absorbed Absorbed by powder

Equation 3-7
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where the total power of deposition (PrcP9°™™) is the sum of the power absorbed by the substrate

(Pgubstratey “nower absorbed by the powder (P52w4er ), and power reflected by the substrate and

PReflected by substrate)

absorbed by powder (P, orpeq by powder

The power released by the laser beam after its transmission through the powder cloud and getting
absorbed by the substrate is:

_€FLatt
ngslz)srtggée = BsP; (Z) = psPoexp <A—v
ps¥p
Equation 3-8

where S is the absorptivity factor for the substrate.

As the nozzle injects the powder, particles interact with the laser beam within the attenuation distance
and accumulate energy. The energy absorbed by one particle during the attenuation time is given by
[38]:

BpA
dq, =
14 Al

P p.(z)dt

Equation 3-9
where 3, is the absorptivity factor for the particles, and A, is the cross-sectional area of the particle
The attenuation time is a function of the attenuation length (L,:;) and velocity of particles, so we can
write the energy based on the attenuation distance.

dz
dt = —

Up

Equation 3-10

Considering no convection and radiation losses, the energy absorbed by one particle is described below.

— 'BPAP
Alvp

dp

Late
f P.(z)dz
0

Equation 3-11
However, a number of particles are absorbing energy while they are flying. The number of particles per

unit time is:

23



F
v E
my

Equation 3-12
where m,, is the average mass of a particle. The total power released by these particles is:

NByA,  (lat  [—gFz
pfgtsia =gt [ e (757 ) as

Equation 3-13

On the other hand, the reflected part of the energy by the substrate would be again absorbed by the
particles. The particles absorb the energy and transfer it back to the melt pool. The reflected power by
the substrate that is absorbed by particles is as follows:

Latt —cFz7

Reflected by substrate __ ﬂp p €

Pipsorbea by powder (1 Bs)Po f exp <A " dz
ps*p

Equation 3-14

3.2.1.4 Heat Conduction during Process

Assume that a stationary point heat source travels with a constant velocity along the x-axis. Then
Rosenthal’s solution for the quasi-steady-state temperature distribution on the surface of a semi-infinite

plate is given as follows:

Deposition
-v(x+R
Total “V(xX+R)

TSS(X,y,Z) =T0 +W€ 2a

Equation 3-15

where R =/xZ +y2 +z2, T, denotes the ambient temperature, PrcP9°™" denotes the total
deposition power, v is the laser moving velocity, k and a denote the average thermal conductivity and
diffusivity of powder and substrate material. The parameter R denotes the distance from the point of

interest to the laser heat source.

To cover more physical phenomena and make the model more realistic, some modified factors are
taken into account. To take the remelted zone of the substrate or dilution ratio (D) into consideration,

it is assumed that the average contribution of the remelted zone to the melt pool is 25 % (D = 0.25).

24



The dilution ratio is usually between 0-50 percent, depending on the processing parameters, hence the

average of 25 % would be reasonable.

k = kpowder(1 - D)+ ksupstrate (D)

Cp = CPOWder(l - D) + Csubstrate (D)
{ p= pPOWder(l — D) + psubstrate(D)
kTm = Trgowder(l —-D)+ Trflubstrate (D)

Equation 3-16

The effect of fluid motion (Marangoni effect) can be taken into consideration by a modified thermal
conductivity [26,88].

ki=upk, T>T,
Equation 3-17

where u is a correction factor for enhanced thermal conductivity. The correction factor has been
reported to be between 1-5 depending on the material [88—90].

The absorptivity is related to the angle of incidence. The absorptivity of an inclined surface in the
polarization plane is given as [91]:

4n,.cosp

hlo)= (n,.cosp + 1)2 + k,cos2¢

Equation 3-18

where ¢ is the inclination angle, n,. is refraction index, and k. is the extinction index of the material.
If the cross-section of the deposit is assumed to be a segment of a circle, the inclination angle is

approximated as:

2H
=t -1 (—)
(1) an

Equation 3-19

where H is the deposit height and W is the deposit width. To make this simple, if the deposit forms a
semicircle (H = W /2), then the inclination angle would be almost 45°. This can be also applied to the

absorption coefficient of powder to compensate for the inclined plane because of the sphericity of
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particles, assuming that the laser beam gets reflected under the average angle of 45° due to the rounded

shape of particles.

3.2.2 Melt-pool/deposit Dimensions

To get the dimensions, the projection of the melt pool on the substrate (x-y plane) is firstly needed.

It can be approximately represented by the liquid-solid isotherm (I") on the top surface of the substrate.
T(x,y,2)—Ty=T(xY,2)
Equation 3-20

Figure 3-2 shows the boundary of the melt pool projection on different planes, as suggested by Huang
et al. [18], and the following conditions denote the liquid-solid isotherms for coordinate points as A, B,
C,and D.

r0,y4,0) =Ty, — To, ¥4 > 0

r,ys 0) =Ty —To,ys <0

F(xC,O,O) = Tm _To,xc >0
F(XD,0,0) = Tm —To,xD <0

Equation 3-21

z
&

Figure 3-2. Schematic depiction of melt pool projection on x-y, y-z, and x-z and planes (Redrawn from Ref. [18]).

The length (L) and width (W) of the melt pool on the x-y plane according to the boundary are defined
as:
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L=x¢—xp, W =2|y,| = 2|ys|
Equation 3-22
To find the deposit maximum height, the catchment efficiency needs to be defined. It can be defined as

the area of the melt pool projection on the x-y plane over the cross-sectional area of the powder stream

column.

Ap WL

n=-—=
Aps  4mrk

Equation 3-23

where A,, can be found based on the boundary of the melt pool projection on the x-y plane, and 7, is
the effective radius of the powder stream. Then, the deposit height can be found based on the
conservation of mass (continuity). The mass flow rate through the melt pool cross-sectional volume is
constant. Assuming the cross-section of deposit on the y-z plane is a parabolic segment, the cross-

sectional area would be:
A,; = 2 WH
a3

Equation 3-24

The powder mass flow rate injected into the melt pool volume defines the height.

nF = pvA,
Wi 2
a2 3P
_ 3LF
~ 8pvrd

Equation 3-25
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3.2.3 Determination of Threshold Limits for Process Mapping

3.2.3.1 Laser Power of Deposition

The power required to form a deposit with a specific width can be derived from Equation 3-15. The
equation can give the initial power given by the laser beam (P;.p,) to form a deposit with a specific
width. The boundary condition is that the temperature on the top surface at the coordinate of (0, y, 0)
is equal to the melting temperature of the deposit, where y can be the radius of the deposit with respect

to the radius of the laser beam.
x=0,z=0,y =2r; R = 2n

—-v(R)
2a

Deposition
P ¢P le

1
Tdep —Tp = ﬁ[ Total

+v(R)
21kR (Tgep — To)e 2«

_SFLatt NﬁpAp Latt _SFZ
= [P exp( + P, f exp dz
s*dep Apsvy A, 2P Apsvy,

NB,A, Latt [ —¢Fz
+ Tvp (1 — .Bs)Pdep fo exp 2 dz

Equation 3-26

3.2.3.2 Laser Power of Powder Fusion

The particles should be melted before reaching the melt pool; otherwise, the quality of the deposit is
affected. Not only do non-melted and partially melted particles affect the stability of the deposition
process but also they may help porosity formation. The accumulated energy by the particle by the time
they reach the substrate is consumed to heat the particles. Here, to define this threshold for the initial

laser power for powder fusion (P,f), it is assumed that the energy absorbed by particles is completely

consumed for particles’ fusion.

NG, A Latt —¢Fz NB,A Latt —¢Fz
Bp pprf exp( )dz+ ﬁp p(l—ﬁs)prj exp< >dz
0 0

Ay Apsvp Ay, Apsvp

= Nmyc,(Tpy — To) + Nmy,Ls
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Equation 3-27

where c,, is the specific heat capacity of powder, and Ly is the latent heat of fusion.

3.2.3.3 Laser Power of Stable Melt Pool

When the power density is too low or high, the material can be not melted or vaporized from the melt
pool. In the case of high power density, the generated heat can penetrate to a deeper depth, causing high
dilution that is not desirable. On the other hand, the possible formation of a plasma in this condition
can complicate the situation. This may deteriorate the process efficiency and quality of the deposits.

Thus, it is important to define the threshold for material vaporization [92,93].

An analytical approach of utilizing normalized enthalpy has been effectively used to relate the
vaporization threshold to the parameters of the laser processing. This method has been used by Hann
et al. [94] and Fabbro [95] for laser welding, and King et al. [96] and Rubenchik et al. [97] expanded
this method to laser-aided additive manufacturing. The linear dependence of the normalized melt pool
depth to the normalized enthalpy has been shown in previous studies, where the enthalpy or energy
density (4H) can be represented as the energy absorbed during the interaction time over the heat

diffusion volume.

The heat diffusion volume for one-dimensional heat flow can be assumed as the volume of a cylinder.

The section of the cylinder is assumed as a circle.

Dif fusion volume = nr;%§
Equation 3-28

where § = /at;, t; = 2r;/v, r; is the radius of the cylinder equals the effective laser beam radius

and ¢ is the height of the cylinder equals the heat diffusion depth during the interaction time (t;) for

one-dimensional heat flow.

With these assumptions, the energy density can be found as:

Deposition Deposition
AH = PTotal ti _ \/ZPTotal

Dif fusion volume 3
T_|avr;

Equation 3-29
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The normalized enthalpy is AH/hg, where AH is the specific enthalpy calculated above, hg is the
enthalpy at melting equals to pc, (T, — Tp). The normalized enthalpy can be used to identify the
thresholds where instabilities in melt pool formation happen. The melt pool instabilities, as defined by
Hann et al. [94], happen when the enthalpy is smaller than enthalpy at melting and greater than enthalpy
at vaporization. Hann et al. [94] showed that enthalpy at vaporization over enthalpy at melting is
roughly equal to 10 for most metallic alloys. The assumption of AH/h, = 10 can define a threshold
when the material vaporization starts to happen (P,,,). The assumption of AH/hg = 1 can similarly
define another threshold when material fusion happens (Py, ).

3.3 Experimental Procedures

Spherical plasma-atomized Ti-5Al-5V-5Mo-3Cr (Ti-5553) alloy powder (AP&C, GE Additive) with
particle size ranged from 45 to 106 pum (shown in Figure 3-3) was deposited on the plates made of Ti-
6AIl-4V (Ti-64) alloy (McMaster-Carr) by an LDED-PF setup (DMD®-1C106, DM3D Technology).
The LDED-PF system (shown in Figure 3-4) is equipped with an ABB robotic control system, a disk
laser (TruDisk 2000, TRUMPF) with the maximum power of 2 KW and wavelength 1030 nm, and a

dual powder feeder that is used to feed the metallic powder through a coaxial nozzle.

View field: 770 pm

SEM MAG: 180 x b;lé’(”n;l’d’l’y’ﬁ‘i’li’d}ﬁg Performance in nanospace

Figure 3-3. SEM image of the feedstock Ti-5553 powder.
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Figure 3-4. Robotic LDED-PF equipment used in this study.

The thermal parameters of both substrate and feedstock powder (Table 3-1) are averaged out over
the range of room to melting temperature as the thermophysical properties of materials are temperature-
dependent. Single-track depositions were conducted at different laser power and carrier gas to validate
the model. Each experiment group was repeated three times and the process parameters are listed in

Table 3-2.

Table 3-1. Thermophysical properties of the materials

. Melting Temperature . Thermal conductivity Specific heat
Material Density [g/cm?®
[K] e [Wim K] [3/(g-K)]
. 4.3 (298 K)-3.4 i 0.53 (298 K)-0.75
Ti-5553 1923 (1923 K) 5 (298 K)-29 (1923 K) (1923 K)
. 4.4 (298 K)-3.9 i 0.57 (298 K)-0.85
Ti-64 1928 (1928 K) 17 (298 K)-34 (1928 K) (1928 K)

Table 3-2. Technical and processing parameters of LDED-PF

Parameter Value

Laser moving velocity 11 mm/s
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Powder feed rate 14.5 g/min
Nozzle standoff distance 10 mm
Laser power 250, 500, 1000, 1500, 1750 W
Carrier gas flow rate (Argon) 1.1,1.7,4.7,7.8,9.3 L/min
Cover gas flow rate (Argon) 8 L/min
Nozzle gas flow rate (Argon+Helium) 6 and 4 L/min
Shaping gas flow rate (Argon) 6 L/min

The powder stream videos were taken by a high-speed camera (VEO 710, Phantom) equipped with
a Canon EF 180mm F/3.5L Macro USM Lens. The average particle's velocity was experimentally
measured by the available tool of Phantom CineViewer (CV) software. In this study, the effective radius
is considered as the distribution reaching 1/e of the peak concentration value. Thus, in a simple way,
the powder stream is a cylinder with an effective radius of 2.5 mm and a height of 4 mm. Kapton films
with a thickness of 100 um were used to determine the laser spot size. One pulsation of laser with the
power of 60 W and a duration of 1 ms was used at different standoff distances to find the laser spot size
at different distances from the nozzle tip. The burnt spots on the Kapton films were then measured by
optical microscopy. Each beam condition was repeated four times for the calculation of a mean and
standard deviation. A portable power meter (PMT 05p, PRIMES GmbH) is used to measure the laser
power. The attenuation of the laser beam by the powder cloud at different gas and powder parameters
is investigated by the power meter. The power meter was placed at the standoff distance, as the
substrate, and the laser fired at a low laser power of 60 W for 20 seconds while the powder feeder was

on.

To examine the dimensions of the single-tracks, a laser scanning confocal microscope (VK-X250,
Keyence) is used. All the single-track deposits were cross-sectioned at the mid-track length and then
mounted, ground, polished, and etched to investigate the microstructure by optical and scanning
electron microscopy (VEGA3, TESCAN). The mathematical model is implemented in Matlab®
R2019a by a DELL® computer with Intel® CoreTM i7-7700 CPU 3.6GHz.
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3.4 Results and Discussion

3.4.1 Velocity of Particles

Figure 3-5 shows the comparison of the average velocity of particles for the model-predicted values
and experimental values based on different volumetric gas flow rates. The volumetric gas flow rates
are obtained by adding up the cover gas flow rate and carrier gas flow rate that is divided into 4
pipelines. The graph implies that the assumption of assuming the velocity of the particles equal to the
gas flow rate speed is more or less valid. The difference can lie behind the effect of the drag force and

the error of the measurements.

—&— Measured Values

—a— Predicted values

Velicity of particles (m/s)
=Y

8 9 10 11 12 13 14 15 16 17 18
Volumetric gas flow rate (L/min)

Figure 3-5. Experimental and model predicted values for velocity of particles.

3.4.2 Laser Beam Profile

The laser beam spot size on the focal position is a critical parameter in laser materials processing.
Indirect measurement of the burnt contour on Kapton films is an easy and inexpensive method to
determine the approximate laser beam spot size [98]. Depending on laser beam power intensity, the
Kapton undergoes pyrolytic decomposition or vaporization, forming a distinct burnt contour that can
be easily measured as an effective laser beam diameter. Figure 3-6 shows an example of this method

expresses the laser spot size at different standoff distances.
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Figure 3-6. Burnt spot formed on the Kapton film at different distances from the nozzle tip; (a) 5 mm, (b) 15 mm,
and (c) 25 mm.
Figure 3-7 shows the laser beam profile based on the measurements of burnt spots formed on the
Kapton film at different distances from the nozzle tip. The waist of the beam is at a standoff distance
of 15 mm, the beam radius at the waist is 0.6 mm, and the far-field divergence angle is 4.6°.
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Figure 3-7. The laser beam profile according to the measurements on Kapton films.

3.4.3 Attenuation of Laser Beam Intensity by Powder Cloud

Figure 3-8 shows the comparison of predicted and measured values of the attenuated laser power as
a function of the particles' velocity and powder feed rate. The maximum laser beam attenuation
percentage is predicted at around 8% at the highest powder feed rate (14.5 g/min) and lowest velocity
of particles (1.4 m/s). However, the graphs show some contradictory results between the measured and

predicted values.
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Figure 3-8. Attenuated laser power as a function of velocity of particles (a) and powder feed rate (b).

The source of error could be attributed to the method of measurement. One of the main assumptions
of the model is that the powder particles, interacting with the laser beam, are effectively attached to the
liquid flow and become part of the melt pool. However, at the low power used for the measurement, no
melt pool forms, and particles hit the surface of the power meter and bounce back into the laser-beam
column, double attenuating the laser power and cause the mismatch between predicted and measured
values. Especially as the velocity of the particles increased, the mismatch becomes higher as particles

with high velocity can bounce back a higher distance and attenuate the laser beam more.
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3.4.4 Melt-pool/deposit Temperature Distribution

Figure 3-9 shows the melt pool temperature distribution based on the model implemented in Matlab.
The melt pool boundary is identified by the liquid-solid isotherm. The deposit bead curvature is defined
based on the polynomial curve fitting to the data points of the width and maximum height. The only
drawback is the temperature prediction at the points close to (0, 0, 0) position. Rosenthal’s solution is
based on a point heat source and it results in the prediction of very high temperatures for those points.
To deal with this, the maximum temperature threshold should be defined and the area close to (0,0, 0)
position ends up with the same temperature distribution; however, the temperature prediction at the
points far from the (0,0,0) position would be accurate enough for the prediction of the liquid-solid
isotherms.
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Figure 3-9. Melt pool temperature field in different planes. (a) xy plane (substrate surface), (b) yz plane (transverse
cross-section), (c) xz plane (longitudinal cross-section) (P=1000 W, V=9.7 L/min, F=14.5 g/min and v=11 mm/s). The
melt pool boundary is indicated by the black dashed line (T=1931 K).

3.4.5 Melt-pool/deposit Dimensions

The geometrical features such as height and width are measured by a KEYENCE laser confocal
microscope based on the transverse cross-section and 3D contour of the deposits. Figure 3-10 and

Figure 3-11 show the transverse cross-section and 3D contour of the deposits at different laser powers.

Figure 3-10. Transverse cross-section of deposits at different laser powers of (a) 250 W, (b) 500 W, (c) 1000 W, and
(d) 1500 W (¥=9.7 L/min, F=14.5 g/min and v=11 mm/s).
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Figure 3-11. 3D contour of single deposits at different laser powers of (a) 250, (b) 500, (c) 1000, and (d) 1500 W
(V=9.7 L/min, F=14.5 g/min and v=11 mm/s).

Figure 3-12 compares the predicted and measured deposit dimensions with varying laser power and
carrier gas flow rate. The measured results have low standard deviation values and only average values
are plotted. The predicted values more or less match with the measured ones. With increasing laser
power, the deposit width, dilution, and height increase; however, the effect of carrier gas flow rate or
velocity of particles is negligible. It should be mentioned that the correction factor for the enhanced
thermal conductivity is anisotropic and it may be different in different directions, usually greater in the
depth direction than the in-plane direction [88-90]. In this work, the correction factor of thermal
conductivity is assumed to be 2 to find the width of the melt pool and 2.5 for finding the depth of the
melt pool. As the Marangoni effect is more pronounced in the z-axis, a larger correction factor should

be considered for the melt pool depth.
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Figure 3-12. Measured and predicted values for the deposit dimensions in different laser powers and carrier gas flow
rates using two correction factors (u) for the enhanced thermal conductivity (F=14.5 g/min and v=11 mm/s); (a)
width (u=2), (b) height (u=2), and (c) dilution (u=2.5).

The particles' velocity has a minor effect since the attenuation time is very short. There is a small
discrepancy between predicted and measured values, which is normal for an analytical model that
entails several simplifications. The source of errors may attribute to the simplifications for considering
the average thermophysical properties over the temperature range, ignoring the effect of gravity and
drag force on velocity of particles, and disregarding convection and radiation losses. Based on the
measured values, there are major discrepancies in the deposit dimensions depending on the laser power.
At laser power of 250 W, the relative error of predicted and measured values is high. The relative error
is high in the case of laser powers of 1500 and 1750 W, too. At laser powers of 500 and 1000 W, the
relative error for the height, dilution, and width is 5-20 %, which is acceptable for an analytical model.
The source of errors may attribute to the governing physics that are not considered in the model and

change the heat transfer situation. The first simplifying assumption is that the injected powder from the
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nozzle must completely be melted and attracted by the melt pool. If this condition is not satisfied, the
deposition process would be unstable, leading to a high discrepancy between the predicted and
measured values. The second assumption is that the power density must be in range in order to ensure
that stable melt pool forms and the material is not vaporized. If this condition is not satisfied, a lack of
fusion and vaporization would lead to a high discrepancy between predicted and measured values. The
procedure for the determination of these threshold limits is presented in the previous section and results
are presented in the following section.

3.4.6 Developed Process Map

By implementing the model in Matlab, the different thresholds can be drawn for the LDED-PF
process. In Figure 3-13, the laser power is plotted as a function of velocity of particles in the case of
single-track depositing of Ti-5553 powder on Ti-64 plates. The black solid line shows the deposition
power (Pgep) Of forming a deposit with a specific width (W = 2r;). The blue solid line show the
required power of particles’ fusion (P,s) before they reach the melt pool. The two red solid lines are
the thresholds of forming a stable melt pool. The first one is the required power for material fusion
(Pmy) and the second one is power at which material vaporization starts to happen (B;,). The
intersections of these lines form different zones indicating different regimes for the LDED-PF process.
The zone below P, is not preferred as the particles have a temperature below the melting point and
they may cause instability in the process. However, the deposition can be still done in the zones below
Py, the results would not be desirable. Similarly, the zones below P, and above By, is not desirable
since no stable melt pool forms beyond them. The zone highlighted in green would be the optimal
processing zone for LDED-PF of Ti-5553 (75 um average size) on the Ti-64 substrate at the given
powder feed rate and laser moving velocity and the dimensions prediction of the model is valid with
good accuracy. This figure clearly shows the crucial role of laser power and velocity of particles in
defining the processing zone. The particles' velocity has a minor effect on Pg,,. However, it has a major

effect on Py. In fact, P, ¢ increases linearly as the velocity of particles increases.
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Figure 3-13. The modeled process map representing laser power versus velocity of particles for LDED-PF of Ti-5553
on the Ti-64 substrate (F=14.5 g/min and v=11 mm/s).

3.4.7 Microstructure of Deposits

Figure 3-14 shows the microstructure of single deposits that were fabricated at different laser
powers when other processing conditions were kept constant. The single deposit printed at 250 W

showed a dendritic structure of the g-Ti phase (Figure 3-14a). However, increasing laser power tends
to generate a martensitic o/ structure (Figure 3-14b-d).
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Figure 3-14. SEM micrographs for the typical microstructure in the Ti-5553 single deposits on Ti-64 substrate at
different laser powers; (a) 250, (b) 500, (c) 1000, and (d) 1500 W (V=9.7 L/min, F=14.5 g/min and v=11 mm/s).

The reason for this microstructural change lies behind the chemical composition change caused by
dilution. As the laser power increases, the dilution level of the deposit and substrate increases. The
substrate is the Ti-64 alloy with less amount of g-stabilizing elements. The dilution decrease the
molybdenum and chromium content of the deposits and leads to the martensitic o/f structure. The
EDS results from the transverse cross-sectional area of the deposits (Table 3-3) confirm that the
increased laser power and following dilution decreases the molybdenum and chromium content. This
finding can benefit the process. The first layers can be printed by the parameters that lead to less
dilution such that the chemical composition remains untouched, especially in the case of using a
substrate of different chemical composition, and the process can be continued by other processing

parameters.

Table 3-3. Normalized mass concentration [%] of the deposits at different laser power obtained by EDS

Titanium | Aluminum | Vanadium | Molybdenum | Chromium
Deposit at 250 W 81.18 5.26 5.86 5.99 1.70
Deposit at 500 W 83.81 5.81 5.64 351 1.23
Deposit at 1000 W 84.82 5.49 5.28 3.26 1.14
Deposit at 1500 W 85.85 5.67 541 2.25 0.82
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3.5 Summary

A mathematical model of LDED-PF was developed to couple the heat and mass transfer by the
attenuated laser power and heated powder particles. The energy balance was considered with
Rosenthal’s solution for a moving heat source to obtain the temperature field and melt pool dimensions.
The experimental validation was performed using the single-track deposition of Ti-5553 and it showed
the accuracy of the model depends on the processing parameters. The non-optimized processing
parameters led to the vaporization or lack of fusion, resulting in a high discrepancy in the results. A
process map was developed to complete the model based on a few important physical phenomena to
avoid problematic processing parameters. Those non-optimum processing parameters can be avoided
by the process map. By identifying the optimal processing region on the process map, the model is able
to predict the dimensions of the single-track deposits with more than 80% accuracy. This model gives
general insights into the LDED-PF process and can act as a guideline on the processing parameter

selection that governs the major aspects of the process.
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Chapter 4: Analytical Solutions for Transient Temperature Field in
LDED-PF Based on Different Heat Source Models

4.1 Introduction

The first and important step in modeling the LDED-PF process is the establishment of an appropriate
heat source model since not only does the heat source influence the dimensions prediction of the melt
pool, but also it has a strong impact on the accuracy of temperature field prediction. An assessment of
the roles of different heat source models is important to understand the simulated results that provide
insights into the thermal cycles. In this chapter, approximate analytical solutions for 1D, 2D, and 3D
heat sources in semi-infinite homogeneous solid are proposed. The temperature field and melt pool
dimensions prediction for single-track deposition are compared based on different heat source models.
The validity and accuracy of the proposed solutions are discussed, and the best solution is calibrated
for Ti-5553 single-tracks by linear functions for enhanced thermal diffusivity and heat source size. The
sensitivity analysis is also carried out to evaluate the influence of main thermophysical properties and

processing parameters on the model outputs.
4.2 Model Formulation

4.2.1 Temperature Field

In the LDED-PF process, there is a heat flux and each point has a transient temperature field. The

governing diffusion equation for heat conduction of a heat source Q; is as follows:

" 62T+62T+62T fo = oT
axz Tayz T oz )t e =Py

Equation 4-1
where p denotes the material density, ¢ denotes the specific heat, and k denotes the thermal
conductivity. As shown in Figure 4-1, suppose that a heat quantity §Q, acts instantaneously at the time
t’ in a semi-infinite body, and it can move with a constant linear speed of v, and v, along the x-axis

and y-axis, respectively. To mathematically quantify the heat flux, the above-mentioned equation can

be solved by the use of Green’s function.
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Equation 4-2

The first step of finding the temperature field is the establishment of a heat source model. In the LDED-
PF process, there are two different sources of energy. One is the coming energy from the laser beam
dQ, and the other one is the heated powder flux d@,,. It should be mentioned that the attenuation of the
laser beam by the powder stream can be assumed negligible [18]. These two sources of energy are

added and treated as a bulk heat source to satisfy the total energy balance of the process [8,99].

dQ; = dQ; +dQ,
Equation 4-3

Assuming that the interaction of these two heat sources is small and negligible, then the two temperature
contributions caused by the laser-beam and heated powder flux can be added up, and the total process
temperature field is composed of the temperature fields caused by two of them. Considering two
separate sources of energy in the lumped model, the temperature contribution of the laser beam and
heated powder flux can calculated separately and the solution to the differential equation of heat

conduction is as follows.

dT =

(dQ; +dQp)dt' (x—wt)? (y-— vyt,)z 22
apc(ra(t— )72\ \Aalt—1t) T halt—t) " alt-t)

dQ,dt’ (= vet)? | (y —vyt)’ L7
= ex -
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dQpdt’ oxn | — (x—vxt’)2+(y—vyt')2+ 72
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= dTl + dTp

Equation 4-4

45



Moving heat source

3D heat flux

Semi-infinite solid

Figure 4-1. Schema for a heat source moving on a semi-infinite solid in the global coordinate system.

For the laser beam heat source Q;, three different models are considered in this work known as point
heat source (1D), circular surface heat source (2D), and semi-spherical volumetric heat source (3D).
The schematic representation of the geometrical laser-beam heat sources used in this study is shown in

Figure 4-2.
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Figure 4-2. Schema for laser-beam heat source models; (a) circular 2D Gaussian; (b) semi-spherical 3D Gaussian.

For a point heat source, the power P of the heat source in Watt can be related to the point heat source
6Q,. The temperature field caused by this heat source T;(x,y,z, t) at time t at the point of interest

(x,y,z) has been well established as [100]:
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Equation 4-5

where B denotes the laser-material absorptivity, a denotes the thermal diffusivity. It should be
mentioned that the convective and radiative heat losses are absent in the above-mentioned solution

since the heat transfer by conduction can be assumed dominant [101].

Based on the above-mentioned solution, the temperature field for other geometrical heat sources can
be obtained by carrying out the corresponding surface or volume integration of the heat source in a
superposition moving coordinate system (x’,y’,z"). For a surface heat source with heat density

Q;(x',y"), the temperature field in the semi-infinite body would be adopted as:

T;(x,y,z,t) — T,

f f f Qu(x',y") oxn| — (x —vet’ — x') +(y—vyt —y)
4pc(ma(t — t’))3/2 P 4a(t —t') 4a(t—t")

—00 —00

72
dx'dy' ;dt’
Tra—o)) |
Equation 4-6

For a laser beam with TEMgo mode in which heat density has a Gaussian distribution throughout the

surface, the 2D heat density Q;(x’,y") within the circular area with radius r is given as [17]:

BP 2(x"% +y'"?)
0.1 =B )

Equation 4-7

The further simplification was derived by Huang et al. [19] as:
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Equation 4-8
For a volumetric heat source with heat density Q;(x',y’, z"), the temperature field in a semi-infinite

body would be adopted as:

T;(x,y,z,t) — T,

O 0 ©o
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Equation 4-9
For a laser-beam heat source with a Gaussian distribution throughout the volume, the 3D heat density

Q,(x',y',2") at point (x', y’, z") within the semi-sphere with radius r is given as [17]:

~ 2°2BP 22 +y"? +2')
Qx',y',2") = 3/213 ex <_ r2 >

Equation 4-10

The above equations can be further simplified, as shown below.

T;(x,y,z,t) — T,

t

3 J‘ 25/28p 2(x — v, t)? N 2(y - vyt’)z
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Equation 4-11

For the heated powder flux @, a flux of 2D distributed powder in a circular area is considered. As
powder particles fall onto the melt pool, they draw energy to increase their enthalpy. The enthalpy
exchange of the particles is assumed as a local surface process [37], and it can be expressed as follows

as proposed by Huang et al. [18,19]:

Qp = cpVp¥(Tin — To)
Equation 4-12
where ¢, denotes the specific heat capacity of a particle, v, denotes the particle velocity, y denotes the
powder spatial mass concentration, T, denotes the melting temperature, and T, denotes the room
temperature. For the heated powder flux with a 2D Gaussian distribution, previous literature suggests
that an exponential distribution can describe the powder stream Gauss concentration under a coaxial
nozzle [102]. The powder concentration y(x', y") caused by powder feed rate F within a circular area
with radius r is given by the following equation [102]:

F < (x"? + y’2)>
sexp| ———5——

2
Up nr r

y(x',y') =

Equation 4-13

The temperature field caused by this heated powder flux T, (x, y, z, t) at time t at the point of interest

(x,y, z) in the semi-infinite body would be adopted as follows based on the derivation method proposed
by Huang et al. [19]:

Ty (x,y,2,t) — Ty

_ f Fep(Tn = To) N _< (x — vyt)?
s pemyma(t —t)(r? +4a(t —t')) P T2+ 4a(t —t')

2
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Equation 4-14
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4.2.2 Melt-pool/deposit Dimensions

For single-track deposition, the melt pool/deposit dimensions can be estimated according to the
liquid-solid isotherms defined by the transient temperature field. Accordingly, the track width/length is
assumed to be equal to the melt pool width/length. The track bead height can be derived based on the
uniformity of powder flow density over the melt pool projection area on the x-y plane [18]. The
maximum height of the track bead H can be estimated as:

_ WF
TP, VT

Equation 4-15

where W is melt pool width, F is powder feed rate, p, is the density of powder material, 7,5 is the

effective radius of the powder-stream column on the substrate. The bead height curvature can be defined

based on the polynomial curve fitting to the data points of the width and maximum height.

4.2.3 Material Properties

To improve the model fidelity, some simplified factors are considered for the material properties.
The thermophysical properties of the materials are assumed to be temperature-independent and they
are averaged out over the range of room temperature to melting temperature. The effect of mixing the
track bead and substrate or dilution ratio to the thermophysical properties of the melt pool takes into
consideration by assuming an average dilution of 25%. The effect of melt pool convection is
compensated by an enhanced thermal diffusivity, which can typically be taken as 1 to 4 times greater

than that of the solid-state, depending on the processing parameters [88—90].

*

a=uax, T>T,
Equation 4-16
where p is a correction factor for enhanced thermal diffusivity. The effect of the latent heat L, in

melting/solidification cycles is also considered with increasing the specific heat as:

Ly N
Cy, = c
P Ty =Ty P

Equation 4-17
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The effect of an inclined surface caused by the deposition bead on the laser-material absorption is
presented by the enhanced absorptivity related to the angle of incidence. The absorptivity of an inclined

surface in the polarization plane is given as [91]:

4n,.cos@

hlo) = (n,cosg + 1)2 + k,*cos?¢

Equation 4-18

where ¢ is the inclination angle in radians, n,. is refraction index, and k, is the extinction index of the
material. If the cross-section of the deposit is assumed to be a segment of a circle, the inclination angle

is approximated as:

2H 2F
@ =tan! (—) =tan~! ( 5 )
w TPy Vs

Equation 4-19

In order to improve the model fidelity, some complicated material-dependent factors must be
calibrated to minimize the error between the experimental and predicted data. An analytical approach
of utilizing normalized enthalpy has been previously used to relate melt pool dimensions to the
processing parameters in laser welding [94,95] and laser additive manufacturing [96,97]. Zhang et al.
[17] showed that there is a linear dependency between the normalized enthalpy and normalized melt
pool depth, where the enthalpy AH is the energy absorbed during the dwell time (t = 2r/v) over the
heat diffusion volume. The heat diffusion volume for 1D heat flow is expressed as rr2+/azt. Therefore,
the absorbed energy density is derived as follows to be proportional to the ratio of the laser power to

the root of scanning speed:

AH = BPt CP
Vv

nr2\art
Equation 4-20

For improving the model accuracy and based on the above-mentioned rationale, two of the material-

dependent factors, including the correction factor for enhanced thermal diffusivity, and heat source

radius, are assumed to be proportional to P /+/v as simple linear algebraic equation as a (P /+v) + b.
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4.3 Experimental Procedures

Feedstock powder and substrate materials were plasma-atomized Ti-5Al-5V-5Mo-3Cr (Ti-5553)
powder (AP&C, GE Additive) and plates of Ti-6Al-4V (Ti-64) alloy, respectively. The powder has a
spherical shape with particle sizes ranged from 45 to 106 um. Experiments were carried out by an
LDED-PF machine (IC106, DM3D Technology) equipped with a disk laser (TruDisk 2000, TRUMPF)
in an atmosphere-controlled chamber. The oxygen level was kept below 10 ppm during the depositions.
The thermophysical properties of the materials at room/melting temperature are presented in Table 4-1.

Table 4-1. Thermophysical properties of the materials

. Melting . 3 Thermal conductivity - i
Material Temperature [K] Density [g/cm?] [W/m-K] Specific heat [J/(g-K)] Ref.
. 4.65 (@298 K)-4.2 5 (@298 K)-29 (@1923 0.51 (@298 K)-0.8
Ti-5553 1923 (@1923 K) K) (@1923 K) [103]
. 4.42 (@298 K)-3.92 4.4 (@298 K)-33.4 0.546 (@298 K)-0.83
Ti-64 1928 (@1928 K) (@1928 K) (@1928 K) [104]

For validation tests, single-track depositions at different laser powers, scanning speeds, and powder
feed rates were experimentally designed based on a central composite design. Each group experiment
was repeated three times. In total, 45 tracks were deposited. Some of the processing parameters are
listed in Table 4-2. The nozzle standoff distance was set to 10 mm. The laser beam spot size was
measured as 1.4 mm at the standoff distance. The powder carrier gas flow rate (Argon) was set to 4
L/min. The powder hopper cover gas flow rate (Argon) was set to 8 L/min. The Nozzle gas flow rate
was set to 6 and 4 L/min for Argon and Helium, respectively. The nozzle shaping gas flow rate (Argon)
was set to 6 L/min. Figure 4-3 shows the depositions layout. All the single-tracks were
metallographically prepared for microscopic examination. The geometrical features of the melt pool
were experimentally measured from the microscopic images. Laser scanning confocal microscopy
(VK-X250, Keyence) was used to examine the single-track dimensions. The microscopy of the
transverse cross-section was used to measure the height, width, and dilution of the melt pool. An
example of such measurements is presented in Figure 4-7. The length of the melt pool was measured
from the top-view images. The melt pool shape at the end of each track is evident from the banding

effect. An example of such measurement is presented in Figure 4-5a. The laser was shut off 1 sec before
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the endpoint of the scanning path in order to avoid the effect of robot arm deceleration on the length of

the melt pool.

Table 4-2. Technical and processing parameters of LDED-PF

Processing parameter set | Laser power (W) | Scanning speed (mm/s) | Powder feed rate (g/min)
1 800 8 8
2 400 14 8
3 600 16 6
4 600 6 6
5 800 14 4
6 800 8 4
7 400 8 4
8 600 11 6
9 600 11 2.6
10 800 14 8
1 400 8 8
12 264 11 6
13 400 14 4
14 936 11 6
15 600 11 9.4

125cm

Figure 4-3. A layout of all single tracks on the substrate.
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In order to capture the powder stream profile, a Canon EOS REBEL T7i60D camera equipped with
a Canon EF 100 mm F/2.8 Macro USM Lens was used. Luminance analysis was used by the gray-value
tool of Imagel software. The simulations of the thermal field and deposition geometry were
programmed in Matlab® R2019a, and a DELL® computer with Intel® CoreTM i7-7700 CPU 3.6 GHz
was used to run the program. The integral calculation was programmed using trapezoidal numerical

integration method.
4.4 Results and Discussion

4.4.1 Powder Concentration

Photo-optical luminance analysis was used for investigating the powder concentration. The
capability of this method for this purpose has been proved by Pinkerton and Li [30]. Figure 4-4 shows
the gray-value image of the powder stream profile together with the normalized gray-value intensity in

the transverse direction, as representative of powder distribution at different standoff distances.
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Figure 4-4. (a) Gray-value image of the powder stream profile of the coaxial nozzle. (b) Measured gray-value
intensity at different standoff distances together with model-predicted Gaussian fit.
From the results, the powder stream has a Gaussian distribution pattern, and the intensity within the
range from 8 to 12 mm is relatively similar. Thus, the focal position of the powder stream can be
approximately in this range. The nozzle standoff distance from the substrate was set at 10 mm (in the
middle of the focal position range) and hence the attenuation length would be 2 mm. The powder
particles come out of the annular outlet at different angles and converge in the focal position range. The
average converge angle is 70 degrees and the maximum powder concentration happens within the focal

position range. The model-predicted Gaussian fit is also shown in Figure 4-4b as a black dashed line.
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This verifies that the mathematical representation of the Gaussian distribution of the powder stream in
Equation 4-13 perfectly matches the experimental data. The effective radius of the powder stream is

found to be 2.5 mm.

4.4.2 Heat-source Model Comparisons

As the temperature field has a strong impact on the microstructure [54] and induced residual stresses
[105], itis important for any model development to assure a realistic prediction of the temperature field.
Two comparison criteria are used for source model comparisons. Temperature field modeling was
performed, as the first comparison criterion, for the three heat sources (point, circular, and semi-
spherical). The thermophysical properties and processing parameters were kept constant such that the
heat source model is the only factor to reflect the difference in the prediction. The heat source radius
and enhanced thermal diffusivity were also kept constant. Figure 4-5 shows the predictions of the
transient thermal cycle of different interest points and peak temperature along the single-track based on
different heat source models. The change in thermal cycle patterns along the single-track is clearly
shown. The peak temperature along the single-track is converging to a value and reaches a peak level.
For the 1D heat source, the temperature goes up to almost 6500 K, which induces a very high and
unrealistic temperature gradient within the melt pool. For the 2D and 3D heat sources, the prediction is
more or less the same. The temperature goes up to almost 3500 K, which is acceptable to the titanium
material with a boiling point of around 3500 K. The temperature distribution/gradient in the melt pool

based on the 2D and 3D heat sources seem to be more realistic in comparison to the 1D heat source.

The predicted melt pool/deposit dimensions are also compared to the experimental data as the second
comparison criterion. Figure 4-6 compares the experimental and predicted results for the melt
pool/deposit dimensions. All the thermophysical properties and processing parameters were kept
constant for this comparison. For the melt pool length/width and deposit height, all the predicted results,
based on the three heat source models, fall within the experimental variation range. The prediction error
for the width, length, and height is 7, 4, and 4%, respectively. However, for the melt pool penetration
in the substrate (dilution), only the predicted result from the 2D heat source model falls within the

range, and both the 1D and 3D heat source models are out of the range with 35% error.
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Figure 4-5. (a) Top view of the track (P=600 W, F=6 g/min and v=11 mm/s) showing schematic positions of interest
points along the track. Transient thermal cycle of different interest points and peak temperature (black solid line)
based on (b) 1D point heat source, (c) circular 2D Gaussian heat source, and (d) semi-spherical 3D Gaussian heat

source. () Maximum predicted temperature by different heat sources when reaches a peak level.

The use of the 1D heat source model predicts a high penetration in the substrate since the heat
conduction caused by a point heat source has the same magnitude in the X, y, and z-axis, resulting in a
hemisphere-shape melt pool. The use of the 1D heat source model also leads to unrealistically high
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temperatures and invalid temperature gradients. The 3D heat source model predicts a high penetration
since the model considers a depth for the heat source itself, which is added up to the penetration depth
caused by heat conduction. On contrary, the 2D heat source model provides the smallest depth owing
to the fact that this model assumes the laser-material interaction as a local surface process and the melt
pool penetration is only defined by heat conduction of a surface heat source. The choice of the heat
source model depends on the dominant physics of the process which leads to two different modes of
heat transfer in the melt pool i.e. conduction-mode and keyhole-mode. Heat transfer through conduction
is dominant in conduction-mode melting; however, excessive laser beam penetration and strong heat
convection majorly contribute to the heat transfer in keyhole-mode melting. The 3D models are more
accurate for the processes with keyhole-mode melting. Considering the ability of the heat source models
to predict both melt pool temperature field and dimensions, the 2D heat source model is adequate for
LDED-PF. The LDED-PF process, owing to its underlying physics, falls within the conduction-mode
processes and the keyhole barely happens in this process under extreme processing conditions. Hence,
the 2D heat source is closer to the physics of the local surface laser-material interaction in the LDED-
PF process. The assumption of volumetric heat sources seems to be adequate for an AM process such
as powder bed fusion which is mainly in keyhole mode with excessive penetration of heat source into

the material [17].
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Figure 4-6. Comparison of the heat source models (P=600 W, F=6 g/min and v=11 mm/s); (a) melt pool width, (b)
melt pool length, (c) deposit height, and (d) penetration in substrate (dilution).

57



4.4.3 Melt-pool/deposit Dimensions

For the model validation, the prediction of melt pool/deposit dimensions was performed for a wide
range of processing parameters listed in Table 4-2 and compared with the experimental data. Figure

4-7 shows an example of the cross-sectional measurements for a single-track.

Figure 4-7. Transverse cross-section of the deposit (P=600 W, F=9.4 g/min and v,=11 mm/s).

Experimental measurements of melt pool width were used to calibrate the 2D heat source model. The
heat source size changes by the processing parameters. The assumption of a fixed heat source size
results in the divergence of the predicted results from the experimental ones. In the model development,
the effective heat source is assumed to have more or less the same area as the melt pool projection on
the x-y plane. This means that the effective diameter of the heat source can be assumed to be equal to
the melt pool width. Figure 4-8 shows the half-width of the melt pool (effective radius of the heat
source) as a function of P /+/v. The linear relation is obvious, which supports the assumption presented
in Equation 4-20.
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Figure 4-8. Effective radius of the heat source as a function of P/y/v.

58



Another factor to be calibrated is the coefficient of enhanced thermal diffusivity. This has to be done
to compensate for the effect of melt pool convection. The coefficient of enhanced thermal diffusivity
for each set of processing parameters was obtained by matching the predicted results with the
experimental results to minimize the error through iteration in Matlab® R2019a. The calibrated
coefficient of enhanced thermal diffusivity is shown in Figure 4-9 as a function of P/+/v. Instead of
using fixed values for the heat source radius and the enhanced thermal diffusivity, they can be
formulated in the form of linear equations of a (P /+/v) + b for all range of the processing parameters.
The empirical coefficients for the obtained linear equations are presented in Table 4-3.
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Figure 4-9. Coefficient of enhanced thermal diffusivity as a function of P/+/v.

Table 4-3. Coefficients in the linear algebraic equation as a (P/+/v) + b for effective heat source radius and

enhanced thermal diffusivity

Quantity a b R

Heat source radius (mm) 3.04E-03 | 3.22E-01 | 0.96

Coefficient of enhanced thermal diffusivity | 2.18E-03 | 8.44E-01 | 0.92

Figure 4-10 compares the predicted results of the calibrated model with the experimental data for all
processing parameter sets. The results are in close agreement with each other. The errors for all the
melt pool/deposit dimensions are below 8%. The existing error may come from the error in
measurements or the minor physical phenomena that are absent in the model. For example, convective
and radiative heat transfers are ignored, and heat conduction is considered the only mechanism of heat
transfer in the melt pool. Additionally, the melt pool size/shape may be affected by the fluid dynamics

of the melt pool. The role of such phenomena cannot be calculated by heat conduction models.
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However, heat conduction calculations suffice the needful accuracy for prediction and qualitative
assessment of LDED-PF.
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Figure 4-10. Comparison of the predicted and experimental results of melt pool/deposit dimensions for all processing
parameter sets, (a) melt pool width, (b) melt pool length, (c) deposit height, and (d) penetration in the substrate
(dilution).

4.4.4 Temperature Field Simulation

It is challenging to experimentally measure the precise temperature field due to the temperature
measurement dependencies on nonlinear emissivity. The analytical model, as an efficient approach, can
be used for simulating the temperature field in the LDED-PF process. The simulation of the melt pool
temperature field based on the calibrated model is shown in Figure 4-11. The melt pool/deposit
temperature and the temperature distribution within the substrate can be easily simulated with good
accuracy. The average computational time of simulation for each processing parameter set was recorded
as 20 sec with the x/y increment of 0.1 mm, the z increment of 0.01 mm, and the integration time

interval of 0.005 sec.
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Figure 4-12b shows the predictions of the transient thermal cycle of the different interest points based
on the calibrated model where the heat source is located at the track bead top. The change in thermal
cycle patterns is clearly observable. The temperature keeps decreasing as the interest point becomes
farther and farther away from the heat source, which shows the heat dissipation during the process.
Figure 4-12c shows the heating/cooling rates of the different interest points. At a constant processing
parameter set, the heating/cooling rates increases as the interest point becomes closer and closer to the
heat source at the track bead top. The average computational time of these predictions for each
processing parameter set was recorded as 4.2 sec with the x/y increment of 0.1 mm, the z increment of
0.15 mm, and the integration time interval of 0.005 sec.
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Figure 4-12. (a) Cross-sectional view of the deposit (P=600 W, F=9.4 g/min and v,.=11 mm/s) showing schematic

positions of interest points. (b) Transient thermal cycle and (c) heating/cooling rate of different interest points based

on the calibrated 2D heat source.
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4.4.5 Model Sensitivity

The sensitivity of the model to input parameters such as processing parameters and thermophysical
properties of material was investigated by varying input values and tracking their effect on the melt
pool width prediction. Table 4-4 shows the mean values together with the values of +50% variation for
each parameter. First, all the mean values were used to predict the melt pool width. Second, in every
single calculation, only one parameter alteration to +50% value was performed, and the melt pool width
was predicted at the half-track length. The difference between the melt pool width prediction using
each parameter alteration and mean values was recorded in percentage and plotted in radar charts in
Figure 4-13.

Table 4-4. Parameters and their values for sensitivity analysis

Parameter -50% | Mean | +50%

Laser power (W) 300 600 900

Scanning speed (mm/s) 55 11 16.5

Powder feed rate (g/min) 3 6 9

Heat source radius (mm) 0.436 | 0.872 | 1.308

Laser absorptivity 0.258 | 0.516 | 0.774
Density (g/mm3) 0.0022 | 0.0043 | 0.0065

Specific heat capacity (J/gK) 0.423 | 0.847 1.27
Thermal conductivity (W/mmK) 0.009 | 0.018 | 0.027
Coefficient of enhanced thermal diffusivity | 0.619 | 1.238 | 1.857

The effect of processing parameters was investigated separately since there is an interconnection
between the processing parameters and two calibrated factors as the coefficient of enhanced thermal
diffusivity and heat source radius. As shown in Figure 4-13, among the main processing parameters,
laser power has a strong influence, scanning speed has a medium influence, and powder feed rate has
a weak influence on the melt pool width prediction. Among the thermophysical properties of the
material, heat source radius has a weak influence, density and specific heat capacity have a medium
influence, and thermal conductivity and laser absorptivity have a strong influence on the melt pool
width prediction.
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Figure 4-13. Sensitivity analysis for (a) processing parameters and (b) thermophysical properties of the material,
showing their effect on the melt pool width prediction.

4.5 Summary

The energy distribution is a crucial factor in the LDED-PF process for modeling the laser-material
interaction. In this chapter, analytical solutions were introduced for three different laser-beam heat
source models known as a point (1D) heat source, circular (2D) heat source, and semi-spherical (3D)
heat source in order to predict the transient temperature field in the LDED-PF process. To validate the
heat source models, the temperature field in the single-track deposition of Ti-5553 was modeled. The
melt pool dimensions were investigated and compared with the predicted ones. The prediction of the
melt pool dimensions based on the surface (2D) heat source was in close agreement with the
experimental data. However, the point (1D) heat source and semi-spherical (3D) heat source resulted
in either wrong prediction of melt pool dimensions or unrealistic temperature distribution. The
developed model was calibrated for Ti-5553 single-tracks at different processing parameter sets. The
expressions of the coefficient of enhanced thermal diffusivity and heat source size were found to be
linear algebraic equations as a (P/+/v) + b. After the model calibration, good agreement between the
predicted results and the experimental data was observed. The relative error was below 8%. Sensitivity
analysis identified the most influential parameters in the model. Those parameters must be carefully
selected and play an important role in the final prediction. In addition, the analytical solution showed
high efficiency in terms of computational time. With the benefits of high prediction accuracy and time
efficiency, the developed model can be effectively used for purposes such as controlling the deposition

dimensions and microstructure in LDED-PF.
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Chapter 5: Correlation of Process with Deposition Dimensions and
Solidification Microstructure in Multi-track LDED-PF

5.1 Introduction

Besides the processing parameters, the scanning strategy has a major contribution to the transient
temperature field and consequently the profile of overlapping tracks, deposition efficiency, and
solidification characteristics. Components of the same geometry can be designed in CAD/CAM
software with different scanning strategies. However, the deposition path of different strategies
complicates the prediction of the temperature field and the profile of overlapping beads. The thermal
cycles and solidification characteristics produced in multi-track deposition are complex and often
spatially varied for each track. To understand the significance of the scanning strategy, it is necessary
to understand the evolution of the temperature field and solidification characteristics in multi-track
deposition. In the present study, four scanning strategies are investigated for LDED-PF of cuboidal
geometries: bidirectional scan, unidirectional scan, inward spiral, and S-pattern. 2D thermal models of
LDED-PF are developed to provide an improved understanding of the effect of the different scanning
strategies on the transient temperature field, the geometrical profile of overlapping tracks, and the
corresponding solidification characteristics during multi-track deposition. The model provides a time-
efficient platform for rapid prediction of geometrical and microstructural features of the multi-tracks.
As another contribution of this work, a new universal algorithm, based on parabolic functions, is
developed to estimate the geometrical profile of the overlapping beads. The model applies to all

scanning strategies and it can act as a rapid tool to predict the solidification characteristics.
5.2 Model Formulation

5.2.1 Transient Temperature Field

In LDED-PF, a solid component is built by depositing tracks, side by side and layer by layer
according to the build-up strategy. The deposition nozzle moves with a linear speed of v; along the x-
axis or y-axis to apply adjacent tracks with an overlap ratio defined by a step-over distance hg, then it
moves according to a specific distance in the z-axis to apply the next layer on top of the previous layer.

Different scanning strategies are possible for multi-track deposition such as unidirectional/bidirectional
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scanning, and inward/outward spiral. The bidirectional and unidirectional strategies are direction-
parallel, while inward and outward spirals are contour-parallel. The most common scanning strategy in
LDED-PF is direction-parallel since the generation requires simple planning algorithms and it can be
applied to print a wide range of solid structures [106]. The S-pattern is a novel strategy that has been
recently reported to reduce residual stress and it is still at the primary stage [107]. The four scanning
strategies, shown in Figure 5-1, are considered in this study. The solid arrows in the figure show the
direction of the laser movement and the solid circles show the positions at which the laser turns on/off
in each scanning strategy. In discontinuous strategies such as unidirectional, the definition of individual
tracks is based on the laser turns on/off positions. In continuous strategies such as bidirectional, spiral,
and S-pattern, individual tracks are defined based on the change in the direction of the laser movement.
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As for the first step of modeling, the temperature field T(x, y, z, t) at time t at the point of interest
(x,v,z) caused by a moving 2D Gaussian heat source acting instantaneously at the time t’ in a semi-
infinite body was developed by the authors for single-track LDED-PF. The details of derivation are
available in Ref. [108].
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where S denotes the laser-material absorptivity, P denotes the power of the heat source, F denotes the

Equation 5-1

powder feed rate, p denotes the material density, ¢ denotes the specific heat, « denotes the thermal
diffusivity, r denotes the heat source radius, T;,, denotes the melting temperature, and T, denotes the
room temperature. To make the model more tractable, some simplifications/assumptions are considered
including the enhanced thermal diffusivity, effective heat source radius, increased specific heat, and
enhanced absorptivity. The details of the above-mentioned considerations are available in Ref. [108].

As opposed to single-track deposition in which the deposition happens on a substrate at room
temperature, the multi-track deposition is the product of depositing subsequent tracks. To compute the
temperature field in multi-track deposition, the temperature contribution of individual tracks must be
considered. The temperature contributions of previous tracks act as an initial temperature for the
subsequent tracks. When the first track is deposited, the initial temperature is the ambient temperature,
and heat accumulation happens as the deposition continues. The initial temperature at the point of
interest is the sum of the ambient temperature and the temperature contributions of previous tracks. Let
i denotes the track index. The accumulated temperature T,A¢ for the deposition of n total tracks can be
derived as:

i=n

TAC(x,y,2,t5,t) = Ty + Z TAC(x,y,2,t5,t)

=1

Equation 5-2
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The calculation of T/* can be improved by simulating the cooling stage of each track, which has
been implemented before [19,41,109,110]. Assume that, for the deposition of each track, the heat source
is switched on at the beginning of the track at the time instant of ¢/ while moving with a constant speed
of v; in a direction for the length of L; until it arrives at the endpoint of the track at the time instant of
t{ (t7 =t7 + L;/v;). The cooling stage of each track happens, as shown in Figure 5-2. The cooling
stage continues in the part for a certain cooling time and two factors with positive and negative heat
inputs contribute to defining the cooling stage. The factor with positive heat input is assumed for the
continuation of the heat transfer in the time domain. The factor with negative heat input is assumed to
compensate for the heat sink when the heat source is off. Since the positive heat input starts earlier than
the negative one, the summation of the temperature contributions is positive but it decreases over time,
mimicking the cooling stage. After a certain time, the summation reaches zero, which implies a
complete cooling stage when the temperature of the part equals the ambient temperature. Based on this
model, the temperature contribution of each track is considered and the movement of the subsequent
track is accounted for by the position/time of the start/endpoints of each track.

TAC(x,y,2,t5,t) = Ti(x,y,z,t5,t) — Ti(x,v,2,t¢,t)

Equation 5-3
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Figure 5-2. Schema of heat inputs for each track during deposition and cooling time.

5.2.2 Geometrical Profile of Overlapping Beads

The melt-pool geometry can be estimated based on the liquid-solid isotherms defined by the transient
temperature field in different planes plane. Ignoring the effect of overlapping beads, the deposit bead
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height can be derived assuming a uniform powder flow density over the projection of the melt pool on
the x-y plane [18]. The maximum height of the bead H; can be estimated as:
W;F
e
TP ViTps
Equation 5-4

where WW; denotes deposition width, p,, denotes the density of powder material, 7,,; denotes the effective
radius of the powder stream column on the substrate. To get the height profile of a single bead, a
polynomial curve can be fitted to the data points of the width and maximum height. Please note that the
geometry of each track bead is dynamic, changing over time/location based on the transient temperature
field.

For arealistic prediction of the geometrical profile of multi-track deposition, the effect of overlapping
beads should be considered. Mathematical models based on geometrical functions such as parabolas
have shown high computational efficiency in geometrical prediction, as opposed to FEM numerical
simulations in which all complex multi-physics of the heat flow and fluid motion have to be considered.
Ocelik etal. [111] and Nenadl et al. [112] developed a mathematical model based on parabolic functions
to predict the geometry of overlapping beads. However, their models only work for two intersecting
beads in direction-parallel scanning strategies. Santos Paes et al. [113] developed a mathematical model
for three intersecting beads which is applicable for contour-parallel and combined strategies. However,
the model only considers the case when a third bead is in between two previously deposited beads and
those two beads are not overlapping. Depending on the processing parameters and scanning strategies,
there might be other cases of intersecting beads that need a universal algorithm to predict the

geometrical profile.

Inspired by the previous works, we developed an algorithm for overlapping beads that can take into
account the addition of extra material as a result of the heat accumulation effect and overlapping beads.
The algorithm can work for any scanning strategies, multi-track/multi-layer deposition, and any number
of intersecting beads. The geometry of each bead can be estimated with a parabolic function as f; =
a;y? + b;y + ¢;, in which the coefficients of a;, b;, and ¢; can be found by solving the following

equations for the conservation of mass (using the cross-sectional area as a proxy).
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fi(4) = f;(4;)

fi(B)) = fi(By)
.- v
t ZWiHi n+1
LL fldy: 3 +Z . fpn(n)dy
i n=1 "1
Equation 5-5

where f; is the polynomial of track i on top of previous tracks, f; is the polynomial for track j,
intersecting the left side of track i, f; is the polynomial for track k, intersecting the right side of track
i. In the general case, the integrands in Equation 5-5 are all parabolas for tracks under track i and the
integration limits [ are a subset of all the locations of A and B points from tracks under track i. p,, stores
the list of the parabolas that should be integrated between subsequent [ limits. As an example of a
specific case of three overlapping beads, a graphical summary of the algorithm used to find the
parabolic function of the third bead, including how to find out the integration limits and the indices for
the parabolas corresponding to the three beads, is shown in Figure 5-3. The dashed curves are the beads
before considering the overlapping effect. The algorithm consists of three steps: first, finding the
intersecting beads, second, finding the integration limits, and third, determining the tracks to integrate
between those limits, by checking the height of the beads halfway between adjacent limits.

Paz)=1 pﬂ(l3l= 2

\

i

1 3 -

' \!.-” -~z

1 v S

SN / [N

[ "\ ' N,

¢ N2 P\ i N
' '

Figure 5-3. Schematic representation of using the universal algorithm for dynamic profile modeling of three beads.

5.2.3 Solidification Characteristics

Some microstructural features, including grain structure/substructure, can be directly estimated from

the calculated solidification parameters which are derived from the transient temperature field [114].
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In LDED-PF, the solidification front moves with the laser beam. The local heat flow direction at the
longitudinal center-plane of each track can be used for rapid estimation of the solidification parameters
as shown in Figure 5-4. The direction of heat flow at any location along the solid-liquid interface is
normal to the solidification front. The thermal gradient along the solidification front (G) can be

expressed as:

B (]
d0x dy 0z
Equation 5-6
The solidification rate (R) along the solidification front is:
R = v; cos O,
Equation 5-7

The angle (6,) between the heat flow direction along the solidification front and laser scanning direction

can be calculated as follows:

(5)
cos b, = 0x
AT\? | (IT\* | (OT\?
J (5z) + (W) +(32)
Equation 5-8
Solid-liquid Melt pool
Deposition fsetace
z
Substrate
X

Figure 5-4. Schema of solidification front at longitudinal center-plane of the track.

The solidification cooling rate T at any point along the solidification front may be derived as:
T =GR
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Equation 5-9

The solidification substructure is dependent on G and R values. The substructure mode, depending
on G and R values, can be planar, cellular, columnar dendritic, or equiaxed dendritic. The solidification
substructure size (cellular and dendritic spacing) also depends on G and R values [47]. A solidification
map can be developed to study the solidification substructure mode of the material produced by LDED-
PF. Inspired by the original work of Hunt [115] on directional solidification, Gaumann et al. [45]

proposed a relationship between G and R values, and volume fraction of equiaxed grains (9):

GV [s| —4nN, 1
R %\ [3ml-0)n+1

Equation 5-10

nl

where n’ and a’ are constants, and N, is the density of nucleation sites. The mean value of any
functional relationships for variables G and R over the melt pool z distance (z,,;, 10 Z;,4,) Can be

calculated as follows:

Zmax ,

(Gn'> 1 f 6"
= —dz
R 2 (Zmax — Zmin) R

Zmin
Equation 5-11

Another important factor for quantifying solidification substructure size is primary dendritic arm
spacing (PDAS). Two theoretical models have been proposed by Hunt [116], and Kurz and Fisher [117]
to predict PDAS.

PDAS = 2.83(k'AT,DI)025G~0-5R=025

Equation 5-12

G—O.SR—O.ZS

!

AT,DI\ %2
PDAS = 4.3 ( )

Equation 5-13
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where T' denotes the Gibbs-Thomson coefficient, k' denotes the partition coefficient, D denotes the
liquid diffusion coefficient, and AT, denotes the equilibrium freezing range (The difference between

liquidus T; and solidus T, temperature).

The grain size A has been also proposed to be related to solidification cooling rate T based on the
classical theory of homogeneous nucleation and isotropic linear growth during rapid solidification by
Boswell and Chadwick [118].

A= AT™
Equation 5-14

where A and m are material-dependent parameters.

5.3 Experimental Procedures

Experiments were carried out using an LDED-PF system (1C106, DM3D Technology). The system
is equipped with a disk laser (TruDisk 2000, TRUMPF), an ABB robotic arm, and a pneumatic powder
feeder with a coaxial nozzle tip. The depositions were carried out in an atmosphere-controlled chamber
and the oxygen level was about 10 ppm. The standoff distance (the distance between the nozzle tip and
substrate) was set to 10 mm. The spot size of the laser beam at the standoff distance was measured as
1.4 mm. The powder carrier gas (Argon) flow rate was set to 4 L/min. The powder hopper cover gas
(Argon) flow rate was set to 8 L/min. The Nozzle gas flow rate was set to 6 L/min Argon and 4 L/min
Helium. The nozzle shaping gas (Argon) flow rate was set to 6 L/min. To avoid the change in the
chemical composition of the depositions as a result of mixing with the substrate, the feedstock powder
and substrate of the same Ti-5AI-5V-5Mo-3Cr (Ti-5553) alloy were used. The feedstock powder was
spherical plasma-atomized Ti-5553 powder (AP&C, GE Additive) with particle size ranging from 45
to 106 um. The plates of the same alloy were printed with powder bed fusion technique (EOS M290)
as substrate material. Multi-track LDED-PF of square-geometry tool-paths (10 x 10 mm) was
performed at different laser power (P), scanning speed (v;), and step-overs (hg). Each sample is
assigned a code that shows its scanning strategy and processing parameter set (Table 5-1). Four
scanning strategies of the unidirectional, bidirectional, inward spiral, and S-pattern are coded as Uni,
Bi, Spiral, and SP, respectively. The processing parameter sets are coded as numbers. The combination

of a numbered processing parameter set and scanning strategy’s code makes the sample’s label. For
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example, the sample with processing parameter set 2 and bidirectional scanning strategy is labeled as
Bi-2.

Table 5-1. Processing parameter sets of multi-track LDED-PF

Processing parameter set | Laser power (W) | Scanning speed (mm/s) | Powder feed rate (g/min) | Step-over (mm)
1 600 5 6 0.5
2 600 10 6 0.5
3 600 5 6 1
4 600 10 6 1
5 800 5 6 0.5
6 800 10 6 0.5
7 800 5 6 1
8 800 10 6 1
9 400 5 6 0.5

After the LDED-PF fabrication of the samples was finished, the samples were prepared for
metallographic examination. Optical microscopy (OM) (VHX-7000, KEYENCE) was used to examine
the multi-tracks and their sub-grain structure. For the OM examinations, the samples were cross-
sectioned, mounted, ground, polished, and then etched with Keller’s etchant. The PDAS was measured
in different locations of the tracks using ImageJ software. The grain structure was investigated using
the electron backscatter diffraction (EBSD) technique (QUANTAX, BRUKER). For the EBSD
examinations, the samples were cross-sectioned, mounted, ground, and vibratory-polished. EBSD
investigations were performed at an acceleration voltage of 20 kV and analyzed with ESPRIT2
software. The EBSD mappings of all the samples were obtained using a step size of ~4 um. To measure
the volume fraction of equiaxed grains, the aspect ratio of grains is evaluated. The grains are taken as

equiaxed when their aspect ratio is bigger than 0.4 [119].

The model programming was performed in Matlab® R2019a using a DELL® computer with Intel®
Core™ i7-7700 CPU @ 3.60 GHz RAM 16.0 GB. The thermophysical properties of Ti-5553 alloy are
assumed to be temperature-independent. The thermophysical properties of the materials are assumed
to be temperature-independent within the range of room temperature to the material’s melting
temperature. The average value of the thermophysical properties in the range from room temperature
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to melting temperature was used for model calculation. The thermophysical/solidification properties of
the material are presented in Table 5-2. For some of the properties, the properties of Ti-64 alloy are

considered when the data for Ti-5553 alloy is not available in the literature.

Table 5-2. Thermophysical/solidification properties of Ti-5553 alloy

Properties Value Ref.

Melting Temperature [K] 1923 [108]
Density [g/cm?] 4.65 (@298 K)-4.2 (@1923 K) | [108]

Thermal conductivity [W/m-K] 5 (@298 K)-29 (@1923 K) [108]
Specific heat [J/(g-K)] 0.51 (@298 K)-0.8 (@1923 K) | [108]

Laser absorptivity 0.5 [108]
Coefficient of enhanced thermal diffusivity 1.4 [108]
Effective radius of the heat source [mm] 1 [108]
Liquidus temperature [K] 1928 [120]
Solidus temperature [K] 1878 [120]

Liquid diffusion coefficient [mm?/s] 9.5x 1073 [120]
Gibbs—Thomson coefficient [K-mm] 1.88 x 10~* [120]
Partition coefficient 0.5 [120]

5.4 Results and Discussion

5.4.1 Temperature Simulation in x-y Plane

To study the temperature distribution under different scanning strategies, the transient temperature
fields were simulated in the x-y plane for the scanning strategies at different processing parameters.
For these simulations, the model was a square-geometry deposition (10 x 10 mm) and a square
substrate (20 x 20 mm). The temperature fields at the end of the depositions in the x-y plane for
different scanning strategies at one processing parameter set are shown in Figure 5-5 as an example of
these simulations. The computational time of these simulations was recorded as 111-205 sec with the

x/y increment of 0.1 mm, and the integration time interval of 0.01 sec.

75



Prediction time = 868s

Global Y in mm
5 ©

@

0 2 4 6 8 10 12
Global X in mm

(@)

Prediction time = 118s

Global Y in mm

0 2 4 6 8 10 12
Global X in mm

(c)

14

14

Deposition time = 42s

Deposition time = 24s

3000

2500

2000

Temperature in K

1500

11000

500

3500

3000

2500

2000

Temperature in K

1500

1000

500

20

18

16

14

Global Y in mm
5 ©

[e

20

18

16

14

-
N

Global Y in mm
3

©

Prediction time = 167s

3500

Deposition time = 24s

3000

2500

2000

Temperature in K

1500

= 1000

I 500

3500

2 4 6 8 10 12 14 16 18 20

Global X in mm
(b)

Prediction time = 174s Deposition time = 24s
3000

2500

2000

Temperature in K

1500

1000

2 4 6 8 10 12 14 16 18 20

Global X in mm

(d)

Figure 5-5. The transient temperature fields at the end of the depositions in the x-y plane under the same processing

parameter set (P=600 W, F=6 g/min, v;=5 mm/s and hy=1 mm) and different scanning strategies; (a) unidirectional,
(b) bidirectional, (c) inward spiral, and (d) S-pattern strategy.

The dashed black contour shows the projection of the melt pool on the x-y plane. It is observed that
the scanning strategy affects the melt pool size. The effect is more evident in the case of the inward
spiral strategy. The scanning strategy remarkably affects the temperature distribution. For the
unidirectional and bidirectional strategies, the temperature distribution patterns are similar since these

strategies are direction-parallel. The temperature is symmetrically distributed along the y-axis. The only
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difference between them is their corresponding temperature values. The temperature values are higher
within the distribution pattern in the bidirectional strategy because the laser source is continuously on;
however, the laser source turns on and off in the unidirectional strategy, and there is a delay time
between the scans. For the inward spiral strategy, the temperature is circularly distributed with its
concentration in the center of the pattern. The maximum temperature is highest in this strategy and the
final size of the melt pool is highest due to the concentration of temperature in the center. In the S-
pattern strategy, the temperature distribution is more or less diagonal symmetric.

The residual stress and distortion are related to the temperature distribution. Sun et al. [107] proposed
a qualitative evaluation method to compare the residual stress under different scanning strategies.
According to this evaluation method, the residual stress distribution is correlated with the uniformity
of the temperature field, which is determined by the peak temperature (T?) at the four corners of the
substrate. The equivalent residual stress, which is relevant to plastic yielding, is inversely correlated
with the average peak temperature of the corners. The maximum principal residual stress, which is the
main factor of fatigue and fracture performance, is inversely correlated with the minimum peak
temperature of corners [107]. Figure 5-6 summarizes the results of the peak temperature calculation for
the four corners under the same processing parameter set and four different scanning strategies. The
peak temperatures in the bidirectional and unidirectional strategies show a larger difference. For S-
pattern and inward spiral strategies, the difference among the peak temperatures is less because the
temperature distribution in all directions is relatively uniform whereas the direction-parallel patterns

(bidirectional and unidirectional) accumulate temperature on one side.
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Figure 5-6. Peak temperatures of the corners under the same processing parameter set (P=600 W, F=6 g/min, v;=5

mm/s and h,=1 mm) and different scanning strategies.
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To have an indication of the residual stress, the minimum peak temperatures and average peak
temperatures under the different scanning strategies are plotted in Figure 5-7. According to Sun et al.
[107], the scanning strategy with higher average peak temperature and higher minimum peak
temperature will induce lower residual stress. Comparing the results in Figure 5-7, it can be expected
that the S-pattern strategy produces lower residual stress, and the unidirectional strategy produces
higher residual stress. It should be noted that the correlation between the peak temperatures of the

corners and residual stress provides a simple but qualitative comparison of the residual stress.
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Figure 5-7. (a) Average and (b) minimum peak temperatures of the corners under the same processing parameter set

(P=600 W, F=6 g/min, v;=5 mm/s and h,=1 mm) and different scanning strategies.

To better understand the thermal histories under different scanning strategies, the thermal cycles that
the top surface of each track experiences and the resulting heating/cooling rates are investigated. Figure
5-8 represents the transient temperature for the points located along the transverse centerline at the half-
length of the top surface of tracks. Figure 5-9 represents the heating/cooling rates caused by the thermal
cycles at those points. The computational time of these simulations was recorded as 33-74 sec
(depending on scanning strategy) with an integration time interval of 0.01 sec. The pattern of thermal
cycles is similar in the case of the unidirectional and bidirectional strategies. The scan of all tracks
happens side-by-side and the distance between two subsequent scans is equal to one step-over distance.
At the time that the laser heat source scans each track, the temperature of that track reaches its peak and
the adjacent tracks show the second-highest temperature peak. The peak temperatures decrease to
ambient as the laser heat source gets farther away from the track. The only difference is the value of
peak temperature in the cycles. Since the bidirectional is a continuous strategy, the effect of heat

accumulation in increasing the peak temperature is more evident. The unidirectional strategy has a

78



delay time between subsequent scans when the laser heat source is off and the material has time for
cooling down. In the inward spiral strategy, the cycles are at a distance from each other since the scan
of the adjacent tracks happens at every four tracks. As the laser heat source becomes closer to the center,
the distance between the cycles becomes smaller and the peak temperature increases. The thermal
cycles become more complex close to the center and the heat accumulation is at the highest level which
causes the heating/cooling rates to decrease. The S-pattern strategy causes the cycles to have a unique
pattern. The scan of tracks happens in a sequence such that the distance between the locations of two
subsequent scans changes from 1 step-over to 5 step-overs. The cycles are sometimes at a close distance
and sometimes at a far distance from each other. The peak temperature of the cycles shows an increase
at the beginning but shows a small fluctuation as the scan continues.
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Figure 5-8. Thermal cycles of the tracks under the same processing parameter set (P=600 W, F=6 g/min, v;=5 mm/s

and hg=1 mm) and different scanning strategies. The calculations were performed at (a), (c), (), (9) the point located

at the half-length of the first track, and (b), (d), (f), (h) the points located vertically at the half-length of all tracks; (a),
(b) unidirectional, (c), (d) bidirectional, (e), (f) inward spiral, and (g), (h) S-pattern strategy.
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Figure 5-9. Hating/cooling rates of the tracks under the same processing parameter set (P=600 W, F=6 g/min, v;=5

mm/s and hy=1 mm) and different scanning strategies. The calculations were performed at (a), (c), (¢), (g) the point

located at the half-length of the first track, and (b), (d), (f), (h) the points located vertically at the half-length of all

track; (a), (b) unidirectional, (c), (d) bidirectional, (e), (f) inward spiral, and (g), (h) S-pattern strategy.
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5.4.2 Geometrical Profile of Overlapping Beads

To predict the geometrical profile of the overlapping beads under different scanning strategies, the
transient temperature was simulated, for all the strategies at different processing parameter sets, along
the transverse centerline of the deposition which is at the half-length of the tracks. Based on the
developed universal algorithm for overlapping beads, Figure 5-10, Figure 5-11, Figure 5-12, and Figure
5-13 show the measured and simulated results of transverse cross-section profiles for the unidirectional,
bidirectional, inward spiral, and S-pattern strategies, respectively. The computational time of these
simulations was recorded as 5-133 sec (depending on scan strategy) with the y increment of 0.05 mm,
and the integration time interval of 0.01 sec.
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Figure 5-10. Measured and simulated results of transverse cross-section profiles for unidirectional scanning strategy
under different processing parameter sets.
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Figure 5-11. Measured and simulated results of transverse cross-section profiles for bidirectional scanning strategy

under different processing parameter sets.
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Figure 5-12. Measured and simulated results of transverse cross-section profiles for inward spiral scanning strategy

under different processing parameter sets.
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Figure 5-13. Measured and simulated results of transverse cross-section profiles for S-pattern scanning strategy

under different processing parameter sets.

The solid black lines in the figures are the results of experimental measurements and the dashed blue
lines are the simulated results for the overlapping beads. The experimental measurements were done
by 3D imaging and analysis in optical microscopy. Figure 5-14 shows an example of the 3D imaging
and analysis at the transverse cross-section. In the case of the four scanning strategies and the nine
processing parameter sets, the simulated profiles are in close agreement with the measured profiles.
The small mismatch between the simulated and measured data can be attributed to the fact that the heat
convection and radiation are ignored in the model. The effects of heat accumulation and overlapping
beads are evident in the figures. The processing parameters define the initial height/width while the
step-over significantly influences the final height/width of the overlapping beads. The developed
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universal algorithm for predicting the geometrical profile of overlapping beads is an efficient approach
that can work for any scanning strategies/processing parameters and any number of layers/intersecting
beads. As for the dimensional accuracy of the depositions, having a tool-path of square geometry (10 X
10 mm), the unidirectional and bidirectional strategies led to the depositions with a more or less
constant height. However, the inward spiral and S-pattern led to depositions with a fluctuating height.
The dynamic change in the deposition rate of the material is responsible for these observations. As the
temperature distribution changes with the scanning strategy, the deposition rate dynamically changes
in each track. In the scanning strategies that the side-by-side deposition happens in a specific direction,
the deposition rate and height of the tracks gradually increase in that direction until they reach a peak
level. However, in the scanning strategies that the side-by-side deposition changes direction, the
deposition rate and height of the tracks fluctuate.
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Figure 5-14. 3D imaging and analysis in the optical microscopy used to measure the transverse cross-section profile

under bidirectional scanning strategy and the given processing parameter set (P=600 W, F=6 g/min, v;=5 mm/s and

hg=1 mm).
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5.4.3 Temperature Simulation in y-z and x-z Planes

The predictions of the final height of the tracks can be used for temperature simulation in the x-z and
y-z planes as the location of the heat source in the z-axis can be defined based on those predictions.
The transient temperature fields were simulated at the transverse center-plane of the deposition (y-z
plane) for all the scanning strategies at different processing parameter sets. For these simulations, the
model was the transverse cross-sectional area of the deposition from the previous simulation of the
geometrical profile and a rectangular substrate (20 x 2 mm). The temperature fields of the last tracks
in the y-z plane for different scanning strategies at one processing parameter set are shown in Figure
5-15 as an example of these simulations. The computational time of these simulations was recorded as

371-483 sec with the y/z increment of 0.05 mm, and the integration time interval of 0.01 sec.
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Figure 5-15. The transient temperature fields of the last tracks at the transverse center-plane of the depositions for
the same processing parameter set (P=600 W, F=6 g/min, v;=5 mm/s and h,=1 mm) and different scanning

strategies; (a) unidirectional, (b) bidirectional, (c) inward spiral, and (d) S-pattern strategy.

To test the accuracy of these predictions, the transverse cross-section of the depositions under
different scanning strategies was experimentally investigated. Figure 5-16 represents the optical
microscopic images of the transverse cross-sections. The melt pool boundaries are highlighted by solid
black lines. Comparing Figure 5-15 and Figure 5-16, the capability and accuracy of the model in the
prediction of the melt pool geometry are evident.
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Figure 5-16. OM images of the transverse cross-section of the depositions under the same processing parameter set
(P=600 W, F=6 g/min, v;=5 mm/s and h,=1 mm) and different scanning strategies; (a) unidirectional, (b)
bidirectional, (c) inward spiral, and (d) S-pattern strategy.

The transient temperature fields along the heat-source direction of motion at the half-length of the
tracks were also simulated at the longitudinal center plane of the tracks (x-z plane) for all the scanning
strategies at different processing parameter sets. For these simulations, the model was the longitudinal
cross-sectional area of the track at the half-length and a rectangular substrate (20 x 2 mm). Since the
simulations at the longitudinal center plane of the tracks are similar in appearance, the temperature field
of the last track in the x-z plane for bidirectional scanning strategy at the given processing parameter
set is shown in Figure 5-17 as an example of these simulations. The computational time of this
simulation was recorded as 401 sec with the x/z increment of 0.05 mm, and the integration time interval
of 0.01 sec. The melt pool boundary which is taken as the solidification front is shown by the dashed

black line.
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Figure 5-17. The transient temperature field of the last track at the longitudinal center-plane of the track for the
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given processing parameter set (P=600 W, F=6 g/min, v;=5 mm/s and h,=1 mm) and bidirectional scanning strategy.
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5.4.4 Solidification Characteristics

5.4.4.1 Solidification Parameters

The solidification parameters i.e. the thermal gradient (G) and solidification rate (R) along the
solidification front are the main factors to define the solidification microstructure. However, in-situ
experimental measurement of these parameters is still challenging due to the highly spatially dependent
nature of heating/cooling during LDED-PF. The mathematical model developed in this work is an
effective approach to calculate the solidification parameters based on temperature predictions. For these
calculations, the temperature predictions in the x-z plane at the longitudinal center plane of the tracks
and two extra planes on the left and right of the center-plane with 0.05 offset were first used to get the
values of G and R along the solidification front at the half-length of the tracks. Second, the temperature
predictions in the y-z plane at the transverse center-plane were used to take out the values of G and R
for the re-melted portion of each track.
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Figure 5-18. Thermal gradients at the center-plane of the tracks along the solidification fronts under the same
processing parameter set (P=600 W, F=6 g/min, v;=5 mm/s and h,=1 mm) and different scanning strategies; (a)

unidirectional, (b) bidirectional, (c) inward spiral, and (d) S-pattern strategy.
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The thermal gradients and solidification rates of the tracks along the solidification fronts are plotted
in Figure 5-18 and Figure 5-19, respectively. The thermal gradient is generally highest at the bottom of
the melt pool and it decreases towards the top of the melt pool. The maximum thermal gradient for the
given processing parameter set, which is around 1400 K/mm, is achieved at the bottom of the first track
regardless of the scanning strategy. This is because the deposition of the first track happens on the
substrate at room temperature when the temperature difference between the melt pool and substrate is
considerably high. As the deposition continues and heat accumulation takes place, the thermal gradients
of other tracks decrease. The heat accumulation makes the heat transfer slower (as a result of a weaker
heat sink), therefore, a more uniform temperature distribution forms within the melt pool with a lower
thermal gradient value. The thermal gradients of different tracks in the unidirectional strategy are
similar. The delay time between two subsequent tracks allows the material to cool down and the effect
of the heat accumulation is neutralized. In the bidirectional strategy, the thermal gradients keep
decreasing for different tracks since the effect of the heat accumulation becomes stronger as the
deposition continues. The thermal gradients of different tracks in the inward spiral and S-pattern
strategies first decrease for the first few tracks and then fluctuate up and down because of the more
complex heating/cooling cycles during the deposition. The S-pattern strategy has a more randomized
pattern in terms of the thermal gradients. The minimum thermal gradient for the given processing

parameter set is around 650 K/mm.

As for the solidification rate along the solidification front, it reaches its minimum value at the bottom
melt pool and approaches its maximum value (close to the scanning speed) at the top of the melt pool.
The changing pattern of the solidification rates in different tracks is similar. The major difference is in
their location in the z-axis which is defined by the geometry of the deposition. Considering the total
change in G and R, the simulated solidification cooling rates for the given processing parameter set are
in the range of 0-7000 K/s for Ti-5553 depositions.
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Figure 5-19. Solidification rates at the center-plane of the tracks along the solidification fronts under the same
processing parameter set (P=600 W, F=6 g/min, v;=5 mm/s and h,=1 mm) and different scanning strategies; (a)

unidirectional, (b) bidirectional, (c) inward spiral, and (d) S-pattern strategy.

5.4.4.2 Microstructural Observations

Figure 5-20 shows the morphology and orientation of grains throughout the multi-track depositions
under the given processing parameter set and different scanning strategies. The microstructure mainly
consists of different-sized p-Ti grains and the microstructural analysis is focused on the BCC structure
of B grains. Both columnar and equiaxed grains are observable while their portion/distribution is
different, depending on the scanning strategy. The columnar f grains grew at different angles with
respect to the horizontal line and the angles change in different tracks depending on the scanning
strategy.

During the solidification, the majority of grains obey the epitaxial growth mechanism due to rapid
solidification and directional heat flow. However, new grains may be introduced to the melt pool and
change the solidified grain structure. For AM processes, four nucleation mechanisms have been
identified namely heterogeneous/homogenous nucleation, grain detachment, dendritic fragmentation,
and surface nucleation [121]. Depending on the solidification condition, the nucleation rate may vary
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and influence the grain structure. For instance, increasing laser scanning speed increases the probability
of surviving partially melted particles, which introduce a higher nucleation rate through grain
detachment and heterogeneous nucleation mechanisms [122]. Considering that the powder feed rate
can be assumed constant during LDED-PF, it is the matter of solidification conditions (such as
temperature distribution) to indicate the rate of unmelted or partially melted powder particles and
enforce the existence of new grains in the microstructure. Therefore, it is essential to understand the
correlation between the solidification parameters and microstructure when process conditions vary.

Pattern quality+IPFYMap

(d)

Figure 5-20. EBSD images showing the grain structure of the multi-tracks under the same processing parameter set
(P=600 W, F=6 g/min, v;=5 mm/s and h,=1 mm) and different scanning strategies; (a) unidirectional, (b)

bidirectional, (c) inward spiral, and (d) S-pattern strategy.
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The sub-grain structure of the depositions shows a dendritic substructure which is typical in the
LDED-PF process. Figure 5-21 represents the substructure of track 16 in sample SP-2 as an example
of the dendritic solidification substructure. All four solidification modes are observable in the figure
(the planar growth close to the melt pool boundary, the cellular growth, and then the columnar dendritic
and equiaxed structure close to the melt pool top). Primary and secondary dendrites are also evident in
the figure as the main characteristics of the solidification substructure. The size of dendrites can be
different depending on the solidification conditions. The processing parameters and scanning strategy
can induce specific solidification conditions in each track which lead to a different dendritic size. Based
on the observations, some important microstructural features need to be justified, including the
columnar grain growth orientation, columnar to equiaxed transition, dendritic size, and grain size. In
the next sections, these microstructural features are linked to the process through the temperature
modeling results, and a systematic model is developed for their predictions.

Figure 5-21. OM image showing the subgrain structure of track 16 (SP-2 sample) under the given processing

parameter set (P=600 W, F=6 g/min, v;=10 mm/s and h;=0.5 mm) and S-pattern scanning strategy.

5.4.4.3 Columnar Grain Growth Orientation

The EBSD images showed that the growth direction of the columnar grains in different tracks
happens at different angles with respect to the horizontal line. The maximum heat flow direction at the
solidification front of each track can be different depending on the geometrical inclination of the melt
pool. It should be noted that grains of different tracks may grow with a range of orientations. However,
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the major competitive columnar growth happens along the maximum heat flow direction of the track.
As the deposition of tracks happens, depending on the scanning strategy, the tracks become inclined at
an angle. As discussed in the previous section, the geometrical profile of the melt pool in transverse
and longitudinal cross-sections under different scanning strategies and processing parameter sets can
be completely different. These geometrical differences of the melt pool orientation affect the heat flow
direction at the solidification front.
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Figure 5-22. Predicted maximum heat flow directions based on the geometrical inclination of the melt pools in the
longitudinal cross-section under the same processing parameter set (P=600 W, F=6 g/min, v;=5 mm/s and hy=1 mm)

and different scanning strategies; (a) unidirectional, (b) bidirectional, (c) inward spiral, and (d) S-pattern strategy.

In this work, we use the geometrical inclination of the melt pools to estimate the maximum heat flow
direction in the transverse and longitudinal cross-sections. The examples of the derivation of the angle
between the maximum heat flow direction and the horizontal line are graphically shown in Figure 5-15
and Figure 5-17 for the transverse (6+) and longitudinal (6,) cross-sections, respectively. Figure 5-22
shows the predicted maximum heat flow angle with respect to the horizontal line in the longitudinal
cross-sections under the given processing parameter set and different scanning strategies. The average
angle of the maximum heat flow direction with respect to the horizontal line for the given processing
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parameter set is about 45° in the longitudinal cross-sections along the heat source moving direction
regardless of the scanning strategy. The negative values of the angle show the change in the heat
source's moving direction. For the unidirectional strategy, the laser heat source always moves in one
direction which causes the longitudinal melt pool angle to be oriented towards one side for all the tracks.
In the continuous scanning strategies, including the bidirectional, inward spiral, and S-pattern
strategies, the laser heat source moves back and forth in opposite directions which causes the
longitudinal melt pool angle to switch its orientation in every other track. The change in the melt pool
angle orientation with respect to the horizontal line is shown by positive and negative values. The
maximum heat flow direction in the longitudinal cross-section majorly depends on the scanning speed.
If the laser heat source moves with a higher speed, the melt pool is elongated in the moving direction
(so-called melt pool tail) and the longitudinal melt pool angle with respect to the horizontal line is
increased. For the same scanning speed, the longitudinal melt pool angle stays within the same range
and only changes orientation depending on the scanning strategy.

Figure 5-23 shows the predicted maximum heat flow angle with respect to the horizontal line in the
transverse cross-section under the given processing parameter set and different scanning strategies. For
direction-parallel scanning strategies such as the unidirectional and bidirectional, the transverse melt
pool angle and maximum heat flow direction are always oriented to one side as the side-by-side
overlapping happens only in one direction. For the scanning strategies such as the inward spiral and S-
pattern, the transverse melt pool angle changes depending on the overlapping of the tracks and these
strategies show different melt pool orientations in the transverse cross-section. The change in the
orientation of the melt pool towards different sides is shown by negative and positive angle values in
the figure. In general, if the melt pool keeps its symmetric hemispherical shape in the transverse cross-
section, the maximum heat flow direction with respect to the horizontal line is about 90°. As the melt
pool becomes inclined towards one side because of the overlapping beads and loses its asymmetric
geometry, the maximum heat flow angle with respect to the horizontal line starts to change from 90° to
70°. The transverse melt pool angle mostly depends on the overlapping ratio of the overlapping beads
and the scanning strategy. The predicted results for the maximum heat flow direction are in harmony
with the microstructural observations in Figure 5-20. For example, the angle of columnar grain growth
in the last track of the unidirectional and bidirectional is measured as about 50-90° (average 70°) in the

different locations of the track. The predicted maximum heat flow direction value is also 70° which is
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the same as the average measured angle of columnar grain growth. It should be noted that the prediction
of the maximum heat flow direction and the columnar grain growth will help in the understanding of

the solidification textures and it can also serve as a basis to customize the solidification textures.
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Figure 5-23. Predicted maximum heat flow directions based on the geometrical inclination of the melt pools in the
transverse cross-section under the same processing parameter set (P=600 W, F=6 g/min, v;=5 mm/s and hy;=1 mm)

and different scanning strategies; (a) unidirectional, (b) bidirectional, (c) inward spiral, and (d) S-pattern strategy.

5.4.4.4 Solidification Map

The solidification mode is of a critical role in the performance of the additively manufactured
components. Sometimes, having a fully columnar microstructure can be favorable, although it causes
anisotropic properties. Sometimes, having a fully equiaxed microstructure is favorable since it provides
isotropic properties. The investigation of columnar to equiaxed transition (CET) behavior is important
because it helps to tailor the microstructure to favorable properties. The solidification mode can be
evaluated through the development of a solidification map. During the deposition of each track, the
solidification starts at the bottom of the melt pool, where the G /R ratio is highest. There is a very low
constitutional supercooling at the early stage of solidification near the original melt pool boundary,
resulting in metastable planar structures. The planar growth becomes unstable afterward, and columnar
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growth happens where the G /R ratio is still high but lower than that of the planar zone. The decrease
in the G/R ratio increases constitutional supercooling, inducing the columnar growth [47]. The
direction of heat transfer is perpendicular to the solidification front, which leads to the epitaxial growth
of columnar grains. Since the feedstock powder is being continuously fed into the melt pool, the major
energy of the heat source is consumed for the melting of the material, resulting in a decrease in G/R
ratio. Moreover, the powder particles impinging into the liquid may act as heterogeneous nucleation
sites. As a result, the constitutional supercooling increases, and the epitaxial growth of columnar grains
is interrupted. This promotes the nucleation of equiaxed grains, indicating the columnar to equiaxed

transition (CET), and finally, fully equiaxed growth happens.

To develop a solidification map, the density of nucleation sites (N,) must be estimated. G&umann et
al. [45] proposed a method of rough approximation in which N, can be determined by the correlation
between the experimentally measured volume fractions of equiaxed grains (@) and the theory-
calculated values in Equation 5-10 as a function of the mean " /R ratios for the different depositions.
In this work, we assumed the same values for the constants of n'’ =3.4 and a’ = 1.25 x
103 (K3*mm™1s) as the work by Gaumann et al. [45]. The @ value can be experimentally measured
by the EBSD technique. The measured @ from EBSD analysis are plotted as a function of the calculated
mean G3*/R ratios from the temperature model in Figure 5-24. The solid black line is the theory-
predicted values of @ according to Equation 5-10 and the colorful points are the measured values of @
as a function of the mean G3*/R ratios for different tracks under different processing conditions. A
correlation between the experimental measurements and theoretically predicted values can be obtained
when N, = 4 x 10% (mm). It should be noted that this method only provides an approximation for the
density of nucleation sites and it should not be taken as the real density of nucleation sites for the

material.
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Figure 5-24. Correlation between the experimental measurements and the theory-predicted values as a function of

mean G3*/R ratios.

As proposed by Hunt [115], fully equiaxed/columnar behavior would occur when @ has critical
values. Fully columnar grains are formed when @ < 0.0066, while fully equiaxed grains are formed
when @ > 0.66. By setting these lower and higher critical values in Equation 5-10, the criteria of
columnar to equiaxed transition (CET) in the form of a solidification map can be established. The
solidification maps (thermal gradients vs. solidification rates) of different scanning strategies under
different processing parameter sets are plotted in Figure 5-25. The blue and red solid lines represent the
upper and lower criteria distinguishing the fully columnar and fully equiaxed regions, respectively. The
tracks with higher mean G /R ratio than the blue line form fully columnar grains while the tracks with
lower mean G /R ratio than the red line form fully equiaxed grains. The region between the blue and
red lines is the mixed columnar-equiaxed region where the tracks encompass both columnar and
equiaxed grains. In this region, the grains are in transition from the columnar to the equiaxed structure.
The closer to the blue line, the more columnar grains form. The closer to the red line, the more equiaxed
grains form. Comparing the solidification maps of different scanning strategies, all the multi-tracks
under two scanning strategies of unidirectional and inward spiral fall into the mixed columnar-equiaxed
region. However, some of the tracks in the bidirectional and S-pattern strategies fall outside the mixed

region in the fully equiaxed region.
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Figure 5-25. Solidification maps under different processing parameter sets and different scanning strategies; (a)

unidirectional, (b) bidirectional, (c) inward spiral, and (d) S-pattern strategy. The points of the same color represent

different tracks of one multi-track.

Having a close look at one of those tracks, which is predicted to fall into the fully equiaxed region,

shows that the prediction of the solidification map is correct. Figure 5-26 represents the EBSD image

of track 18 in sample SP-6 as an example of a fully equiaxed structure. The volume fraction of equiaxed

grains in this track was measured to be more than 60%.

Figure 5-26. EBSD image showing the grain structure of track 18 (SP-6 sample) under the given processing

IPFZMap

00 pm

e

parameter set (P=800 W, F=6 g/min, v;=10 mm/s and h,=0.5 mm) and S-pattern scanning strategy.



5.4.4.5 Dendritic Size

Based on the predicted solidification parameters, the PDAS can be predicted using Equation 5-12
and Equation 5-13, as summarized in Figure 5-27. The average PDAS was also experimentally
measured from the OM images of the tracks. The triangular points show the predicted average PDAS
according to Hunt’s model [116], while the circular points show the predicted average PDAS according
to Kurz and Fisher’s model [117] for different tracks of the multi-tracks under different processing
parameter sets and scanning strategies. The square points show the experimental measurements of
average PDAS. According to the two classic models, the PDAS and cooling rate (G ~%5R~°2> ratio)
have a linear relationship. The PDAS generally increases by decreasing in the cooling rate or increasing
in the mean G ~%5R~%25 ratio. The Kurz and Fisher’s model predicts larger average PDAS compared
to the Hunt’s model. The difference between these two models is that the Hunt’s model was developed
based on the geometry of dendrite tip while the Kurz and Fisher’s model was developed based on the
entire geometry of dendrite, including the tip and trunk. In this work, these two models act as upper
and lower levels for the PDAS predictions. All the experimental measurements fall in between these
two models’ predictions and they have the same trend as the models. However, the experimental
measurements are closer to the predictions of Hunt’s model. The differences between the experimental
results and theoretical predictions may be because both models assume a simple geometry for their
initial conditions, while random perturbations may change initial conditions in the solidification [120].
Comparing these predictions for different scanning strategies under different processing parameter sets
reveal that the unidirectional strategy leads to a finer dendritic substructure. The PDAS predictions for
the rest of the scanning strategies are about the same range and the processing parameters are the main

factor in defining the dendritic substructure size.
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Figure 5-27. Predicted average PDAS based on two theories and experimental average measurements for the multi-
tracks under different processing parameter sets and different scanning strategies; (a) unidirectional, (b)
bidirectional, (c) inward spiral, and (d) S-pattern strategy. The points of the same color represent different tracks of

one multi-track.

5.4.4.6 Grain Size

One important factor to quantify the microstructure is the grain size. The measured average grain
size of multi-tracks under different processing parameter sets and scanning strategies (Uni-2, Uni-3,
Uni-6, Uni-7, Bi-2, Bi-3, Bi-6, Bi-7, Spiral-2, Spiral-3, Spiral-6, Spiral-7, SP-2, SP-3, SP-6, SP-7) is
correlated to the calculated mean solidification cooling rate based on the classical theory by Boswell
and Chadwick [118] (Equation 5-14). The material-dependent parameters of A and m in the equation
are determined by the linear least-squares method. The correlation can be obtained when A = 28801
and m = —0.638. The fitted solution for the measured grain size of the multi-tracks are shown in Figure
5-28. The effect of mean solidification cooling rate, as the result of variations in processing parameter
sets and scanning strategies, on the average grain size is significant. The average grain size ranged from
110 to 230 um. The average grain size decreases with increasing the mean solidification cooling rate.

The relationship provides a practical approach to establish the effect of solidification conditions on the
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grain size and it can be used to correlate solidification conditions to tensile properties through the Hall-
Petch relation [123].
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Figure 5-28. Correlation between the measured grain size and calculated mean solidification cooling rate.

5.5 Summary

In this study, a comprehensive physics-based model was developed and used to predict the
temperature fields of multi-tracks under different scanning strategies. The thermal cycles and
heating/cooling rates were compared for different scanning strategies. A new universal algorithm, based
on parabolic functions, was derived to predict the geometrical profiles of the overlapping beads.
Although the prediction of the geometrical profiles of the overlapping beads is complex, and the fact
that they are highly dependent on scanning strategies and processing parameters, the developed
universal algorithm to predict track geometries successfully predicted the profile of the overlapping
beads under all four scanning strategies and nine processing parameter sets. The solidification
parameters were then extracted from the temperature model to link the process to the solidification
microstructure. The developed model was validated by depositing cuboidal geometries (10 x 10 mm)
made of near-g titanium (Ti-5AI-5V-5Mo0-3Cr) alloy at different laser powers, scanning speeds, and
step-over distances under different scanning strategies of the bidirectional, unidirectional, inward
spiral, and S-pattern. The solidification maps of Ti-5553 alloy manufactured by LDED-PF were
developed to reveal the columnar to equiaxed transformation mechanism and validated using EBSD
observations. The developed correlations among the temperature model and solidification
characteristics provide an effective tool for process optimization and microstructural engineering

through process-microstructure linkages.
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Chapter 6: Adaptive Process Optimization using Physics-based
Modeling of LDED-PF

6.1 Introduction

Thermal-based complexities and overlapping tracks happening during LDED-PF complicate the
control of deposition rate and dimensions. On the other hand, the change in deposition rate and varied
deposition heights changes the standoff distance and may risk the constancy of the nozzle standoff
distance and process stability. In this chapter, an adaptive prediction protocol based on the physics-
based modeling of the LDED-PF is developed for improved dimensional accuracy and flatness of the
deposited layers. The standoff distance is kept constant during the build-up process the process stability

is maintained.

6.2 Modeling Methodology

The adaptive modeling algorithm works on the basis of Equation 5-1, Equation 5-2, Equation 5-3,
and Equation 5-5 for the simulation of temperature contribution and geometrical profile of overlapping
tracks. This method takes a track-wise approach in which the model individually considers the
temperature contribution and geometry of each track at a specific time. All model calculation is
performed in a transverse cross-section at the time instant that the laser heat-source is at mid-length of
the tracks. The method is adopted for direction-parallel scanning strategies such as bidirectional and
unidirectional. The overall workflow used to implement the algorithm of adaptive physics-based
modeling is described in Figure 6-1. The algorithm starts with initial conditions that can be different
for each track. Let i denotes the track index. For the first track (i = 1), the initial conditions include the
temperate of the build-plate (room temperature T,) and the starting laser power (P;). For the rest of
tracks (i > 1), the initial conditions include the temperature contribution of previous tracks (T;_) and
the predicted laser power of current track (P;"). The next step takes the initial conditions into account
to simulate the temperature field (7;) and geometry (f;) of track i through process modeling developed
in the previous chapter. The geometry of the current track is fed into the geometry-finder algorithm to
find the desired geometry of the next track (f;’, ;) based on the mathematical profile modeling developed
in the previous chapter. Depending on the deposition scenario, the geometry-finder algorithm searches
for the best-fit geometry close to the desired one. After finding the best-fit geometry, the laser power

required to form that geometry is found using the power-finder algorithm. The melt pool/deposit
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geometry can be estimated based on the liquid-solid isotherm defined by the transient temperature field
(Equation 5-1). The power-finder algorithm converts the geometry to the laser power through reverse
calculation. The desired coordinate of liquid-solid isotherm is predicted in the previous step by the
geometry-finder algorithm. The temperature of the liquid-solid isotherm is also known (melting
temperature of the material). Knowing the position, and temperature of the desired liquid-solid
isotherm, the analytical solution to the transient temperature field (Equation 5-1) suffices to calculate
the laser power of the next track (Pj.;). The next step simulates the temperature field (T;,;) and
geometry (f;,1) of track i + 1 through process modeling. The predicted laser power and its resultant
temperature contribution are stored as the initial conditions of the next track and the workflow is
repeated for all the tracks. It should be mentioned that the scanning strategy, step-over, and other
processing parameters such as scanning speed and powder feed rate stay constant throughout the

algorithm for adaptive physics-based modeling.

[nitial Conditions Process

{ £l P Process T.
P, T, i=1 Modeling of G;?’;r;e;trry s 11;,'(;,‘;2; i Modeling of —
P, Ty i>1 Track i Tracki+1 | fi+1

Figure 6-1. Flowchart of the adaptive physics-based modeling, showing the steps in the algorithm.

6.3 Experimental Procedures

Experiments were carried out using an LDED-PF system (IC106, DM3D Technology) in an
atmosphere-controlled chamber with an oxygen level below 10 ppm. The system is equipped with an
ABB robotic, a disk laser (TruDisk 2000, TRUMPF), and a dual powder feeder to feed powder through
a coaxial nozzle. The nozzle standoff distance was set to 10 mm. The laser beam spot size was 1.4 mm
at the standoff distance. The powder carrier gas (Argon) flow rate was set to 4 L/min. The powder
hopper cover gas (Argon) flow rate was set to 8 L/min. The Nozzle gas flow rate was set to 6 L/min
Argon and 4 L/min Helium. The nozzle shaping gas (Argon) flow rate was set to 6 L/min. In order to
avoid the change in the chemical composition of the depositions as a result of mixing with the substrate,
the feedstock powder and substrate of the same Ti-5Al-5V-5Mo-3Cr (Ti-5553) alloy were used. The
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feedstock powder was spherical plasma-atomized Ti-5553 powder (AP&C, GE Additive) with particle
size ranged from 45 to 106 pm and plates of the same alloy were printed with powder bed fusion
technique (EOS M290) as substrate material. To test the adaptive model, multi-track LDED-PF of
square-geometry tool-paths (10 x 10 mm) were performed under three scenarios. In the first scenario,
the first track is deposited using the starting processing parameters and then the laser power of the rest
of the tracks is modulated according to the adaptive model prediction to keep the height constant within
a layer. In the second scenario, the laser power of the rest of the tracks is modulated according to the
adaptive model prediction to keep the width constant within a layer. In the third scenario, the laser
power of the rest of the tracks is modulated according to the adaptive model prediction to keep the
width constant within four layers. A code is assigned to each sample that shows the scenario and
processing parameters (Table 6-1). Three samples are coded as MT-ACH, MT-ACW, and ML-ACW
for the multi-track adaptive model for constant height, the multi-track adaptive model for constant

width, and the multi-layer adaptive model for constant width, respectively.

Table 6-1. Starting processing parameters of adaptive LDED-PF

Laser power (W) | Scanning speed (mm/s) | Powder feed rate (g/min) | Step-over (mm)

600 10 6 0.5

After the LDED-PF of the samples were finished, the profile of samples was examined by 3D
imaging in optical microscopy (OM) (VHX-7000, KEYENCE). The model programming was
performed in Matlab® R2019a using a DELL® computer with Intel® Core™ i7-7700 CPU @ 3.60 GHz
RAM 16.0 GB. The thermophysical properties of Ti-5553 alloy are assumed to be temperature-
independent. The average value of the thermophysical properties in the range from room temperature
to melting temperature was used for model calculation. The thermophysical properties of the material

are presented in Table 6-2.

Table 6-2. Thermophysical properties of Ti-5553 alloy

Properties Value Ref.

Melting Temperature [K] 1923 [108]
Density [g/cm®] 4.65 (@298 K)-4.2 (@1923 K) | [108]
Thermal conductivity [W/m-K] 5 (@298 K)-29 (@1923 K) [108]
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Specific heat [J/(g-K)] 0.51 (@298 K)-0.8 (@1923 K) | [108]

Laser absorptivity 0.5 [108]

Coefficient of enhanced thermal diffusivity 1.4 [108]
Effective radius of the heat source [mm] 1 [108]

6.4 Results and Discussion

6.4.1 Adaptive Model for Constant Height

The sensitivity analysis in the previous chapter showed that laser power is the most influential factor
in the prediction of the deposition width. In this study, we use a protocol of adaptive power prediction
for controlling the temperature and geometry of the depositions. The scanning strategy of bidirectional
is used as the most common strategy in LDED-PF. The laser power is predicted and modulated while
the rest of the processing parameters are kept constant. The laser power defines the melt pool size. At
given processing parameters, the change in the laser power changes the catchment efficiency and
deposition geometry. Starting from the initial conditions, the algorithm successfully predicts the laser
power to keep the height at a constant value of the first track. Figure 6-2 shows the results of adaptive
modeling in the case of the MT-ACH sample. The laser power varies sharply in the few first tracks and
converges to a value as the side-by-side deposition continues. The algorithm tries to keep the height of
all tracks equal to the height of the first track. The reason for the variation in the laser power in different
tracks is that the width of the tracks changes to provide the target height. Figure 6-2(c) and Figure
6-2(d) show the predicted width and height of the tracks as the result of the changing laser power. The
height shows a small change while the width varies to minimize the height change. The solid black line
in Figure 6-2(a) is the geometrical profile of tracks in the transverse cross-section from experimental
measurement and the dashed blue lines are the simulated results. The predicted profile is in close
agreement with the measured profile. Figure 6-2(e) shows the 3D imaging and analysis in the case of
the MT-ACH sample. Comparing the results, the performance of the adaptive modeling is evident. The
flatness of the deposition is noticeably improved. However, the uniformity of the deposition is more or
less unstable. The model is forced to minimize the height change by changing the width, which caused
sudden variations in the laser power. Having constant height is beneficial since it improves the flatness

ratio and minimizes the change in the nozzle standoff distance during the deposition. However, the
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sudden variations in the laser power might cause abrupt changes in the physics of the process, especially
fluid dynamics. This adverse effect can lead to increased surface roughness and non-uniformity.

124 ] ! ! | I l |
Prediction time = 12s Deposition time = 20.5s
e |(a)
1
c
= QR QO Q@ Q@
N SE PSS P PP O O PO O NN O PPN
310
K=
(U}
9

2 3 4 5 6 7 8 9 10 1" 12 13 14 15 16 17 18

Global Y in mm
600 4

" (b).

5254\ +

500
Sa75- +
$450 I
E
£4254 |

400+ | I

375 | \ /"‘wo—o—so_o

a0l 4 ; WV

325+ I

300+ T T T T T r 1
1 4 7 10 13 16 19

Track Number

24 L L L s L s L s s ' 15 L L L L L

(@) = ()
\ \/ ) % \/

i
L
-

Width (mm)
Height (mm)
o
&

o
o

0257 o o o o o 6 o o o o—o—o—o—0—o o o o , |

T T T T T T T T T T t T T T T T T
1 3 5 7 9 1" 13 15 17 19 21 1 3 5 7 9 1 13 15 17 19 21
Track Number Track Number

552.89um
510.36

425.30
340.24
25518

170.12
13618.37
10000.00
Vo

85.06

5000.00

0.00pm
0.00pm 5000.00 10000.00  13816.81

Figure 6-2. Adaptive modeling of constant height in the case of MT-ACH sample; (a) predicted geometrical profile of
transverse cross-section, (b) predicted laser power, (c) predicted width, and (d) predicted height of different tracks.

(e) 3D imaging and analysis used for experimental measurement.
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6.4.2 Adaptive Model for Constant Width

In this section, another case of adaptive modeling is investigated. In the previous case, the algorithm
was implemented to achieve a constant height for all the tracks within a layer. In this case, adaptive
modeling is used to keep the width at a constant value of the first track. Starting from the initial
conditions, the algorithm can predict the laser power to achieve a constant width for all the tracks.
Figure 6-3 shows the results of adaptive modeling in the case of the MT-ACW sample. The laser power
varies smoothly in the few first tracks and converges to a value as the deposition continues. Figure
6-3(c) and Figure 6-3(d) show the predicted width and height of the tracks as the result of the changing
laser power. Although the algorithm could keep the width of all tracks equal to the width of the first
track, the height of the first tracks increased until it reaches a peak value. The increased height happens
because of the mass conservation in overlapping tracks. In other words, the model neutralizes the
increased temperature and increased deposition rate as the result of heat accumulation. However, the
effect of overlapping tracks still exists and increases the final height until it reaches a peak level. The
performance of the adaptive modeling protocol is examined and validated. The solid black line in Figure
6-3(a) is the geometrical profile of tracks in the transverse cross-section from experimental
measurement and the dashed blue lines are the simulated results. The predicted profile is in close
agreement with the measured profile. Figure 6-3(¢) shows the 3D imaging and analysis in the case of
the MT-ACW sample. The flatness of the deposition is noticeably improved and the deposited layer is

more or less uniform.
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Figure 6-3. Adaptive modeling of constant width in the case of MT-ACW sample; (a) predicted geometrical profile of
transverse cross-section, (b) predicted laser power, (c) predicted width, and (d) predicted height of different tracks.

(e) 3D imaging and analysis used for experimental measurement.
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6.4.3 Adaptive Model for Multi-layer Deposition

As the last case, the capability of the adaptive modeling in the multi-layer deposition is assessed. If
we assume that the final part in the AM process is manufactured by depositing subsequent layers, then
flattening each layer using adaptive modeling is beneficial to improve the final dimensional accuracy.
Layers with non-uniform height might jeopardize the build-up process since the nozzle standoff
distance changes in different layers and over/under deposition makes the process unstable. Using
adaptive modeling, the power is predicted to control the overheating and flatten the layers. Once a layer
is deposited, the nozzle moves equal to the height of that layer to apply the next layer. The layer-by-
layer build-up process can continue, the nozzle standoff distance remains constant, and process stability
is maintained. Starting from the initial conditions, the algorithm can predict the laser power to achieve
a constant width for all the tracks in the multi-layer deposition. Figure 6-4 shows the results of adaptive
modeling in the case of the ML-ACW sample. Figure 6-4(c) and Figure 6-4(d) show the predicted width
and height of the tracks as the result of the changing laser power. The algorithm could keep the width
of all tracks equal to the width of the first track. The layer height increases in each layer while the track
height is more or less uniform within each layer. Figure 6-4(b) shows the predicted laser power. In the
first layer, the laser power decreases smoothly. After the first layer, the change in the laser power
becomes less and less. There is a small fluctuation in the laser power of different layers. The deposition
of the first layer happens at high laser powers and there is overheating in the first layer. The second
layer is applied right after the first layer and it has to deal with the overheating from the first layer.
Therefore, the laser power should be decreased to overcome the overheating and maintain the
temperature consistency and constant width. In the third layer, there is a small increase in the laser
power. The overheating effect of the first layer is already neutralized in the second layer and heat from
the first layer is dissipated. Now, the heat generated in the second layer has a major effect on the third
layer. Since the second layer happened at low laser powers, the generated heat is low compared to the
first layer. Thus, the third layer needs a little more energy input to maintain the temperature and the
width. This small fluctuation of laser power continues to happen in layers until it converges. The
performance of the adaptive modeling protocol for multi-layer deposition is validated. Figure 6-3(e)
shows the 3D imaging and analysis in the case of the ML-ACW sample. The validation test proves the
capability of adaptive modeling protocol to control the thermal complexities and geometry of the

depositions.
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Figure 6-4. Adaptive modeling of constant width in the case of ML-ACW sample; (a) predicted geometrical profile of
transverse cross-section, (b) predicted laser power, (c) predicted width, and (d) predicted height of different tracks.

(e) 3D imaging and analysis used for experimental measurement.
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6.5 Summary

In this chapter, an adaptive physics-based protocol is developed to control the overheating and
dimensions of the depositions through the predicted laser powers. Mathematical models of temperature
and geometry predictions are implemented in a unique algorithm to achieve the desired dimensions of
different cases. The laser power prediction of adaptive modeling for constant height improved the
flatness of the layer significantly. Nevertheless, overcompensation was sometimes observed that
rendered the surface roughness worse. Adaptive modeling for constant width offers a smoother change
in laser power while the track height might show a small increase in few first tracks. The adaptive
modeling is also able to predict the laser power in the multi-layer deposition for better thermal and
dimensional control. The success of this modeling approach is demonstrated through the discovery of
an adaptive prediction protocol to improve layer height uniformity. The adaptive prediction of laser
power is discovered to neutralize the adverse effect of heat accumulation and overheating. Moreover,

the likelihood of achieving the desired dimensional accuracy is enhanced.
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Chapter 7: Conclusions and Future Work

The main objective of this research was to develop time-efficient, and reasonably accurate process
models for LDED-PF to save the time, money, and material required for experimental
optimization/control. The model was expected to include the major physics of the process, be time-
efficient, and effectively improve the process stability. With the benefits of high prediction accuracy
and time efficiency, the developed model can be effectively used for purposes such as predicting and
controlling the deposition dimensions and microstructure in LDED-PF. Another goal was to explore
and understand the correlations between the process and final characteristics of Ti-5553 depositions.
To this end, a comprehensive analytical model was built and validated. This chapter summarizes the

overall conclusions and findings of the thesis and possible future works are proposed accordingly.

7.1 Thesis Overall Conclusions

As the first step in LDED-PF, a mathematical model was developed for parameter selection and
process mapping of single-track deposition. As for the second step in the modeling, two major sources
of energy, i.e. the laser beam and heated powder flux, were analytically described and coupled. The
heated powder flux was described as a circular (2D) heat source. The laser-beam heat source was
described by three different models known as a point (1D) heat source, circular (2D) heat source, and
semi-spherical (3D) heat source. The performance of these three heat source models for the simulation
of transient temperature fields was assessed and compared. To address the practical relevance and
intricacy of the cyclic thermal behavior in LDED-PF, the model was fully implemented for multi-track
deposition of different scanning strategies namely bidirectional, unidirectional, inward spiral, and S-
pattern. The comprehensive process model was used to extract the solidification characteristics from
the temperature model in order to link the process to the solidification microstructure. Lastly, the
comprehensive process model was used as an adaptive modeling protocol for thermal and dimensional
control. A unique algorithm was developed to adaptively predict the required laser power such that

each track arrives at the desired dimensions. The following conclusions were drawn.

e The results showed the accuracy of prediction for the model, which works based on the Rosenthal
solution to the heat conduction, depends on the processing parameters. In some cases, the model
was predictive with 5-20 % accuracy error whereas the prediction was less than 50% accurate in

SOmMe Cases.
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Additional physical phenomena were added to the model for the process mapping. The problematic
processing parameters, which led to either the vaporization or lack of fusion and consequently less
accurate model prediction, were identified and the developed process map was designed to avoid
them.

The circular (2D) and semi-spherical (3D) laser-beam heat source models led to the more accurate
temperature distribution. The maximum temperature was predicted to be about 3500-4000 K,
which is acceptable for the titanium material with a boiling point of around 3500 K. The point heat
source model predicted maximum temperatures of 6500-7000 K and unrealistic thermal gradients

within the melt pool.

For the melt pool length/width and deposit height, all the predicted results, based on the three laser-
beam heat source models, fall within the experimental variation range. For the range of processing
parameters used in the validation tests, the prediction error for the width, length, and height was
7, 4, and 4%, respectively. However, for the melt pool penetration in the substrate (dilution), only
the predicted result from the 2D heat source model was within the experimental range, and both
the 1D and 3D heat source models were out of the range with 35% error.

According to the sensitivity analysis, the laser power was identified as the most influential
parameter in the prediction of the melt pool width. A +50% variation in the laser power changed

the prediction of the melt pool width by more than 60 %.

The universal mathematical system successfully predicted the geometrical profile of the
overlapping beads under all four scanning strategies and nine processing parameter sets. For the
given processing parameter sets, the prediction accuracy error for the total width and average
height was less than 10 %.

The process model for the geometry prediction showed high efficiency in terms of computational
time. The model programming was performed in Matlab® R2019a using a DELL® computer with
Intel® Core™ §7-7700 CPU @ 3.60 GHz RAM 16.0 GB. For the range of processing parameter
sets, the computational time was recorded as 5-133 sec with the y increment of 0.05 mm, and the

integration time interval of 0.01 sec.

The solidification maps of Ti-5553 alloy manufactured by LDED-PF were developed to reveal the
columnar to equiaxed transformation mechanism and validated using EBSD observations. It was
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predicted and observed that the bidirectional and S-pattern strategies were able to encourage the
formation of fully equiaxed structures under specific conditions while the unidirectional and

inward spiral strategies were less likely to form fully equiaxed structures.

The dendritic substructure size was predicted using two main theoretical models and compared
with the experimental measurements. The unidirectional strategy produced the finest
substructures. The experimental results were in harmony with theory-predicted results. The two
main theoretical models acted as upper and lower limits for the dendritic substructure size. The
prediction accuracy error, based on Hunt’s model, was about 10-20 % while it was 25-40 % for

the predictions based on Kurz and Fisher’s model.

The size of g grains was correlated to the solidification cooling rate. The semi-empirical relation
developed for the size prediction of 4 grains as A (um) = 28801 7638,

The adaptive modeling was used to predict the laser power in different scenarios. The success of
this modeling approach was demonstrated for improved uniformity and consistency of the

deposited layers.

7.2 Future Work

The model developed in this study is applicable to all LDED-PF technologies and can be easily

adapted for any material. However, to improve the developed model and its performance in predicting

the final characteristics of the deposition, a few suggestions are provided as future work to advance this

research.

Some assumptions such as temperature-independent thermophysical properties of materials, and
ignorance of convection and radiation heat losses are the major sources of error in the analytical
process modeling of LDED-PF. Although fully analytical solutions for the mentioned problems
without the need for discretization methods and boundary conditions might be difficult or
impossible, there should be some ways for the mathematical representation of them to consider

their effects on the temperature field.

In analytical solutions to the governing diffusion equation of heat conduction, the material/media
on which the heat source moves is assumed semi-infinite. This assumption may not be satisfied in

practice depending on the geometry of the part. Some adiabatic boundary conditions need to be
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analytically introduced at the surface of the part to compensate for the change in heat conduction

condition especially in the case of parts with thin sections and more complex structures.

Although the developed process model in this thesis is extended to multi-track/multi-layer
deposition of different scanning strategies, it is limited to orthogonal scanning strategies. The
extension of this work to arbitrary scanning strategies of round and irregular geometries can

unleash the full potential of the model in the enhancement of LDED-PF.

Although the developed model was experimentally validated for Ti-5553 alloy and the DM3D
machine, the implementation of the model on other machines of the same technology and different

materials can be done for further model verification and universality.

The model can be integrated into CAD/CAM software for simulation and optimization of the path
before moving on to real deposition.

The developed model can be used for sample fabrication of mechanical testing. The
microstructural change and phase transformation can be better understood through a simulation-
informed process. The temperature model developed in this work can act as the main engine of a

mechanistic model for process-structure-property correlations.

The adaptive modeling protocol could be potentially used for the development of model-based
feedback control systems. The computation time can be accelerated by the use of Rosenthal’s
solution for the quasi-steady-state temperature field and a more advanced programming language

such that the model fulfills the response requirement of the controller.
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