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Abstract

3D object detection is an essential part of automated driving, and deep neural networks
(DNNs) have achieved state-of-the-art performance for this task. However, deep models
are notorious for assigning high confidence scores to out-of-distribution (OOD) inputs,
that is, inputs that are not drawn from the training distribution. Detecting OOD inputs
is challenging and essential for the safe deployment of models. OOD detection has been
studied extensively for the classification task, but it has not received enough attention for
the object detection task, specifically LiDAR-based 3D object detection. In this work, we
focus on the detection of OOD inputs for LiDAR-based 3D object detection. We formulate
what OOD inputs mean for object detection and propose to adapt several OOD detection
methods for object detection. We accomplish this by our proposed feature extraction
method. We also propose to use a contrastive loss to improve both the performance of
the object detection and OOD detection methods. To evaluate OOD detection methods,
we develop a simple but effective technique of generating OOD objects for a given object
detection model. Our evaluation based on the KITTI dataset demonstrates that there is an
improvement over the baseline. It also shows that different OOD detection methods have
biases toward detecting specific OOD objects. It emphasizes the importance of combined
OOD detection methods and more research in this direction.
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Chapter 1

Introduction

3D object detection is a crucial component of autonomous vehicles (AVs) allowing them
to detect surrounding objects. The state-of-the-art (SOTA) in 3D object detection meth-
ods relies on Deep Neural Networks (DNNs) and LiDAR sensing technology [88, 65, 35].
However, DNNs are susceptible to the out-of-distribution (OOD) problem: they can assign
high confidence scores to inputs not drawn from the training distribution. The problem
poses a safety issue, hindering the deployment of AVs on public roads. For instance, an
AV classifying a bike rack or signboard on the roadside as a pedestrian (seen in Figure 1.1)
can suddenly apply a brake or another dangerous evasive maneuver. Out-of-distribution
(OOD) detection [61] aims to detect such cases.

While a tremendous amount of work attempts to improve SOTA in LiDAR-based 3D
object detection, OOD detection in the context of 3D object detection has hardly been
explored. Most OOD detection methods are for classification [61, 42, 27, 59, 38, 25, 58, 87,
37, 74, 34, 41, 28] or segmentation tasks [4, 3, 46, 76]. Thus, there is no clear definition
for what OOD input means in the context of object detection.

There are several challenges associated with OOD detection for object detection. In
classification, all considered classes are clearly defined. In object detection, a clear defi-
nition is available solely for the foreground classes, but not the background classes. An
OOD input for classification commonly means anything not belonging to the considered
classes. By analogy, an OOD input for object detection could be defined as anything not
belonging to the foreground and background classes. This definition requires adjustment,
however, because even though one can define OOD inputs for foreground classes, there are
no objects that are neither in foreground nor background classes, by the very definition of
object detection.
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(a) (b)

Figure 1.1: Examples of OOD objects detected as foreground objects by PointPillars, a
LiDAR-based 3D object detector. The camera images are for visual reference only; the
corresponding fragments of the input point clouds are to the right. (a) A bike rack is
detected as a pedestrian with 0.86 confidence. (b) A signboard is detected as a pedestrian
with 0.74 confidence.

Furthermore, in contrast to image classification, inputs to object detection may contain
multiple objects, which can be either foreground or background. This brings an extra
challenge for OOD detectors that rely on embeddings, i.e., feature maps. While OOD
detectors for image classification commonly use the entire feature map, object detectors
may produce an arbitrary number of predictions per input, and thus OOD detection needs
to extract features associated with each object prediction individually.

Lastly, OOD detection evaluation requires access to OOD inputs. This is easily achieved
for image classification. For example, for the MNIST dataset [36], any image other than
MNIST digits can be considered as an OOD input. Obtaining OOD samples for 3D object
detection is not as straightforward, however. First, point clouds from different LiDAR
sensors can differ significantly, both in terms of beam arrangement and intensity values,
which prevents simple mixing of frames from different datasets to vary the scene content.
Second, object detection requires scenes with both in-distribution (ID) and OOD objects.
Whereas object detection datasets for camera images that are labeled with hundreds of
foreground classes exist, 3D LiDAR object detection datasets for autonomous driving are
usually limited to a handful of foreground classes (e.g., cars, pedestrians, and cyclists).
This makes it challenging to simulate OOD objects by withholding images with certain
classes from training.
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In this thesis, we tackle the aforementioned challenges by first proposing a definition
of OOD inputs for object detection. Our analysis of OOD detection for object detection
identifies six types of OOD objects with respect to the foreground classes. We focus on the
three of them for which the detector produces detections. We propose multiple detection
methods for these OOD types in the context of LiDAR-based 3D object detection, by
adapting and extending six OOD methods from image classification. Most importantly,
we design a method for extracting features associated with object detections to be used for
OOD detection. We also explore the use of a contrastive loss to improve the performance
of both the object detector and OOD detection. Finally, as part of the evaluation, we
propose a simple yet effective method to generate OOD objects for a given LiDAR-based
3D object detector.

We extensively evaluate the proposed OOD detection methods and OOD object gen-
erator on the KITTI dataset [22]. In particular, we compare the OOD detection methods
against a simple but strong baseline on the KITTI dataset augmented with diverse real
and synthetic OOD objects using the proposed generator. The results show that different
OOD detection methods have biases toward detecting specific types of OOD objects. Fur-
thermore, the best practices previously identified for OOD detection in image classification
may not hold in object detection.

The main contributions presented in this thesis (with the author mainly contributing
to 1 and 3, which enabled 2) are as follows.

1. We formulate the problem of OOD detection for object detection by identifying six
types of OOD objects.

2. We design a method to extract features for OOD detection on predicted objects, and
use it to adapt OOD methods from image classification to LiDAR-based 3D object
detection. Further, we propose the use of a supervised contrastive loss to improve
both object and OOD object detection performance.

3. We propose a technique to generate OOD objects for LiDAR-based 3D object de-
tectors and use it to augment the KITTI dataset with OOD objects and extensively
evaluate the proposed OOD methods. The evaluation results and setup are expected
to aid and stimulate future research on OOD detection for LiDAR-based 3D object
detection.

As far as we are aware, we are the first to explore OOD detection for LiDAR-based 3D
object detection.

3



This thesis is organised as follows:

• Chapter 2 covers the necessary background on 3D LiDAR-based object detection and
out-of-distribution methods.

• Chapter 3 defines OOD detection in object detection and proposes a technique to
generate OOD datasets.

• Chapter 4 proposes a feature extraction method for OOD detection in object detec-
tion and a method to investigate the effects of supervised contrastive learning on the
quality of feature maps for OOD detection.

• Chapter 5 provides details on the experiments that we perform. It describes the
datasets for object detection, training parameters for object detection and OOD
detection methods.

• Chapter 6 contains results and discussion.

• Chapter 7 presents the conclusions and future work.
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Chapter 2

Background and Related Work

This chapter summarizes existing works on 3D LiDAR-based object detection and OOD
detection. Following the summary, it also provides more detailed background knowledge
on the OOD detection methods that are adapted and evaluated in this work. Finally, it
concludes by describing OOD detection metrics.

2.1 LiDAR-based 3D Object Detection

Figure 2.1: An example of LiDAR-based 3D object detection. Detected objects are inside
bounding boxes. From VoxelNet [90].

The goal of 3D object detection is to detect objects with their class and 3D location and
extent. Existing detectors use images [79, 10, 8, 51], LiDAR point clouds [40, 18, 39, 90,
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68, 85, 82, 81, 35, 91, 66, 65, 67, 86], or multi-modal inputs [33, 11, 55, 89]. In this work,
we focus on LiDAR-based 3D object detectors because of their superior performance on
public datasets. There are different deep architectures based on points [66, 67, 85], voxels
[90, 81, 91, 35, 82, 86], or both [65].

In the category of point-based methods, Shi et al. [66] propose a two-stage detector in
which the first stage generates bounding box proposals using point cloud segmentation and
the second stage focuses on each proposal to aggregate point features for bounding box
refinement and classification. Yang et al. [85] present another two-stage detector intro-
ducing spherical anchors for bounding box proposals in the first stage and a novel module
to aggregate point features in the second stage. Shi et al. [67] construct a graph from a
raw point cloud and apply graph neural networks to learn features of each point. Then
the features of the points are aggregated for bounding box prediction and classification.
Though these methods archive good performance, they are computationally intensive and
require a lot of parameter tuning.

In the category of voxel-based methods, detectors [90, 81, 91, 35, 82, 86] divide an input
point cloud into voxels and apply PointNet [56] to learn voxel features. The voxel features
then go through 3D CNN and 2D CNN for bounding box prediction. These methods have
a relatively simple architecture, high performance, and low latency, which are desirable
properties for real-time applications such as autonomous driving.

Shi et al. [65] combine both advantages of voxel-based methods and point-based meth-
ods and achieve the best performance among 3D LiDAR-based methods. However, again
the architecture is complex and has high computational cost.

In this work, we adopt PointPillars [35] because of its high performance and low com-
putational cost, which are essential for resource-constrained and safety-critical systems.
PointPillars first voxelizes the input point cloud into vertical voxels called pillars and then
extracts pillar features using PointNet [56]. Their bird’s-eye-view (BEV) projection is
passed to a 2D convolutional backbone, which is followed by a single shot detector (SSD)
[45] object detector classification and regression heads (see Figure 4.1).

2.2 Out-of-Distribution Detection

OOD detection has been investigated extensively under terms such as anomaly detection,
novelty detection, and open set recognition [61, 83]. While there are subtle differences
among the different problem settings (see [83] for a detailed discussion and a unified frame-
work), the main objective is to detect test inputs that are “novel” or unusual in some way
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with respect to the training dataset. In general, the “novelty” can be characterized in
the semantic (i.e., label) space or the sensoric (i.e., input) space. A so-called semantic
shift occurs when test inputs are drawn from classes that were not present in the train-
ing [83]. In contrast, a so-called covariate shift occurs when inputs (i.e., the covariates or
the independent variables in statistical jargon) are drawn from a different distribution in
testing than in training [70]. In the context of OOD, we are interested in detecting inputs
that are novel, either because they come from a class different than the classes sampled
in training, or because they are rare in the training dataset, i.e., come from a low-density
region of the training distribution. Such rare inputs are also called anomalous [60]. Note
that an anomalous input may be served to a classifier at test time because of covariate
shift, or simply by chance even if the training and testing distributions are the same. In
this work, we consider both semantic novelty (new label) and input novelty (same label,
but an instance that is rare or unrepresented in training).

The two types of novelty can be formalized as follows. Let us assume a training dataset
D of (xi, yi) drawn from a joint distribution PX,Y , i.e., (xi, yi) ∼ PX,Y . X and Y are the
random variables representing the inputs and outputs, respectively. Further, the support of
X and Y is X = RD and Y = {1, ..., C}, respectively, where D is the input dimensionality
and C is the number of classes. Thus, we have xi ∈ X and yi ∈ Y . A test sample
(x̂, ŷ) is OOD through semantic novelty iff ŷ 6∈ Y , i.e., the sample’s ground-truth class
is different than any of the classes in Y . A so-called simple covariate shift is defined by
the marginal input distribution in training PX being different from the marginal input
distribution in testing P ′X , i.e., PX 6= P ′X , while the labeling of the inputs, i.e., P (Y |X),
remains unchanged [70]. A test input (x̂, ŷ), with ŷ ∈ Y , is OOD through anomaly iff
pX(x̂) ≤ τ , where τ ≥ 0 is some threshold such that the probability of {x ∈ X |pX(x) ≤ τ}
is ‘sufficiently small’ [60], and pX is the PDF of PX . Note that pX(x̂) ≤ τ can occur
because of (i) the label of x̂ is not in Y (i.e., semantic novelty), or because, despite having
a label in Y , x̂ comes from a low-density region of PX (i.e., novelty of an instance from Y)
either (ii) by chance when drawing from PX or (iii) due to a covariate shift that makes x
less rare in P ′X .

Figure 2.3 shows standard benchmarking datasets for OOD detection in image clas-
sification. If a classifier is trained on MNIST hand-written digits dataset (Figure 2.3a),
then samples from the street view house numbers (SVHN) dataset (Figure 2.3b) or the
CIFAR-10 objects dataset (Figure 2.3c) are considered OOD inputs.
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Figure 2.2: An example of input distributions of a cat and dog classifier. OOD samples
are not from cat and dog distributions. From Chengjie Huang.

Figure 2.3: Examples of (a) MNIST dataset, (b) SHVN and (c) CIFAR-10. If a classifier
is trained for MNIST digits recognition, then inputs from SHVN and CIFAR-10 are OOD.

A majority of works on OOD detection focus on classification [42, 27, 59, 38, 25, 58,
87, 37, 74, 34, 41, 28], with some recent work on image segmentation [4, 3, 6, 46, 76]. The
closest to OOD detection for object detection is the work on open set object detection [48,
49, 50, 47]
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Hendrick et al. [25] propose a baseline method for detecting OOD inputs for deep
image classifiers. It uses max-softmax scores to decide if a sample is an ID or OOD. It
assumes that the classifier generally produces a low confidence score for OOD samples.
However, works from Guo et al. [24], Nguyen et al. [52], and Goodfellow et al. [23] show
that confidence outputs of neural networks are uncalibrated and that neural networks
can assign high confidence for arbitrary inputs. ODIN [42] further improves the baseline
by applying temperature scaling and input perturbation. Temperature scaling calibrates
softmax scores, and input perturbation increases the separation between softmax scores
of OOD and ID samples. However, this method requires the availability of OOD samples
during training to search for the best temperature constant and perturbation magnitude.
Hsu et al. propose Generalized-ODIN [28], removing the need for OOD data for tuning.
Lee et al. [37] propose to train jointly a classifier and a GAN network that generates OOD
samples for training the classifier. It combines a novel loss named confidence loss with
cross-entropy loss. This combination forces the classifier to assign a lower confidence score
to OOD samples. Further, Lee et al. [38] use Mahalanobis distance of the input sample to
the nearest class-conditional Gaussian distribution estimated from the in-distribution data
as the sample’s OOD score. This method assumes that the class-conditional distribution
of features from the logits layer follows a Gaussian distribution. Furthermore, the authors
propose to combine the Mahalanobis distance from multiple layers in the network using
logistics regression. The logistic regression model is trained by cross-validation on the
validation dataset or adversarial examples generated using FGSM [23].

Uncertainty estimation has also been utilized for detecting OOD samples. The idea is
that the samples out of the training distribution should have a higher uncertainty, and in
particular epistemic uncertainty [30]. DeVries et al. [14] propose to train a network from
scratch with two branches: one for class label prediction and one for confidence prediction.
Vyas et al. [74] use ensemble techniques to estimate the confidence of predictions. Lak-
shminarayanan et al. [34] propose to train an ensemble of several independently trained
models for uncertainty prediction. Gal et al. [21] and Li et al. [41] use MC Dropout to
estimate uncertainty of predictions.

One-class classifiers such as OC-SVM [62] and SVDD [73] have been successfully applied
to OOD detection as well. Recently, Abdelzad et al. [1] has proposed using an OC-SVM
trained with features extracted from an optimal layer to detect OOD samples. It shows
that features from earlier layers work well for OOD detection in image classification. Bishop
[5] suggests that a natural way to detect OOD samples is to estimate the density of ID
samples and check if samples are in a low density area. Some works [2, 12, 26, 92, 58] also
use generative models [32, 59, 54] to detect OOD samples.

Works in [27, 80] bring up the importance of learning a good representation for OOD
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detection. A general approach is to learn a good representation and then to design an OOD
scoring function for the representation. Applying contrastive learning to self-supervised
learning has been shown to improve representation in general [9]. Several works [72, 77, 69]
show that contrastive self-supervised representation learning can also improve performance
in OOD detection.

Several works in image segmentation [4, 3, 46, 76] have adapted OOD detection meth-
ods from image classification for OOD detection at pixel level. They aim to reject the
OOD pixels for segmentation and hence improve the segmentation performance. In the
automotive domain, Blum et al. [6] create a dataset to benchmark OOD detection for
image segmentation. Nitsch [53] evaluates OOD detection for image detection applied to
image patches. The OOD detection is trained on the AV datasets KITTI and Nuscenes
and tested in ImageNet. Wong et al. [78] propose a method to tackle open set semantic
segmentation in the 3D point cloud. The method can recognize and segment known and
unknown classes in 3D point clouds.

Finally, Miller et al. have a series of works [48, 49, 50, 47] in open set object detection.
These works make use of uncertainty to detect “unknown unknown” objects, defined as
not represented in the training dataset and misclassified as foreground objects. Open set
recognition is very similar to OOD detection. Our work is different because we aim to
detect OOD objects with respect to a foreground class that are detected as foreground.
These objects may or may not be represented in the training set. Thus, our OOD definition
goes beyond the unknown unknown objects. Overall, most of the works are in the image
domain. There is no work addressing OOD detection in 3D LiDAR-based object detection.

2.3 OOD Detection Methods

OOD detection methods aim to design a scoring function f , which maps an input to an
OOD score. The function f can be learned from ID training and OOD training samples.
Given an input x with an OOD score f(x), a threshold ζ is determined such that:{

f(x) ≥ ζ if x is ID

f(x) < ζ if x is OOD
(2.1)

This section explains key OOD detection methods that can be easily adopted for existing
models: max-softmax, uncertainty estimates, Mahalanobis distance, OC-SVM and nor-
malizing flows. We adapt these methods for object detection and compare them in our
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experiments. We do not use methods that require OOD training samples because OOD
training samples are diverse and hard to generalize in actual deployment.

Max-softmax: In this method [25], the OOD score is the class probability score of
the prediction. It has been proposed as a baseline for classification. We also consider this
as a baseline method for object detection.

Uncertainty estimates: Aleatoric and epistemic uncertainty estimates can be used
as the OOD score [41]. We modified the 3D object detector used in this work to obtain
uncertainty estimates via the MC-Dropout method [20]. As a result, our 3D detection
models have the capability to produce uncertainty scores.

Mahalanobis distance: This method [38] measures the Mahalanobis distance be-
tween a sample and class-conditional Gaussian distributions estimated from the training
distribution. The closest distance is used as an OOD score. There are two variants of this
method. The first one does not rely on OOD samples, while the second one requires OOD
samples for training a linear model. We use the first variant in this work to avoid the bias
involved in the second variant:

M(x) = max
c
− (f(x)− µ̂c)> Σ̂

−1
(f(x)− µ̂c) (2.2)

where µ̂c is empirical class mean and Σ̂ is the covariance of training data.

Figure 2.4: Mahalanobis distance.

OC-SVM: This method learns a decision boundary between in-distribution data and
the origin in Hilbert space while maximizing the distance between the origin and the
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decision boundary [62]. The OOD score is the distance from the sample to the decision
boundary. An ID sample has a large distance while an OOD sample has a small distance.

Figure 2.5: OC-SVM. Modified from Dominik Polzer1.

Normalizing flows: This method is a powerful tool for density estimation [59] be-
cause it can output exact log probabilities of the inputs. The method aims to learn a
series of differentiable bijections that map complex distributions of observed data to sim-
ple distributions of latent variables. Given an observed data variable x ∈ X, a simple
prior probability distribution pZ (e.g., a Gaussian distribution) on a latent variable z ∈ Z,
and a bijection f : X → Z (with g = f−1), the log-likelihood of an observed sample x is
computed by the change of variable formula:

log (pX(x)) = log (pZ(f(x))) + log

(∣∣∣∣det

(
∂f(x)

∂xT

)∣∣∣∣) (2.3)

where
∂f(z)

∂xT
is the Jacobian of f at x.

The f function is carefully designed to be invertible, and its Jacobian must be easy to
compute. This function can be learnt by deep neural networks. The objective is minimizing
the average of negative log-likelihood over the population of observed samples:

L = − 1

|D|
∑
x∈D

log (pX(x)) (2.4)

1
https://towardsdatascience.com/a-comprehensive-beginners-guide-to-the-diverse-field-of-anomaly-detection-8c818d153995
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A well-trained normalizing flows model assigns high log-likelihoods for ID inputs and low
log-likelihoods for OOD inputs. Therefore, we can use predicted log-likelihoods as OOD
scores. We choose RealNVP [16], an efficient variant of normalizing flows for our work.

Figure 2.6: Normalizing flows.

2.4 Evaluation metrics

We adopt the evaluation metrics proposed by Hendrycks et al. [25]. AP is a metric for
object detection, and AUROC, AUPR, detection error, and FPR @ 95% TPR are metrics
for OOD detection.

AP at a certain intersection-over-union (IoU) threshold (e.g., AP0.5 is AP at IoU =
0.5) is a common evaluation metric for object detection. Average Precision is measured by
averaging precision at a number of equally spaced recall values ranging from 0 to 1.

AUROC is the measure of the area under the plot of true positive rate (TPR) vs.
false positive rate (FPR). It measures the probability that an OOD example is assigned a
lower score than an ID example. TPR is computed as TPR = TP/(TP + FN) and FPR
is computed as FPR = FP/(FP + TN), where TP, FP, TN, and FN denote True Positive,
False Positive, True Negative, and False Negative, respectively.

AUPR is the Area under the Precision-Recall curve. The PR curve is a graph showing
the precision = TP/(TP + FP) and recall = TP/(TP + FN) against each other. The
metric AUPR-In and AUPR-Out are the area under the precision-recall curve where ID
and OOD samples are specified as positives, respectively.

Detection ErrorDe measures the misclassification probability when TPR is 95%. The
formula to calculate De = 0.5(1 − TPR) + 0.5FPR, where we assume that both positive
and negative examples have equal probability of appearing in the test set.
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FPR @ 95% TPR is the probability that an OOD (negative) example is correctly
identified when the TPR is 95%.
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Chapter 3

Out-of-Distribution in Object
Detection

This chapter focuses on establishing a definition of out-of-distribution in object detection.
Subsequently, it proposes a technique to generate 3D LiDAR OOD datasets for benchmark-
ing OOD detection methods in 3D LiDAR-based object detection. Finally, it shows how
OOD datasets are created, and it covers the statistics and characteristics of the created
OOD datasets.

3.1 Definition

To define OOD inputs for object detection, we consider the distributions of foreground
(FG) and background (BG) objects as illustrated by the Venn diagram in Figure 3.1a. We
assume the existence of a true distribution for both FG and BG objects as shown by the
solid-line ovals. The training distributions of FG and BG classes are visualized as subsets
of the true distributions by the dashed-line ovals to indicate that some FG objects may be
underrepresented or absent in the training distributions compared to the true distributions.
This distributional shift may have many causes, including biases in how the training data
is collected or the evolution of the target deployment environment. A detector trained over
the training distributions learns decision boundaries shown by dashed lines. For simplicity,
we show only one FG class and one BG class. In object detection, BG is usually very
diverse and consists of many BG classes that are implicit in the task. We use these FG
and BG distributions and decision boundaries to categorize each sample point (object).
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Figure 3.1: Different types of OOD objects for object detection. (a) A visualization of FG
and BG object distributions. (b) Classification of objects in object detection. (c) Examples
of different types of OOD objects wrt. a FG class (cyclist for 3© and pedestrian for 4©- 8©).

If an object is detected and drawn from either the FG training distribution or the unseen
part of the FG true distribution, it is called True Positive (TP) (the areas indicated by
1© and 3©). The detection in 3© is due to generalization. If an object is not detected
and drawn from either the FG training distribution or the unseen part of the FG true
distribution, it is called False Negative (FN) (the areas indicated by 2© and 4©). A similar
logic can be applied to background classes. If an object is detected and drawn from either
the BG training distribution or the unseen part of the BG true distribution, it is called False
Positive (FP) (the area indicated by 5© and 7©). If an object is not detected and drawn
from either the BG training distribution or the unseen part of the BG true distribution, it
is called True Negative (TN), (the area indicated by 6© and 8©).

Figure 3.1b summarizes our categorization of objects in object detection. We consider
types 3©- 8© as OOD inputs with respect to the FG class. Objects in 5©- 8© are in the BG
class, and thus OOD with respect to FG by definition. Objects in 3©- 4© are truly FG but
underrepresented or absent in the FG training distribution. An example of each type is
shown in Figure 3.1c. Types 3©, 5©, and 7© are objects for which there is a prediction,
while there is no prediction for the remaining three types. Furthermore, note that we do
not consider objects of one FG class as OOD for another FG class in this work.

Although it is important to detect all OOD types, we specifically focus on OOD types
3©, 5© and 7© for which there are predictions. Type 3© is an unusual foreground object
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which is detected. Even though it is a TP, such objects can have erratic behavior or
they may need to be actively sought for in the field to improve the quality of the training
distribution. Types 5© and 7© are background objects which are classified as foreground
objects. Detecting type 4© OOD objects, along with type 2© ID objects, is covered in the
field of FN detection (e.g., [57, 84]). Thus, we only focus on identifying whether or not a
detected object is an OOD input and leave detecting other OOD types as future work.

3.2 OOD Object Generation

We propose a method to generate point clouds with OOD objects that can be used to
evaluate OOD methods for LiDAR-based 3D object detection. The method generates such
test inputs by inserting synthetic or real OOD objects into real point clouds. The inserted
OOD objects must satisfy the criteria of the target types 3©, 5©, and 7©, i.e., that they are
unusual wrt. to the training set or their class must not overlap with the foreground classes,
and are detected by the model with a score τ or higher. This is because low confidence
predictions can be easily filtered by the object detector using its own score threshold.
The resulting point clouds are tailored for a specific model; however, we observe that the
synthetic or real OOD objects harvested from existing datasets for this work tend to be
misdetected by different models or even detectors trained on KITTI.

(a) Carla object
(swing couch)

(c) KITTI FP
(potted plant)

(d) Waymo object
(scooter)

(b) KITTI Ignored
(misc)

Figure 3.2: Samples of each type of OOD objects intended for OOD dataset creation.
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Figure 3.3: Examples of Carla objects - type 7© OOD.

Figure 3.4: Examples of KITTI FP objects. Bike rack is type 7© OOD; the remaining
objects are type 5©OOD. A PointPillars detector trained on KITTI recognizes these objects
as Pedestrians.
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Figure 3.5: Examples of Waymo objects - type 7© OOD. A PointPillars detector trained on
KITTI recognizes these objects mostly as cars. Some instances of Motorcycle and Scooter
are recognized as Cyclist and Pedestrian. Excavator is sometimes recognized as a group of
Pedestrians.

Figure 3.6: Examples of KITTI ignored objects. These objects are treated as background
in training, and therefore can be considered as type 5© OOD. A PointPillars detector
trained on KITTI recognizes these instances of Truck, Tram, and Trailer typically as Car.
Person sitting is sometimes recognized as Pedestrian.

Given a bank of OOD object scans, such as in Figure 3.2, we randomly pick an OOD
object from the bank and a data frame form the validation set of the target dataset such
as KITTI and insert the object into the frame by randomly varying the object’s azimuth
to increase the location diversity. We preserve the object distance to the sensor to keep the
point cloud sparsity consistent with its location, and rely on the bank to have object scans
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at different distances [81]. We also adjust the point intensities to match the distribution of
the target frame. We do not consider “shadows” caused by occlusions, since the detector
is already exposed to such object insertions as part of the commonly performed ground-
truth object augmentation. We also check if the inserted object overlaps with any existing
ground-truth objects or predictions in the original data frame or if its score is below τ , in
which case the object is rejected; otherwise, the frame with the inserted object is saved.
We then repeat the process (see Section 3.3 for more details). Figure 3.7a shows examples
of the Carla objects inserted into sample scenes. Figure 3.7b shows that the target model
misclassifies the inserted OOD objects, e.g., bench as a car and ATM as a pedestrian.
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Figure 3.7: Examples of Carla objects inserted into real point clouds. (a) Inserted ATM
and Bench (in red circles). (b) Carla objects misclassified as foreground objects (in purple
circles), e.g., a Swing couch detected as a Car. Ground truth boxes in green, Car prediction
boxes in red, and Pedestrian prediction boxes in black.

Note that the dataset splitting method [50] for generating an OOD dataset for object
detection is not applicable in our context. In contrast to camera image datasets for ob-
ject detection, such as COCO [43] or PASCAL [19], datasets for LiDAR-based 3D object
detection in autonomous driving, such as KITTI [22], Waymo [71], and NuScenes [7], con-
tain only a handful of classes. Furthermore, unknown unknown objects in [50] are not
guaranteed to be detected by any model.
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3.3 OOD Dataset Description

In this section, we present Algorithm 1 to generate an OOD dataset for a model from an
OOD object database and an ID dataset. It takes an ID dataset, an OOD object database,
an object detection model, and two parameters: maximum number of trials γmax and
maximum number of objects ζmax as inputs. The output is an OOD dataset that includes
ID objects from the ID dataset and OOD objects from the OOD object database. We also
provide a diagram in Figure 3.8 describing the OOD dataset generation process.

Algorithm 1 OOD dataset generation
Input: ID dataset (I), OOD object database (O), detection model (M), maximum number of attempt γmax, maximum

number of OOD objects (ζmax)
Output: OOD dataset (I)
1: function OODGenerator (I,O,M ,γmax, ζmax )
2: for c ∈ classes(O) do
3: ζ ← 0
4: for f ∈ I and ζ ≤ ζmax do
5: P ←M(f) . obtain predictions
6: γ ← 0
7: while γ ≤ γmax do
8: o← rand obj(c) . select an object ∈ c
9: a← rand angle() . select a relative angle
10: f ′ ← insert(f, o, a) . add object to frame
11: if IoU (o, GT(f), P ) 6= 0 or o is not in the FOV range then
12: . GT returns ground truth objects
13: γ ← γ + 1
14: continue
15: end if
16: P ′ ← M(f ′) . obtain predictions
17: if o /∈ P ′ then
18: γ ← γ + 1
19: continue
20: else
21: I ← update(f ′, I) . update the dataset
22: γ ← γ + 1
23: ζ ← ζ + 1
24: break
25: end if
26: end while
27: end for
28: end for
29: return I
30: end function
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Figure 3.8: OOD dataset generation diagram

We utilize different sources to gather OOD objects to be inserted into the KITTI dataset
[22]. For synthetic objects, we use the Carla simulation [17]. We run LiDAR simulation
to obtain the point cloud of objects (Figure 3.3) at various angles and distances. For real
objects, we use the KITTI ignored objects (Figure 3.6), the KITTI False Positive (FP)
objects (Figure 3.4), and weird vehicle objects (Figure 3.5) from the Waymo dataset [71].
For Carla objects, we set the intensity values for the points to the median of the KITTI
intensities. For Waymo objects, we transform the original intensities using tanh then adjust
the intensity values so that the mean and variance under log scale is the same as the KITTI
intensities under log scale.

The KITTI FP objects are background objects classified as Pedestrians. We manually
label and categorize them into classes such as potted plant, bike rack, low traffic sign,
sidewalk sign, and thin sign. Furthermore, we verify if KITTI FP objects appear in the
KITTI training dataset. The Table 3.1 shows that except bike rack, other KITTI FP
objects do appear relatively frequently in the KITTI training dataset. Therefore, KITTI
FP objects are a good candidate for the type 5© OOD objects.

23



Class Bike rack Sidewalk sign Traffic sign Potted plant Thin sign

Quantity 0 625 295 298 60

Table 3.1: The number of times that KITTI FP objects appear in the KITTI training
dataset

We manually identify objects among the Waymo vehicle class that are not FG in
KITTI, including motorcycle, scooter, digger, and excavator. To ease the annotation pro-
cedure, we first cluster all collected vehicles in the Waymo validation dataset into either
a main cluster or an outlier cluster using the DBSCAN algorithm and only annotate
the vehicles clustered into the outlier cluster. We run four separate DBSCAN cluster-
ings on the following four sets of features: PCA([l, w, h, l/w, l/h, w/h, lw, lh, wh], ndim =
2), [l, w], [l, h], and [w, h], where l, w, and h correspond to the length, width, and
height of the collected vehicle, respectively. We then define the global outlier cluster
as {vehicles v|v is an outlier in at least one clustering}. Next, we manually collect the ve-
hicles in the global outlier cluster that are likely to be OOD objects for the KITTI dataset
and assign a class label to each collected out-of-distribution vehicle. Finally, we collect the
LiDAR point cloud of each annotated outlier Waymo vehicle across multiple frames (every
ten frames) in the scene where the vehicle exists.

In Table 3.2, we list the number of objects per class from each OOD database that we
select to create OOD datasets. We select these classes because, based on our experiment,
they are likely to be misclassified as foreground objects when we insert them into the
KITTI validation dataset. For each class, we insert 300 objects into an OOD dataset. The
number of attempted frames is the number of frames the algorithm must go through to
insert 300 objects. In each frame, the maximum number of trials is 100. If the number of
trials exceeds the maximum number of trials, we abandon the frame and move on to the
next frame. Table 3.2 also shows the statistics of inserting objects from each database to
create OOD datasets. Injection failures and detection failures are the numbers of failed
trials averaged over the number of attempted frames. The higher injection failures, the
higher chance that an object overlaps with existing objects in a frame. The higher the
detection failures, the lower likelihood that an object is detected when we insert it into a
frame. For example, in Carla OOD datasets, bench and swing couch have high injection
failures because they are large objects. Thus, they easily overlap with existing objects in a
frame. These objects also have high detection failures because a model cannot easily detect
them. Furthermore, by comparing the statistics among datasets, we can conclude that it is
easier to insert Waymo and KITTI FP objects than to insert Carla objects. It makes sense
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Type Class
Base model Contrastive model

# instances # injection # detection # attempted # injected # injection # detection # attempted # injected # common
in DB failures failures frames objects failures failures frames objects OOD

Carla

ATM 10 17.51 43.52 545 300 16.20 40.25 489 300 289.67
Bench 44 25.97 64.74 2342.67 289.33 22.61 55.70 1229.67 300 318.67

Swing couch 25 29.37 60.96 2276.33 267.67 24.38 48.01 1631 300 200.67
Trash can 1 5 18.65 49.22 638.33 300 15.43 39.92 470.67 300 537.67
Trash can 2 5 4.02 9.38 304.67 300 2.39 5.40 302 300 582

KITTI Ignored

Tram 287 - - - - - - - - 73.33
Truck 606 - - - - - - - - 69.67

Person sitting 166 - - - - - - - - 105.33
Misc 636 - - - - - - - - 138

KITTI FP

Bike rack 11 0.71 0.04 300 300 0.93 0.09 300 300 599
Low traffic sign 10 0.33 0.016 300 300 0.22 0.02 300 300 598.67
Sidewalk sign 33 0.57 0.008 300 300 0.37 0.02 300 300 599
Potted plant 9 0.89 0.03 300 300 0.69 0.03 300 300 599.33

Thin sign 3 0.54 0.084 300 300 0.36 0.06 300 300 598.67

Waymo

Motorcycle 456 4.07 0.81 300 300 3.80 0.74 300 300 512
Scooter 80 9.68 1.39 300 300 8.18 1.01 300 300 385.67
Digger 49 4.57 1.03 300 300 4.48 1.00 300 300 585.67

Excavator 44 13.35 3.04 302.33 300 11.67 2.65 300.33 300 564.33

Table 3.2: Statistics for OOD objects. In total, we generate six datasets, one for each
model/seed combination. The injection statistics (# injection failures, # detection failures,
# attempted frames, # injected objects) and # common OOD are averaged over three
seeds.

because LiDAR sensors in both Waymo and KITTI datasets have a similar specification.
In contrast, the Carla objects are synthetic data from a simulation. In addition, it is easier
to insert Carla objects using the contrastive model than the base model. The observation
is opposite for the Waymo and KITTI FP objects.

By collecting objects from different sources we ensure that our inserted objects are
diverse. Figure 3.9 shows the cumulative distribution of softmax scores, predictive en-
tropy, aleatoric entropy, and mutual information of the inserted objects (i.e., OOD) and
foreground objects (i.e., ID). The figure shows that our dataset covers objects with vari-
ous ranges of uncertainties, sofmax predicted scores and predictive entropy. The detection
threshold τ is set to 0.3 for all models.
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Figure 3.9: The CDFs of max-softmax scores, predictive uncertainty, aleatoric uncertainty
and epistemic uncertainty of OOD object datasets.

26



Chapter 4

OOD Detection for 3D Object
Detection

This chapter proposes a feature extraction method for OOD detection in object detection
and a method to investigate the effects of supervised contrastive learning on the quality of
feature maps for OOD detection.

4.1 Feature Extraction

Feature extraction for the object detection task is different from classification since each
input can produce an arbitrary number of predictions. Thus, using the entire feature
map may inadvertently include features from other predictions or environmental objects.
Instead, we identify a single feature vector within each feature map for each prediction.

Point Cloud

Pillar Feature 
Extractor

Conv2x

ConcatConv4x

Conv8x

Deconvs

Deconvs

Deconvs

Classification

Regression

Backbone

Multi-task heads

Predictions
NMS

Contrastive

Logits

Contrastive
Features

Dropout

Dropout

Dropout

Figure 4.1: The PointPillars architecture extended with dropout and a contrastive-loss
head.
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In this work, we use the single-stage anchor-based 3D object detector PointPillars [35]
(Figure 4.1). In the PointPillars-style architectures [45], a set of anchor boxes is predefined
for each BEV pixel location in the final backbone feature map (after concatenation in
Figure 4.1). During training, labels are assigned to the anchor boxes based on the overlap
with FG objects. We then use the pixels in the final feature map with positive anchors
as associated feature vectors, used for training the OOD detection methods. It is possible
for one object to correspond to multiple feature vectors during training. We treat them
as independent training samples and do not perform any aggregation. During testing, we
identify the anchor from which the final prediction is regressed and use its corresponding
pixel in the final feature map as the feature vector for the prediction.

In addition to the final feature map, we also extract features from three intermedi-
ate layers after each convolution block in the backbone (conv2x, conv4x, and conv8x in
Figure 4.1) as well as the feature map after contrastive mapping (will be discussed in Sec-
tion 4.2). For feature maps that are smaller than the final feature map where the anchor
boxes are defined, we apply nearest neighbors upsampling and use the aforementioned
method to extract feature vectors for training and testing.

4.2 Contrastive Learning

Contrastive learning is a popular approach that allows the model to learn better feature
embeddings. It has been used in OOD detection and has shown good results in both OOD
detection and downstream tasks [69, 72, 77, 63].

We incorporate a supervised contrastive loss into the training of our object detectors to
investigate its effectiveness on OOD detection for 3D object detection [31]. We add an ad-
ditional contrastive head after the backbone layer that produces a contrastive feature map.
The supervised contrastive loss is applied to the features in the contrastive feature map
shown in Figure 4.1. We train the contrastive loss objective jointly with the classification
and regression losses. The labels for contrastive head is consistent with the classification
head target. Due to the large number of background pixels that do not generate any
predictions, we subsample a small portion of background feature vectors according to the
predicted foreground probability from the classification head. In other words, we consider
background feature vectors that are most likely to generate foreground predictions. This
technique is known as hard negative mining [45].
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Chapter 5

Experimental Setup

This chapter focuses on the details of the experiments, such as datasets, methods, and
training parameters for the 3D detection models and OOD detection methods.

5.1 Dataset

We use the KITTI dataset [22], which has 7481 point cloud frames with 3D annotated
bounding boxes. We split the official dataset into training and validation datasets (3712 and
3769 samples, respectively) [35]. We use the training dataset for training object detectors
and extracting feature maps for the OOD detection methods. We use the validation dataset
for calculating metrics. Figure 5.1 shows an example from the KITTI dataset.
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Figure 5.1: An example from KITTI dataset. Ground truth objects are inside bounding
boxes.

5.2 Object detection models

We train two object detectors based on the PointPillars architecture (Figure 4.1) for de-
tecting three foreground classes: Car, Pedestrian, and Cyclist. The first model, referred
to as the base model, is a modified version of the standard PointPillars that allows for
uncertainty estimation. We add one dropout layer after each deconvolution block in the
backbone. The base model also outputs softmax distribution instead of individual sigmoid
scores.

The second model, referred to as the contrastive model, is the base model extended
with supervised contrastive loss [31]. We add six additional 1x1 convolution layers after the
backbone to produce a contrastive feature map with 64 channels. Both models are trained
for 120 epochs with a batch size of 6. We follow the OpenPCDet’s recommendations
for other hyperparameters [64]. Each model has been trained three times with randomly
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Model Car Pedestrian Cyclist mAP

Base 78.38 48.72 62.75 63.28
Contrastive 79.10 50.96 64.47 64.72

∆ +0.72 +2.24 +1.72 +1.44

Table 5.1: The AP of the base and contrastive models on moderate difficulty samples of
the KITTI validation dataset averaged over three runs.

initialized weights. The average precision of these models on the KITTI validation dataset
is shown in Table 5.1. We can observe a consistent improvement over all classes. We
consider investigating different models and datasets as one of our future works due to the
high computational cost of training LiDAR-based 3D object detectors.

5.3 OOD evaluation datasets

We use four OOD datasets: Carla, KITTI ignored, KITTI FP, and Waymo OOD object
datasets, which are generated and described in Section 3.3 to benchmark OOD methods.

5.4 OOD detection methods

We benchmark five OOD methods: Max-softmax, uncertainty estimates, Mahalanobis
distance, OC-SVM and normalizing flows (RealNVP). For object detection model each
model (base and contrastive), we extract features of conv2x, con4x, con8x, backbone, and
contrastive layers to train OC-SVM, Mahalanobis distance, and normalizing flows. For
the OC-SVM method, we train one OC-SVM with SGD per FG class and use the highest
score as the OOD score. We set ν = 0.01, γ = 2.0 and train with a batch size of 64 for
5 epochs. For Mahalanobis, we apply online mean/covariance update with a batch size of
64 for 5 epochs. RealNVP is trained with a batch size of 8 for 2320 steps. For uncertainty
estimates based on MC dropout, the dropout probability is set to 0.5.

31



Chapter 6

Results and Discussion

This chapter presents quantitative and qualitative results of our experiments, along with
a discussion of insights. It concludes with a discussion of the impact of OOD detection
on object detection performance when using OOD detection to reject an object detection
(i.e., object detection with a rejection option).

6.1 Quantitative results

To evaluate each OOD detection method and properly compare the base and contrastive
models, we report results for the common objects that both models detect (Tables 6.1
and 6.2). We apply class-balanced resampling during the evaluation to remove any po-
tential biases. For Mahalanobis distance, OC-SVM, and normalizing flows, we report the
results of the layer with the best overall performance for the base model. We first use AU-
ROC and FPR at 95% TPR as our primary metrics to make the results easier to follow.
The full results with other metrics and layers are in following paragraphs. In total, we
repeat dataset generation, model training, and evaluation process three times and average
the results.

Overall, normalizing flows with backbone features and max-softmax achieve the best
OOD detection performance (Table 6.1). The performance of OC-SVM and epistemic un-
certainty (mutual information) via MC-dropout are significantly lower than other methods,
suggesting that they may not be suitable for the OOD detection in the 3D object detection
context.
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Supervised contrastive learning can improve the OOD detection performance in 3D ob-
ject detection for certain OOD detection methods. In particular, max-softmax, uncertainty
estimations, and Mahalanobis distance benefit the most from the contrastive learning.

The best performing layer for OOD detection can vary for the different OOD detection
methods. In our experiments, the backbone features are optimal for both Mahalanobis
distance and normalizing flows, whereas OC-SVM works best with conv8x features. Using
logits with Mahalanobis as proposed by [38] is out-performed by the backbone features by
a large margin. The same result is observed for the OC-SVM method [1], which shows
that early layers provide a better separation between ID and OOD objects with OC-SVM
in image classification. This suggests that the optimal layer for each method can depend
on the specific model architecture or feature map distribution. Existing results for image
classification tasks may not transfer to other tasks with specialized architectures such as
LiDAR-based 3D object detection.

The performance of each OOD detection method can vary significantly for different
types of OOD objects. For instance, normalizing flows has 9% higher AUROC and 20%
lower FPR compared to max-softmax for KITTI FP objects (Table 6.2c) and has compara-
ble results for Carla and Waymo objects (Tables 6.2a and 6.2d). However, it becomes much
worse than max-softmax for KITTI ignored objects with 10% difference in both AUROC
and FPR (Table 6.2b). This can also be observed for other OOD methods. This variation
can be due to the noticeable differences in uncertainty and max-softmax probability be-
tween different OOD objects (Figure 3.9). The main observations are: i) the max-softmax
scores and uncertainty estimations of the OOD objects can vary across different OOD
types, which affects the performance of these methods, ii) Mahalanobis distance applied to
the backbone layer is relatively stable across different types of OOD. However, for KITTI
FP objects with both high max-softmax score and high uncertainty, its performance be-
comes significantly worse, and iii) for normalizing flows with backbone layer, OOD objects
with higher aleatoric and lower epistemic uncertainty (Carla and KITTI FP) have better
performance.

In our experiments, we do not have a single OOD detection method that works well for
all types of OOD objects. For Carla and KITTI ignored objects, max-softmax is the optimal
OOD detection method. For KITTI FP objects, normalizing flows outperforms other
methods by a large margin. For Waymo objects, Mahalanobis distance and max-softmax
are the best for base and contrastive model, respectively. This shows that depending on
the type of OOD objects and their characteristics, the optimal OOD detection method
could be different. A similar observation in the classification context is also noted by Kaur
et al. [29], who suggest that a combination of multiple OOD detection methods may be
needed to cover different types of OOD. We leave in-depth investigation and evaluation of
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combined OOD detection methods for future work.

AUROC ↑ FPR @ 95 TPR ↓
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 89.95 89.97 0.02 33.83 31.86 -1.97
Predictive Entropy - 83.49 84.80 1.32 39.60 34.54 -5.05
Aleatoric Entropy - 83.09 84.65 1.56 41.77 36.41 -5.37

Mutual Information - 60.48 60.70 0.23 97.07 96.51 -0.56
Mahalanobis backbone 83.77 84.56 0.80 51.01 43.92 -7.10

OCSVM conv8x 65.44 62.91 -2.53 66.20 70.31 4.11
RealNVP backbone 90.28 88.30 -1.98 26.72 33.14 6.42

Table 6.1: The OOD detection results for all OOD objects such that each detected by
both models. For each metric, we underline the best performing OOD method. We also
show the performance difference ∆ between contrastive model and base model, with bold
numbers indicating contrastive model has better performance. All results are averaged
over three sets of experiments.
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AUROC ↑ FPR @ 95 TPR ↓
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 96.04 96.15 0.11 10.39 10.23 -0.16
Predictive Entropy - 85.34 87.12 1.78 35.55 30.10 -5.45
Aleatoric Entropy - 85.30 87.37 2.06 37.87 30.76 -7.11

Mutual Information - 45.04 43.18 -1.86 98.75 98.66 -0.09
Mahalanobis backbone 88.34 89.88 1.54 37.49 35.78 -1.71

OCSVM conv8x 66.49 63.12 -3.37 63.49 70.01 6.53
RealNVP backbone 93.63 92.50 -1.13 19.90 22.80 2.90

(a) Carla

AUROC ↑ FPR @ 95 TPR ↓
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 95.58 96.06 0.48 21.23 20.80 -0.43
Predictive Entropy - 78.65 80.41 1.76 41.66 36.10 -5.55
Aleatoric Entropy - 78.24 80.03 1.79 43.93 38.59 -5.33

Mutual Information - 52.09 55.94 3.86 99.13 98.58 -0.55
Mahalanobis backbone 86.25 84.09 -2.16 54.35 50.86 -3.48

OCSVM conv8x 66.95 63.67 -3.28 62.58 69.03 6.45
RealNVP backbone 85.81 84.02 -1.79 31.17 32.49 1.31

(b) KITTI Ignored

AUROC ↑ FPR @ 95 TPR ↓
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 82.84 82.87 0.03 36.41 34.05 -2.36
Predictive Entropy - 86.92 86.76 -0.16 29.69 27.96 -1.73
Aleatoric Entropy - 86.76 86.77 0.02 30.09 28.24 -1.86

Mutual Information - 70.62 72.47 1.86 85.78 82.66 -3.12
Mahalanobis backbone 72.48 80.60 8.11 59.52 38.05 -21.47

OCSVM conv8x 63.22 62.59 -0.63 72.03 70.91 -1.11
RealNVP backbone 91.71 91.81 0.10 16.25 15.44 -0.81

(c) KITTI FP

AUROC ↑ FPR @ 95 TPR ↓
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 83.18 83.34 0.16 52.17 45.80 -6.36
Predictive Entropy - 80.64 81.23 0.58 53.69 47.50 -6.19
Aleatoric Entropy - 80.01 80.90 0.88 53.97 47.62 -6.36

Mutual Information - 67.53 66.41 -1.12 90.14 86.23 -3.91
Mahalanobis backbone 88.30 82.21 -6.09 43.53 51.34 7.80

OCSVM conv8x 64.74 62.20 -2.55 67.81 71.51 3.70
RealNVP backbone 85.44 79.56 -5.88 33.03 46.01 12.98

(d) Waymo

Table 6.2: The OOD detection results for OOD object datasets.
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Table 6.3 shows the additional results with all evaluation metrics and additional layers
for all common OOD objects (i.e., OOD objects that are detected by both the base model
and the contrastive model for a given run) for all OOD datasets. Results separated for
each OOD dataset are in Tabs. 6.4 to 6.7. We highlight two additional observations.

For Mahalanobis distance and normalizing flows, backbone layer provides best overall
performance. However, the optimal layer can vary for different type of OOD objects. For
instance, for KITTI ignored and Waymo objects (Tables 6.5 and 6.7), using normalizing
flows with conv4x features gives better results than with backbone features, whereas for
KITTI FP objects (Table 6.6), backbone layer has 20% higher AUROC and AUPR com-
pared to conv4x layer. For Mahalanobis distance, the variation is smaller. Conv2x layer
provides better performance for a few metrics than backbone layer for Carla and KITTI
FP objects (Tabs. 6.4 and 6.6).

For the contrastive model, we also utilize the contrastive layer features (labeled ‘ctrst’ in
the table) to train Mahalanobis distance, OC-SVM, and normalizing flows. The contrastive
layer does not provide a consistent overall improvement for any of the methods over all
types of OOD objects (Table 6.3). Interestingly, for KITTI ignored objects (Table 6.5), the
contrastive layer is the best performing layer for all three methods, outperforming other
layers by a large margin. This suggests that the contrastive features are highly biased
towards certain types of OOD objects. It would be interesting to investigate whether or
not this issue also exists for image-based object detection and classification.
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AUROC AUPR (ID) AUPR (OOD) FPR @ 95% TPR Detection Err.
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 89.95 89.97 0.02 91.46 91.85 0.38 88.01 87.66 -0.35 33.83 31.86 -1.97 19.33 18.32 -1.00
Predictive Entropy - 83.49 84.80 1.32 87.50 88.94 1.44 76.48 77.56 1.08 39.60 34.54 -5.05 22.19 19.65 -2.54
Aleatoric Entropy - 83.09 84.65 1.56 87.03 88.67 1.64 75.93 77.75 1.82 41.77 36.41 -5.37 23.29 20.57 -2.71

Mutual Information - 60.48 60.70 0.23 54.10 54.79 0.69 64.48 63.87 -0.61 97.07 96.51 -0.56 49.98 49.83 -0.15

Mahalanobis

logits 66.55 67.76 1.21 59.28 59.04 -0.25 71.47 72.36 0.88 93.81 95.31 1.51 49.16 49.70 0.54
backbone 83.77 84.56 0.80 85.30 86.73 1.43 81.65 81.93 0.28 51.01 43.92 -7.10 27.89 24.34 -3.55
conv2x 79.37 79.48 0.11 78.46 77.89 -0.56 77.93 78.78 0.85 70.36 72.44 2.07 37.55 38.55 1.00
conv4x 66.94 69.12 2.18 64.28 66.95 2.67 66.12 67.91 1.79 87.43 83.99 -3.44 46.11 44.41 -1.70
conv8x 62.71 68.68 5.97 60.76 69.02 8.26 59.53 64.91 5.38 90.34 79.83 -10.51 47.55 42.32 -5.23
ctrst - 74.89 - - 68.37 - - 76.07 - - 87.09 - - 45.91 -

OCSVM

logits 52.53 46.45 -6.08 51.69 45.98 -5.71 57.43 54.11 -3.32 93.75 97.78 4.03 48.16 49.96 1.79
conv2x 60.28 61.47 1.19 68.82 69.42 0.60 75.62 75.94 0.32 79.80 80.28 0.48 42.25 42.53 0.28
conv4x 51.38 52.51 1.13 49.92 50.93 1.02 70.07 70.58 0.51 97.95 97.94 -0.01 49.97 49.95 -0.02
conv8x 65.44 62.91 -2.53 78.76 79.93 1.17 78.83 78.54 -0.29 66.20 70.31 4.11 35.31 37.17 1.86
ctrst - 58.58 - - 49.88 - - 70.75 - - 98.15 - - 49.99 -

RealNVP

logits 63.84 61.46 -2.38 61.93 60.33 -1.59 63.24 60.20 -3.04 88.02 89.11 1.09 46.38 46.83 0.46
backbone 90.28 88.30 -1.98 92.67 90.89 -1.78 86.93 84.72 -2.21 26.72 33.14 6.42 15.72 18.97 3.25
conv2x 78.09 83.64 5.56 76.87 84.42 7.56 78.58 81.57 2.99 66.04 51.86 -14.18 35.34 28.33 -7.01
conv4x 87.56 88.41 0.85 88.52 89.66 1.15 86.61 86.27 -0.33 48.26 41.69 -6.57 26.52 23.16 -3.36
ctrst - 87.32 - - 89.38 - - 83.19 - - 32.95 - - 18.89 -

Table 6.3: Results for all common OOD objects detected by both base and contrastive
models. For Mahalanobis distance, OC-SVM, and RealNVP, we bold the best perform-
ing layer for each method. The best performing OOD method/layer for each metric is
underlined. We also report the difference ∆ between contrastive model and base model,
with bold numbers indicating contrastive model has better performance. All results are
averaged over three sets of experiments.
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AUROC AUPR (ID) AUPR (OOD) FPR @ 95% TPR Detection Err.
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 96.04 96.15 0.11 97.25 97.35 0.11 93.46 93.45 -0.02 10.39 10.23 -0.16 7.39 7.28 -0.11
Predictive Entropy - 85.34 87.12 1.78 89.42 91.06 1.64 77.72 79.29 1.58 35.55 30.10 -5.45 20.15 17.22 -2.92
Aleatoric Entropy - 85.30 87.37 2.06 89.07 90.98 1.91 77.99 80.25 2.26 37.87 30.76 -7.11 21.34 17.69 -3.65

Mutual Information - 45.04 43.18 -1.86 44.13 43.54 -0.59 53.30 50.95 -2.35 98.75 98.66 -0.09 49.99 49.99 -0.00

Mahalanobis

logits 83.51 83.40 -0.11 81.04 80.53 -0.51 84.63 83.31 -1.32 66.26 69.77 3.51 35.55 37.31 1.75
backbone 88.34 89.88 1.54 89.99 90.86 0.87 86.44 88.35 1.90 37.49 35.78 -1.71 21.16 20.29 -0.87
conv2x 85.82 88.80 2.98 84.44 85.90 1.45 85.10 89.61 4.50 53.82 58.01 4.19 29.35 31.44 2.09
conv4x 72.57 80.11 7.53 73.83 81.42 7.60 68.86 77.10 8.24 72.85 60.14 -12.71 38.83 32.49 -6.34
conv8x 67.08 71.82 4.75 71.95 75.88 3.93 58.73 63.58 4.85 70.17 63.25 -6.91 37.49 34.02 -3.47
ctrst - 89.81 - - 90.19 - - 85.08 - - 35.07 - - 19.95 -

OC-SVM

logits 54.26 48.41 -5.85 51.69 47.02 -4.67 58.74 56.45 -2.29 96.38 97.57 1.19 49.53 49.84 0.31
conv2x 63.61 64.82 1.21 77.11 76.76 -0.34 78.39 78.60 0.22 68.39 66.22 -2.17 36.37 35.43 -0.94
conv4x 61.50 63.16 1.66 74.71 76.27 1.56 77.47 78.16 0.69 77.32 71.20 -6.12 40.91 37.92 -2.99
conv8x 66.49 63.12 -3.37 82.29 80.74 -1.55 79.78 78.74 -1.04 63.49 70.01 6.53 33.61 36.92 3.30
ctrst - 72.38 - - 62.21 - - 79.69 - - 93.43 - - 48.82 -

RealNVP

logits 70.81 70.26 -0.55 74.09 73.57 -0.52 66.90 65.64 -1.26 68.84 69.44 0.60 36.82 37.10 0.28
backbone 93.63 92.50 -1.13 95.16 94.17 -0.99 90.82 89.22 -1.59 19.90 22.80 2.90 12.11 13.75 1.64
conv2x 92.07 93.59 1.51 92.03 93.05 1.03 91.43 92.66 1.22 24.79 21.81 -2.98 14.79 13.32 -1.47
conv4x 94.65 95.79 1.13 95.92 97.01 1.09 92.25 92.78 0.53 17.85 12.24 -5.61 11.12 8.22 -2.90
conv8x 88.96 84.02 -4.94 92.13 87.70 -4.42 80.85 76.57 -4.28 26.83 39.55 12.71 15.81 22.15 6.33
ctrst - 92.44 - - 94.78 - - 87.81 - - 16.66 - - 10.52 -

Table 6.4: Results for Carla objects

AUROC AUPR (ID) AUPR (OOD) FPR @ 95% TPR Detection Err.
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 95.38 96.06 0.48 95.80 96.35 0.55 95.32 95.77 0.45 21.23 20.80 -0.43 12.34 12.27 -0.08
Predictive Entropy - 78.65 80.41 1.76 84.83 86.59 1.76 69.75 71.44 1.69 41.66 36.10 -5.55 22.74 20.01 -2.73
Aleatoric Entropy - 78.24 80.03 1.79 84.31 86.11 1.80 69.29 71.30 2.01 43.93 38.59 -5.33 24.00 21.26 -2.73

Mutual Information - 52.09 55.94 3.86 47.53 50.16 2.63 60.33 63.24 2.91 99.13 98.58 -0.55 49.95 49.96 0.01

Mahalanobis

logits 74.12 78.08 3.96 68.50 75.29 6.79 73.93 75.74 1.80 88.34 78.49 -9.85 45.92 41.11 -4.82
backbone 86.25 84.09 -2.16 86.07 85.46 -0.61 85.98 83.46 -2.52 54.35 50.86 -3.48 28.80 27.18 -1.62
conv2x 63.77 59.44 -4.33 62.04 59.80 -2.25 65.70 58.77 -6.93 90.77 88.91 -1.86 46.81 46.23 -0.58
conv4x 72.09 69.64 -2.44 70.67 67.15 -3.52 72.15 67.54 -4.62 78.82 84.29 5.47 41.25 43.94 2.68
conv8x 85.02 89.98 4.96 84.94 91.84 6.90 80.52 85.98 5.47 55.34 32.50 -22.84 29.25 18.32 -10.93
ctrst - 93.76 - - 91.28 - - 93.09 - - 29.12 - - 16.06 -

OCSVM

logits 51.71 59.31 7.60 51.22 61.06 9.84 51.36 57.29 5.93 95.39 78.44 -16.95 49.11 41.15 -7.97
conv2x 57.65 57.45 -0.20 61.82 61.07 -0.74 73.69 72.69 -1.01 90.26 88.26 -2.00 46.62 46.17 -0.46
conv4x 63.44 64.52 1.08 80.73 80.64 -0.09 78.76 79.12 0.37 69.34 67.22 -2.11 36.61 35.52 -1.08
conv8x 66.95 63.67 -3.28 82.44 81.83 -0.60 80.00 79.03 -0.98 62.58 69.03 6.45 33.10 36.33 3.23
ctrst - 93.13 - - 92.67 - - 94.06 - - 25.98 - - 15.02 -

RealNVP

logits 80.52 76.22 -4.29 79.61 77.48 -2.12 79.82 73.18 -6.64 67.14 67.79 0.64 35.56 35.83 0.28
backbone 85.81 84.02 -1.79 90.13 89.09 -1.04 77.69 74.08 -3.61 31.17 32.49 1.31 17.49 18.18 0.69
conv2x 77.66 76.60 -1.06 75.72 76.39 0.67 76.83 73.24 -3.59 70.63 71.81 1.18 37.33 37.73 0.40
conv4x 92.30 91.79 -0.52 92.84 92.93 0.09 90.32 88.48 -1.84 27.39 34.80 7.42 15.63 19.24 3.61
conv8x 90.10 87.13 -2.98 91.97 91.08 -0.89 85.62 80.26 -5.37 34.80 28.58 -6.22 19.29 16.23 -3.06
ctrst - 94.79 - - 95.23 - - 92.62 - - 23.55 - - 13.62 -

Table 6.5: Results for KITTI ignored objects
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AUROC AUPR (ID) AUPR (OOD) FPR @ 95% TPR Detection Err.
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 82.84 82.87 0.03 88.06 88.36 0.30 72.43 72.06 -0.37 36.41 34.05 -2.36 20.64 19.40 -1.23
Predictive Entropy - 86.92 86.76 -0.16 90.83 90.93 0.11 80.34 79.32 -1.02 29.69 27.96 -1.73 17.22 16.23 -0.99
Aleatoric Entropy - 86.76 86.77 0.02 90.69 90.90 0.20 79.87 79.48 -0.39 30.09 28.24 -1.86 17.44 16.37 -1.07

Mutual Information - 70.62 72.47 1.86 66.79 69.55 2.76 68.34 69.49 1.15 85.78 82.66 -3.12 45.37 43.82 -1.55

Mahalanobis

logits 47.34 49.66 2.32 46.27 46.62 0.34 52.99 55.72 2.73 97.17 97.66 0.49 49.97 49.98 0.01
backbone 72.48 80.60 8.11 78.11 86.52 8.41 64.03 70.88 6.85 59.52 38.05 -21.47 32.24 21.43 -10.80
conv2x 76.18 79.94 3.76 81.64 85.00 3.36 67.34 72.18 4.84 53.12 44.72 -8.40 29.04 24.81 -4.22
conv4x 47.69 55.70 8.01 48.95 57.91 8.96 47.58 51.88 4.30 95.06 87.64 -7.42 49.65 46.26 -3.38
conv8x 42.91 51.91 9.01 45.67 55.59 9.92 44.45 49.29 4.85 96.30 89.28 -7.02 49.66 47.03 -2.63
ctrst 50.02 - - 52.86 - - 49.30 - - 90.70 - - 46.57 -

OC-SVM

logits 54.72 35.60 -19.13 61.71 52.18 -9.53 63.23 50.06 -13.16 67.89 70.61 2.71 34.76 35.81 1.06
conv2x 54.35 57.45 3.10 61.80 65.80 4.00 70.37 72.34 1.97 82.22 78.88 -3.34 43.36 41.56 -1.80
conv4x 23.16 24.00 0.84 33.50 33.82 0.33 46.59 47.40 0.81 99.29 99.26 -0.03 50.00 49.99 -0.00
conv8x 63.22 62.59 -0.63 73.98 79.64 5.66 77.07 78.42 1.35 72.03 70.91 -1.11 38.34 37.48 -0.87
ctrst - 10.30 - - 32.18 - - 32.49 - - 99.40 - - 50.00 -

RealNVP

logits 45.35 43.23 -2.11 48.57 48.00 -0.57 46.32 44.59 -1.73 94.23 94.18 -0.05 48.17 48.88 0.71
backbone 91.71 91.81 0.10 94.69 94.79 0.09 84.77 85.44 0.67 16.25 15.44 -0.81 9.58 8.99 -0.59
conv2x 60.67 77.25 16.58 68.26 83.51 15.25 57.28 68.29 11.01 65.80 46.29 -19.51 34.96 25.48 -9.48
conv4x 70.46 74.13 3.66 77.83 80.92 3.09 62.13 65.78 3.65 57.30 48.94 -8.36 31.00 26.36 -4.64
conv8x 77.71 78.96 1.25 84.86 83.63 -1.23 66.30 71.48 5.18 40.53 40.06 -0.47 22.53 21.62 -0.92
ctrst - 80.91 - - 88.48 - - 66.52 - - 27.81 - - 14.51 -

Table 6.6: Results for KITTI FP objects

AUROC AUPR (ID) AUPR (OOD) FPR @ 95% TPR Detection Err.
OOD Method Layer Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆ Base Ctrst ∆

Max Softmax - 83.18 83.34 0.16 85.41 86.51 1.10 78.72 78.23 -0.49 52.17 45.80 -6.36 28.53 25.35 -3.18
Predictive Entropy - 80.64 81.23 0.58 83.86 85.29 1.43 74.48 74.49 0.01 53.69 47.50 -6.19 29.29 26.19 -3.10
Aleatoric Entropy - 80.01 80.90 0.88 83.45 85.05 1.61 73.14 73.96 0.82 53.97 47.62 -6.36 29.44 26.27 -3.17

Mutual Information - 67.53 66.41 -1.12 63.31 63.70 0.39 67.16 65.15 -2.01 90.14 86.23 -3.91 47.50 45.56 -1.93

Mahalanobis

logits 52.45 52.37 -0.09 49.40 47.05 -2.36 58.55 62.28 3.73 96.29 98.21 1.93 49.73 49.98 0.25
backbone 88.30 82.21 -6.09 88.59 83.27 -5.32 85.96 79.16 -6.80 43.53 51.34 7.80 24.22 28.11 3.89
conv2x 85.96 81.80 -4.16 85.04 80.29 -4.75 83.49 79.77 -3.72 54.93 66.69 11.76 29.94 35.81 5.88
conv4x 73.61 69.04 -4.57 70.75 64.27 -6.48 72.48 69.60 -2.88 81.35 89.39 8.04 43.10 47.11 4.00
conv8x 69.90 71.70 1.80 71.88 73.19 1.31 63.76 65.78 2.01 75.88 73.17 -2.71 40.39 39.04 -1.36
ctrst - 70.37 - - 64.18 - - 69.45 - - 92.54 - - 48.44 -

OCSVM

logits 48.13 55.08 6.96 50.58 53.44 2.86 47.96 56.23 8.28 90.63 91.87 1.24 46.93 47.87 0.93
conv2x 63.66 64.51 0.85 77.92 76.58 -1.34 78.49 78.42 -0.07 68.43 66.47 -1.96 36.33 35.62 -0.72
conv4x 62.36 62.95 0.59 78.15 76.19 -1.96 78.21 78.08 -0.13 71.18 69.82 -1.36 37.65 37.27 -0.39
conv8x 64.74 62.20 -2.55 78.02 78.00 -0.02 78.35 78.07 -0.28 67.81 71.51 3.70 36.17 37.94 1.77
ctrst - 76.53 - - 72.76 - - 77.67 - - 87.44 - - 45.66 -

RealNVP

logits 59.93 55.35 -4.59 62.04 53.92 -8.12 57.74 54.51 -3.23 84.17 93.10 8.93 44.51 48.59 4.08
backbone 85.44 79.56 -5.88 89.46 84.60 -4.86 80.73 74.04 -6.69 33.03 46.01 12.98 18.92 25.43 6.51
conv2x 84.62 82.29 -2.33 85.65 83.18 -2.47 82.17 79.84 -2.34 51.38 57.98 6.61 28.14 31.46 3.32
conv4x 91.45 88.93 -2.53 92.77 89.76 -3.01 88.86 86.86 -2.00 31.47 44.45 12.98 18.18 24.68 6.50
conv8x 78.69 74.58 -4.10 82.43 79.87 -2.55 71.27 66.54 -4.74 54.13 56.44 2.30 29.52 30.67 1.15
ctrst - 79.28 - - 79.32 - - 74.74 - - 65.70 - - 35.31 -

Table 6.7: Results for Waymo objects
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6.2 Qualitative results
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Figure 6.1: Qualitative results for OOD detection with max-softmax and OOD scores from
normalizing flows (RealNVP) with backbone layer. Red boxes represents ground truth
ID objects, yellow boxes are OOD objects, and green boxes are predictions from the base
model. The text labels for RealNVP and max-softmax failures are red.

Figure 6.1 shows the qualitative results for OOD detection with max-softmax score and
normalizing flows OOD detection methods. We use the base model without contrastive
learning and normalizing flows with the backbone layer, which has the best overall per-
formance for the base model (Table 6.3). For each type of OOD objects, we show three
examples: successful detection, normalizing flows (RealNVP) failure, and max-softmax fail-
ure. Successful detections are examples where the OOD object is assigned low max-softmax
score and high OOD score; RealNVP failures are examples where the OOD score from the
normalizing flows for the OOD object is lower than ID objects; Max-softmax failures are
examples where the max-softmax score for OOD object is higher than ID objects.
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6.3 Performance impact of OOD detection

To demonstrate how OOD detection would impact the object detector’s performance during
deployment, we evaluate the mAP performance of the base model on KITTI moderate
objects after removing predictions with OOD scores higher than a threshold. This is done
across multiple OOD score thresholds. We choose normalizing flows (RealNVP) with the
backbone layer as our OOD detector, which has the best overall performance for the base
model. We use one set of experiments with the dataset augmented with Carla, KITTI
FP, KITTI Ignored, and Waymo objects. Figure 6.2 shows the mAP, number of FP, and
number of OOD across multiple OOD score thresholds.

41



0.0 0.2 0.4 0.6 0.8 1.0
OOD threshold (RealNVP w/ backbone)

0.0

0.2

0.4

0.6

0.8

1.0 Max mAP: 70.08Total FP: 45335Waymo OOD: 1370

OOD threshold 0.49 
 2% mAP 

54.4% FP eliminated

OOD recall 68.1%

KITTI moderate performance curve (Carla)

mAP (% of max)
FP (% of eliminated)
OOD recall (Carla)

(a) Carla

0.0 0.2 0.4 0.6 0.8 1.0
OOD threshold (RealNVP w/ backbone)

0.0

0.2

0.4

0.6

0.8

1.0 Max mAP: 70.08Total FP: 45335Waymo OOD: 290

OOD threshold 0.49 
 2% mAP 

54.4% FP eliminated

OOD recall 30.0%

KITTI moderate performance curve (KITTI Ignored)

mAP (% of max)
FP (% of eliminated)
OOD recall (KITTI Ignored)

(b) KITTI Ignored

0.0 0.2 0.4 0.6 0.8 1.0
OOD threshold (RealNVP w/ backbone)

0.0

0.2

0.4

0.6

0.8

1.0 Max mAP: 62.90Total FP: 45475Waymo OOD: 1500

OOD threshold 0.47 
 2% mAP 

55.6% FP eliminated

OOD recall 14.4%

KITTI moderate performance curve (KITTI FP)

mAP (% of max)
FP (% of eliminated)
OOD recall (KITTI FP)

(c) KITTI FP

0.0 0.2 0.4 0.6 0.8 1.0
OOD threshold (RealNVP w/ backbone)

0.0

0.2

0.4

0.6

0.8

1.0 Max mAP: 68.77Total FP: 45226Waymo OOD: 1241

OOD threshold 0.47 
 2% mAP 

55.3% FP eliminated

OOD recall 25.5%

KITTI moderate performance curve (Waymo)

mAP (% of max)
FP (% of eliminated)
OOD recall (Waymo)

(d) Waymo

Figure 6.2: Performance impact of OOD detection.

With a lower OOD score threshold, more predictions are marked as OOD objects, which
naturally eliminates more FP and OOD objects but introduces more FN at the same time,
leading to a decrease in mAP performance. From Figure 6.2, we see that with 2% mAP
performance decrease, over 50% of the FP can be eliminated. However, the OOD recall
varies significantly for different types of OOD objects. Overall, 35.3% of the objects labeled
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as OOD can be successfully identified, which shows that the OOD detection method is a
practical addition to a 3D object detector in deployment.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

Deep LiDAR-based 3D object detectors play an important role in robotic vision, and mak-
ing them robust to OOD objects is key for assuring the safety of such systems. Although
OOD detection has been defined and investigated extensively for classification, it has not
been explored for LiDAR-based 3D object detection. In this thesis, we define different
types of OOD samples for object detection and adapt the state-of-the-art OOD detection
methods from image classification to LiDAR-based 3D object detection. In order to use
OOD detection methods that rely on intermediate layers, we also propose a method for ex-
tracting feature embeddings for the detected objects. To enable the evaluation of the OOD
detection methods, we propose a simple yet effective method to generate OOD objects for
LiDAR-based 3D object detectors. We evaluate the OOD detection methods on the KITTI
dataset augmented with a diverse set of real and synthetic OOD objects, revealing a nu-
anced landscape of how the current OOD detection methods perform in the context of
LiDAR-based 3D object detection. The results demonstrate that each method is biased
toward detecting certain types of OOD objects. Furthermore, the best practices proposed
for image classification, such as selecting features of specific layers for OOD detection, may
not transfer to object detection. We hope that our OOD dataset generation and evaluation
results will stimulate further research into effective OOD detection for LiDAR-based 3D
object detection.
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7.2 Limitations and Future Work

Our OOD datasets have a few limitations. First of all, we do not collect type 3© OOD
objects, which are unusual foreground objects. This is challenging, because we need to
define to what extent a foreground object is considered unusual. Also, unusual cars are
rare by definition and typically absent in the existing datasets for autonomous driving.
Furthermore, Carla simulated objects use a fixed intensity (which matches the median
from the target KITTI frame). It is possible that due to the fixed intensity, the softmax
scores of Carla OOD objects are low, and therefore, the Max-softmax method works very
well for these objects. Finally, compared to current datasets in autonomous driving, the
KITTI dataset is small and has limitations in the labeling process. For example, there are
a lot of foreground objects in the dataset, such as cars and pedestrians, that are unlabeled.
Also, there are inconsistencies in labeling vans and cars.

One shortcoming of the adaptation of the OOD detection methods in this thesis is
the inability to distinguish between type 5© and type 7© OOD objects. For example, the
methods cannot differentiate between an FP from background objects in a BG training
distribution and those in an unseen part of BG true distribution. In addition, we do not
benchmark the methods on a type 3© OOD dataset due to the dataset limitation mentioned
above.

Further, since type 4© OOD have no detections, we have no way to detect them using
the presented methods. Detecting type 4© OOD objects, along with type 2© ID objects, is
covered in the field of FN detection (e.g., [57, 84]).

As future work, we suggest extending our work by evaluating the OOD detection and
object generation methods over other automotive datasets. For instance, we can insert the
OOD objects into the Waymo dataset, which is larger and with higher quality annotations
than the KITTI dataset. Also, we should define and collect unusual foreground objects—
type 3© OOD—to benchmark the methods. Furthermore, we should make sure that the
intensity of the OOD objects matches the intensity of inserted datasets. For simulated
objects, this may require learning intensity distributions conditioned on surface properties
from real data and applying them in simulation. We can also explore methods to distinguish
between type 5© and type 7© OOD, by training these OOD detection methods on the
background classes. We are also interested in understanding better the characteristics of
OOD methods, why a contrastive loss has a different effect on the different methods and
developing a combined OOD detection method that is not biased toward specific types of
OOD objects.

45



References

[1] Vahdat Abdelzad, Krzysztof Czarnecki, Rick Salay, Taylor Denounden, Sachin
Vernekar, and Buu Phan. Detecting out-of-distribution inputs in deep neural net-
works using an early-layer output. arXiv preprint arXiv:1910.10307, 2019.

[2] Jinwon An and Sungzoon Cho. Variational autoencoder based anomaly detection
using reconstruction probability. Special Lecture on IE, 2(1):1–18, 2015.

[3] Matt Angus, Krzysztof Czarnecki, and Rick Salay. Efficacy of pixel-level OOD detec-
tion for semantic segmentation. arXiv preprint arXiv:1911.02897, 2019.
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