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A B S T R A C T 

We investigate, build, and design interaction methods to merge the real with 
the virtual. An initial investigation looks at spatial augmented reality (SAR) 
and its effects on pointing with a real mobile phone. A study reveals a set 
of trade-offs between the raycast, viewport, and direct pointing techniques. 
To further investigate the manipulation of virtual content within a SAR 
environment, we design an interaction technique that utilizes the distance 
that a user holds mobile phone away from their body. Our technique enables 
pushing virtual content from a mobile phone to an external SAR environment, 
interact with that content, rotate-scale-translate it, and pull the content back 
into the mobile phone. This is all done in a way that ensures seamless 
transitions between the real environment of the mobile phone and the virtual 
SAR environment. To investigate the issues that occur when the physical 
environment is hidden by a fully immersive virtual reality (VR) HMD, we 
design and investigate a system that merges a realtime 3D reconstruction of 
the real world with a virtual environment. This allows users to freely move, 
manipulate, observe, and communicate with people and objects situated in 
their physical reality without losing their sense of immersion or presence 
inside a virtual world. A study with VR users demonstrates the affordances 
provided by the system and how it can be used to enhance current VR 
experiences. We then move to AR, to investigate the limitations of optical 
see-through HMDs and the problem of communicating the internal state of 
the virtual world with unaugmented users. To address these issues and enable 
new ways to visualize, manipulate, and share virtual content, we propose a 
system that combines a wearable SAR projector. Demonstrations showcase 
ways to utilize the projected and head-mounted displays together, such as 
expanding feld of view, distributing content across depth surfaces, and 
enabling bystander collaboration. We then turn to videogames to investigate 
how spectatorship of these virtual environments can be enhanced through 
expanded video rendering techniques. We extract and combine additional 
data to form a cumulative 3D representation of the live game environment for 
spectators, which enables each spectator to individually control a personal 
view into the stream while in VR. A study shows that users prefer spectating 
in VR when compared with a comparable desktop rendering. 
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1I N T R O D U C T I O N 

Virtual, augmented, and mixed reality hold the promise to fundamentally 
change how we work, live, and play. They can overlay digital information on 
top of our physical environment, providing us with an immersive interactive 
experience, or they can replace our environment entirely, transporting us to 
new and exciting digital worlds. Yet these experiences continue to remain 
isolated from other people around us. This creates an imbalance between the 
ones who have access to these technologies and those that are left without 
such virtual enhancements. An artifcial dichotomy of our own making, and 
one that limits the power and usefulness virtual experiences could bring. 

One of the frst known uses of the term virtual reality is attributed to the 
French poet and playwright Antonin Artaud, who in 1938 described his 
avant-garde work in theatre as “la réalité virtuelle” [3]. He saw the characters, 
images, and objects as constituting a type of virtual reality that a spectator 
takes part in through the act of looking [222]. Though this application of 
virtual reality could be considered peripheral to how we use the term today, 
it remains important as a reference point alluding to how the virtual is 
intrinsically part of our physical reality while also simultaneously removed 
from it. However, it was not until 1968 that this conceptual idea of the virtual 
would become actualized by Ivan Sutherland’s seminal work on AR and VR 
displays [246]. 

Research into virtual reality continued to push the state-of-the-art in areas 
such as computer graphics, optics, and human-computer interaction. Our con-
ceptual understanding of virtual reality became solidifed with the publication 
of Milgram and Kishino’s work on the taxonomy of mixed reality displays, 
which is used as reference point for all current discourse today [168, 169] (Fig-
ure 1.1). With the growing number of high-fdelity consumer head-mounted 
displays (HMD), research into aspects of the continuum have seen a resur-
gence, where there is renewed interest investigating aspects like haptics [4, 
42], environment blending [161], and co-location resolution strategies [156]. 

While a signifcant amount of work has investigated the techniques and 
technology to enable AR and VR [14, 109], there has been less focus on the 
methods needed to navigate the space between each type of reality from 
both an interaction and phenomenological perspective. We use the term 
and concept of “phenomenological experience” to denote this since we are 
specifcally interested in the user’s relationship with the system as well as 
their subjective point of view when navigating between differing states of 
reality [233]. Phenomenology has historically been used as a tool to investigate 
the qualitative aspects of a user’s personal experience [97], with focus on 
the appearance, meaning, and experience the user has while “being in the 
world” [92]. Specifcally, we focus on the individual’s conscience experience 
as they transition from one form of reality to another. In particular, we are 
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Figure 1.1: The Virtuality Continuum (modifed from Milgram et al. [169]). The fgure 
depicts both the conceptual continuum of the real and virtual, and how 
specifc technical implementations map onto them. 

interested in how an individual can direct their focus, interactions, and objects 
across different states of reality. 

We position this as distinct from other forms of investigations that look at 
ways a system behaves or functions to achieve some goal, such as shuffing 
multiple users around a room while in VR [156]. Another example can be 
seen in the work by McGill et al. who investigated the effect of different levels 
of reality on user task performance when wearing a VR HMD [161]. We push 
these ideas and concepts further by focusing on the techniques, visualizations, 
and interactions required to enhance a user’s transition between different 
forms and implementations of extended reality with a focus on their subjective 
points of view from the context of user centred studies. 

In this thesis, we present our observations, studies, and software systems 
that explore extended realty from an implementation and conceptual stand-
point. We frst lay down a foundation with an investigation of pointing, one of 
the most fundamental areas of human-computer interaction studies. Our goal 
is to understand pointing and manipulation tasks within a projection-based 
subset of AR called Spatial Augmented Reality (SAR). We specifcally look at 
pointing within the context of a smartphone using three techniques that utilize 
different aspects of the real and the virtual: raycast, which enables the users 
to interact with the virtual content at a distance; viewport, which bridges 
a virtualized reality view on the phone with the augmented environment 
the user is in; and direct, which provides direct interaction with the virtual 
content through physical contact with reality. Then, based on observational 
data, we extend this to explore the techniques needed to bridge interactions 
between the virtual content on the phone with the content that is in SAR. 

Second, we investigate how the user experience can be enhanced through 
the blending of a virtualized reality [117] with a virtual environment. We 
explore the effect blending has on specifc tasks that span physical and 
virtual reality, which include manipulation of physical objects, communication 
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between co-located users, and the awareness between virtual and physical 
environments. We then explore the tools and frameworks needed to enable 
these kind of interactions. 

Third, we explore the user’s experience when viewing virtual objects 
through particular technical implementations of augmented reality, and pro-
pose a design space that seeks to enumerate the specifc advantages these 
implementations have on the user experience. We combine an optical see-
through based AR display with an inside-out SAR system to create an envi-
ronment in which the user can manipulate digital data across private and 
public contexts. We describe an implementation of such a system and explore 
specifc usage scenarios that take advantage of its unique qualities across the 
two implementations of AR. 

Finally, we investigate the performer-spectator relationship between a 
videogame streamer and the remote user who is watching it in a virtual 
environment. We examine the effect VR has on the spectator experience when 
viewing the videogame stream under immersive and non-immersive contexts. 
From this, we explore the systems and infrastructure needed to make such an 
experience possible. 

1.1 research objectives and overview 

The high-level research objective of thesis can be stated as: 

Investigate the systems, techniques, and interactions that guide the user’s subjec-
tive experiences, awareness, and tasks between different states of reality. 

We investigate this as a series of primary research problems that address 
specifc issues relating to our high level research objective. We split the 
questions between four categories. An overview can be seen in Figure 1.2. The 
frst category of questions addresses pointing, attention, and object transfer 
between a physical reality and a virtual environment using a mobile phone: 

(a) How does spatial augmented reality affect pointing when using a mobile 
phone? 

(b) How do we guide user interaction and attention between spatial aug-
mented reality and a mobile phone? 

The second category of questions investigates the isolation the user experi-
ences when in a virtual reality environment: 

(c) How do we guide user attention between virtual and physical reality? 

(d) What are some of the techniques and usage scenarios that emerge when 
doing so? 

The third category of questions explore the design space, usage scenarios, 
and user experience when transitioning between two variants of augmented 
reality: 
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Chapter 3:

We evaluate three pointing techniques
in a complex room environment. 

How does spatial augmented reality
affect pointing when using a mobile phone?

Raycast is the fastest, followed by
viewport and then direct. Occlusion
significantly affects selection time.

a

Chapter 4:

We evalute a single handed interaction 
technique to push and pull content in AR. 

How can we guide user interaction
to and from spatial augmented reality?

Results show that our technique enables easy 
manipulation of spatial content while effectively 
segmenting the user’s attention between 
physical and augmented realties.

b

Chapter 5:

We evaluate a system that enables guided
awareness between physical reality and VR. 

How do we guide user attention between
virtual and physical reality?

A virtualized reality is effective at maintaining
presence and guiding the attention of the user.   

Users can effectively perform physical 
tasks, communicate, and navigate physical
reality when in VR. External bystanders are 
able to passively spectate the VR content in 
an immersive way.

We built a system that enables 3D compositing
and spectatorship of VR videogames. 

What are some of the usage scenarios
that emerge when blending realities?

d

c

Chapter 6:
How do we overcome the limitations 
of current augmented reality HMDs?

We evaluate a system that combines an 
optical see-through AR with inside-out 
projection-based AR.
A hybrid HMD broadens affordances and 
can effectively offset limitations between
the two variants of AR.

Usage scenarios demonstrate how projector
based AR and HMD AR can expand the 
utility of AR across both public and private
contexts.  

We propose a design space that enumerates
usage scenarios for both the HMD user and
the user external to them.

Is there a design space that encapsulates
the relationship between external and
augmented users? 

f

e

Chapter 7:
How do we give the user agency when
spectating videogame live streams?

We build and evaluate a system that converts
videogame livestreams into a just-in-time 3D
environment. 
Users can control their experience by 
moving between diegetic and non-
diegetic representations of the streams. 

Spectating in VR is generally perceived
better than on desktop. 

We conduct an initial study to identify 
the key  factors and traits.

How does this affect the viewing
experience?

h

g

Fundem
ental Theory

A
pplication and D

esign

Figure 1.2: Research path showing research problems, activities, and main results. Bold text is the 
research problem statement; italic text is the research activity; and the fnal block of text is 
the high-level contribution that infuences the next phases of research. A sold line ( ) 
indicates a direct connection, where previous research directly infuences the next. A 
dashed line ( ) indicates an indirect connection, where there is high-level infuence not 
tied to specifc results. The capsules indicate the direction of attention and interaction from 
one reality to another. 
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(e) How can we effectively design a system that blends the user’s experi-
ence between physical reality, spatial augmented reality, and augmented 
reality? 

(f) Is there a design space that can encapsulate the relationship between 
external and augmented users of this system? 

The fnal category investigates the user experience when blending between 
two virtual realities that are composed of diegetic (part of the videogame 
environment) or non-diegetic (part of the spectators environment) instances of 
the virtual environment generated when watching live streaming videogames: 

(g) How do we design a system to give a user agency when spectating 
videogame live streams in virtual reality? 

(h) What aspects of physical and virtual reality effect the user’s viewing 
experience? 

To address these research problems, we took the following steps (also illus-
trated in Figure 1.2). For each step we investigate points along the Virtuality 
Continuum (Figure 1.1), where the transitions between points are denoted by 
directional (→ and ←) or bi-directional (↔) arrows: 

1. To answer the frst question (a), we conduct a study in a spatial augmented 
reality environment in order to evaluate three pointing techniques using 
a mobile phone. The three techniques utilize the properties of the mobile 
phone to enable raycast, viewport, and direct pointing. AR 

2. To investigate mobile phone pointing and manipulation in a spatial aug-
mented reality environment (b), we designed an interaction technique that 
can guide user attention and their digital content from a mobile phone to 
a spatially augmented version of their environment. 

3. To answer questions (c) and (d), we built a system that merges the phys-
ical reality around the user with a virtual videogame environment. We 
specifcally investigate how the attention of the user can be guided from a 
VR context to the real world by blending elements of reality into different 
videogame environments. 

4. For questions (e) and (f) we seek to understand the user’s experience when 
they are simultaneously within a spatial augmented reality and a optical 
see-through (OST) HMD augmented reality experience. To investigate this, 
we built a hybrid HMD that combines an OST display with a projection-
based spatial augmented reality projector. We show how the advantages 
of one can offset the other through a design space that enumerates spe-
cifc usage scenarios that take advantage of these specifc forms of AR. 

5. To answer the last two questions (g) and (h), we design a system that 
enables spectators of videogame live streams to have agency over their 

R ←→ AR 

VR −→ R 

AR ←→ AR 
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experience by letting them be “in” the game as it happens. This lets them 
navigate between different visualizations of the videogame stream, moving 
from non-diegetic representations to diegetic ones while in both a VR and 
desktop context. VR ←→ VR 

1.2 contributions 

We summarize our contributions by project. For each, we outline the method-
ology used and the key results that form our contributions. 

Pointing in Spatial Augmented Reality 

In chapter 3, we investigate mobile phone pointing in Spatial Augmented 
Reality. Three pointing techniques are compared: raycast, viewport, and direct. 
A frst experiment examines these techniques in a realistic fve-projector SAR 
environment with representative targets distributed across different surfaces. 
Participants were permitted free movement, so variations in target occlusion 
and incident angle occurred naturally. A second experiment validates and 
further generalizes fndings by strictly controlling target occlusion and orien-
tation in a simulated SAR pointing task using an AR HMD. Overall, results 
show raycast is fastest for non-occluded targets, direct is most accurate, and 
fastest for occluded targets in close proximity, and viewport falls in between. 

Mediated Interaction in Spatial Augmented Reality 

In chapter 4, we investigate how mobile phones can be used to mediate the 
manipulation of smartphone-based content in SAR. A major challenge is 
in seamlessly transitioning a phone between its use as a smartphone to its 
use as a controller for SAR. Most users are familiar with hand extension 
as a way for using a remote control for SAR. We therefore propose to use 
hand extension as an intuitive mode switching mechanism for switching back 
and forth between the mobile interaction mode and the spatial interaction 
mode. Based on this intuitive mode switch, our technique enables the user to 
push smartphone content to an external SAR environment, interact with the 
external content, rotate-scale-translate it, and pull the content back into the 
smartphone, all the while ensuring no confict between mobile interaction and 
spatial interaction. To ensure feasibility of hand extension as mode switch, we 
evaluate the classifcation of extended and retracted states of the smartphone 
based on the phone’s relative 3D position with respect to the user’s head 
while varying user postures, surface distances, and target locations. Our 
results show that a random forest classifer can classify the extended and 
retracted states with a 96% accuracy on average. 
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Blending Virtual Environments with Situated Physical Reality 

In chapter 5, we build and evaluate a system that guides a user’s awareness 
between their virtual reality environment and the physical world. Current 
VR systems offer “chaperone” rendering techniques that prevent the user 
from colliding with physical objects. However, without a detailed geometric 
model of the physical world, these techniques offer limited possibility for 
more advanced compositing between the real world and the virtual. We 
explore this using a realtime 3D reconstruction of the real world that can be 
combined with a virtual environment. Our system allows users to freely move, 
manipulate, observe, and communicate with people and objects situated in 
their physical space without losing the sense of immersion or presence inside 
their virtual environment. We demonstrate our approach with seven existing 
VR titles, and describe compositing approaches that address the potential 
conficts when rendering the real world and a virtual environment together. 
A study with frequent VR users demonstrated the affordances provided by 
our system and how it can be used to enhance current VR experiences. 

Augmenting a Wearable Augmented Reality Display with an Actuated Head-Mounted 
Projector 

In chapter 6, we investigate the limitations of current optical see-through 
(OST) HMDs and present solutions that can overcome them. These current 
devices create an isolated experience for the user, as the virtual environment 
they are observing is hidden from all external bystanders. Further, current 
AR displays have a limited feld of view and can suffer from vergence-
accommodation conficts between the focal plane of the virtual object and 
its distance from the user. To address these issues and enable new ways 
to visualize, manipulate, and share virtual content, we introduce a system 
that combines a wearable AR display with a wearable spatial augmented 
reality projector. To explore this idea, our system combines a head-mounted 
actuated pico projector with a Hololens AR headset. Projector calibration uses 
a modifed structure from motion (SfM) pipeline to reconstruct the geometric 
structure of the pan-tilt actuator axes and offsets. A toolkit encapsulates a 
set of high-level functionality to manage content placement relative to each 
augmented display and the physical environment. Demonstrations showcase 
ways to utilize the projected and head-mounted displays together, such as 
expanding feld of view, distributing content across depth surfaces, and 
enabling bystander collaboration. 

Spectatorship of Videogame Live Streams in Virtual Reality 

In chapter 7, we build and evaluate a system that takes a videogame livestream 
and converts it into a VR environment. Current approaches capture the 
player’s rendered RGB view of the game, which is then encoded and streamed 
as a 2D live video feed to a remote audience. We take this 2D view as a 
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starting point and extend this to also capture the depth buffer, camera pose, 
and projection matrix from the rendering pipeline of the videogame. We 
then package all this within an MPEG-4 media container for distribution. 
Combining these additional data streams with the RGB view of the videogame, 
our system is able to build a real-time, cumulative 3D representation of the live 
game environment for spectators. This enables each spectator to individually 
control a personal game view in 3D. We explore the impact of this enhanced 
spectatorship across a desktop display and a VR HMD to explore what 
advantages and trade-offs each afford the spectators watching. 

1.3 dissertation outline 

The remainder of this document is organized as follows (see also Figure 1.2): 
In chapter 2, we summarize relevant background literature pertaining to 

pointing in large-display and extended reality environments, around body 
interaction, head-mounted projective displays, hybrid AR display systems, 
blending different types of realities, and room-scale immersive experiences. 

In chapter 3, we describe the methodology, results, and model for pointing 
in spatial augmented reality with a mobile phone device. We then discuss 
subjective preference data and then give design recommendations for pointing 
in SAR. 

In chapter 4, we describe an interaction technique that utilizes the advantages 
of a smartphone display with a spatial augmented reality environment. Two 
controlled experiments are presented, one where we evaluate our extend 
gesture and another to collect preference data from users using the technique. 

In chapter 5, we present a system that is able to composite a 3D reconstruc-
tion of a physical environment within the context of existing VR videogames. 
We demonstrate how this is used to guide a user’s attention between their 
VR environment the physical world, which enables them to move and manip-
ulate physical objects. We then describe an experiment which investigates the 
effects of blending between VR and physical reality 

In chapter 6, we present a hybrid AR HMD that combines an optical see-
through display with an actuated head-mounted projector. We then describe 
a series of usage scenarios that cover a concise two dimensional design space 
which is followed by a discussion on the design considerations, limitations, 
and future extensions. 

In chapter 7, we present a system that enables enhanced 3D videogame 
livestreams for desktop and VR. We then describe the methodology, results, 
and system to evaluate the spectator’s experience when viewing these en-
hanced videogame streams. 

In chapter 8, we discuss the broader context of our fndings, draw con-
clusions, summarize limitations, and suggest possible avenues for future 
work. 
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2B A C K G R O U N D L I T E R AT U R E 

The ultimate display would, of course, be a room within which the 
computer can control the existence of matter. A chair displayed in 
such a room would be good enough to sit in. Handcuffs displayed 
in such a room would be confning, and a bullet displayed in such 
a room would be fatal. 

— Ivan Sutherland, 1965 [245] 

What started out as an idea from the French poet Antonin Artaud in 1938 [3], 
would become actualized by Ivan Sutherland in 1968 [246], and would fnally 
become conceptually grounded by Milgram and Kishino in 1994 [168]. From 
its birth to its present, virtual reality (VR) has become ingrained in the culture, 
technology, and research of our time. In this thesis, we see virtual reality as 
a space that the user must navigate within and across from their physical 
reality. In particular, we are interested in how a computing system can shape 
the the user’s subjective experience when in between two kinds of realities. 
In this chapter, we will go over relevant works in the areas that cover systems 
to blend realities, pointing in immersive environments, spatial interaction 
around the body, and collaboration. But frst, we will position our work in 
the context of virtual reality’s origin and disambiguate the terminology we 
will be using throughout this thesis. 

In 1968, Ivan Sutherland created the very frst instance of a virtual reality 
(VR) head mounted display (HMD) in his lab located at the University of 
Utah. He would later call this the Sword of Damocles [246] (Figure 2.1), though 
it is unclear whether this was intended to be an allusion to the literal hanging 
contraption or to some unknown future [185]. He used the device to create 
the frst instance of a virtual 3D computer generated environment that was 
able to simulate a user’s dynamic perspective in real-time. 

Research into virtual reality continued to push the state-of-the-art in areas 
such as computer graphics, optics, and human-computer interaction. However, 
it was not until the late 1980’s with the release of the VPL EyePhone and 
DataGlove that VR truly started to become rooted in the cultural and capital 
zeitgeist of the time [50]. And, as the industry matured, consumer devices 
started to become more readily available and VR concepts began to invade 
popular entertainment media. One salient example of this came in the form 
of the science-fction book Snow Crash (1992) by Neal Stephenson. Snow Crash 
explored many ideas that are now becoming realized, including social spaces, 
shared presence, and the themes encapsulated by the “Metaverse.” A term 
that is now seeing a resurgence as it is becoming associated with the growing 
popularity of the blockchain, WebGL, and the Web 3.0 [163]. 
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Figure 2.1: Ivan Sutherland’s “Sword of Democles”. Modifed from [202, 246]. 

Our conceptual understanding of VR, and subsequently augmented reality 
(AR), mixed reality (MR), and to a larger extent, the superset of extended 
realities (XR), became solidifed with the 1994 publication of Milgram and 
Kishino’s seminal work on the taxonomy of mixed reality displays [168, 169]. 
Their proposed Reality-Virtuality (RV) Continuum would help frame our 
discourse around the perceptual aspects of head-mounted displays and to the 
kinds of technology needed that would allow us to interact with these virtual 
environments. Many extensions to the RV continuum have been proposed, 
typically by adding axes orthogonal to the continuum that provide new 
insights into aspects of human-computer interaction and the design of virtual 
spaces [85, 112, 153, 167]. Of particular interest is the conceptual framework 
proposed by Kanade et al. called Virtualized Reality [117]. This places the user 
into a digitally reconstructed version of the physical world that simulates the 
geometry and texture of the environment they are in. Such a reality relates 
back to Baudrillard’s work in Simulacra and Simulation (1981) and his allegory 
of Borges’ fable, where 

...the cartographers of the Empire draw up a map so detailed 
that it ends up covering the territory exactly....[which is] the most 
beautiful allegory of simulation. [7] 

But, when that simulation precedes reality, it becomes no longer that of reality 
but of simulation, a hyperreality. These ideas and frameworks would become 
increasingly more important over the decades as the research community and 
society explored the virtual from both cultural and technological perspectives. 

It was during the time of the 1990’s, when a wave of human-computer 
interaction (HCI) research began to make signifcant effort evaluating spatial 
interaction techniques for VR and AR environments [81, 203]. The practice 
of pointing at objects is intrinsic to how we communicate with other people 
around us, and it is no surprise that pointing techniques, such as raycasting, 
were among the frst to be explored for selection and manipulation of 3D 
objects [19, 108]. Variations on the raycasting technique began to be explored, 
where researchers started to look at the unique ways humans perceive space 
and objects form a singular point of view [64, 200]. For example, a fashlight 
metaphor has been used to perform object selection when objects intersect an 
infnite cone instead of a ray [141], or by adjusting our sense of embodiment, 
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an approximation to direct manipulation can be achieved on virtual objects [25, 
204]. Augmented reality began to become more actively researched for specifc 
usage scenarios during this time as well, including collaborative working 
environments [16, 213, 247] and medical applications [65, 183]. 

Up to this point, augmented and virtual reality interaction research has 
mostly used HMDs to provide the user with an immersive environment, how-
ever using room-scale projection based methods is also a feasible approach 
to achieve an immersive virtual environment. In 1993, the Cave Automatic 
Virtual Environment (CAVE) system was proposed as a way to create immer-
sive virtual environments by projecting images onto a series of perpendicular 
screens arranged to form a cube [48]. Inspired by this work, Raskar et al. in-
troduced the concept of a spatially immersive display that uses projection-based 
augmentation along with computer vision techniques to understand where 
each pixel is located and what is being augmented [207]. The combination of 
computer vision and projector-based augmentation allowed them to correct 
pixel distortion around non-planar geometry and simulate 3D objects from 
specifc points of view through a process called projection mapping. This 
projection-based approach to AR was later reconceptualized as Spatial Aug-
mented Reality (SAR) since it compliments other technical implementations 
of AR that use an optical see-through display. In both cases, a virtual and real 
environment are blended together using computer vision techniques for the 
registration of digital objects and light [18]. 

As research in VR and AR continued, public interest in them began to wane, 
leading to a period in which very little commercial innovation happened. 
During this period research shifted away from a specifc implementation of 
VR or AR and started to explore spatial and 3D interaction techniques more 
generally. This included HMDs [98], projectors [264], large displays [261], and 
table-top environments [109]. It was not until the onset of mobile AR in the 
2010s [210] and the release of the Oculus Rift DK1 in 2013 [187] when growing 
consumer and research interest in VR started to garner renewed interest. This 
was shortly followed by head-mounted AR with the release of the original 
Hololens [223]. With the growing number of high-fdelity consumer HMDs, 
research into areas relating and complementary to the aspects of the virtual 
began to increase. This included areas such as haptics [4, 42], blending [161], 
and user co-location [156]. SAR also has seen renewed interest within research 
and academic circles, partly due to research coming out of Microsoft and 
their RoomAlive Toolkit [113, 114]. 

2.1 definitions of reality 

One point of confusion around VR, AR, and the larger superset of XR, is in 
the terminology and defnition of what they represent. It is too often that the 
technical implementation to achieve a type of reality is confated with the 
phenomenological experience of the user in that environment. Some of this 
confusion may stem from the original work by Milgram and Kishino [168, 
169], who describe a taxonomy for the technological implementations around 
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mixed reality visual display technology and which continue to be continu-
ally misrepresented [236]. We will attempt to disambiguate these difference 
and come to a common understanding that we will use for the rest of this 
dissertation. See Figure 1.1 for an overview. 

First, we need to disentangle the conceptual idea of extended reality from 
the specifc technological implementation to achieve it. To emphasize this 
point, consider this thought experiment: 

You are in a windowless room, a table is in the centre and on top 
or it is a pair of glasses. You walk over, pick up the glasses and 
put them on. Instantly, in front of you appears a simple rendering 
of a low-poly cel-shaded planet. As you move closer, you begin 
to make out the fora that is spread out across its surfaces where 
the fauna frolick about. And, when you move around it, your 
perspective of the planet changes, behaving as if it was foating in 
front of you. It is reacting to the physical environment around you, 
with proper occlusion, parallax and perspective, and behaving as 
if it was actually physically there. 

This is the quintessential augmented reality experience viewed through a 
set of AR glasses, such as the Hololens [223]. But, what if someone suddenly 
turned off the lights? The real world would vanish before your eyes and all 
that would be left is the virtual, a tiny planet foating in the darkness. The 
questions is then, “Would this still be AR?” We posit that it is not AR but 
instead a virtual reality (VR). From your perspective, you are now foating 
in a void, stripped from physical reality where the virtual is the only thing 
you can perceive. This example demonstrates how “AR glasses” can invoke a 
VR experience and where the problems inherently lie. Common understand-
ing of AR and VR tend to confate the conceptual with a specifc technical 
implementation, hampering understanding of the space. In the following, 
we now will carefully defne the conceptual meanings across specifc types 
of reality and enumerate on the specifc technical implementations that can 
enable them. 

We start with two fundamental and irreducible defnitions from which 
all other types of reality emerge, namely that of virtual reality and physical 
reality. 

physical (base) reality (r) Our physical reality is the one from which 
all other realities are simulated and intrinsically tied to. An observer would 
consider this to be their “real” reality. Such a reality follows a set of immutable 
physical laws that can be observed but not changed. 

virtual reality (vr) A virtual reality is a reality that replicates our 
phenomenological experience of the physical world inside of a virtual envi-
ronment. This includes simulating how objects behave when we observe them, 
including visual and perspective changes, motion parallax, and occlusion, 
providing the user with a sense of “being in the [virtual] world” [92] around 
them. A virtual reality is intrinsically computational, where the state of objects 
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that occupy that reality are composed of discrete pieces of information that 
can be known, even if they may not be known by the observer. The term 
computational is not accidental, as this does not necessarily exclude our phys-
ical reality if we were to consider it as being fundamentally "computational," 
which appears to be more likely than one might like to believe [24]. 

Our defnition takes inspiration from David Chalmers’ inquiry into The 
Virtual and the Real [37]. We purposefully leave out “interaction” from our 
defnition as the virtual objects do not necessarily need to react or behave as 
we might expect as long as the observation of them satisfes our requirements. 
Based on this, a canonical virtual reality would be one in which an observer 
is unable to distinguish their virtual reality form their physical reality, as all 
sensory input is perfectly simulated. Clearly, a canonical experience is not 
possible, and current VR devices have strong implicit bias towards our visual 
experience; but this is the bar from which most technical implementations of 
VR strive to achieve. There are two broad approaches to achieve this; ones 
using a CAVE-like environment with projectors [48] and ones that use a 
head-mounted display [188]. 

augmented reality (ar) An augmented reality is a blend between our 
physical reality and a virtual reality, where the physical reality has precedence 
over the virtual. The user would consider themselves in the physical world 
with virtual objects composited within it. Technical implementations typically 
come in three categories: (1) mobile phone AR, which could be considered a 
window into the virtual, (2) optical see-through (OST) head-mounted displays 
(HMD), which accounts for most of the commercial AR headsets, and (3) 
spatial augmented reality, which uses physical light-emitting projectors. 

spatial augmented reality (sar) Spatial augmented reality is a specifc 
technical implementation of AR that combines a visible light-emitting projec-
tor with a geometric understanding of the physical world to augment surfaces 
with digital information. It could be thought of as being a 2D projection of a 
virtual 3D world onto the surface geometry of our physical reality. The term 
itself is a bit of a misnomer as there is nothing in SAR that is more “spatial” 
then other forms of AR, like ones using an optical see-through HMD. And, 
unlike the others listed, SAR is not a conceptual framework but is used to 
describe a very particular technical approach to achieve AR. 

augmented virtuality (av) An augmented virtuality is a blend between 
our physical reality and that of a virtual reality. In such a context, a virtual 
reality has precedence over base reality, where the virtual reality is the one the 
user would perceive to be inside. An example of this would be to composite 
a physical computer keyboard into a virtual environment as a means to 
interface with objects in the observer’s base reality [161]. 

mixed reality (mr) Mixed reality is a subset of realities that span both 
AR and AV, but exclude VR and base reality. 
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extended reality (xr) Extended reality is a superset of all possible 
realities, include AR, AV, VR, and those that occur within our physical world. 

virtualized reality A virtualized reality [117] is a copy of our physical 
reality that retains its geometric structure, colour, and texture. This is distinct 
from a photo or video in that it is not a 2D projection of a physical space but 
a reconstruction of it. If we replace our physical reality with a virtualized 
reality in the Virtuality Continuum, we can achieve an inversion of the space 
that mixes a copy of reality with a virtual reality. 

It is clear from the defnitions that certain subset realities, AR, SAR, AV, 
and MR, are emergent from the combination of VR and R. This is further 
reinforced by looking at the Virtuality Continuum (Figure 1.1). Interesting 
scenarios arise if we consider replacing physical reality on the continuum 
with another virtual reality or even a virtualized reality. In such cases, we get 
a refection of the continuum that blends these realities together. An example 
of this would be blending a virtualized reality, which is a copy of the physical 
world, with a virtual reality, or blending two virtual realities together. This 
brings us to our last defnition, cross-reality interaction. 

cross-reality interaction A cross-reality interaction is an action the 
user takes to achieve some goal where the action requires the user to process 
information from two discrete realities as defned by the virtuality continuum 
and its extensions. 

2.2 systems and techniques to blend reality 

A number of works explore methods to combine the real with the virtual, 
where it is often advantageous to manipulate either the virtual world or the 
real world representation of it. Reality Skins [229] utilizes the real world as 
a blueprint to build up a virtual scene by matching the real world against 
predefned virtual objects contained within a dataset. The construction of the 
3D space is posed as a constraint satisfaction problem, where Monte Carlo 
optimization is used to create a best ft between the virtual objects and the 
real world. Similarly, Sra et al. proposed a method for building a procedurally 
generated virtual environment based on a low resolution scan of the real 
world [239]. This approach is more simplistic than in Reality Skins as the 
set of constraints imposed on the construction is smaller, giving rise to more 
variation but at lower fdelity. 

Investigating the interaction space between the real world and the virtual, 
ShareVR [76] explores the communication and interactions that can occur 
between a non-HMD wearing user and users who are in a virtual environ-
ment. The system uses external projectors with a VR HMD to create a space 
where both the VR user and the non-VR users can share the same virtual 
experience. Though the system described offers some affordances related to 
communication and interaction, it only implements pre-defned experiences 
and cannot integrate with arbitrary virtual worlds. JackIn Space [127] investi-
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Figure 2.2: VirtualSpace demonstrates how multiple users can share the same physical space while remaining 
in VR. The fgure depicts user (a) playing badminton game while user (b) is playing Pac-Man (from 
Marweki et al. [156]). 

gates the transition between third- and frst-person views in the context of 
telepresence. The system uses Kinect V2 sensors and head mounted cameras, 
allowing the user to “see” through the eyes of another co-located user or 
take a third-person vantage point around them. OneReality [218] describes 
a holistic design space that blends the user’s presence across many levels 
of virtuality. The system uses depth cameras, projectors, and a VR HMD to 
allow a user to experience a virtual environment from different visual scales 
(i.e. viewing a city scape diorama from a table-top display or viewing a city 
street as a pedestrian in VR). 

The blending of haptics with virtual environments can enhance interaction 
with a virtual space, making it feel more “real”. For example, there has 
been research into the use of real world proxies as substitutes for virtual 
objects [94, 231]. Here the real object is mapped to a virtual counterpart 
using an optimization algorithm to obtain high correspondence between 
the two. This allows the user to interact with the virtual object through 
the haptic feedback of the real one. Redirection between a virtual and real 
world correspondence is explored in work by Cheng et al. [42], where their 
system helps guide the user’s hand to a physical plane that approximately 
aligns with a virtual object. They demonstrate techniques in several mock 
virtual environments, including an escape-the-room style game and a virtual 
spaceship. Extending this, Zhoa and Follmer demonstrate continuous hand 
retargeting between virtual and real objects [281]. An algorithm is proposed 
that provides continuous haptic retargeting between a real world object and 
a virtual approximation of it by fnding a spatial mapping that maximizes 
smoothness and minimizes mismatch between them. 

Object Avoidance 

Within a virtual world, there will always be some confict that exists with 
the real. Current “chaperone systems” found in modern day VR HMDs 
attempt to avoid this by compositing a grid on top of the virtual scene with 
the assumption that the user’s immediate space is free of physical obstacles. 
Several works look at ways to diminish the spatial confict between virtual and 
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Figure 2.3: RoomAlive uses projection-mapping to create an immersive spatial augmented reality environment. 
Images (a) to (f) showcase how the same room can be augmented using different virtual scenes 
(from Jones et al. [114]). 

real spaces. For example, VirtualSpace [156] creates a set of design guidelines 
for using a single physical space with multiple virtual reality experiences 
(Figure 2.2). The system works by cutting the physical space into tiles, where 
there is a one to one correspondence between the tiles and each of the VR 
users. Through a provided API, the tiles can be shuffed around the physical 
space and maneuvers are implemented so that the VR users avoid colliding 
with one another. 

Redirected walking is another way to resolve confict with the physical 
world [193, 243]. The goal of these systems is to create virtual spaces that 
feel larger then the physical space the user is currently occupying. This is 
accomplished through the subtle manipulation of the virtual scene, by either 
rotating or translating it slightly. Recent work uses eye saccades to make the 
user oblivious to these changes by forcing the eye to rapidly change fxation 
points by introducing tiny specks of light within their feld of view. During the 
rapid change in fxation, the virtual world is instantly rotated, forcing the user 
to change walking direction [242]. Avoidance of other co-located VR users is 
explored by Lacoche et al. [134], where different in-game representations of 
the other players, like a cylindrical grid, a ghost-like avatar, or a highlighted 
location on the foor, are used for purpose of safety and awareness. 

Room-scale experiences 

Room-scale experiences have been explored in the context of spatial aug-
mented reality (SAR) [114] and VR [43, 143]. These systems provide the user 
with custom interactive experiences tailored to a large interactive space. The 
RoomAlive system [113, 114] explored room scale projection mapping for 
entertainment. A multi-projector setup with depth cameras maps the envi-
ronment so digital content can be projected all around the user, creating a 
visually immersive experience. Interaction was facilitated through the use of 
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direct contact with the physical surfaces in the space (Figure 2.3). Petford et 
al. [197] created a system that utilizes a half-dome mirror to provide room 
scale projection while reducing the number of projectors needed to one. How-
ever, the fdelity of this system is low due to how light spreads across the 
room, making the effective resolution per wall a fraction of the projector’s 
native resolution. 

In the area of VR, RemixedReality [143] took a reconstruction of a physical 
space and explored design and user experience implications through the 
manipulation of the underlying polygonal mesh. The system uses a voxel grid 
to record state changes for groups of adjacent vertices in order to facilitate 
interactions. For example, a user could manipulate their spatial perspective 
to be more cylindrical, erase parts of the reconstructed world, or record 
segments of reconstructed reality for playback. In order to investigate the use 
of haptics in a virtual environment, Cheng et al. [43] used human workers 
to dynamically build props around the user that match the geometry in-
game. The system used real actors to manipulate offce divider like objects 
allowing them to recreate the scene in VR. They demonstrated the system 
on predefned VR experiences in a large space where multiple human actors 
where used to create the game scene in real-time around the user. 

2.3 enhancing the spectatorship of virtual environments 

The role of the spectator is asymmetrical to that of the performer, where the 
primary means of participation is accomplished through the simple act of 
looking [222]. There are intrinsic asymmetric qualities to the roles the streamer 
and their spectators have within the medium of videogame live-streaming. 
This relationship between the spectator and the content was frst formally 
explored in the feld of flm theory, where semiotics was used to break down 
and decode the hidden meanings produced on screen [89]. Though these 
conceptual frameworks are only tangentially applicable to Human-Computer 
Interaction (HCI), this conceptual model of the spectator is important in 
how we frame the user within a computing system, as there is an inherent 
asymmetric dichotomy that exists between the creator streaming the content 
(the streamer) with the spectator observing it. 

Spectatorship of videogames could arguably be attributed to the rise of 
arcades, where a group of people would gather around and watch others 
play [184]. This type of behaviour would later shift to ad hoc meetups known 
as LAN events [111]. In contrast, spectating videogames remotely is a rela-
tively new phenomenon that has risen in popularity with streaming platforms 
such as Twitch [107] and YouTube [105]. The onset of Let’s Play videos have 
further popularized the medium [73], where the total market capitalization 
of the videogame industry now exceeds that of both movies and sports 
combined [270]. 
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Figure 2.4: Examples of videogame spectatorship in VR from both a frst- (left) and 
third- (right) person perspective (modifed from Emmerich et al. [60]). 

Videogame Spectatorship 

There is a signifcant amount of research around the motivations, preferences, 
and reasons why people watch others play videogames [60, 80, 232]. For the 
most part, these investigations fall under two contexts: when the spectator is 
collocated with the player and when they are remote. 

Collocated gaming and spectatorship has been studied in the context of 
audiences [119] to smaller intimate at-home play with only a few people [250]. 
To describe the relationships between the spectators and players, Downs 
et al. [55] proposed that the spectator can take on the role of a bystander, 
audience member, or player where participation can range from passively 
watching to active engagement [158]. Recently, it is becoming more common 
for games to blur what role a spectator can have within the context of a game, 
giving them direct control over minor aspects or even making them a critical 
part of the game’s design [69, 255]. 

In contrast to collocated spectatorship, watching others play games remotely 
is becoming an increasingly popular passtime, one that is comparable to 
traditional sports [44, 80, 122, 206]. To better understand the motivations 
behind why people engage in spectating activity, Sjöblom and Hamari looked 
at intrinsic and extrinsic factors that motivate users to watch others play 
videogames online [232]. They found that the total number of hours watched 
is positively associated with information seeking, tension release, and affective 
motivations. Expanding this to VR, Emmerich et al. investigated the live-
streaming of VR games and found frst- or third-person perspectives of the 
VR streamer can affect the spectator’s overall experience [60] (Figure 2.4). 
Their fndings suggest that a third-person perspective of the VR player is not 
as effective as the view taken directly from the HMD, and can sometimes be 
detrimental to the viewing experience. However, this was limited to a fxed 
perspective with no spectator agency over the view. In Chapter 7, we build 
on these insights to explore the inverse problem, VR users spectating non-VR 
videogame livestreams. 
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Figure 2.5: Experimental setup of a tabletop pointing experiment using spatial aug-
mented reality (from Gervais et al. [71]). 

2.4 pointing in immersive environments 

Pointing is a fundamental human trait used to communicate intent with other 
collocated people. There is a signifcant body of work that evaluates pointing 
under different technological modalities. For the most part, these have been 
conducted in environments other than SAR: large displays, multi-display 
environments, tabletops, and viewport AR. Although some VR and 3D user 
interface pointing studies have investigated handheld device pointing, none 
have investigated it with SAR. Within the larger context of this thesis, pointing 
can be used to allow the user to communicate their intent in the transition 
between a virtual and physical environment or used to partition pieces of a 
reality inside a virtual space. 

VR and 3D User Interface Pointing 

There is extensive research on the ways to target and point at objects in 
VR [23, 49]. Early work by Bowman et al. investigated 3D techniques like 
raycasting and non-linear arm-extension techniques (Go-Go [25]), as well 
as others like world-in-miniature visualizations for direct manipulation of 
objects [26]. Cashion et al. evaluated selection techniques in fve game-like vir-
tual environments with varying degrees of object density and dynamics [34]. 
They compared four 3D object selection techniques: Racyast, SQUAD, Zoom, 
and Expand. In later work they evaluated an auto-selection technique against 
Expand and Bendcast [35]. All these techniques are variations on raycast-
ing within a virtual environment. Teather and Stuerzlinger studied effects 
of stereo displays and passive haptics on target selection. They found that 
performance degrades when targets are placed stereoscopically in front of the 
screen [249], but passive haptics signifcantly improves pointing throughput 
in target acquisition tasks [248]. 
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Pointing in Immersive Environments 

Existing research into SAR environments includes RoomAlive [114] and 
IllumiRoom [113], where the intent is to immerse the user in artifcial envi-
ronments through spatially mapped graphics and view-dependent illusions. 
Here the user is completely surrounded with dynamic content and every 
surface is utilized to maintain the immersive experience. 

Exploring tabletop SAR environments, Spindler et al. created augmented 
environments in which users can peek into 3D worlds through hand-held 
lenses [237, 238]. Here the user can explore an augmented table-top that 
renders a 3D scene. Using a paper lens, the user is able to peer inside this 
scene from their particular perspective or interact with the content on the 
table itself using a handheld lens. 

Research into ubiquitous intelligent light sources has also been explored 
as a medium to transmit data and information within an environment [256]. 
LuminAR explores this concept with an actuated desktop lamp that can 
interact and display content within an offce setting by moving around the 
scene and projecting onto different surfaces and objects [142]. 

Gervais et al. [71] evaluated pointing in a small desktop SAR environ-
ment while seated and stationary. A mouse and tablet were used, and the 
environment included targets on different faces of objects. They report Fitts’ 
law holds when selecting targets on abnormal geometry. However, the fxed 
user position, small environment, and input modes presented a very simple 
SAR context (Figure 2.5). Mano-a-Mano [12] examined selection in a large 
room-sized SAR environment, however, these were preformed in mid-air 
with a wand. The task is focused on perception rather than performance: 
one participant uses a small pole to point at one of several rendered foating 
spheres, and an adjacent participant reports which sphere they are selecting. 
The other participant then verbally dictates what sphere they were pointing 
at. A formal study showed that users are able to identify targets within a 
radius of 12cm. 

2.5 spatial interaction on and around the body 

It has been proposed that areas around the body can be broken up into three 
distinct areas: pericutaneous, peripersonal, and extrapersonal layers [58, 96]. 
Each layer describes how we view ourselves in relation to the objects situated 
around us, and prior work has investigated how these layers can expand the 
set of affordances offered to the user. For example, the peripersonal space 
that surrounds the body is easily reachable by the hand [259]. This space had 
been imagined as containing hidden digital information that can be viewed 
through a mobile phone’s screen [280], as a means to explore multi-layered 
panorama images [251], or as a way to track a phone within a body-centric 
coordinate system [124]. 
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Figure 2.6: Demonstration of 2D pupil replication architectures that use eyebox expansion techniques (modifed 
from Kress [131]). 

Augmented Reality Wearable Projector Systems 

Of all places to mount a projector, the human body appears at frst glance 
to be an odd choice. However, attaching projectors so close to the body can 
provide interesting new opportunities for interaction and visualization [171]. 
For example, if a projector is positioned on the shoulder, the situational 
awareness of an environment can be maintained while under high-stress 
military activity [160]. Another example is OmniTouch [83], a shoulder-worn 
depth-sensing and projection system that can transform everyday surfaces 
into interactive screens. This allows the user to use the space around their 
body as an ad-hoc display, where they can interact with digital information 
through touch. The Ambient Mobile Pervasive Display (AMPD) explored 
these concepts further by investigating how ad hoc displays can aid specifc 
tasks for both indoor and outdoor environments [269]. 

Of the many possible on-body mounting locations, on or near the head has 
been of particular interest. A fxed, front facing head-mounted projector can 
be used to directly augment the physical environment to reproduce the effect 
of wearing an optical see-through AR HMD [99, 123]. Scape [98] showed 
how a “head-mounted projective displays” (HMPD) can enable multi-user 
collaboration in AR. Krum et al. found this allowed for more natural depth 
cues [132], while Kade et al. demonstrated it uses in entertainment contexts 
like shooting games [116]. Genç et al. showed how a head-mounted projected 
image of static and dynamic content can be effective when the user is in 
motion [70]. 

2.6 hybrid displays and collaboration 

Current optical see-through AR HMDs typically use a diffractive grating 
waveguide combiner with two-dimensional eyebox expansions [131]. This is 
the technology being used in popular consumer headsets like the Hololens [165] 
and MagicLeap One [148]. An alternative to this is to use a low powered 
head-mounted projector that utilizes a small laser pico projector with an 
optical beam splitter. When the light refects off of surfaces using a retro-
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(a) (b) (c) (d)

Figure 2.7: Examples from the FoveAR system, showing the (a) AR glasses, (b) the virtual content as seen 
through the AR glasses, (c) the combination of SAR and AR, and (d) the SAR environment (modifed 
from Benko et al. [11]). 

refective coating, the resulting light is combined to produce the illusion of 
a spatial object [99]. A variation of this removes the optical beam splitter 
to use the projector directly, augmenting the environment through direct 
illumination [116]. All variants of AR offer the user unique affordances that 
can be thought of as complementary. Figure 2.6 gives an overview of optical 
see-through (OST) AR display variations. 

Asymmetric HMDs 

Researchers have investigated a variety of ways to overcome the limitations 
of current generation AR HMDs [148, 165]. One of the known limitations of 
these devices is in their feld of view (FoV). Though manufacturers are not 
entirely transparent on the exact specifcations, it has been reported that the 
Hololens 2 FoV is at maximum only 29

◦ vertical [91]. One way researchers 
have addressed this is by introducing a sparse peripheral display that is 
arranged around the display to give the user in AR a low-fdelity sense of 
what is happening outside their current view [75, 276]. 

Combining different technical implementations of AR together is an inter-
esting direction of work that has seen recent exploration (see Figure 1.1). For 
example, Zhou et al. used both SAR projection and AR HMDs to overlay just-
in-time information on-top of industrial equipment for their workers [282]. 
Using a depth reconstruction of an environment has also shown to be useful. 
Maimone et al. used a SAR reconstruction, depth data, and AR glasses to 
enhance communication and telepresence for remote communication scenar-
ios [152]. Enhancing the look of a real object with a combination of SAR 
and AR augmentation has shown to be effective. HySAR [79] used a the 
AR HMD to render view-dependent specular refections and SAR to ren-
der view-independent diffuse refections on real objects to enhance overall 
realism. 

Of particular interest is the work that has used SAR environments with OST-
HMDs for collaboration. UbiBeam++ [125] used a table-top SAR environment 
with multi-user AR headsets for collaboration and gaming. They described 

22 



background literature 

a toolkit to enable these kinds of interactions and demonstrated how it can 
be used for table-top gaming. FoveAR [11] investigated a room-scale SAR 
environment with an OST-HMD for purposes of gaming and to increase the 
immersion of the AR user inside the virtual environment. They combined the 
view-independent rendering of a virtual scene with view-dependent graphics 
to overcome the FoV limitations of current headsets (Figure 2.7). 

Other types of asymmetric systems have been used to explore collabora-
tion between the users wearing an AR or VR HMD to those users that are 
external to them. This includes Tabletop+HMDs [103, 149, 240], Room-scale 
SAR+HMDs [76], portable displays+HMDs [277], and self-contained displays 
attached to HMDs [38, 77, 151]. Attaching a projector directly to an HMD can 
provide usage scenarios not possible through other approaches. ShARe [110] 
combined a mid-sized projector with Hololens HMD to explore the asym-
metries between the HMD user and an external onlooker. HMD Light [262] 
explored the use of a projector attached to a roaming VR HMD. They ex-
plored the interactive capabilities between the VR user and the collocated 
users around them. 

2.7 summary 

This chapter covered a range of systems, pointing methods, interaction tech-
niques, and systems that utilize AR, SAR, VR, or a combination to create 
novel contributions to the research community. Our work builds on these 
existing explorations to create systems and techniques that explore the user’s 
experience while within and between realities as outlined in Figure 1.1. The 
following chapters will detail specifc contexts, scenarios, and implemen-
tation details that we use to achieve novel interaction across the Virtuality 
Continuum. 
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Spatial Augmented Reality (SAR) [207, 208] places digital content directly into 
a real physical environment. One application of SAR is to create immersive 
environments that differ signifcantly from physical reality [113], often for 
gaming or virtual teleportation [194]. This typically involves covering and 
hiding large portions of real surfaces and objects with textures, often creating 
illusions of virtual 3D objects [53, 84, 114, 190]. In contrast, SAR can be applied 
in a more integrated and subtle way, where real surfaces and objects are 
selectively augmented with 2D digital information. We refer to this as “surface 
mapped” SAR, since it relates to SAR surface shading [209]. Essentially, every 
surface becomes a potential display without the limitations that AR glasses 
impose, like a limited feld of view. 

Such an environment could be used to facilitate cross-device interaction, 
for example content from a mobile phone can be spread into underutilized 
spaces for the purpose of awareness (like weather conditions), notifcations 
(like upcoming meetings), visualizations (like maps), or sharing content (like 
photos). Techniques already exist to track the 6-DOF position of a phone [180, 
189, 262] and to detect when it touches a surface [82, 145, 224]. Enabled by 
this, the phone could be a ubiquitous input device for surface mapped SAR. 

Mobile phone pointing has been explored with large displays [225], multi-
display environments [28], hand-held projectors [175], and “viewport AR” in 
relatively planar scenes from a fxed perspective [22, 216, 217]. In general, 
mid-air device pointing in AR and VR has assumed immersive or foating 3D 
targets [12, 248], while work examining surface mapped SAR has kept the 
user at a fxed location in a small desktop setting [71], or in an essentially 
empty room [195]. 

In this chapter, we compare three popular mobile phone pointing tech-
niques in surface mapped SAR. The techniques are adapted from other 
contexts: raycasting from large displays, viewport selection from mobile AR, 
and direct contact of the phone from tabletops. In our frst experiment, we eval-
uate mobile phone pointing in a realistic projection-based SAR environment 
(Figure 3.1). The results identify key characteristics that infuence pointing 
performance: the degree of target occlusion due to environment geometry, 
the target view angle relative to the user, and the amount of user movement 
required. Our second experiment tests these key factors in a highly controlled 
simulation of SAR pointing tasks using a stereo AR head-mounted display. 

In summary, we contribute empirical evidence for the relative performance 
of mobile phone pointing in SAR, showing raycast is fastest for non-occluded 
targets, direct is most accurate, and fastest for occluded targets in close 
proximity, and viewport falls in between. 
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(a) (b) (c)

Figure 3.1: Mobile phone pointing in the surface mapped SAR environment used in 
Experiment 1: (a) the raycast technique uses an invisible ray emanating 
from the phone to point at the desired target, with a tap on the phone 
screen to select it; (b) the viewport technique views targets through a 
simulated rear camera and selection is by tapping on the target on the 
touch screen; and (c) the direct pointing technique uses the phone itself 
to directly touch a target. 

3.1 related work 

In the previous chapter, we explored a large body of work that highlights 
both broad and detailed investigations into pointing across a range of envi-
ronments. Here, we will provide an overview of these investigations and give 
broader context where necessary. Broadly speaking, this chapter relates to 
previous evaluations of mobile phone pointing, including evaluations using 
similar mid-air hand-held devices like laser pointers. For the most part, these 
have been conducted in environments other than SAR, specifcally large dis-
plays, multi-display environments, tabletops, and viewport AR. Although 
some VR and 3D user interface pointing studies have investigated hand-held 
device pointing, they focus on 3D virtual targets, not 2D targets fxed to 
planes of differing orientations and positions like our surface mapped SAR 
environment. 

VR and 3D User Interface Pointing 

Target selection in VR has been extensively studied in the past [23, 49]. 
Examples of this include the raycasting [25], Go-Go methods [204], and world-
in-miniature [26] which can be thought of as a form of direct pointing. Boritz 
and Booth used a 6-DOF device within a virtual environment to evaluate 
how monoscopic and stereoscopic displays affect the selection time of 3D 
objects during a pointing task [23]. They found that stereoscopic displays 
performed better overall. Cashion et al [34, 35] evaluated selection techniques 
in fve game-like virtual environments with varying degrees of object density 
and dynamics. Teather and Stuerzlinger studied effects of stereo displays and 
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passive haptics on target selection, and found objects viewed in front of the 
display degrade performance, but passive haptics improves throughput [248, 
249]. 

Pointing in a surface mapped SAR is different than 3D immersive pointing. 
In this type of SAR, there is no illusion of 3D, all targets are placed directly 
on top of the geometry contained in the physical environment. As such, they 
will conform to the mostly planar surface the targets are projected on. This 
means Fitts’ models designed for 3D, like the trivariate model or Murata and 
Iwase’s model [181], are incompatible since surface mapped 2D targets do 
not have depth or ordered direction vectors. Our evaluation only considers 
targets that are strictly conforming to geometric surfaces. 

SAR and AR Pointing 

Rohs and Oulasvirta [216, 217] evaluated “magic lens mobile phone pointing” 
at near-planar scenes, like distant buildings. Pointing is done through the 
camera-view of the phone, where the phone is frst positioned in physical 
space near the target, then fne-tuned in virtual space in the phone display. We 
refer to this general type of interaction as viewport pointing. They proposed 
and tested a two-part model based on Fitts’ law, that splits physical and 
virtual pointing phases into two terms. 

Gervais et al. [71] evaluated pointing in a small desktop SAR environment 
while seated and stationary. A mouse and tablet were used, and the envi-
ronment included targets on different faces of objects. They report standard 
Fitts’ law holds when selecting targets on abnormal geometry. MeetAlive [63] 
used mouse pointing in a SAR environment to facilitate meeting productivity, 
which was largely contained to four fat walls and a large boardroom table. 
Similarly, Petford et al. [195] compared mouse and raycast pointing in a 
similar SAR environment that was constrained to four fat walls and a ceiling. 
They found the mouse to be fastest for targets in front of the user and racyast 
for targets behind. Mano-a-Mano [12] examined selection in a large room-sized 
SAR environment using a wand for mid-air selection. In contrast, Molyneaux 
et al. [175] demonstrate direct touch and indirect shadow-based interaction 
techniques in a projector-based SAR system. 

Pointing studies in AR and VR have focused almost exclusively on immer-
sive 3D object pointing [12, 95, 249] or AR pointing at near-planar scenes [22, 
216, 217]. Raycast, viewport, and direct mobile phone pointing techniques 
have been used with large displays, MDEs, and AR, but to our knowledge, 
never compared directly in SAR. In fact, few pointing studies have been con-
ducted in SAR at all. Gervais, Frey, and Hachet [71] used a small desktop SAR 
environment, limited target variations, and unique interaction techniques 
controlled by a conventional mouse or tablet. Benko, Wilson, and Zannier [12] 
conducted hand-pointing tasks within SAR, but this is in context of a view de-
pendent rendering of 3-D objects. In contrast, we investigate popular mobile 
phone pointing techniques in a larger and more complex SAR environment. 
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Select

(a) (b) (c)

Figure 3.2: Mobile phone pointing techniques: (a) raycasting; (b) viewport; (c) direct. 

3.2 mobile phone pointing in sar 

We briefy describe our surface mapped SAR technical infrastructure, then 
provide details for the three mobile phone pointing techniques to be com-
pared. 

SAR System and Environment 

The setup occupies a corner of a room, occupying approximately 4 × 4 
meters of foor space (Figure 3.1 and 3.3). Mounted in the ceiling are 5 digital 
projectors, 6 Microsoft Kinect cameras (each connected to an IntelNUC Core 
i7-7567U), and a 10-camera Vicon (Vera/Bonita) tracking system. Tracker 3.5.0 
software on a dedicated server tracks the 6DOF position of a mobile phone 
and a person’s head. The phone tracking object is a custom-printed phone 
case with seven 6.4mm spherical markers, and the head tracking object is a 
baseball cap with fve markers attached to the brim. 

The main server (Windows 10, Core i7-6850K) is connected to the Vicon 
server and IntelNUCs using a 10Gb intranet. Projectors and Kinects are 
calibrated using the RoomAlive toolkit [114], with the 3D room reconstruction 
imported into Unity3D. Manual adjustments to geometry position, and design 
tricks like texture blending and transparency, compensate for limited precision 
of projector alignment and room reconstruction. A Unity3D 5.6 application 
processes tracked objects, enables two-way mobile phone communication, 
and renders projection-mapped content with all projectors at 60 FPS using 
twin GTX 1080 GPUs. 

The mobile phone is a Google Pixel 2 running Android Nougat 7.1 (5.0" 
display, 149 × 74 × 11 mm including case). A custom app enables the server 
to render a simple interface for experiment control and communicates status 
such as current motion tracking confdence. 
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Mobile Phone Pointing Techniques 

Using the system above, we created three mobile phone pointing techniques 
suitable for SAR. 

raycast pointing Previous mobile phone raycasting techniques used a 
laser [182, 226], or a geometric ray based on 3D tracked position [115] as we do. 
To use the technique, the user holds the mobile phone with either their right 
or left hand, points the front end at a target, and taps the screen with their 
thumb to select (Figure 3.2a). Since we accurately track the mobile phone’s 
3D position, and we have a 3D scan of the environment geometry aligned 
with the real world, we use a virtual ray to test intersections with virtual 
surfaces and objects. At the point of intersection, a red cursor is displayed 
on the surface. This allows the user to remain fully attentive on the virtual 
content that is in the SAR environment. 

viewport pointing Using the phone’s camera like a viewport to select 
content is a common approach for virtual content selection. Implementations, 
like in Rohs and Oulasvirta’s ([216, 217]) work, use a single fxed crosshair at 
the centre of the screen for selection, but we chose a more versatile method 
where targets are selected anywhere in the viewport [22]. To use the technique, 
the user roughly frames the desired target using the phone like a camera, 
then taps the desired target in the display (Figure 3.2b). 

Typically, a live camera feed with computer vision tracking is used for 
viewport techniques. However, mapping a touch to a precise physical world 
location using a live camera view is challenging, and can be unstable and 
hard to accurately control using current AR methods. To avoid these potential 
confounds, our system uses a 3D rendering of the camera view synchronized 
with the SAR server, providing a view into a virtualized reality [117] of the 
environment. By confguring the virtual camera to use the same 60

◦ feld-
of-view as the real phone camera, and the 3D scanned and calibrated room 
geometry creating a one-to-one mapping between physical and virtual worlds, 
an accurate rendered camera view can be produced. 

Boring et al. [21] enhanced a standard viewport technique with several 
variations of zoom control (combined with selective frame freezing), tuned 
for selecting targets on distant displays with direct touch from a fnger. Using 
direct touch on the display has the advantage of not requiring the user to 
precisely aim the phone, making the action more direct than the precise 
phone aiming required with raycasting. Tapping on small targets in the phone 
display does introduce a fat fnger problem [230], but the user is free to move 
closer to the target to increase its overall size in the display. This worked well 
for our studies, but if the target is very small or the user is unable to move 
closer, then enhanced viewport techniques like Boring et al. propose can be 
used. One reason we do not use a zoom-in technique in our study is to keep 
the viewport technique under examination elemental, robust, and simple to 
use. Notably, most current viewport-style AR mobile phone applications 
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using Apple’s ARKit or Android ARCore also do not use zoom, so our 
viewport implementation is ecologically valid. 

direct pointing Direct mobile phone input has primarily been used in 
the context of tabletops [224] and large displays [82], where the mobile phone 
acts as an extension of a person’s hand. To use the technique, the user holds 
the mobile phone with either their left or right hand and physically taps the 
currently active target with a corner, side, or face (Figure 3.2c). Contact of 
the mobile phone to surfaces and objects is triggered when a bounding box 
constructed around the phone intersects with the scanned 3D geometry of 
the environment. This required the user to directly interface with the physical 
reality around them. 

3.3 experiment 1 : ad-hoc sar setting 

This within-subjects experiment compares the three mobile phone pointing 
techniques in a realistic ad-hoc surface mapped SAR environment. For each 
technique, the participant is free to move around the space during the selection 
task of the 2D targets. Instead of strictly controlling target size and position in 
the traditional sense, we create a constrained but representative environment 
geometry and select target sizes and positions to represent content that 
might exist in a future where SAR is ubiquitous. A start target controls the 
user’s initial position, but they can move freely after to select the required 
target. With the same task conditions across techniques, we examine how 
different segmentations of targets, such as by size and position, by initial 
target occlusion, or by target view angle, affect key task performance metrics 
like time, error, and user movement. Results lead to the identifcation of key 
characteristics, including target occlusion and target view angle, that are 
investigated in a controlled setting in Experiment 2. We also use the data 
from this experiment to develop and test a predictive model of SAR pointing 
based on these same key characteristics, explained later in this paper. 

Participants 

We recruited 18 participants, ages 21 to 50, 13 male, 5 female, 1 left-handed. 
All used a mobile phone every day. Remuneration was $10. 

Apparatus 

The SAR system described above is used in an environment containing a table 
with a small box on top (Figure 3.3). The 61 × 59 × 122 cm table is positioned 
orthogonal to one wall and sits approximately 56cm from a parallel wall. On 
top of the table sits a 17 × 27 × 20 cm cardboard box rotated approximately 
30 degrees and sits 20 cm from the wall. A large portion of the foor, the two 
corner walls, the table, and box were all covered by the light produced by 
the projectors, which were orientated to minimize shadows and maximize 
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coverage over all surfaces in the environment. The system was calibrated 
within a 1 cm tolerance and all input tracking and target hit detection for 
measured trials used the Vicon, which is accurate within 1 mm. If tracking 
was lost during a trial, the phone notifed the participant by vibrating and 
turning the screen red. However, during the experiment, tracking was rarely 
lost. 

Our surface mapped SAR setup can be thought of as a Multi-Display 
Environment (MDE) with approximately 11 “displays”, which are different 
surfaces in the room with very different sizes, orientations, and positions 
(with some hidden). Figure 3.3 illustrates these surfaces. There are 2 large 
walls (large grey areas), 2 surfaces along different baseboard mouldings 
(rectangular grey area below wall surfaces), 1 foor surface, 1 table top surface, 
2 table edge surfaces (thin green rectangles), and 3 surfaces forming the two 
sides and top of the box (shown in orange). In the experiment, we use most 
surfaces as one type of target (with the exception of foor and table top) and 
for large surfaces, we also display smaller circular targets mapped into a 
surface. These are explained below. Similar to the work by Molyneaux et al. 
[175], we restricted our experiment to a room-sized environment as this more 
closely replicates a scenario where SAR would be used. 

logging and metrics During trials, the system logged when each target 
was selected and whether selection errors occured to calculate the primary 
dependent variables of Movement Time and Error Rate. In addition, other 
data was logged: the position and orientation of the participant’s head, the 
phone, and each target; all touchscreen input; and technique events and 
states (such as the 3D raycast cursor position). These are used to calculate a 
dependent variable for Head Movement, and a metric called the visibility ratio 
that determines how much of the target is occluded from the participant’s 
perspective. 

Two variations of visibility ratio are determined as follows. The system uses 
Unity to render 224 × 224px views of the full 3D scene from two virtual 
cameras (created in the same Unity scene) attached to the participant’s head, 
one matching head orientation as a proxy for gaze, and the other oriented 
to the next target to be selected. For each camera, there are two rendering 
passes: one only containing the target, and the other containing the target 
with all scene objects that may occlude it. The proportion of the target in the 
second render relative to the frst is the visibility ratio for each virtual camera. 

Task 

We imagine an environment where users interact with content on any surface. 
Consider a SAR offce: pointing at a wall could place a large visualization like 
a map, pointing at the edge of a desk could silence a notifcation displayed 
there, pointing at the foor could open an application for viewing photos, and 
so on. 
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Figure 3.3: Illustration of the SAR experiment environment showing target sizes and 
locations. For this fgure, targets coloured yellow are in the high group, 
gray are in the large group, orange are mid group, green are table group, 
and light blue are in the low group. The start target is the red circle on 
the table, and the user’s start position is located 3 meters away from each 
corner wall, placing them directly opposite of where the walls intersect. 

The experiment task was to select two targets in sequence as quickly and 
accurately as possible. Targets were rendered on real surfaces using our SAR 
system. The targets were bright and easy to locate. Auditory feedback was 
given for successful and unsuccessful target selections. The participant had 
to successfully select the target to complete the trial, but all trials with one 
or more errors are noted in the log. The frst target was a circular start target 
(r = 18cm). The centre of the target was placed at a 30cm offset from the edge 
of the table. The second measurement target could be either a circle (r = 13cm) 
or a rectangle of varying dimensions. There were 19 targets grouped into fve 
types: high, mid, low, table, and large. Target positions, shapes, and sizes 
are illustrated in Figure 3.3 and explained below: 

high — Composed of three circular targets positioned slightly above an 
average person’s gaze (∼176 cm) See Figure 3.3, yellow targets 1, 2, and 3. 

mid — Composed of a circular target placed on the wall behind the box, 
and three rectangular targets mapped to the three sides of the 17 × 27 × 20 
cm box. See Figure 3.3, orange targets 12, 13, 14, and 15. 

low — Composed of six circular targets placed on the foor or on the wall 
20 cm below the table height. See Figure 3.3, light-blue targets 4, 5, 6, 7, 8, 
and 9. 

table — Composed of two long thin rectangular targets placed along the 
front and side edges of the table each approximately 3 cm high and between 
50 and 100 cm wide). See Figure 3.3, green targets 10 and 11. 

large — Composed of four rectangular targets: two large rectangles cover-
ing the entire wall each approximately 300 cm by 300 cm and two rectangles 
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conforming to the shape of two baseboards each approximately 25 cm by 
100 cm, the bottom 30 cm above the foor. See Figure 3.3, grey walls and 
baseboards 16, 17, 18, and 19. 

Each target was chosen to replicate realistic scenarios that may be encoun-
tered in future SAR environments. The motivation for rectangular targets 
was to analyze pointing on full faces of geometry (like walls and edges). 
We give example applications above. The circular targets represent specifc 
content locations. In SAR, the dimensions of targets are complicated by the 
user position and other geometry, but the model we develop later accounts 
for actual target size as it appears in the environment by considering view 
angle and occlusion. 

Unlike classic Fitts’ studies [71, 249], we do not use a variation of the 
Ergonomics of human-system interaction – Part 411: Evaluation methods for the 
design of physical input devices [61] task. The ISO standard uses a radial set of 
circles around a centre point, but given the amount of geometric variation 
within SAR, any attempt to enforce a controlled circular pattern mapped 
onto the environment would render the control of distance and size nearly 
impossible. Considering that SAR is conforming to the physical environment, 
we designed this initial study to investigate pointing at targets representing 
possible real-world content placement. In a second study that follows, we use 
AR to simulate key SAR pointing task confgurations with strict controls on 
target width, location, and size. 

Design and Protocol 

The design is fully within-subjects. The primary independent variables are 
technique (3 levels: viewport, raycast, and direct) and target (19 different 
targets spanning fve categories: high, mid, low, table, and large). The 
ordering of technique for each participant was counter-balanced using a 
Latin square. For each technique, the participant completed 5 blocks of 
19 target selection tasks presented in random order. Recall that each target 
selection begins with a fxed start target, so each task sequence from start 
target to measurement target is a measurement trial. 

Before the start of the experiment, each participant was given brief instruc-
tions on how to use each of the techniques, and told to be as fast and as 
accurate as possible. Participants were free to move around the space, but 
were required to return to the starting position at the beginning of each block. 
No other instructions were given. For each technique, a short practice session 
preceded the fve blocks of measured trials. Each participant completed a 
short post-experiment questionnaire rating each technique on four subjective 
measures using a 1 to 10 scale: ease-of-learning, comfort, ease-of-use, and 
overall performance. The entire session lasted approximately 30 minutes. 

In summary: 3 techniques × 5 blocks × 19 targets, resulting in 285 data 
points per participant. 

32 



pointing in spatial augmented reality 

Figure 3.4: Error Rate for each technique by: target type (left); all target types combined (right). 
Error bars in all fgures are 95% CI. 

Results 

Repeated measures ANOVA and posthoc t-tests with Holm correction were 
used for all measures. When sphericity is violated, degrees of freedom are 
corrected using Greenhouse-Geisser (e < 0.75) or Huynh-Feldt (e ≥ 0.75). 
Time data was aggregated using the median to account for a skewed distribu-
tion, and a BoxCox transformation [27] corrected non-normal time data when 
necessary. 78 outliers more than 3 standard deviations from the mean target 
time were removed (1.5%). 

learning effect We are interested in practised performance, so we 
verifed there were no large differences in task times across subsequent blocks. 
There was no effect of block on Movement Time for raycast (F4,68 = 1.96, 
p < .10) or direct (F4,68 = 0.32, p < .85). However, there was a small effect on 
block for viewport (F4,68 = 2.67, p < .03), but corrected post hoc tests did not 
detect a signifcant result (all p ≥ .44). There was no signifcant effect found in 
error rate across all blocks. With no strong learning effects present, all blocks 
were retained in the analysis below. 

error rate The Error Rate is the proportion of trials in which one or 
more errors occurred. Overall, direct input is least error prone and using a 
viewport is most error prone (Figure 3.4-right). There is a signifcant main 
effect for technique (F2,34 = 20.32, p < .001) with post hoc tests fnding direct 
has fewest errors (3.3%), followed by raycast (9.3%), then viewport (12.2%) 
(all p < .002). 

Direct input had as few, or fewer, errors than raycasting, while viewport 
typically had as many, or more, errors than raycasting (Figure 3.4-left). A 
signifcant interaction between technique and target (F3.08,52.46 = 21.37, p < 
.0001) with post hoc tests showing that for high target types, viewport (4.5%) 
has more errors than both raycast (1.4%) and direct (0.7%) (all p < .035). For 
all other target types, direct is signifcantly less error prone (p < .01) with 
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Figure 3.5: Movement Time for technique and target types (left). MT for technique on all combined 
types (right). 

the exception of low, likely due to the diffculty of reaching to tap on foor 
targets. A pronounced difference is for table targets, where direct (2.8%) 
has an order of magnitude fewer errors than raycast (31.6%) and viewport 
(47.2%) (both p < .001). 

movement time The Movement Time is the duration from moment the 
start target is selected until the moment the measurement target is selected. 
Overall, raycasting is fastest and direct input slowest (Figure 3.5-right). There 
is a signifcant main effect for technique (F2,34 = 7.39, p < .002), with post 
hoc tests fnding the difference between each technique signifcant (p < .001): 
raycast (1.75s) is slightly faster than viewport (1.89s) and direct (2.10s). 

When considering target types, raycasting is fastest for large and high 
targets, direct input is fastest for targets on the table, while viewport is 
comparable, or slightly slower, than the fastest technique for all target types, 
except when targets are on the edge of the table (Figure 3.5 left). A signifcant 
interaction between technique and target (F8,136 = 69.59, p < .0001) with 
post hoc tests fnding differences between all techniques and target types 
(all p < .03), except low, which had no difference between viewport and 
raycast (p = .41). Highlighting salient results: raycast was fastest for high 
(1.59s) and large (1.24s) targets, but no signifcant effect was found between 
raycast (2.24s) and viewport (2.11s) for low; direct is fastest for both mid 
(1.38s) and table (2.29s). For targets on the table edge, viewport is slower 
than the other techniques with 4.7s on average. 

occluded targets Our experiment protocol does not strictly control 
for occluded targets, but the diverse target types we test within a reasonably 
complex geometric setting of objects and surfaces naturally leads to trials in 
which there is some visual occlusion of the measurement target. To examine 
the effect of naturally occurring target occlusion, we create a new independent 
variable. Whole or partially occluded measurement targets are identifed at the 
moment the start target is selected using the visibility ratio metric, calculated 
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Figure 3.6: Movement Time by occlusion by technique. 

from the user’s head (see Apparatus section). We use this to create a fve-
level occlusion factor, with each level representing a 20% bin (see x-axis of 
Fig. 3.6). 

There is a signifcant interaction between technique and occlusion 
(F2,5029 = 31.78, p < .0001) on Movement Time (Figure 3.6). Post hoc tests show 
that target occlusion has no effect on direct input for movement times for the 
[0% − 40%) and [60% − 100%] bins (p ≥ 0.32). In contrast, there is an effect 
for viewport and raycast, for which movement time steadily increases over 
each bin by an average amount of 0.68s and 0.6s respectively (p < 0.006). 

subjective ratings After the main experiment was completed, the 
participant rated each technique from 1 (worst) to 10 (best) for four subjective 
measures. Data for each was transformed using Aligned Rank Transform 
[271] to correct non-normality, but no main effect for technique was found 
for any subjective measure. Combined average scores across techniques are 
9.1 for ease-of-learning, 8.0 for comfort, 8.0 for ease-of-use, and 7.6 for overall 
performance. We expected direct input to be rated lower due to higher physical 
effort, but our data does not support this. 

Discussion 

We found important differences among the three techniques. Direct input may 
be slower overall for tested conditions, but it also had the lowest error rate, 
except for targets near the foor. In some cases, like the targets on the table 
edge, on the box, or behind the box, direct input was faster and had an order 
of magnitude lower error rate compared to the other techniques. Perhaps 
because that particular group of targets where narrower then the others, 
physical interaction made it easier to control. On the other hand, raycast was 
fastest overall, and as fast or faster than the other techniques for all target 
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types except in the table group. For the most part, viewport had comparable, 
or only slightly worse time and error compared to raycast. Notably, viewport 
was as fast as raycast for targets on or near the foor, possibly due to how the 
mobile phone’s camera naturally points down when holding it. 

Overall, our results suggest raycast or viewport are good overall pointing 
methods in SAR, but direct input should still be considered for small targets 
that are within arms reach or less. Further, a hybrid technique may also be 
possible. Analogous to Parker, Mandryk, and Inkpen’s TractorBeam [191], a 
method that transitions between raycast and direct pen input on a tabletop, a 
hybrid technique could be designed for mobile phone pointing in SAR using 
the context of the space and proximity of the user to surfaces. For example, if 
the phone contacts a surface or object, then a direct input selection is made. 
Otherwise, raycast or viewport pointing could be used depending on the 
particular use case of the task. In particular, viewport does not suffer from 
self-occlusion, so could be used when targets are hidden by the user’s shadow 
and blocking a projected image from being seen [86]. 

The effects of target occlusion on movement time, and differences in head 
movement distance, especially to compensate for occlusion, suggests these 
are important factors affecting pointing time in SAR. In the next experiment, 
we strictly control these factors to better understand their effect. 

3.4 experiment 2 : simulated sar pointing task 

The goal of this second experiment is to validate results of Experiment 1 
in a more controlled SAR pointing task. To achieve high control over target 
placement, occlusion, and view angle, we simulate specifc conditions of a 
SAR pointing task by rendering targets and occluding geometry in an AR 
HMD. The pointing context under investigation still remains surface mapped 
SAR since the targets are 2D, just as they would be if mapped onto real 3D 
surfaces. We test a reduced range of target distances compared to Experiment 
1 which resulted in a decreased number of factors. This made the study 
practical to run within a limited time period, however it does mean our 
results are more representative of a best case task in terms of arm reach. 

Using an AR HMD is much more practical and fexible than actuating the 
physical environment itself [41], or creating a physical layout of real objects 
and targets with constraints for the participant’s initial position. Simulating 
SAR in AR enables target consistency across a diverse set of participants: we 
can place targets and objects around the user so that the distances, height, 
occlusion, and size are exactly the same for each participant regardless of 
their height or where they stand. There are limitations to this approach. The 
feld-of-view of the HMD is smaller then the human eye, wearing an HMD 
can be uncomfortable and requires a tether attached to a computer, and there 
is no natural tactile feedback in the direct condition. However, we took steps 
to minimize these aspects by using a wide 90

◦ feld-of-view AR HMD, the 
HMD is light since it is tethered eliminating the need for heavy batteries, we 

36 



pointing in spatial augmented reality 

(a) (b)

Figure 3.7: Illustration of the Experiment 2 simulated SAR pointing task using an AR 
HMD and real phone: (a) near target positions; (b) participant point of 
view showing partially occluded target. Note the real phone screen was 
used for input and output (there is no virtual overlay). 

were careful routing the HMD tether to avoid obstruction, and we used phone 
vibration to simulate physical surface contact with the direct technique. 

Participants 

We recruited 12 participants, ages 19 to 28, 10 male, 2 female, 10 were right-
handed. Overall, they reported using a mobile device an average of 3.5 
hours a day. Participants received $15 for their time. This experiment was 
conducted 2 months after Experiment 1, and no participants participated in 
both experiments. 

Apparatus 

The Unity3D software running on the server was modifed to render tar-
gets and geometry to a Meta2 AR HMD (2550 × 1440 px, 90

◦ FOV), which 
is tracked with the Vicon which ensures that targets and visuals are pre-
cisely placed and remain stable relative to HMD movement. Meta2 depth 
compression (a known issue with the headset at that time) was corrected to 
simulate a real world view by applying a logarithmic function to the target 
and occluding geometry positions. The room was empty, neutral, and clear of 
unnecessary clutter. All SAR environment surfaces and targets are rendered 
in the HMD and illuminated to ensure easy identifcation in the environment. 
Using rendered virtual targets means there is no physical feedback in the 
direct technique. We vibrate the phone when it contacts a virtual surface to 
compensate. These considerations combine to make perception of the task in 
AR reasonably similar to SAR. 
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The same Pixel phone was used, and in all conditions, the real phone screen 
was used for input and output (there is no virtual overlay). For example, in 
the viewport technique, the actual phone screen renders a view of the same 
controlled 3D geometry (obstructions and targets) used to render the AR 
HMD. The rendering simulates what would be seen from the phone’s real 
back camera. 

Task 

The task was to select two targets in sequence as quickly and accurately as 
possible. The frst target was a circular start target (r = 18cm) located at a 
fxed position directly in front of the user, 150 cm above the foor, oriented 
towards them. The second target (the measurement target) was a red circle 
(r = 13cm). To increase task variability, these targets were placed at different 
positions relative to the start target. They were distributed on the surface of a 
hemisphere into 9 radial positions (30

◦ intervals) from a point of origin (the 
user’s head position) at a “near” and “far” distance (67 and 124 cm) relative 
to the origin like two concentric spheres (Figure 3.7a). The near distance was 
chosen to be within arms reach and the far distance requires some body 
movement to reach. 

These varied target positions generalize our results when considering the 
primary factors of occlusion and target view angle. The targets are rendered 
in midair to simplify the scene and avoid unnecessary rendering, but they are 
still 2D as though they were mapped into a 3D surface. What is important is 
their position relative to the participant. 

Design and Protocol 

The design is fully within-subjects. The primary independent variables are 
technique (3 levels: viewport, raycast, direct), target occlusion (2 levels: 
100% occluded, 0% occluded), and target view angle (2 levels: 0◦ , 90

◦). A 
target view angle of 0◦ means the normal of the target points towards the 
participant and the full target is easily viewed if not occluded. A view angle 
of 90

◦ means the target normal is orthogonal to the participant’s view, where 
the target appears as a thin sliver until the participant adjusts their head 
position. To control target occlusion, a large grey wall was rendered between 
the participant and the target to create the desired occlusion level (Figure 
3.7b). Target view angle was controlled by rendering the target normal at 
the desired angle relative to the participant. The ordering of technique was 
counter-balanced using a Latin square. For each technique, the participant 
completed 3 blocks of trials presented in random order. 

The instructions, technique practice, and post experiment questionnaire 
were the same as Experiment 1. Participants were free to move around the 
space, but were required to return to a starting position at the beginning of 
each trial. The entire session lasted approximately 60 minutes. In summary: 3 
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techniques × 3 blocks × 2 occlusion levels × 2 angle levels × 17 target 
positions (8 near and 9 far), resulting in 612 data points per participant. 

Results 

The same analysis methods from Experiment 1 are used. Similar to the frst 
experiment, 133 (1.8%) outliers were removed. 

learning effect There is a signifcant block ×technique interaction 
on Movement Time (F1.35,25.71 = 30.91, p < .0001), but not on Error Rate. Post hoc 
tests found block 1 signifcantly slower than blocks 2 and 3 (both p < .0001), 
suggesting a learning effect in block 1. In all subsequent analysis, we use only 
blocks 2 and 3 for the best estimation of practised performance. 

error rate There is a signifcant effect of technique on Error Rate (F2,22 = 
7.5, p < 0.01). Overall, raycast is least error prone (4%), direct input is the most 
error prone (11%), and viewport falls in between (9%). 

There is a signifcant effect of technique ×occlusion on Error Rate (F2,22 = 
10.6, p < 0.001). A post hoc analysis shows that direct is least error prone 
when targets are non-occluded (1.8%) and most error prone when occluded 
(20.3%). In contrast, the error rate for both viewport and raycast remained 
the same across occlusion levels with no signifcant effect (p ≥ 0.48). 

There is a signifcant effect of technique ×angle on Error Rate (F2,22 = 5.67, 
p < 0.01). Post hoc tests show an effect of angle on viewport (p < 0.001) 
where the error rate is 6% without rotation and 12% when rotated. In contrast, 
there is no observed effect of angle on raycast or direct. 

movement time Overall, direct input is fastest and raycast is slowest. 
There is a signifcant main effect of technique on Movement Time (F2,11 = 11.70, 
p < .001), with post hoc tests fnding a signifcant effect among all techniques 
(p < .034): raycast (2.03s) is slightly slower than viewport (1.92s) and direct 
(1.69s). 

When considering occlusion and angle factors, viewport is fastest for far 
targets with the best view angle, direct input is fastest for near targets that 
have poor viewing angle, while raycast is comparable (or slightly slower) than 
viewport for far targets with the best view angle (Figure 3.8). A signifcant 
interaction between technique, occlusion and angle (F2,22 = 21.61, p < .001) 
and post hoc tests found varying differences between techniques, occlusion, 
and angle target. Highlighting the most salient results: direct was fastest 
for all near and non-rotated targets at 1.14s (p < .001), and both raycast 
(1.57s) and viewport (1.56s) are essentially tied for far, non-rotated, and 
non-occluded targets . 

subjective ratings After the main experiment was completed, the 
participant rated each technique from 1 (worst) to 10 (best) using four sub-
jective measures: ease-of-learning, comfort, ease-of-use, and overall perfor-
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Figure 3.8: Movement Time by technique by target view angle for combinations of 
target occlusion and distance. 

mance. There was a signifcant main effect of technique on ease-of-learning 
(F2,22 = 9.45, p < 0.01), with post hoc tests fnding that direct input was per-
ceived easier (9.0) compared with viewport (6.4) and raycast (7.75). No other 
subjective measures had signifcant effects. 

Discussion 

We found similarities and differences with Experiment 1. Although direct 
input only had simulated haptic feedback when contacting virtual targets, 
it still outperformed both raycast and viewport for near and rotated targets. 
We observed the relative robustness of direct input to rotated targets, with 
movement time across rotation remaining similar. However, the performance 
increase for direct could be partly the result of how we structured our ex-
periment. Since our setup creates virtual walls and surfaces, the participant 
did not have to slow down when hitting the target like they would with 
a real surface, allowing them to keep their velocity and partially “punch 
through” the virtual wall to hit targets. People may be unlikely to strike a real 
surface with a phone using the same speeds and forces. With viewport and 
raycast, target view angle has a pronounced effect: viewport performed best 
for far non-rotated targets, while raycast was in-between. This contrasts with 
Experiment 1, where raycast was fastest with more varied target situations. 

Both experiments reveal useful insights into the three pointing techniques 
under investigation. Experiment 1 provides a more authentic setting, which 
is complemented by the carefully controlled Experiment 2. Together they pro-
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vide a more holistic view into how each technique performs under different 
SAR environment settings. 

3.5 discussion 

The results of the two experiments, combined with the model analysis lead to 
overall fndings and design implications. 

Direct Input Performs Well When a Target is Nearby 

The good performance of the direct technique in several target conditions 
indicates this type of absolute direct input is well suited to SAR when targets 
are within close proximity to a user. This can be seen in Experiment 1 for the 
mid and table target types. For targets in Experiment 2, direct outperforms 
the other two techniques in most cases, which is different than the pattern in 
Experiment 1 results. This may be explained by the lack of physical surfaces 
the user would typically need to navigate, letting them maintain velocity and 
move through the virtual barriers without the cost of damaging the mobile 
phone. There are other apparent disadvantages to the direct technique that 
are not present in the distant pointing methods to consider as well, like how 
much movement is required when targets are far away. This raises questions 
regarding the suitability of direct selection in large environments, in which 
the selection cost increases the farther the target is away from the user’s initial 
position. 

Viewport Affordances 

In the discussion for Experiment 1, we were cautious to recommend viewport 
overall. Except for some subjective preference of certain target types, there 
was no clear reason to choose it over raycast or direct input for a given 
target context. Though Experiment 2 shows the robustness of viewport for 
different target types in this more homogeneous target setting. During both 
experiments, we observed that some participants appeared to be reluctant 
to adjust their physical proximity when using viewport, and would rather 
attempt selection even if the target was not optimally viewed by the phone 
camera. The result was an action of repeated (and rapid) touch selection 
attempts creating the high error rates for the thin table edge targets (i.e. table 
target type) in Experiment 1. One unique aspect of viewport is its ability to 
overlay additional personal or contextual digital information on top of the 
SAR environment. Though we do not explore this explicitly, it is interesting 
to note the possible affordances a public and glasses-free SAR environment 
could have when combined with different personal viewports, all occupying the 
same SAR space. Interesting use cases include multi-person gaming, remote 
and co-located collaboration, and content sharing. We leave this as another 
possible direction for future work. 
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Overall, each technique has advantages and disadvantage when used in a 
more geometrically complex and large SAR environment. Depending on the 
context of the task and properties of the target relative to the user, various 
combinations of raycast, viewport, and direct techniques can be used to 
accommodate specialized content selection scenarios. 

3.6 summary 

In this chapter, we examined fundamental characteristics of device-based 
interaction in SAR: pointing at surface mapped targets. Our results show 
how the simplicity and speed of raycasting results in excellent performance 
for many situations, and how surprisingly versatile a simple method like 
directly tapping the phone to a target can be in many situations. Our results 
for our implementation of the viewport pointing method is mixed. In the 
ad hoc realistic SAR setting of Experiment 1, the viewport could approach 
raycasting performance, but was never signifcantly better in the tested tasks. 
In the controlled and more restricted setting of Experiment 2, the viewport 
method outperformed raycasting for distant targets that were facing the user. 
Our conclusion is that each method has benefcial characteristics, and that 
depending on the expected SAR usage context, a hybrid method or mode-
switching technique to switch between methods could be the best solution. 
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4S M A RT P H O N E M E D I AT E D I N T E R A C T I O N I N S PAT I A L 
AU G M E N T E D R E A L I T Y 

Smartphone-based content and services are now central to many logistical 
and social aspects of life. However, a small phone screen still constrains 
how content can be viewed, manipulated, and shared in our immediate 
physical environment. One solution to constrained screen sizes is the use of 
external screens in the form of large displays or augmented reality to view 
and manipulate smartphone content. However, it is not always clear what 
the relationship is between the phone and content is or how that content is 
viewed when it is “outside” the phone. 

Current phones support television “screencasting” and its subsequent 
use as a ’remote control’. Researchers have also proposed methods to send 
phone content to large displays (e.g. [28, 135]). Several other works have 
proposed using the phone as a pointer for varying forms of external content 
around a user, including for large displays [182, 225], for head-mounted 
augmented reality [31, 136], or for projected spatial augmented reality (SAR) 
[87, 196]. However, these works do not consider the problem of how to 
seamlessly transition a phone between its use as a smartphone to its use as a 
remote control for external spatial content. When using regular smartphone 
operations, such as swipes, taps, or rotations, to push or manipulate external 
spatial content, some mode switch is needed to avoid confict between these 
two use cases. Although this could be accomplished with a dedicated remote 
control app, this kind of explicit mode switch introduces high friction when 
switching back and forth between mobile interaction and spatial interaction 
modes multiple times within a short period. 

In this chapter, we propose to use a hand extension as a more implicit 
mechanism for switching the user’s attention back and forth between the 
smartphone’s default usage (interaction in the real world) and its usage as 
a push and point device for external spatial content (spatial interaction in 
SAR): when the user extends out their hand, the smartphone switches to 
spatial interaction mode, and when the user retracts their hand, it switches 
back to mobile interaction mode. Based on this intuitive mode switch, we 
describe the design of our interaction technique that enables the user to 
push smartphone content to an external SAR environment, interact with the 
spatial content, rotate-scale-translate it, and pull the content back into the 
smartphone, all the while ensuring no confict between the mobile interaction 
mode and spatial interaction use. While similar gestures have been proposed 
as design techniques [28], there have been limited sensing investigations that 
demonstrate that such an intuitive mode switch is feasible. We evaluate the 
classifcation of extended and retracted states of the smartphone based on the 
phone’s relative 3D position with respect to the user’s head while varying 
user postures, surface distances, and target locations. Our results show that a 
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(a) Extend (b) Push (c) Pull

Figure 4.1: Illustration of the basic technique: (a) arm extension switches from mobile interaction mode to 
spatial interaction mode; (b) extending arm while holding fnger on an application screen, then 
ficking up, pushes content to environment; (c) pointing at content in environment, then ficking 
down, pulls content to phone application for detailed manipulation. 

random forest classifer can classify the extended and retracted states with a 
96% accuracy on average. 

4.1 related work 

In Chapter 2, we looked in detail at pointing within immersive environment. 
Here, we explore pointing for the purpose of mode switching and manipu-
lation of digital content. First, we look at works that use the smartphone as 
a pointing device for external content manipulation. Second, we investigate 
around-body interaction that pertains to our usage scenarios. 

Smartphone as a Pointing Device 

Multiple works have explored the use of smartphones as pointing devices 
for controlling content on large displays, augmented reality, and spatial 
augmented reality. Myers et al. [182] investigated large display pointing with 
a laser equipped Personal Digital Assistant, which has a similar form factor 
to a mobile phone. Their Semantic Snarfng technique is used for remote laser 
pointing, and features a method to capture remote content into the phone 
for detailed manipulation. PointerPhone [225] studied how a laser equipped 
mobile phone could be used with a large display across six tasks, including 
similar capture techniques that can transfer external content to the phone’s 
display. Beaudouin-Lafon et al. [9] investigated the use of a mobile phone for 
interaction in a multi-display environment using unimanual and bimanual 
gestures. Langner et al. [135] developed a fick-transfer gesture for content 
sharing to a large display which is combined with a hybrid raycast and 
orthogonal pointing technique. However, none of these techniques address 
mode switch as a problem and assume that the user is using an application 
dedicated to interacting with the large displays. Similar to our work in this 
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chapter, Code Space [28] proposes arm extension as a form of an implicit 
mode switch for a multi-display environment to enhance the code review 
process. 

Techniques have also been proposed that combine a mobile device with an 
AR HMD for spatial selection [136] or for visualization of high-dimensional 
datasets [227]. Büschel et al. [31] used a mobile phone with an AR HMD 
to evaluate pan and zoom techniques for 3D data spaces. They found that 
device movement and touch-based drag operations were most effective for 
unimanual interaction. 

Around-Body Interaction 

Conceptually, the area around the body has pericutaneous, peripersonal, and 
extrapersonal layers [58]. Each layer describes how we view ourselves in 
relation to the objects situated around us, and prior work has investigated 
aspects of these layers to expand the set of affordances the mobile phone can 
provide. For example, the space in front of the user has been imagined as con-
taining hidden digital information that is viewed through the mobile phone’s 
screen [280], or as a means to explore multi-layered panorama images [251]. 

Most relevant to this chapter is using the space around the body for input. 
Virtual Shelves [139] used spatial locations positioned around the user to 
trigger mobile phone shortcuts, and Chen et al. proposed a set of techniques 
that map in-air spatial locations (as well as body parts) to a set of gestures 
for information retrieval, storage, and actions [39]. Chen et al. conduct a 
preliminary study where they use the mobile phone’s 3D position relative to 
the location of the face to classify the phone’s position along different distance 
and orientation categories [40]. The study is a preliminary study consisting 
of only a single user. Our work classifes the extended and retracted states 
which depends on the distance and orientation of the phone relative to the 
user’s head, while considering other infuencing factors including the target 
location and the user’s posture. 

In the next section, we describe the design overview of our technique that 
ensures confict-free interaction for mobile and spatial modes, while ensuring 
other design principles including user comfort and eyes-free operation dur-
ing spatial manipulation. We then describe our prototype implementation, 
followed by the classifcation analysis and usability study. 

4.2 design overview 

The primary goal of our interaction technique is to use an arm extension 
as an intuitive mode switch to support both a default mobile interaction 
mode as well as a rich spatial interaction mode when interacting within a 
SAR environment. The interactions supported for the spatial mode are: push 
content from smartphone to SAR, delete content from SAR, RST (rotate-scale-
translate) manipulation of app windows in SAR, and capture content from 
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Figure 4.2: Interaction state diagram: (a) the native mobile phone application when arm is retracted; (b) a 
tap-and-a-half while retracting the mobile phone captures the spatial content that is in focus; (c) 
content is placed by holding the thumb down on an item (e.g. photo, app, etc), extending the arm, 
and ficking up; (d) extend arm to activate spatial interaction mode, removal of spatial content is 
achieved by pointing and ficking down on screen; and (e) holding the thumb on the screen while 
pointing enters manipulation mode where RST can be performed, retracting the arm in this state 
allows a relaxed posture. 

SAR to perform synchronized content-specifc manipulation between SAR 
and the smartphone. 

Our design is aimed at achieving the following fve design goals: 

1. Intuitive: Transitioning between a native mobile phone application to spatial 
content should be easy to understand and discover. 

2. Confict-free: The method should avoid actions that confict with existing 
system wide mobile phone input. For example, the smartphone supports 
different types of touch gestures, bezel swipes, force presses, and over-
loaded physical buttons, but all of them have designated default system-
level or application-level functions and cannot be used to enable fast, 
low-friction mode switch to another spatial mode. The arm extension and 
retraction enables a confict-free mode switch while being intuitive. 

3. Comfortable: One problem with using the phone as a remote pointer when 
the arm is extended is that it leads to rapid arm fatigue (gorilla arm effect). 
We avoid extended periods of strain in our design by enabling a relaxed 
RST mode where the user can perform RST operations with a retracted 
hand while maintaining the confict-free use. 

4. One-Handed Extended Use: All extended hand interactions in our design 
work one-handed because it is diffcult to perform interactions with two 
extended hands. 

5. Eyes-free Extended Use: When interacting in extended mode, the interaction 
should not require the user to look at the phone screen because it may not 
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be easily visible and also because the user should be able to focus on the 
spatial content while manipulating it. Our design ensures this by using 
a combination of taps, long presses, swipes, and 3D displacement and 
rotation of the phone in the extended mode, all of which are eyes-free. 

Interaction Technique 

Figure 4.2 illustrates the action states and transitions in our interaction tech-
nique. 

Extended and Retracted State (Fig. 4.1a, Fig. 4.2a,d) 

The user extends their hand to interact with the spatial content. The system 
continually uses the 3D position of the phone relative to the user’s head to 
determine if the phone is in the extended state or retracted state. As soon as 
the system detects that the user has transitioned from retracted to extended, 
the system enters the spatial interaction mode. The extend motion naturally 
becomes a pointing gesture to specify a spatial location to place, remove, or 
manipulate content. When the user brings their arm back to the retracted 
state, the system switches back to the smartphone interaction mode. To enable 
comfort, the exception to this rule is when the user wants to perform relaxed 
RST manipulation or content-specifc manipulation. While the user is in the 
extended state, the user can perform specifc gestures to continue to interact 
with the spatial content in the retracted state. We detail these later. 

The notion of extending the hand vs. retracting is subjective and does 
not depend solely on the distance or orientation of the phone. Primarily, 
it depends on four factors: 1) Target Location: the targeted spatial location 
of interaction. For instance, the distances when the user extends the phone 
towards the foor, wall, or roof would be very different. 2) User Posture: There 
would be variations in how the hand is extended, depending on the user’s 
posture, whether they are standing, sitting, or lying down. 3) Distance of the 
projection surface: The arm extension will also be impacted by the distance of 
the projection surface. For instance, the extension may be smaller if the wall is 
nearer and less than arm’s length. 4) Users: Different users may extend their 
arm differently. For example, while some may perceive an arm extension to 
be a complete arm-stretch, others may opt for a slightly more relaxed version 
closer to their bodies. There may be different ways users respond in the above 
conditions. Further the distance of the phone relative to the head may also 
depend on users’ arm lengths. Due to these factors, it is diffcult to specify a 
simple threshold-based classifcation of extended vs retracted states or use 
heuristic based raycasting like in Langner et al. [135]. We therefore conduct a 
classifcation study as described in the next section. 

Placement and Removal (Fig. 4.2c) 

To distribute spatial content from the mobile phone into the spatial envi-
ronment, the user holds their thumb on top of the application they wish to 
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place in the environment. With the thumb held down, they extend their hand 
to switch into spatial interaction mode and fick their thumb up (Fig. 4.1b). 
This can be done one-handed. The location and orientation of the content is 
dependent on where the ray from the mobile phone points just before the 
fick occurs. This avoids any errors due to unintentional movements during 
the fick. Raycasting has been shown to have good performance for these 
types of tasks [87]. 

Removal of spatial content works in a complementary way. When in spatial 
interaction mode and pointing at a content item, swiping down on the phone 
screen removes it (Fig. 4.1c). 

RST Manipulation (Fig. 4.2e, Fig. 4.3) 

We consider four of our design principles when constructing the interactions 
around spatial content manipulation: One-handed: Any two-fngered gestures 
like pinching or rotating are not possible, Intuitiveness: RST interactions 
should not be hidden behind nested menus or a complicated interface, eyes-
free extended use, and Comfort. 

(b)(a)

Figure 4.3: RST manipulation of spatial content using eyes-free touch for rotate and 
scale and raycasting for position. 

To manipulate content, the user must extend their arm and point the mobile 
phone towards a spatial content item, then hold their thumb anywhere on 
the screen for dwell period of 200ms. After, the spatial content will be in a 
selected state and the user can relax their arm to a comfortable position. 

Rotation is accomplished by moving the thumb along the x-axis of the 
mobile phone. The rotation occurs around the content’s centroid where the 
rotation axis is the surface normal. Moving the thumb to the left will rotate 
counter-clockwise and to the right, clockwise. Scaling uses thumb movement 
along the y-axis of the mobile phone. This will cause a uniform scaling across 
all dimension, making it larger when pushing the thumb up, and smaller 
then pulling the thumb down. Translation uses raycasting, the content will 
automatically follow the ray and snaps to the intersecting spatial surface. 

For comfort, the user can relax their arm during RST by retracting their 
hand while the thumb is down on the touchscreen. The system then enters 
the Relaxed RST mode and stays in it as long as the thumb does not lift 
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from the screen for more than 1000ms (Figure 4.2e). This delay is needed to 
enable clutching for rotation and scaling. Figure 4.2 shows how the interaction 
remains confict-free. 

Capture for content-specifc manipulation (Fig. 4.2b) 

Capturing spatial content into the mobile phone enables more detailed manip-
ulation, for example adjusting application-specifc parameters of the content, 
such as a map location, or weather forecast type. This can be thought of as 
an extension to the content itself, an intuitive remote interface. To capture 
content, the user extends their hand, points toward the content, performs a 
tap-and-a-half (a tap immediately followed by a touch-down) on the screen, 
and then brings the phone back towards their body into a comfortable state. 
This opens a specialized application-specifc interface corresponding to the 
spatial content. Exiting content capture mode uses a method compatible with 
standard mobile operating systems, like the contextual back-button or home 
screen gesture. 

4.3 implementation and applications 

We built a proof-of-concept system to enable applications that demonstrate 
our interaction technique in SAR. To eliminate confounds and simplify en-
gineering, we use a commercial motion tracking system to track the user’s 
head and the phone. Later, we describe how this system was used frst to 
evaluate the feasibility of the extend gesture while gathering data to build a 
recognizer, and second, to evaluate the usability of our interaction technique. 

SAR Environment 

Our environment is a corner of a large room occupying approximately 4 × 4 
meters of foor space (Fig. 4.4). Placed around the environment are fve digital 
projectors, six Microsoft Kinect cameras (each connected to an IntelNUC 
Intel® Core™ i7-7567U PC), and a ten-camera Vicon motion tracking system 
(Vera/Bonita IR cameras). An instance of the Vicon Tracker 3.6.0 software 
running on a dedicated server handles real time tracking of a mobile phone 
and a person’s head. The phone tracking object is a custom-printed phone 
case with seven 6.4mm spherical refective markers and two 9.5mm ones. The 
head is tracked through a baseball cap with fve markers attached to the visor 
and crown. All tracking is fltered using the One Euro Filter [36] ( f = 9.9 and 
β = 0.5 for position, f = 20 and β = 0.5 for orientation). 

The main server (Windows 10, Intel® Core™ i7-6850K) is connected to the 
Vicon server and IntelNUCs using a local intranet (LinkSys WRT3200ACM 
10Gb router). All data processing and software powering the environment is 
computed and rendered using this main server. The server sends transformed 
projection-mapped content to the fve projectors using two GeForce® GTX 
1080 WINDFORCE OC 8G graphic cards at approximately 60 FPS. 
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Figure 4.4: An example of spatially distributed content viewed in a SAR setup. 
Note how content can be displayed on any surface including walls, foor, 
furniture, and objects. 

The software powering the environment uses Unity1 for the rendering 
back-end. Projectors and Kinect cameras are calibrated using the RoomAlive 
toolkit [114]. The resulting 3D reconstruction of the room imported into Unity. 
Further calibration synchronized the 3D environment with the Vicon tracking 
system. 

The mobile phone is a Google Pixel (5.0 inch display, 149 × 74 × 11mm 
with case) running Android 8.1. The complete environment allows for fast 
and accurate prototyping of various interaction techniques within a spatially 
enabled environment. 

System Architecture 

Our framework handles connections, event processing, and room rendering. 
Each connected mobile phone contains a spatial client running in the back-
ground that communicates with the native applications running on the device. 
The client handles phone localization, gesture recognition, and switching 
between personal mobile phone use to spatial interaction. All communication 
from a native application to its spatial content is handled through the client by 
a set of application programming interfaces (API). These sets of APIs provide 
an interface for mobile applications to create, delete, control, and manipulate 
associated spatial content. 

1 https://www.unity.com/ 
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The spatial server receives communication events from the client, manages 
the spatial content, and handles projection mapping. All connected projectors 
are managed by the RoomAlive Toolkit [114]. All spatial content is persisted 
inside the server where all logic for content layout, such as snapping to planar 
surfaces, are handled. 

Demonstration Applications 

We implemented three prototype applications using Unity for a modern 
mobile phone (Fig. 4.5). 

photos application (fig . 4 .5 top) To place a photo in the environ-
ment, the user touches a single photo in the application with their thumb. 
With the thumb on the photo, they extend their arm to activate spatial interac-
tion mode, and fick their thumb forward to push the photo onto the surface 
the mobile phone is pointing toward. This can be repeated for multiple photos. 
Once a series of images have been placed, position, scale, and orientation can 
be determined through the manipulation interactions described above, or the 
other attributes (e.g. brightness) can be controlled by pulling in the photo, 
bringing up the spatial UI. 

weather application (fig . 4 .5 middle) To place ambient weather 
information in the environment, the user touches a GUI component with 
their thumb, extends their arm, and then ficks their thumb forward to place 
the ambient display on one of the room’s surfaces. The location, scale, and 
orientation can be manipulated similarly to the photos example. If the user 
needs fner control over aspects of the spatial content, they can capture the 
spatial UI through the pull gesture described previously. 

maps application (fig . 4 .5 bottom) To place a map, the user touches 
the map bar on the bottom of the application, extends their arm, and ficks 
their thumb forward. The location, scale, and orientation can be adjusted 
through the methods stated previously. If the map is placed on the foor, it 
can create the illusion of walking long the route presented on the map. 

4.4 study 1 : extended vs retracted classification 

Our technique requires robust detection of whether the user is in the extended 
state or the non-extended retracted state when the user interacts with the 
touchscreen. Existing work [40] shows promise that the position and orien-
tation of the phone with respect to the user’s head can be obtained using 
inside-out tracking from the phone. One trivial approach to determining the 
state is to calculate the distance using ` 2-norm from the head to the mobile 
phone and use a simple threshold for delineation. However, as mentioned 
earlier, this approach would be unable to generalize for deviations in the 
mobile phones’s target location, user posture, surface distance, and a user’s 
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Figure 4.5: Three example scenarios created with our framework. (a) The native photo, weather, and maps 
application use the spatial APIs to enable elements of their interface for spatial use (highlighted in 
red). (b) Content can be pushed onto surfaces in the physical environment by extending the arm 
and ficking the thumb forward. (c) Spatial content existing within the physical environment and 
managed through the framework’s spatial server. (d) Content already in the environment can be 
pulled into the mobile phone by using a tap & a half gesture which will bring up a customized 
spatial UI for detailed adjustments on the mobile phone. 
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Figure 4.6: Target placement. (a) Depicts the mapping of targets onto a 2D projected 
sphere, where target 3 is the forward vector relative to the user’s head. The 
far variant for sit and stand uses all the blue targets, and the near variant 
uses all targets up to 11. Supine-far uses a subset from 1-11 excluding 
9 and 11; and supine-near uses a subset (1, 2, 4, 5, 10, 13, 16, 19, 20). (b) 
Illustration of the target placement for the sit-far confguration mapped 
onto a physical environment. 

specifc way of extending their hand and their arm length. To demonstrate 
feasibility of our interaction we need to demonstrate the feasibility of accu-
rately classifying the extended and retracted states under the variations of these 
factors. 

We conducted a study to collect data on multiple extend target locations 
(angles) across three different postures: standing, sitting, and laying down 
supine, two different surface distances: near and far, across 12 users. We 
trained a binary classifer on the collected data that consisted of smartphone’s 
position and orientation relative to the head. We also used the user’s height 
as an additional feature to investigate its effect on the classifcation. We now 
describe the experiment procedure and classifcation results. 

Data Collection 

We recruited 12 participants, ages 20 to 29, 3 female. All participants were 
right-handed. Most participants actively used a mobile device an average of 
4.1 hours a day. Height varied within 158 cm to 187 cm and the length of their 
right shoulder to their index fnger ranged from 66cm to 79cm. Participants 
received $15 for their time. 

We collected data for six confgurations consisting of posture state (sit, 
stand, and supine) and room state (near and far): sit-near, sit-far, stand-near, 
stand-far, supine-near, and supine-far. An offce divider 168cm tall and 151cm 
long oriented perpendicular to one wall allowed us to simulate near and far 
surfaces. 
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(a) (b) (c)

Figure 4.7: Study 1 trial task. (a) User is prompted to select a target upon which the 
user taps to confrm their retracted state. (b) User performs the extend 
gesture and ficks their thumb up on the screen. (c) User retracts the hand 
and performs a tap to confrm the retracted state and is then prompted to 
select three buttons (‘A’, ‘B’, and ‘C’) to simulate native phone usage until 
the next trial. 

Physical targets were placed around the user with an associated number 
and color (Fig. 4.6). Targets were positioned relative to a canonical head 
location with angles determined by a laser pointer attached to a mobile phone 
with an orientation sensor. In each stand-far and sit-far confguration, targets 
were placed in the environment using 0°, 45°, and 90°offsets across both the x-
and y- axes relative to their origin point, resulting in 17 directions (Fig. 4.6a 
all blue targets). In each stand-near and sit-near confguration, targets were 
generated with a similar approach, resulting in 11 directions (Fig. 4.6a: blue 
targets 1-11). Supine-far excluded targets 9 and 11, while supine-near used a 
subset of all 20 targets, resulting in 9 directions (see Fig. 4.6a). 

The task in each trial was to extend, point towards a specifed target, and 
retract back (Figure 4.7). At the beginning of a trial, the participant holds their 
phone in the non-extended retracted manner. They then receive a mobile phone 
prompt to extend and point to a specifc target. Participant taps the screen 
and then extends their arm towards the target and swipes up. The participant 
then retracts the arm and taps again followed by a series of button presses 
to simulate phone usage before the next trial starts. The data is recorded at 
the time of the two taps and the swipe up gesture. Participants were asked to 
extend their arm naturally without overstraining their arms. 

The order of the 6 confgurations were counter-balanced using a balanced 
Latin square. For each confguration, the participant completed a short prac-
tice block of trials, then 3 blocks of measured trials consisting of all target 
positions in a random order. Participants were given breaks after each block 
to ensure minimal effect of fatigue on the data. Each session lasted approxi-
mately 70 minutes. In total, there were 12 participants × (17 [stand-far] + 17 
[sit-far] + 11 [stand-far] + 11 [sit-far] + 9 [supine-far] + 9 [supine-near]) × 3 
blocks = 2,664 trials that were used for classifcation. 
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Figure 4.8: Three-dimensional volumes depicting the extend gesture point clouds. Origin is the head position 
and axes range from ±100cm . 

Classifcation 

Figure 4.8 shows the convex hull for the extended smartphone’s relative 
position with respect to the head. It illustrates the diversity in the point clouds 
of the six confgurations. We frst conduct an analysis of how much of the 
data can be explained by using a single radius threshold value. The spherical 
volume that results from the radius delineates the space. We optimized a 
sphere ftting algorithm that minimises its cost function to fnd the optimal 
radius (x) through least squares [176]: 

qn + qeargmin ∑ x − 
x 2 q∈Q 

Q is the set of datapoints containing the head to mobile phone distances, qn 
is the distance in the retracted state, and qe is the distance in the extended state. 
The resulting optimal radius come out to be 53.85cm with a classifcation 
accuracy of 82.9%. This shows that the optimal radius can delineate 82.9% 
of the extended and retracted data. Of course since the optimization is across 
the whole data set without splitting it out for individual test sets, whether 
this radius value generalizes well is an open question. However, it does 
indicate that a more advanced classifer that includes the relative position and 
orientation features might yield good generalizable performance. We trained 
a per-user random forest classifer [72] as well as a general leave-one-out 
cross-validation classifer for each of the six confgurations. 

per-user classifiers We trained on two blocks of user data and tested 
on the third. We evaluated all three train-test combinations and averaged 
the results per user. The overall mean accuracy for all users came out to be 
96%. A summary of the results can be viewed in Table 4.1. For the conditions 
stand-far, stand-near, and sit-far, the classifer shows near perfect accuracies. 
The sit-near condition is also high. However, the accuracy of both the supine-
far and supine-near conditions are lower than the other conditions overall. 
This can be explained by how the participants held the phone while in a the 
supine posture, which deviated from both the sit and stand postures. 

The user’s height may infuence the length of the hand extension gesture. 
We added the users’ heights as a feature and redid the above analysis. Ta-
ble 4.1 shows that while accuracy for the stand and sit conditions remain 
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Classifer Stand Far Stand Near Sit Far Sit Near Supine Far Supine Near 

General 
M 96.09 96.08 97.48 91.65 88.70 82.03 

SD 3.75 4.62 2.66 4.09 14.92 13.25 

Per User: M 98.63 98.87 99.50 96.26 95.47 93.15 
Height SD 2.13 1.01 0.56 2.18 4.31 4.73 

Per User: M 98.46 98.61 99.45 96.11 93.20 90.35 
No Height SD 2.27 1.18 0.61 1.83 5.03 5.07 

Table 4.1: Three random forest classifers trained on different variations of user data: General is trained on all 
data using cross-validation; Per User: Height is trained for each user using height as a feature; Per 
User: No Height is trained for each user without height. Overall accuracy is 96% (SD 4.5). 

relatively unaffected, the accuracy in both supine conditions have improved. 
We conducted the McNemar’s test [52] to compare the performance of the two 
classifers for both the supine-near and supine-far conditions; the difference 
came out to be statistically signifcant (p < 0.05). Thus, including height as 
one of the features can increase the accuracy of the supine condition by a low 
but signifcant percentage for per-user classifers. Overall, the results show 
that with user-specifc classifers, the extend gesture is a practical possibility. 

general classifier (leave-one-out cross-validation) To evalu-
ate the general predictive accuracy of the classifer, when there is no training 
data from the user, we conducted a 12-fold leave-one-out cross-validation 
where data from 11 users were used for training and the 12th was used for 
testing in 12 round robin rounds. The overall accuracy with a random forest 
classifer came out to be 92%. A summary of the results in Table 4.1 shows the 
accuracy per condition. The accuracy for stand-far, sit-far, and stand-near are 
good enough for practical use. However, the accuracies of sit-near and supine-
far are lower. The accuracy of supine-near at 82% indicates the dependence 
of the user’s specifc way of handling a phone when laying on their back. 
Adding the height feature only added a marginally observable difference in 
this case and is therefore not reported. 

summary Overall, our results show that simple heuristics are unable to 
account for the extend gesture’s variance, and by utilizing the mobile phone’s 
position and orientation, and the head to mobile phone distance of the user, 
a high degree of accuracy can be obtained (96%), thus demonstrating the 
feasibility of using arm extension as an intuitive mode switch. 
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Figure 4.9: Boxplots showing usability study results. 

4.5 study 2 : pilot usability evaluation 

We evaluate the end-to-end usability of our interaction technique using 
the three applications we described above in a pilot study. We recruited 
6 participants that did not participate in the previous study: ages 20 to 25, 1 
male, all right handed, reported phone usage 3.6 hours per day on average. 
Remuneration was $10. 

The protocol was as follows. First, the participant was briefy instructed 
on how to use the interaction technique, then they used the system for 5 
minutes to familiarize themselves and practice the different actions. Next, 
they performed the different actions used by the interaction technique while 
assuming different postures: standing, sitting, and supine (laying down). 
After, they used the complete interaction technique in realistic usage scenarios 
enabled by the three prototype applications described above. Again, they 
completed each scenario while standing, sitting, and supine. At the end, they 
rated each posture condition on multiple measures, and participated in a 
closing interview. The posture condition order was counter-balanced. 

Results 

Ratings by posture are provided in Figure 4.9. Each uses a scale from 1 and 
10, where 10 is a positive rating for Extend Gesture, Ease of Learning, and Ease 
of Use. For Mental Demand and Physical Demand, 0 indicates less demand. 

Participants found the interactions easy to use (stand = 9.2, sit = 9, supine 
= 7.3); easy to learn (stand = 8.2, sit = 9.5, supine = 9.6), and thought 
they integrated well with the existing mobile phone ecosystem. The mental 
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and physical demand were rated low for all postures (lower means less 
demand) except for supine which was rated higher then the others for physical 
demand (3.6). Overall, participants found the extend gesture intuitive to use 
for stand (9.3) and sit (8.5), while the gesture for supine was sometimes seen 
as cumbersome (6.8). Five participants stated that they would use spatial 
applications at home or offce, but all were neutral on using them in a public 
space. All participants found laying down supine and using a mobile phone 
with a single hand sometimes diffcult. 

4.6 discussion and future work 

Our interaction technique is highly dependent on tracking a smartphone 
relative to the user’s spatial location. In this section, we discuss current 
limitations with possible solutions and present compelling directions for 
future work. 

Real World Tracking of a Mobile phone 

Our current system uses absolute tracking provided by a Vicon motion 
tracking system to accurately track the mobile phone and the user’s head 
position within an instrumented area. This was done to simplify prototyping 
and provide experimental control, so verifying that our techniques will work 
outside this kind of fxed tracking environment is currently an open question. 
However, recent advancements in 3D tracking that utilize a combination of 
an accelerometer and “inside-out” computer vision techniques [138, 180, 273], 
provide a robust experience for current generation mobile AR. Implementing 
and testing our interaction methods in these kinds of ad hoc tracking contexts 
remains a topic for future work. 

Extended vs Retracted Classifcation 

Our classifcation results demonstrate the feasibility of using arm extension 
as an intuitive mode switch gesture and provide the impetus for the next set 
of investigations in this space. There are multiple directions of future work 
pertaining to this classifcation problem. First, our results currently depend on 
the awareness of the confgurations that the user is in. The user could set this 
up in the beginning depending on their most frequent use-case and switch it 
when their confguration changes. The implicit recognition of user posture 
and surface proximity is a good subject for future work. Second, while we 
demonstrate the feasibility of the extend gesture using robust 3D positions 
obtained from external tracking, further investigation is needed to ascertain 
that the 3D position obtained from inside-out tracking using a combination 
of 3D environment mapping, face tracking, and inertial measurement units 
provides a similar level of robustness. Third, we observed higher accuracies 
for per-user classifers and more work needs to be done to investigate quick 
user calibrations or on-the-go personalization of the classifer model. 
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Extending the Interaction Space 

The interaction vocabulary currently supports a subset of the interactions 
possible within an augmented environment (Fig. 4.2). A natural extension 
to explore would be the manipulation of grouped content, content snapping 
and layouts, and other higher level functionality whereby multiple objects 
can be manipulated at once. 

In our technique design, we purposely created it to be usable across three 
common postures a user would frequently encounter. However, instead of 
our posture-invariant technique, it would be interesting to explicitly use these 
postures to control aspects of application state, changing how the technique 
functions based on the current posture. These posture-dependent techniques 
could be an interesting area for future work. 

Direct Touch 

Some participants found it diffcult to perform the extend gesture while laying 
down supine (Fig 4.9). Comments indicate that they had trouble lifting the 
mobile phone away from their body and that they had a hard time holding 
onto the phone with a single hand when targets were beside them. Other 
smaller issues came about when targets where generally close in proximity 
overall. In our interaction space and system implementation, we refrained 
from using direct touch for nearby targets so we could focus on at-distance 
interaction, but investigating manipulation through direct touch would be 
the logical next step. 

For our prototype environment, we utilized projection-based AR were 
multiple projectors were calibrated using the RoomAlive Toolkit [266]. The 
result of this calibration process can sometimes introduce artifacts that may 
reduce visual fdelity, such as projector misalignment. Some of these issues 
could be mitigated through better projector alignment techniques [221, 234] 
or laser projectors. 

Two-Handed Interaction 

We explicitly designed our technique for single-hand interaction, however 
there are two-handed mobile phone techniques, such as viewport pointing [20] 
and mid-air gestures [102], that have been used for similar types of object 
manipulation and selection. Previous work indicates raycasting from a phone 
held by a single hand has some advantages in a SAR environment compared to 
viewport pointing with two hands [87]. A head-to-head comparison between 
our one-handed method and two-handed techniques would be an interesting 
direction for future work. 
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4.7 summary 

Pushing out and interacting with smartphone content in augmented reality 
is an increasingly relevant problem without any clear solutions so far. In 
this chapter, we proposed using the smartphone itself as the mediator of 
this interaction based on arm extension, a seamless and intuitive way for 
the phone to switch between the mobile interaction and spatial interaction 
modes, guiding the user’s attention from the physical world to one aug-
mented through SAR. Our interaction technique enables the user to push 
smartphone content to an external SAR environment, interact with the ex-
ternal content, rotate-scale-translate it, and pull the content back into the 
smartphone, all the while ensuring comfort, no confict between the mobile 
and spatial interactions, and single-handed and eyes-free use in the spatial 
mode. To ensure feasibility of hand extension as mode switch, we evaluated 
the classifcation of extended and retracted states of the smartphone while 
varying user postures, surface distances, and target locations. Our results 
show that a random forest classifer can classify the extended and retracted 
states with 96% accuracy on average. A fnal usability study of the interaction 
space with three demonstrative applications found our interactions to be 
usable and intuitive. 

60 



5B L E N D I N G V I RT UA L E N V I R O N M E N T S W I T H S I T UAT E D 
P H Y S I C A L R E A L I T Y 

Today’s virtual reality (VR) systems such as the Oculus Rift, HTC Vive, and 
Windows Mixed Reality, aim to completely immerse the user in a virtual 
environment. However, such immersion comes at the cost of the user’s aware-
ness of their physical surroundings. Simple tasks, such as picking up small 
objects, moving within a physical space, or communicating with someone in 
the room become diffcult if not impossible. Current systems render a 3D grid 
that appears whenever the user comes into close proximity to a predefned 
boundary. This is seen in both the Oculus Rift’s “guardian” and the HTC 
Vive’s “chaperone” systems. Equipped with a color camera, the HTC Vive 
offers a variant of the grid chaperone where an outline of the real world is 
rendered (composited) on top of the virtual environment (see Figure 5.1). 
Though these approaches help prevent unintended collisions, they employ a 
very simple 3D model of the room which is assumed to be static, with the 
foor clear of obstructions such as furniture, people and pets. We speculate 
that many VR users would often choose some other form of entertainment 
rather than clear their living room of obstacles. 

In this chapter, we introduce a system that can exploit a realtime 3D 
reconstruction of the user’s environment to enable the combination of real 
and virtual worlds that go beyond current state-of-the-art chaperone systems. 
With our system, the real world is embedded inside the virtual world as if the 
application rendered the physical world natively within the scene (Figure 5.2). 
The live reconstruction of the physical environment is obtained through 
two different approaches. In the frst, we equip the physical environment 
with eight RGB-D cameras (Microsoft Kinect v2) that are positioned inside a 
physical environment to reconstruct a geometric representation of the world in 
real-time. In the second, we equip an RGB-D camera (Intel RealSense) directly 
onto the HMD and reconstruct a live view of the physical environment from 
the user’s perspective. 

Our system modifes the graphics rendering pipeline of existing VR titles 
that rely on OpenVR. Once references to the back buffer and z-buffer are 
acquired, multiple means of blending the real with the virtual are possible. For 
example, the player’s couch may appear around them, correctly occluding 
virtual objects, allowing the player to safely take a seat during gameplay. 
Meanwhile, a non-player character (NPC) may correctly appear in front of 
the player’s ottoman as it approaches. Since the rendering of the physical 
environment is dynamically updated, people or objects placed inside the 
environment will also appear inside the virtual scene. This allows for ad hoc 
manipulation of objects and for communicating with someone else in the 
room without removing the headset. 

We make the following contributions: 
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a b

Figure 5.1: Current chaperone system implemented by HTC Vive: a) grid chaperone 
(Tilt Brush), and b) line overlay chaperone (Waltz of the Wizard). 

• A new approach to blending the real world with the virtual world in VR, in 
which a 3D reconstruction of the real world is composited with the virtual 
world in the usual graphics rendering pipeline 

• A prototype implementation that works with existing VR titles, without 
modifcation 

• Several variations of the basic compositing technique that explore the 
interaction between real and virtual world geometry 

• Demonstration of the approach with multiple hardware confgurations: 
external and internal cameras, and external display (projection mapping) 
for spectators 

• A user study that compares our system to state of the art chaperone 
techniques 

5.1 related work 

One of the core ideas presented in this chapter lies in the merging of the 
real and the virtual. Milgram and Kishino describe various versions of this 
blending in their virtuality continuum [168]. Many extensions to this have 
been proposed, usually through the addition of axes orthogonal to the AR-VR 
continuum that provide new insights into aspects of human computer inter-
action [112, 154, 167]. A variation on this is Virtualized Reality [117], which 
involves creating a virtual copy of the real world. Our work pushes this further 
and explores the application of blending in the context of situated physical 
reality. Here we discuss work relating to the blending of VR environments in 
the context of interaction, communication, and object avoidance. 
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a b

c d e

Figure 5.2: Our system blends the VR player’s real world (a) with the virtual world. A real time 3D reconstruc-
tion of the player’s room is integrated into the VR title’s rendering pipeline to allow: b) co-located 
spectatorship through projection mapping (Fallout 4 VR), c) proper 3D hidden surface removal 
(Waltz of the Wizard), c) collision estimation (SUPERHOT VR), and d) a fashlight into reality using 
controllers as input (Skyrim VR). 
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In Chapter 2 we looked at a breadth of work relating to ways we can blend 
different realities together for novel effect. Here we look more precisely at 
specifc work related to our research questions. 

Blending the physical with the virtual 

Blending virtual content with aspects of reality can come in many different 
forms. If a virtual item is blended inside a physical environment, we get 
augmented reality (AR). If a physical object is blended inside of a virtual 
environment, we get augmented virtuality (AV). These kinds of blending are 
common in mobile AR, and when combined with a real-time depth map, are 
effective at merging virtual and real content together [57]. 

In a virtual reality context, the representation of the physical world being 
blended can have an effect on how the blending takes place. For example, 
a simplifed semantic representation of physical reality can be used as a 
blueprint to generate an approximated virtual environment that encapsulates 
a specifc theme or aesthetic [229, 239]. Further, a reconstructed copy of 
physical reality can be used as a virtual proxy to the real thing. Allowing 
the user to bend reality into states that deviate from what is physically 
possible [143, 172]. 

Closely related to the themes in this chapter is the work by McGill et 
al. [161]. They identifed several usability challenges when VR users interact 
with objects in the real world. The tasks they explored include having the 
VR user type on a physical keyboard, interact with small objects around 
them, and communicate with other people around them. They contribute 
a prototype that uses green screen compositing and simple background 
subtraction to blend a 2D video feed inside a virtual environment. They 
demonstrate multiple blending techniques, including the area around the 
user’s hands and complete sections of a user’s desk. In another study, they 
use a depth camera to segment video of people in the room, which is then 
composited into VR. 

In contrast to previous work, we specifcally investigate the system and 
techniques for taking a complete reconstruction of physical reality and merg-
ing that with a virtual environment for communication, awareness, and 
navigation. 

5.2 blending virtual reality with reality 

VR systems are able to render highly detailed environments that allow users 
to explore vast worlds. While VR technology will continue to improve, pro-
viding ever more immersive experiences, problems relating to the isolation 
of the user from the real world will remain. We investigate these issues 
along three dimensions: 1) mitigating risk through increased awareness, 2) 
communication and spectatorship, and 3) physical manipulation. 
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Mitigating the Risk of Collision 

Our system enables an enhanced chaperone system by integrating parts of 
the user’s real world into the their virtual world in various ways (Section 5.4). 
When the blending is based on the distance to the user’s head and controllers, 
a minimal chaperone is possible that only shows the physical environment 
when the user is at risk of collision with either a static or dynamic object. 
Current VR environments also use a chaperone system to help guide the user 
(Figure 5.1). However, current solutions require a suffciently large play area 
(e.g. minimum area for the HTC Vive room-scale experience is 1.5m × 2m) 
where the perimeter of the space must be manually defned. While a grid is 
shown when the user is within a certain distance, any obstacles intruding or 
within its static and predefned border are not considered. In contrast, our 
chaperone is dynamic and does not need to be manually defned as the real 
world is used directly. 

Outside Communication 

A VR user is physically present but removed from their immediate context, 
making interpersonal engagement diffcult to initiate. Our system provides 
a mechanism to merge dynamic objects into the virtual context of the user 
to help eliminate these kind of communication barriers. We use a method of 
background-subtraction to render salient objects such as a person crossing 
the room (section 5.4). Recent works have explored the use of vibro-tactile 
sensors to alert the VR user of a nearby presence [150], or use 2D blending 
techniques to bring a stenciled video of a person to the foreground [161]. 
In contrast, we explore communication under two contexts. First, from the 
perspective of the VR user, and second, from the perspective of a co-located 
person. Further, our approach has the advantage of rendering real people in 
the room as if they were part of the virtual environment, while not requiring 
the VR application developer to add special support. 

Physical Manipulation 

We tend to interact with the physical items around us. Research into the 
manipulation of real objects while in VR has largely come in the forms of 
haptics [4, 159], substitution [94, 231], or input [126, 161]. Supporting everyday 
physical interaction around the user has not been fully explored, for example 
the VR user could simultaneous grab a plate of snacks, a drink, move from 
their desk, and sit down on a nearby couch. Our system provides mechanisms 
for these kinds of interactions to take place. By bringing in part of the real 
world at appropriate moments, the user’s virtual environment can become 
easier to use and be more enjoyable. 

Overall, our system looks to address issues of safety, communication, and 
the physical manipulation of objects by merging the real world inside a 
virtual environment. This allows for proper 3D hidden surface removal, 
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Figure 5.3: Overview of the 3D compositor system. 

blending, interactions, and integration within a virtual environment. We 
demonstrate compositing techniques that are agnostic to the underlying game 
implementation, in fact, no development requirements or API integrations are 
required to use our system; and showcase their use in the transition between 
real and virtual worlds. 

5.3 compositing real and virtual worlds 

In describing our system, we take as a starting point the problem of composit-
ing a 3D model of the user’s real physical environment into the rendered 
3D graphics of a VR application. Such a 3D model may be collected from an 
array of depth cameras arranged around the user’s space (“outside in”), or 
from a depth camera mounted on the user’s head mounted display (“inside 
out”). In either case, we presume that the 3D model of the user’s real physical 
environment has been calibrated to align with the native coordinate system of 
the VR system: in practice, this can be accomplished by a procedure in which 
the tracked VR controllers can be located in the reconstructed model of the 
room. 

Given the 3D nature of both the virtual and real worlds, it is natural that 
a real object should appear in front of any virtual objects that are further 
away, and vice versa. In a traditional 3D graphics pipeline, occlusion of one 
object by another is accomplished during rendering by updating the z-buffer, a 
texture which records at each pixel location the distance of the nearest surface 
rendered thus far. In the rendering process, a given pixel’s color is updated 
only if the currently rendered geometry falls at a point nearer than the value 
recorded in the z-buffer. 

66 



blending virtual environments with situated physical reality 

To perform our own rendering of real world geometry in a running VR 
title, we require access to its fnal rendered output for each eye, as well 
as the z-buffer, view and projection matrix used in the rendering process. 
Additionally, some modifcations may make use of other information such as 
the poses of each VR controller. 

Furthermore, we would like to demonstrate the broad applicability of 
our approach by using it with games that are popular with VR users today. 
To this end we developed a software framework (Figure 5.3) that allows 
the modifcation of the rendering process of an existing VR application 
without requiring the application’s source code. It uses well-known techniques 
to replace or “hijack” calls to system APIs involved in rendering and VR 
compositing [173]. Such techniques are popular with the game hacking and 
modding community, and have also been a useful tool in building research 
prototypes on otherwise unmodifed software systems [100, 215]. We later 
expand on these techniques in Chapter 7 for generalized specatorship of 
videogames in VR. 

Exploiting OpenVR 

OpenVR1 is an API that VR applications use to communicate with SteamVR2 . 
An application obtains HMD and controller pose from SteamVR via OpenVR 
calls, and provides SteamVR with fnal rendered frames for each eye by calling 
IVRCompositor::Submit. To add our own graphics to the VR’s fnal rendered 
graphics, we replace OpenVR’s dynamic link library (DLL) with a custom DLL 
which similarly implements OpenVR’s Submit call but includes additional 
routines to render our real world geometry. This is done by modifying and 
recompiling OpenVR’s open source. 

The calls to OpenVR’s Submit provide a convenient means of injecting 
our own code to render onto each eye’s fnal output, but it does not pro-
vide access to the z-buffer. In a typical frame, the application will call 
ID3D11DeviceContext::OMSetRenderTargets many times throughout its ren-
dering process. Some of these calls will be to set the color back-buffer and 
z-buffer that we require for our own rendering. To fnd the application’s z-
buffer, we frst obtain the application’s DirectX device by examining a texture 
passed to Submit, and then modify its C++ vtable to intercept all calls to 
OMSetRenderTargets. 

Unfortunately there is no direct means to determine which of the render 
targets provided to OMSetRenderTargets is the fnal rendering and z-buffer 
we require. Furthermore, the application may use render targets in different 
ways: 1) each eye may be rendered to individual textures, 2) each eye may 
be rendered separately but to the same texture which is reused, and 3) both 
eyes may be rendered into the same texture, side by side (Figure 5.4). When 
each eye is rendered separately, there is similarly no direct way to determine 
whether a given render target corresponds to the left or right eye. When both 

1 https://github.com/ValveSoftware/openvr 
2 https://steamcommunity.com/steamvr 

67 

https://steamcommunity.com/steamvr
https://github.com/ValveSoftware/openvr


blending virtual environments with situated physical reality 

Start Submit(Left) Submit(Right)

1

2

1

2

1

2
a

b

c

Figure 5.4: Three likely rendering pipelines used by VR applications. a) single eye textures, b) single texture 
shared between each eye, and c) stereo texture. 
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Figure 5.5: A compute shader analyzes the render target received through OMSetRenderTargets. a) the raster 
lines tested in the analysis, b) the impulse used in eye identifcation. 
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eyes are rendered into the same texture, there is no direct way to determine if 
both eyes have been rendered. 

We employ a variety of heuristics and image processing techniques to 
resolve these ambiguities and fnd our render targets. For example, a compute 
shader is used to classify candidate z-buffers as left or right eye views based 
on the stencil’s pattern (Figure 5.5). When both eyes are rendered into the 
same texture, symmetry of the image is a reliable indication of whether both 
eyes have been rendered. Once determined, references to the correct render 
targets are cached, and no further analysis is performed. In the case where 
the application renders eyes separately but reuses the render target, copies 
are made during rendering. 

To perform our rendering, we also require the view and projection matrices 
used by the VR application in its own rendering of each eye. The view matrix 
is easily obtained from OpenVR, which provides the position and rotation 
of the user’s HMD. This must be updated every frame to match the user’s 
head pose in game. Obtaining the projection matrix is more diffcult. OpenVR 
provides the projection matrix for each eye via a function call that takes the 
near and far plane values used by the application. Presently, we determine 
the application’s near and far plane values empirically and retrieve each eye’s 
projection matrix through OpenVR. With the view and projection matrices, 
we render the real world inside the virtual scene and make a submission on 
behalf of the game to SteamVR. This allows us to take advantage of advanced 
post-rendering techniques such as asynchronous reprojection and motion 
smoothing. 

Figure 5.6: HTC Vive with Intel RealSense highlighted in red (left). The composited 
depth image with a virtual scene (right). 

Data Acquisition and Calibration 

The system is agnostic to what can be rendered on a submitted frame. In our 
implementation, we use the RoomAlive Toolkit [265] for both the room scale 
reconstruction and for the RealSense3 head mounted camera (see Figure 5.6). 

Our room scale deployment uses eight Kinect v2 depth cameras calibrated 
using the RoomAlive [265] calibration procedure, where fve projectors display 
Gray codes onto the physical surfaces to resolve the poses and positions of 

3 https://realsense.intel.com/ 
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Figure 5.7: Techniques implemented with our system. a) alpha blending, b) salient objects (no Walls), c) full 
environment, d) texture abstraction (mesh outlines), e) polygon manipulation (foating polygons), 
f) collision estimation, g) mesh erasing, h) fashlight into reality. 

all projectors and cameras. The depth and color data is compressed using 
RVL [266] and JPEG compression respectively and sent over a local Ethernet 
connection to the client. The RoomAlive RealSense server works similarly. 

The compressed data is received by the RoomAlive client, in which the 
depth and colour data is decompressed and smoothed with a bilateral flter. 
The depth image is then converted into a DirectX vertex buffer for rendering. 

5.4 compositing techniques 

We use the system described in Section 5.3 to create a variety of game-agnostic 
compositing techniques that demonstrate the fexibility of our approach 
across the categories of blending, texture and geometry manipulation, and 
interaction. We test these techniques within seven different VR titles available 
on Steam: Accounting, Waltz of the Wizard, SUPERHOT VR, Tilt Brush by 
Google, Blocks, Fallout 4 VR, and Skyrim VR. 

Blending 

We explore blending in the context of the full environment, only salient 
objects, and objects that are nearby. 

full environment blending All available real world geometry is 
composited into the virtual environment (Figure 5.7c). While in a room, 
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Figure 5.8: Real world guides: a) an ottoman being used to create a circle, and b) a 
chair being used as a reference (Tilt Brush). 

walls and furniture will occlude everything outside the physical environment. 
Applications that are more productivity focused may beneft from this level 
of blending, such as Tilt Brush and Blocks. Users are able to navigate the 
real world while simultaneously allowed to design, draw, or build within it. 
This offers some interesting affordances, such as using a physical object as a 
reference while modeling a 3D object (Figure 5.8). 

salient object blending These depict only the objects that are impor-
tant to a room’s composition, such as furniture, people, or pets (Figure 5.7b). 
This level of blending allows a user to freely move around the space with 
only a minimal amount of hidden surface removal on the virtual scene, and 
can be implemented through the removal of predefned objects (i.e. walls) or 
by showing only objects that have changed from one frame to the next (i.e. 
background subtraction). Small tasks, such as manipulating objects on a desk, 
eating food, or drinking can easily be performed. 

proximity blending Objects are selectively blended based on proximity 
to the user’s head and hand positions (Figure 5.7a). This level of blending has 
minimal impact on the visual coherence of the virtual scene, since only por-
tions of the physical world appears within a certain distance (1m). Proximity 
blending can act like an advanced chaperone system with the added beneft 
of also showing dynamic objects (e.g,. people, pets, chairs, etc.). 

Texture 

Changes to the underlying physical texture can be used to make the rendering 
of the real world more similar or different than the virtual world (Figure 5.7d). 

colour transfer When compositing real world geometry into a virtual 
world, it may be desirable to light the real world to match that of the virtual 
world (see Figure 5.9). For example, if the player enters a dark cave, the 
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Figure 5.9: The real world environment before color transfer (left) and after the 
transfer (right) in the game Skyrim VR. 

rendering of their couch should be similarly dark. We use an approach that 
is both fast and effective at modulating the colour of real world geometry 
to match that of the virtual rendering. We adapt the statistical methods by 
Reinhard et al. [212] using parallel reduction techniques on a compute shader. 

Colour statistics are calculated in the CIEL*A*B* colour space. The method 
uses the global illumination (µ) and standard deviation (σ) from a source 
image (Is) to transform a target image (It) to match the distributions found in 
each L*A*B* colour channel. Every pixel in It is scaled by a ratio between the 
standard deviation of the target (σt) and the standard deviation of the source 
(σs), giving: 

σtI0 = (It − µt) + µs (5.1)t σs 
This transformation is easily implemented on a compute shader. 

abstraction Rendering the real world with a very different rendering 
style can make it clear to the user which parts of the world are real and which 
are virtual. Rendering the real world as a wireframe or with other stylistic 
effects (Figure 5.7d) can also allow the user see through real world objects, 
which may be important for gameplay. 

Geometry 

Manipulations of real world geometry may be useful when creating effects 
where the physical world appears to react to the virtual. Further, the abstrac-
tion of geometry can be used to incorporate artistic renderings of objects that 
approximate the original [94, 231]. 

We demonstrate a geometric effect based on the proximity of the user 
(Figure 5.7e). As the user moves around the space, the physical environment 
is reconstructed around them in real time. The user sees individual polygons 
foat down and assemble at their feet, playing with their senses of reality. 
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Figure 5.10: A before (left) and after (right) shot of a barrel colliding with a compos-
ited wall (Waltz of the Wizard). 

in-game collision estimation Interaction between the physical world 
and in-application content is also possible. We use the system implementation 
in Section 5.4 to detect intersections between the real world and the virtual 
scene (Figure 5.7f). For example, when the user shoots an arrow or throws a 
barrel, the real world will react by breaking apart around the point of impact 
(Figure 5.10). These kinds of interactions make the real world seem alive and 
part of the virtual world. 

We estimate collisions between the application and the composited live 
mesh data by comparing the real world depth of a rendered pixel against 
the corresponding z-buffer point. Z-buffer values are normalized by the 
application’s projection matrix and may be converted back to world coordinate 
depths by inverting part of the projection matrix: 

0 n f 
z = (5.2)

f − z f + zn 
where n and f are near and far plane values, respectively. With the z-buffer 
projected into the system’s coordinate space, collision with the application’s 
geometry is approximated by computing the distance between the depth 
buffer’s point to the corresponding point in the live mesh data. The rendering 
process may use this distance to appropriately modify the rendering of the 
real world geometry. For example, it may move the real world geometry out 
of the way. 

Interactions 

Giving the user full control over aspects of blending, object saliency, or 
recoloring may be useful when insuffcient information is available to infer 
correct parameters or when greater control over compositing is desired. 

Aspects of the real world can be dynamically shown and hidden to the user 
as they are inside their virtual world, but there are times when giving control 
over what objects persist and what do not is important. For example, a user 
may always want to know where their computer desk is within the virtual 
world. Our system realizes this by allowing users to bring in or remove the 
real world by drawing over them with their controllers, giving them some 
granularity of control over what is seen and what is not (Figure 5.7g) 
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Figure 5.11: The HMD user’s in-game view projection mapped onto physical surfaces from a co-located 
spectator’s point of view. a) the left eye view, b) the companion window view, and c) the 
projection mapped content. 
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A fashlight into reality (Figure 5.7h) can be used as portal into the real 
world. A user moves the controller, like a fashlight, to reveal sections of the 
real world. All geometry in the real world that is contained within the solid 
angle emitted from the controller is revealed to the user. 

Spectatorship 

As part of our system, we implemented a projection mapping system where 
a view from the game is projected onto real physical surfaces from the 
perspective of a co-located viewer (Figure 5.11). For immersion, it is important 
that the mapping from the game to the physical surface is spatially stable, 
where a point in the game corresponds to a single point on the surface during 
rotation. This is accomplished by obtaining the rotation matrix from the HMD, 
the head position of the co-located user, and an adjusted feld-of-view (FOV) 
for the projected content. 

The HMD’s orientation is retrieved from OpenVR. The head position of the 
co-located user is determined by a mean shift method [66] on the aggregated 
skeletal data from the eight Kinect sensors in the room. 

During a VR session the game displays a companion window on the user’s 
desktop (Figure 5.11b). The window is a subregion of the left-eye texture 
sent to the HMD (Figure 5.11a). Since the companion window is free of 
stencil marks, this is used as the projection mapped content. The FoV for the 
projection mapped content is then a ratio between the width of the companion 
window and the width of the left eye texture, ensuring that points in the 
game correspond to points in the real world. 

5.5 user evaluation 

This within-subjects experiment evaluates immersion, safety, physical manipu-
lation, and communication between our proposed 3D compositing techniques 
and the Vive’s built in chaperone system. We chose three techniques outlined 
in Section 5.4 that are representative points along a continuum of blending 
(i.e. little to all of reality): 1) full reality (full) where all of physical reality is 
blended, 2) salient objects (salient) where the furniture and dynamic objects 
are retained, and 3) proximity blending (proximity) where only a portion of 
reality around the user is retained. 

Each blending level is assigned a virtual environment, physical space, and 
task in order to replicate realistic VR scenarios. The baseline for comparison 
is Vive’s chaperone grid (grid) and line overlay (line) where the outline of 
objects are rendered on top of the scene. Ordering of the tasks were counter-
balanced with a Latin square. In summary: three blending levels (proximity, 
salient, and full) and two baselines (grid and lines). 

We recruited 12 participants, ages 28 to 40, 2 female. All participants were 
right-handed, and most of them use a VR devices a few times a year. The 
study lasted for approximately 60 minutes: 15 minutes per blending level and 
an additional 15 minutes of surveys. 
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Figure 5.12: Room layout used in user study. a) offce space, b) recreational area, and 
c) living room area. 

The RealityCheck system described in Section 5.3 is used in a room environ-
ment that is approximately 4.5m × 5.5m × 2.5m (Figure 5.12). The room is 
split into three sections to replicate common VR confgurations. Dimensions 
were determined by examining Steam’s annual hardware surveys. The frst 
room-scale environment (Figure 5.12a) replicates a home offce containing 
an area of 1.5m × 2m. The factors full and grid are compared. The second 
replicates a medium recreational area (Figure 5.12b) containing two sofa 
chairs and a small table, room-scale dimensions are 2.5m × 2m. The factors 
proximity and grid are compared. The third area replicates a large living 
space (Figure 5.12c), with a full couch, foot stool, cabinets, and TV stand. 
Room-scale dimensions are 3.5m × 2m. The factors salient and lines are 
compared. 

Task and Procedure 

We asked participants to play a VR application within each of the three mock 
environments outlined in previous section. We chose a set of VR videogames 
based on their popularity and their required mobility during gameplay. In 
the mock offce environment, the task was to use Tilt Brush, a 3D drawing 
application, to replicate a stool that was located just outside the chaperoned-
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off area. Participants were free to move within the allotted area but not 
outside it. In the mock recreation room, the task was to play the game Skyrim 
VR by Bethesda Studios and travel from Riverwood to Whiterun, fctional 
towns within the game. They were asked to switch between a standing and 
sitting posture every minute. In the mock living space, the task was to explore 
the world of Waltz of the Wizard, an exploration game set inside a fctional 
wizard’s home. At one minute intervals, the participant was asked to pick 
up a block on the couch and place it on the ottoman in the center of the 
chaperoned area. 

At the beginning of the experiment, participants flled out a short survey 
regarding their current VR usage. At the end of each VR session, a short 
7-point preference questionnaire (7 = preferred) asked participants to refect 
on their experience and the assigned tasks in the categories of safety, physical 
manipulations, communication, and their transition between the real and 
virtual worlds. A six part SUS [258] questionnaire followed. Finally, a post 
experiment survey was conducted asking about their overall experience. A 
researcher was in the room with the participant for the duration of the study 
and all instructions were verbally communicated. 

Results 

Aligned Rank Transform (ART) [272] and post-hoc t-tests with FDR [10] 
corrections are used for all non-parametric data. An overview of the results 
are outlined in Figure 5.13. On average, our system saw an increase in average 
scores across all game titles in each of the categories. A signifcant effect 
on Transitions (F5,55 = 4.83, p < .001), Physical Manipulation (F5,55 = 4.98, 
p < .001), and Safety (F5,55 = 5.11, p < .001) are observed. There is no effect on 
Communication. 

On Saftey, a post-hoc test shows FULL (5.90) is perceived safer then GRID 
(3.81) for Tilt Brush. On the transitions between the physical and virtual world, 
FULL for Tilt Brush (5.54) is perceived easier then GRID (3.54) for Skyrim 
VR. Finally, on the physical manipulation of real world objects, FULL for Tilt 
Brush is perceived easier then GRID for Skyrim VR. No other signifcance is 
reported (p > .082). 

The mean SUS scores are higher for our system across all games when 
compared with the baseline chaperones. An ART analysis shows a signifcant 
effect (F5,380 = 6.62, p < .001). Post-hoc t-tests suggest PROXIMITY (4.76) for 
Skyrim VR is perceived as more immersive than GRID (3.47) for Tilt Brush. The 
immersiveness of SALIENT (4.93) for Waltz the Wizard is perceived greater 
than both LINES (4.93) for Waltz of the Wizard and GRID (3.47) for Tilt Brush. 
There is no signifcant result for FULL (4.27) on immersion. 

Discussion 

We found compelling differences between the three different blending levels 
and the baseline chaperone. Among all three game titles, Tilt Brush has the 
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Figure 5.13: Preference ratings across all participants. A comparison between the Vive’s chaperone system (no 
hatch) and the RealityCheck system (hatch) across three VR titles. 
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largest reported difference across the four questions posed to the user. This is 
likely due to the contrast between the environment in game and the physical 
environment merged with it. Surprisingly, there is no signifcant results for 
communication, though the mean scores are higher then the baseline. 

Participant responses to the the grid and line overlay chaperone showed a 
generally negative sentiment, stating that grid chaperone “breaks the sense of 
virtual reality” (P11) and “makes the world less immersive” (P4). On the line 
overlay participants stated that it “does not work very well for me” (P3) and 
it “made depth perception slightly more confusing” (P11). In contrast to this, 
P6 and P8 stated that they preferred the line overlay when compared with 
the blending techniques. However, none of the participants preferred the grid 
chaperone and stated that it felt like a “virtual cave” (P5). 

On the use of real world blending, participants generally thought is was 
useful. Stating that it “felt very immersive” and “[s]itting down was def-
nitely more comfortable” (P5). Surprisingly, many participants expressed that 
the blending techniques seemed more immersive to them over the baseline 
chaperones, stating it “felt more like a virtual reality” (P12). Though the 
blending was sometimes seen as problematic when participants were not 
able to differentiate between virtual objects and real ones. One participant 
stated, “there was a bookshelf from a real world, which I thought was a VR 
bookshelf”. 

5.6 limitations 

While our system provides new ways to render content within a virtual world, 
there are still several challenges related to performance, visual fdelity, and 
OpenVR integration. 

Today’s VR systems typically aim to render each eye at 90Hz. The 3D com-
positing and spectatorship components of our system use the GPU extensively, 
making this framerate goal more diffcult to achieve. Ultimate framerate will 
be a function of the rendering demands of the VR title, the complexity of 
the our system shaders, the number of cameras employed in the system, 
and, when spectatorship is enabled, the number of projectors. For example, 
without performing visibility based culling, each projector must render all 
cameras. 

The SteamVR title Accounting, for example, easily renders at 90Hz (less 
than 11.1ms rendering time) with one camera on modern hardware. Our 
most complex confguration of eight Kinect v2 cameras and fve projectors 
with spectatorship enabled, renders at 15ms, which causes SteamVR to ren-
der at 45Hz on Skyrim VR. SteamVR then doubles this framerate with its 
“motion smoothing” feature, whereby every other frame is synthesized by 
interpolation. The overall subjective experience is still good. 

The visual fdelity of the system depends on the type of depth camera being 
used, as well as their calibration and alignment. Incorporating advanced 
fltering and reconstruction algorithms could help [54, 56, 244], however 
latency and frame rate need to be considered for a real-time system. The 
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combination of highly accurate but sparse LIDAR sensors with highly dense 
depth cameras could be an alternative approach to increasing overall quality. 
Another approach would be to rely on depth cameras to perform coarse 
hidden surface removal, while otherwise relying on head mounted RGB 
cameras, such as those available on the HTC Vive, to render the color texture 
of the real world. 

With the room scale deployment of cameras, latency of the acquisition of 
depth and color data has no discernible impact on the ultimate rendering 
when the scene is largely composed of stationary objects such as furniture. 
Meanwhile, the head-mounted version introduces a noticeable latency in 
rendering of the real world. 

Our system sits on top of OpenVR, which allows us to modify the appli-
cation’s rendering. However, retrieving the application’s near and far planes 
in a generalizable manner remains unsolved. Extending the OpenVR API to 
include the submission of the near and far planes could be one solution to 
alleviate this. 

5.7 discussion and future work 

Our system aims to merge reality with a virtual environment for the purposes 
of safety, communication, and interaction. Our system works with existing VR 
applications and enables new ways to engage with the real world while inside 
the virtual world. Our system is a platform and concept that will enable 
interesting directions for future work. 

haptics and geometric mappings Our current implementation of 
our system focuses on manipulating the real world geometry to react to 
changes in the virtual world. Further enhancements may be possible by 
considering manipulating the virtual geometry as well. Methods that use 
raw mesh data [67] and semantic scene understanding [235] might be used 
to modify the virtual world to match the real in a meaningful way. Further, 
techniques such as change blindness or saccades [242] could be used to make 
these changes imperceptible to the user. With methods to align the real and 
virtual, passive haptics could be used to enhance the experience. For example, 
aligning a in-game wall to match a real physical wall or positioning a couch 
to align with its in-game counterpart. 

Pushing this concept further, aspects of the real world could deviate from re-
ality to match the style and tone of the game. Methods like in RealitySkin [229] 
could be used to create visually compelling scenes or create alternatives to 
the “Home” application currently used to launch applications. 

treating the game as a depth camera Currently, we extract the 
depth and RGB data from the game for use in our compositing techniques. 
It may be instructive to think of this data as produced by RGB-D “camera”. 
Computer vision research suggests many uses of depth cameras, such as in 
SLAM [180] or using it for in-game object detection and segmentation [211]. 
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These methods could be used for extended types of interaction. For example, 
by reconstructing the game world through SLAM techniques or by extracting 
in-game avatars to superimpose onto a collocated person in the room. 

Recommendation 

Our system relies on the abilty to obtain the game’s color back buffer, z-buffer 
and view and projection matrices through recompiling the OpenVR DLL and 
vtable injection on DirectX. Future versions of such APIs could make these 
components more readily available, encouraging researchers and developers 
to create novel experiences that expand the state of the art in VR. 

5.8 summary 

In this chapter we presented a system that builds on top of the current VR 
rendering pipeline. We demonstrate the capabilities of our system through a 
number of techniques that integrate the real world inside a virtual scene. A 
user study further demonstrated its ability to enhance current VR environ-
ments. We believe this approach enables applications in safety and awareness 
as well as creating more meaningful VR experiences. We see this work as the 
frst step towards allowing the seamless transition between two realities. 
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6 AU G M E N T I N G A W E A R A B L E AU G M E N T E D R E A L I T Y 
D I S P L AY W I T H A N A C T UAT E D H E A D - M O U N T E D 
P R O J E C T O R 

Augmented reality (AR) has the potential to truly merge digital and physical 
worlds. Typically, an optical see-through head-mounted display (HMD) is 
used to composite virtual content into the surrounding environment [130]. 
While effective in many ways, it also has a limited feld of view and suffers 
from vergence-accommodation conficts. Further, the user experience is iso-
lating, since the virtual environment is only visible to the HMD user. This 
makes collaboration and communication with external users diffcult. 

An alternative to creating AR with an HMD is Spatial Augmented Reality 
(SAR) [18], which uses projected light to directly augment physical surfaces. 
SAR can be used with an optical see-through HMD to alleviate some limi-
tations, such as simulating an expanded feld of view [11] and improving 
perceptual depth cues [18]. Another possible way to improve on AR HMD 
experiences is with cross-device systems that combine many conventional 
displays and devices with an AR HMD, like smartphones, smartwatches, and 
large displays. This has been used to enable external communication [228], ex-
pand the capabilities of devices [74], and enhance interaction with 3D virtual 
objects [170]. However, both approaches limit user mobility and do not allow 
for ad hoc serendipitous collaborations with external users. SAR typically 
requires multiple external projectors installed and carefully calibrated to a 
specifc environment, and cross-device systems require specialized software 
and experiences are constrained by the physical properties of the device. 

In this chapter, we introduce a concept called Augmented Augmented Re-
ality (AAR), the combination of a see-through wearable AR display with 
an actuated head-mounted projector. AAR can be expressed in a concise 
design space, where potential user roles and projector roles intersect. Using 
this space, we explore how AR interfaces can be extended and combined, 
enabling new ways to view, manipulate, and share AR content. For example, 
the HMD user experience can be enhanced by using the projector to augment 
their view with peripheral information, such as simulating a heads-up GUI 
(Figure 6.1b). Or, the projector can share AR with external users, for instance, 
a view-dependent rendering on a nearby wall so a bystander can see into the 
HMD user’s virtual world (Figure 6.1c). A combined HMD and projector can 
enable new communication opportunities, such as an impromptu presenta-
tion with projected slides for an external audience and private notes for the 
HMD user (Figure 6.1d). The system can even transition the HMD user from 
virtual to real worlds, and when they remove the HMD, the projector could 
persist a portion of the virtual content (Figure 6.2). 

To operationalize the AAR concept, we built an actuated pico projector 
system mounted on a HoloLens AR HMD. An important aspect to the system 
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(a) (b) (c) (d)

Figure 6.1: System overview and use cases: (a) a pico projector on a servo-controlled pan-tilt head is mounted 
on a Microsoft Hololens V1 AR HMD and when calibrated, precise control of the projected image 
relative to the HMD or the realtime scan of world geometry is possible; (b) the projector can display 
interactive content beside the optical display, such as a toolbar; (c) the projector can let bystanders 
“peek” into the HMD user’s virtual world; (d) the projector can show public content while keeping 
private information in the HMD, such as during a presentation. 

is how the projector, pan-tilt geometry, and HMD are calibrated: for this, 
we developed a novel variation of the structure from motion (SfM) pipeline 
that utilizes a dense correspondence map between all camera and projector 
view combinations. Applications access the calibrated projector and HMD 
through a AAR software toolkit. This gives developers high level control over 
projector roles relative to the HMD, the user, and the physical environment, 
and defnes content behaviour across the AR HMD and projected SAR. 

In summary, we make the following contributions: 

• Concept and applications for combining a wearable actuated projector with 
an AR HMD; 

• An automated calibration process to build a geometric representation of a 
head-mounted projector pan-tilt structure; 

• An open source toolkit to develop AAR applications. 

6.1 related work 

In Chapter 2, we explored aspects of HMDs and hybrid displays. Here we 
look at specifc work related to SAR and OST HMDs to explore how they ft 
within the context of augmented augmented reality. 

Augmented Reality Wearable Projector Systems 

Using projectors to augment real-world surface geometry was frst explored in 
Shader Lamps, later conceptualized as SAR [209]. Since then, several projects 
have explored SAR in complex multi-projector arrangements [85, 114, 207] and 
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Figure 6.2: AR persistence example application. The projector acts as an ad hoc 
display when the user takes off the HMD, enabling them to continue 
watching a video started in AR. 

steerable projector systems [126, 201]. Beamatron [267] explored a steerable 
SAR environment where the projector unit was statically fxed to a location 
on a ceiling. They demonstrated a broad set of applications that explore SAR 
under this context. Most relevant, mounting a projector directly on the body 
has been shown to provide new opportunities for on-body [171] and context 
driven interaction [160, 268]. OmniTouch [83], a shoulder-worn depth-sensing 
and projection system, can transform an everyday surface into an interactive 
space, focusing solely on the the user wearing the device. 

Of the many possible on-body mounting locations, on or near the head 
has been of particular interest. A fxed, front facing head-mounted projector 
can be used to directly augment the physical environment to reproduce the 
effect of wearing an optical see-through AR HMD [99, 123]. This has benefts. 
Scape [98] showed how such “head-mounted projective displays (HMPD)” 
can enable multi-user collaborative AR. Krum et al. found this approach 
allowed for more natural depth cues [132], while Kade et al. demonstrated 
entertainment applications like a shooting game [116]. Genç et al. showed 
a head-mounted projected image of static and dynamic content is effective 
when the user is in motion [70]. 

Our work in this chapter builds on these concepts and extends them by 
actuating a head-mounted projector and using it with an optical see-through 
AR HMD. Different from SixthSense [171] and OmniTouch [83], we enlarge 
the SAR display space and enable interactions which can be independent 
to the user’s location with the actuated projector. By combining a steerable 
projector with an AR HMD, we can explore the design space between an 
HMD and external users more broadly and under different location contexts. 
This contrasts with other work in steerable displays that are fxed, large, and 
limited to a single location [267]. Our approach can augment the surface 
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geometry for the user, while also enabling external ad hoc collaborations with 
outside observers. 

Public and Private Context Sharing 

The use of public and private displays to share content between users has 
been explored thoroughly in previous works [30]. Augmented Surfaces [214] 
introduced the concept of hyperdragging which allows co-located users to 
share private content with a shared public space. Code Space [28] investigates 
cross-device content sharing with a large public display in the context of code 
reviews, and MeetAlive [63] explores multi-device sharing in a SAR equipped 
meeting environments. Sharing can also be accomplished using collaborative 
augmented reality [15, 198], where interactive experiences are shared among 
multiple co-located or remote users wearing AR HMDs. 

EMMIE [32] uses an AR HMD combined with external displays to merge 
private and publicly viewable content. Elements of this were further explored 
in Focus+Context screens [6]. Machuca et al. outlined some design consider-
ations when blending 3D content between a handheld device and a public 
screen [147]. Serrano et al. [228] explored the combination of an AR HMD 
within a distributed display environment. Rukzio and Holleis explored a 
design space that spans a mobile phone and a public projector [219]. Our 
work builds on previous explorations in context sharing by exploring the 
asymmetric duality provided by an AR HMD and SAR display and how the 
user fts within it. 

Hybrid AR Displays 

Researchers have investigated ways to overcome the limitations of current 
generation AR HMDs [148, 165] by using sparse peripheral displays, adding 
LED arrays surrounding AR HMD [75, 276], or by combining a SAR type 
environments with AR HMDs [11]. Combining a SAR environment with 
an AR HMD offers extra information [282] and can improve the visual ef-
fects [152] inside the AR world. It also provides some useful affordances 
since the the user’s view and the environment are independent, which allows 
enhanced material rendering [79], shared multi-user experience [125], and 
fxed environments for an expanded feld of view [11]. 

Closely related to our work is FoveAR [11] which combines a single fxed 
ceiling-mounted projector SAR environment with an AR-HMD as an extended 
peripheral display. They demonstrate their approach through a set of four 
experiences: 3D model animation, wide-angle immersive simulation, 3D life-
size telepresence, and an AR shooter game. Each utilize the capabilities of 
both the projector and the AR HMD. Our work also utilizes a projector and 
AR display, but the projector is directly attached to the HMD and can be 
freely repositioned into different viewing confgurations. 

While these works combine an AR HMD with a fxed ceiling-mounted pro-
jector, none have investigated a compact inside-out actuated projector display 
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combined with an AR HMD, nor do they fully explore design considerations 
for both the HMD user and other external users who could also beneft from 
projected AR content. 

Summary 

Our work builds and signifcantly extends previous concepts with a re-
imagined and more comprehensive exploration, applications, and techni-
cal solutions. For example, the mobility and fexibility of a head-mounted 
steerable projector provides a larger set of experiences not possible in fxed 
projector environments, and our design space spans the asymmetric duality 
between the HMD user and external observers. 

6.2 augmented augmented reality 

An AR display and a SAR environment both have advantages and disadvan-
tages in how they augment the environment and how the user interacts with 
the virtual content. The AR display can produce high-quality 3D holograms, 
but is limited to a fxed focus plane with a smaller feld-of-view. SAR is able to 
produce realistic depth cues for surface-mapped 2D content, but 3D content is 
limited to a single view-dependent perspective. One goal of AAR is to create 
a setting where a strength of one AR device can offset a weakness in the other. 
For the HMD user, the two displays can work together to create an enhanced 
AR experience. In addition, considering the projected display as public, the 
two displays can provide a dynamic environment in which the HMD user 
can communicate their virtual environment with external observers. This 
provides opportunities for new AR modalities for communication. In both 
cases, the projector is essentially “augmenting” augmented reality. 

Design Space 

To generate and describe different types of AAR experiences, we developed 
a concise two-dimensional design space (Figure 6.3). It captures the two 
important factors: who is benefting from AAR (the "User Role") and how the 
actuated projector is used with respect to the AR HMD view and physical 
environment (the "Projector Role"). Our design space is complementary to 
the technically-focused design considerations provided in FoveAR [11]. They 
present a set of techniques to render an AR HMD with a single projector 
for only the HMD user. For example, demonstrating how to surface shade 
textures into the environment with overlayed 3D holograms in the HMD. 

user role dimension (HMD User, External User, Both Users) 
The projector can be used to improve the experience for the user wearing the 
AR HMD, one or more “external” users who are standing near the HMD user, 
or in some cases both types of users can beneft simultaneously. 
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Figure 6.3: AAR design space considering user role and projector role: (a) HMD user’s view augmented with 
heads-up GUI; (b) environment object augmented to show physical preview of a product design; 
(c) simulating a GUI display on a nearby surface; (d) highlighting an object in the environment 
to communicate with external user; (e) collaborating on a simulated whiteboard display; (f) 
augmenting an external user’s view with a view-dependent rendering of an object to create the 
illusion that it is placed in front of the HMD user; (g) augmenting the environment with a camera 
fash so external users are aware a photo was taken; (h) using a nearby wall to display a slide-show 
presentation. 
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There is a dichotomy between the HMD user and external user, as their 
ability to engage with virtual content is asymmetrical. Clearly, the HMD 
user has more affordance in the range of actions they can execute on virtual 
objects and how they view objects across AR views in the HMD and from 
the projector. For the external user, what content they can see and how they 
might interact with it is likely to be determined by the HMD user who is 
present and the dominant actor in the virtual scene. There are exceptions to 
the requirement of a primary HMD user, for example the HMD could be set 
on a table so the projector acts like a steerable projection mapped display. 

projector role dimension (Augment View, Augment Environment, Sim-
ulate Display) 
The interplay between the AR HMD and projector display can be thought of 
in terms of assistive modalities, where the projector aids the HMD display 
or the HMD display aids the projector. Previous work has focused on the 
former, such as FoveAR [11] and occlusion shadows to artifcially increase 
AR HMD contrast [17]. In our space, the projector’s role can be expressed as 
one of three ways in which it renders content. 

The projector can be used to augment the view of the HMD user or in more 
limited cases, the external user. Using view dependent rendering with the 
projector frustum near the HMD view frustum, the projected image can create 
the illusion of peripheral content on or around the HMD view. For example, 
it could be used to create the illusion of an extended AR HMD for heads-up 
GUI (Figure 6.3a). The projector can also augment the external user’s view, 
for example creating a view-dependent rendering on a nearby wall such that 
they can see a location-matched 3D view into the HMD user’s virtual world 
for the purpose of collaboration (Figure 6.3f). 

The projector can augment the environment by enabling a steerable surface-
mapped SAR or ambient lighting effects. For example, real objects in the 
environment can be texture mapped to support HMD AR tasks (Figure 6.3b), 
or ambient lighting effects, like a spotlight, can highlight specifc physical 
objects or locations (Figure 6.3d), or a simulated bright fash can provide 
feedback when the HMD user captures a photo of the environment (Figure 
6.3g). These can support either user, or both users, depending on the context. 
For example, the spotlight could be to direct the HMD user to a specifc 
object in support of their HMD AR task, or the spotlight can be a way for 
the HMD user to communicate a spatial location or object to an external user. 
A surface mapped object like a cereal box could be solely for the HMD user 
to support their primary activity, or to show a design to an external user for 
collaboration. 

The projector can also simulate a fat digital display, whether rectangular 
on a wall, or mapped to a nearby surface like a table or foor. A simulated 
display can beneft the HMD user, such as creating a touch GUI on a table to 
manipulate HMD AR content (Figure 6.3c). For an external user, a simulated 
display can be projected on a nearby wall, for example so the HMD user can 
project a presentation on a nearby wall while they consult speaking notes 
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Figure 6.4: Enhanced AR applications: (a) steerable expanded FoV; (b) GUI heads-Up secondary AR display; 
(c) surface mapped GUI for peripheral interaction; (d) simulated display in physical environment 
to show orthographic projection of CAD model; (e) simulating virtual object shadows in physical 
environment; (f) augmenting a physical box in the environment with a surface mapped texture. 

rendered only in the HMD (Figure 6.3h), or both the HMD user and external 
user could jointly collaborate on a projected whiteboard (Figure 6.3e). 

6.3 usage scenarios and applications 

AAR can be used in a diverse set of applications to elevate the experiences 
of the HMD user and external collaborators around them. We explore three 
general categories, with demos that span our design space (Chapter 6.2) to 
demonstrate the range of experiences possible. 

Enhanced AR 

The two displays create opportunities to expand the utility and visual quality 
of AR for the HMD user. 

Steerable Expanded HMD Field of View — Similar to FoveAR [11], if the virtual 
scene is too large to ft within the AR HMD’s feld of view, the projector can 
function to artifcially widen the user’s effective view of the scene (Figure 6.4a). 
With an actuated projector, utility is further expanded by allowing the user 
to switch focus to particulars parts of the object, or by locking onto a target 
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object, continually rendering it in the periphery even as they move around. 
(Design space: Augment view, HMD user). 

Secondary Heads-Up Display — A view-dependent render of virtual objects 
foating around the viewing frustum of the AR HMD can be used to create 
a heads-up display for the HMD user without interfering with any content 
within the AR display. For example, a GUI can be created, such as a toolbar, 
menu, or clipboard, that can expand the user’s ability to work (Figure 6.4b). 
Another use can be for peripheral awareness. For example, if an object of 
interest is outside the user’s current feld of view, an arrow can be used to 
point in the direction of the object, guiding the user to fnd it. (Design space: 
Augment view, HMD user). 

Secondary Environment Display — A secondary display can be rendered 
onto nearby surfaces to provide new utility for the HMD user. For example, a 
GUI can be rendered on a nearby table that allows the user to interact with 
virtual content while maintaining their focus on a object they are working 
with (Figure 6.4c). Another use case is to provide an alternative perspective 
on a virtual object. For example, an orthographic projection of a plane engine 
can be rendered so that its schematics can be projected onto a table in front of 
an engineer. Because the projector is attached to their head, they can move in 
closer and study its fner details (Figure 6.4d). (Design space: Simulate display, 
HMD user). 

Simulate Physical Phenomenon in Environment — A simulated shadow of 
a virtual object can be projected onto a physically realistic location in the 
environment. For example, when an engineer is examining a virtual 3D model, 
an inverted shadow cast on the nearby table or wall could communicate its 
physical height off the surface below (Figure 6.4e). The projector can simulate 
the fash of a camera when the HMD user captures a “photo” of the physical 
environment. This adds additional meaningful feedback and increases realism. 
Both of these physical phenomenon provide some beneft to the external user 
as well. Object shadows can provide ambient awareness to external users, 
communicating that the HMD user is editing some type of object. A fash 
effect lets any external users nearby know their image may have been captured. 
(Design space: Augment environment, Both users). 

Physical Object Augmentation — The projector can directly augment a 
physical object in the space around the user. For example, if a graphic designer 
is iterating on a product box design, the projector can surface map the virtual 
box onto a physical prop in the real environment, giving them an idea of 
what the fnal product will physically look like (Figure 6.4f). This would also 
beneft external users as well, enabling them to monitor progress or critique 
design choices. (Design space: Augment environment, HMD user). 

Sharing AR 

The HMD user can utilize the projector to explicitly share virtual content 
with the external users around them, enabling new forms of interaction and 
collaboration. 
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Figure 6.5: Sharing AR example: an external user viewing the virtual world of the 
HMD user on a simulated display created by the projector. 

Explicit Content Sharing — The projector can be used to display curated 
content for external users. A simple example is when the HMD user and 
external user jointly interact with a simulated display, like a whiteboard 
brainstorm or card sorting task. During collaboration, the HMD user may 
be focusing entirely on the shared projected display. (Design space: Simulate 
display, Both users). A more interesting example is when the HMD user 
focuses on AR content while external users focus on the projected display. For 
example, during a meeting, a slideshow presentation could be rendered on an 
adjacent wall for external users to view, while the HMD user presents using 
speaker notes rendered in the HMD (Figure 6.1d). (Design space: Simulate 
display, External user). 

Virtual World Camera — The HMD user can share a 2D rendering of the 
virtual world as viewed from an arbitrary virtual camera position. This would 
be a simulated display projected on an available surface near the HMD user, 
enabling external users to see the virtual world as they would from a typical 
desktop display. The camera could even be controlled by the external user, 
allowing them to explore the HMD user’s virtual environment. (Figure 6.5) 
(Design space: Simulate display, External user). 

Window to Virtual World — When the HMD user is working with a virtual 
3D object, they may need to show an external user what it looks like or how 
they are interacting with it. This is made possible by projecting a view onto 
a wall opposite of the external user and then rendering the scene from their 
perspective. This will create an illusion where the scene objects appear to be 
at the correct location and have the same shape and size relative to the HMD 
user (Figure 6.1c). (Design space: Augment view, External user). 
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(a)

(b)

Figure 6.6: Ambient display examples: (a) spotlight as a contextual environment 
display; (b) mood-lights as ambient environment lighting 

Ambient Display 

There are circumstances where rendering scene objects or projection mapping 
is not needed, but an external light source may be desirable for notifcation, 
awareness, or navigation. We explore these across two related cases. 

Contextual Environment Display — The projector can be used as a control-
lable spotlight, directed by the HMD user to highlight objects or locations 
in their environment. For example, the HMD user could pin an object with 
light, keeping track of where it is, or they could highlight an object to direct 
external users to it (Figure 6.6a). (Design space: Augment environment, Both 
users). 

Ambient Environment Lighting — The projector can act as a generalized 
source of light. Refecting it off a ceiling could add illumination to the sur-
round environment or artifcially adjust its colour temperature. The projector 
can also be used to enhance multimedia experiences by producing ambi-
ent RGB lighting effects. For example, it could be used to enhance a music 
listening experience or to elevate PC gaming sessions during a livestream 
(Figure 6.6b). (Design space: Augment environment, Both users). 
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Persistent AR 

Its likely that the HMD user may wish to remove the HMD from time-to-
time to take a break, have a snack, or other real world tasks. Current HMDs 
have no self-contained way to transition from a virtual AR task to one in 
the real world. The projector can enable such a transition for limited, but 
potentially useful, interaction and awareness of the virtual world. When the 
HMD user removes the headset, the projector can create an ad hoc inside-out 
SAR environment. For example, if the HMD user is watching a video in the 
virtual world, then removes the HMD to place it on a table, the projector 
can automatically transition the video to a simulated display on an adjacent 
wall (Figure 6.2). In this example, the HMD user becomes an external user in 
a unique “external users only” AAR usage context. (Design space: Simulate 
display, External user). 

6.4 actuated projector for an ar hmd 

Prototyping the AAR design space with real applications requires precise 
control over the projector’s movement relative to the AR HMD. We present 
a novel approach to calibrate the positions and offsets for the projector and 
pan-tilt structure. 

Hardware 

A Celluon PicoBit laser projector [199] (Fig. 6.7a) is mounted onto two linked 
servo motors that form the pan-tilt mechanism (Fig. 6.7b). An Arduino Pro 
Mini ATmega328 acts as their controller (Fig. 6.7c). Both the Arduino and 
pan-tilt mechanism are attached to a custom aluminum mounting bracket 
which is bolted onto a Hololens V1 [165] (Fig. 6.7d). 

The projector has a resolution of 1280 × 720 pixels with a brightness of 63 
ANSI lumens. The laser projection module is infnite focus, which eliminates 
the need to manually adjust the projector’s focal plane. Considering a left-
handed coordinate frame, the Hololens points along positive Z, the top servo 
tilts the projector along its X-axis, and the bottom servo pans the projector 
along its Y-axis. A Kuman [133] 17 Kg high torque 270◦ motor is used for 
the bottom servo and a DFRobot DSS-M15 180◦ motor is used for the top. 
Both servos are hard-limited in range to ensure no damage to the Arduino 
or projector can occur. The bottom servo is limited to a range between 15◦ 

and 255◦ . The top servo is limited to a range between 30◦ and 125◦ . When the 
servos are set to 135◦ and 90◦ respectively, we consider the projector to be in 
its default position, pointing forward along the Z-axis with the Hololens. 

Automatic Calibration 

In order to enable the range of experiences outlined in the usage scenarios, a 
one-time calibration is required for the hardware. Steerable projector systems 
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Celluon PicoBit

(a)

Servo Pan-Tilt

Arduino Pro Mini

Hololens 1

(b)
(c)

(d)

Figure 6.7: Actuated projector HMD: (a) Celluon PicoBit laser projector; (b) Kuman 
and DFRobot pan-tilt servos; (c) Arduino Pro Mini; (d) Microsoft Hololens 
V1. 

have previously discussed calibration techniques for projector-camera units 
through the physical repositioning of a checkerboard in an environment [186, 
267]. However, these current approaches are labour-intensive and the internal 
geometric structure of the actuators are not fully captured. Another concern is 
the coupling between the projector and the HMD device, where the projector’s 
world pose changes with the transformation of the HMD. 

We frame projector and camera pose reconstruction as a Structure from 
Motion (SfM) [177] problem, which is commonly used in large scale computer 
vision problems, like photogrammetry. The reconstructed poses are used in an 
optimization routine over a Denavit-Hartenberg (DH) [51] parameterization 
of the servos’ kinematic chain, fnding their axes of rotation and offsets. The 
resulting geometric relationships can be used for precise movement control. 

An SfM pipeline typically has four phases: (1) data acquisition, (2) feature 
point detection, (3) putative point correspondence matching, and (4) pose and 
point cloud reconstruction [177]. We adapt this pipeline for an expanded set 
of correspondences required by our pose reconstruction problem that utilizes 
projector-projector, projector-camera, and camera-camera correspondence 
pairs. 

Data acquisition — Previous work has used structured light to create dense 
camera-projector maps using Gray codes [114]. In contrast, we adapt the 
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Figure 6.8: View-pair correlation matrix and view frustums: (a) point correspondence 
pairs between the camera views (1 and 2) and projector views (3-11); 
(b) reconstructed view frustums for the projector, Kinect, and Hololens 
viewed in the direction of the Z-axis. 

approach from Yamazaki et al. [279] which combines Gray codes with phase-
shifting sinusoidal codes to increase the sub-pixel accuracy of the resulting 
maps. During data aquistion, the projector is repositioned 9 times using the 
pan-tilt servos, moving in increments of 10◦ for the X-axis and 15◦ for the 
Y-axis to create a 3 × 3 grid of projector views (Fig. 6.8b). For each of these 
views, the built in Photo-Video (PV) camera from the Hololens V1 and a 
Kinect V2 camera is used to capture the projected structured light. We use 
a Kinect camera to capture a wider FoV of the scene, which allows larger 
projector movement during acquisition. However, we do not use any depth 
data in our pipeline, any other wide FoV RGB cameras would also work. The 
total number of views is 11, (9 repositioned projector views and 2 stationary 
cameras views), resulting in 18 camera-projector pairs with a total of 1134 
captured images across all structured light sequences. 

Putative Correspondences — Calibrating with structured light does not re-
quire feature point detection to build view correspondences. Instead a dense 
point-to-point correspondence between the camera and projector can be 
achieved by decoding the captured structured light during data acquisition. 
By utilizing both a forward mapping (a pixel-point in the image to sub-pixel 
in the projector) and a reverse mapping (pixel-point in projector to camera 
pixel), a complete set of putative correspondence pairs can be created for all 
11 represented views. The complete set of view-pair regions is 55, composed 
of 18 camera-projector, 1 camera-camera, and 36 projector-projector putative 
correspondence pairs (Fig. 6.8a). 

Structure from Motion — Using the complete set of correspondence pairs, we 
extend the open source implementation of OpenMVG [178] to account for the 
different view pair regions discussed above. We solve for all 11 views using 
sequential SfM [177] with AContrario RANSAC [174]. The reconstruction 
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process solves for: (1) the extrinsic (i.e. poses) and intrinsic parameters of the 
views, and (2) the 3D point cloud of the environment (Fig. 6.8b). A 25mm 
× 25mm checkerboard is used to solve the scale ambiguity of the resulting 
reconstruction; no repositioning is required. In actuality, any known point-to-
point distance in the scene could be used instead; the checkerboard is used 
for convenience, it is not a requirement for our calibration. The fnal RMSE is 
0.51mm on 2.3 million residuals taking 131 seconds. 

Optimization Solver to Recover Pan-Tilt Geometry 

We take the 9 transformation matrices representing the views of the projector 
when actuated, and solve for the kinematic chain and rotation axes of the 
servo motors. A Denavit–Hartenberg (DH) parameter representation is used 
to represent this structure relative to the projector’s frustum (F). Each rotation 
axis is represented by a rotation matrix (RX and RY) that is parameterized 
by a single rotation value θ and φ in radians (Fig. 6.9a). A DH parameter is 
4 × 4 transformation matrix defned by a translational offset and rotational 
displacement along a single axis (e.g. the DH parameter for the transformation 
along the z-axis is Z = {zt , zθ } where zt represents translational offset and 
zθ rotation around the z-axis). In this way, a homogeneous point (x̂) in the 
projector’s coordinate space (F) can be transformed to the coordinate space 
of the base servo (B) by 

x̂B = RY 
φ Z2X2Rθ 

XY1Z1 x̂F (6.1) 
where the unknown parameters are: (1) the rotations around the x- and y-axis 
(Rθ 

X and RY 
φ ), (2) the DH parameters (Z1 and Y1) describing the link between 

the projector’s view to the x-axis, and (3) the DH parameters (X2 and Z2) 
describing the link between the x- and y-axes, which is the base servo. The 
knowns are the point observations (Xobs) and the 3 × 3 grid of projector view 
transformations. 

Further, if we consider the relationship between the projector’s centre 
transformation matrix (T5) with the other 8 surrounding transformation 
matrices (Ti) in the 3 × 3 grid of projector views (Fig. 6.8b), we can use a 
variation of equation 6.1 to relate a homogeneous world point (x̂) observed 
from the centre projector view to any other projector view through the 
following equality constraint: 

RY 
φ Z2X2Rθ 

XY1Z1Tix̂ = Z2X2Y1Z1T5 x̂ (6.2) 
where we consider the centre view (T5) to be the calibrated view and default 
projector transformation. 

With the equality outlined in equation 6.2, a cost function is constructed to 
θ θ θ θsolve for the unknowns, enumerated as: Φ = {zt 

1, z1, y1 
t , y1, x2 

t , x2, z2 
t , z2, θ, φ}. 

The cost function contains two parts, one describing the constraint for the 
servo rotating around the x-axis ( f (i)(x̂)) and one describing the constraint for 1 

the servo rotating around the y-axis ( f (i)(x̂)), where both are parameterized2 
by the view transformation i: 

f (i)(x̂) = Y1Z1T5 x̂ − Rθ (i)Y1Z1Tix̂ (6.3)1 x 
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(b)(a)

Figure 6.9: Projector mount geometry: (a) DH parameters and pan-tilt axes forming 
a kinematic chain from projector (F) to base servo (B). (b) depiction of the 
pan-tilt axes. 

y (i)Z2X2Rφ 

Given that the rotations around the and y-axes symmetrical, need tox- are we 
determine whether the inverse of the rotation matrix is appropriate based on 
what view transformation is used within the equality constraint. We defne 

f (i) 2 (x̂) = Z2X2Y1Z1T5 x̂ − R θ (i)Y1Z1Tix̂ (6.4)x 

a function Rθ 
x(i) and Rφ i provide the rotation matrix based( ) to correct ony 

whether the transformation is from the top, bottom, left, or right column of 
the 3 × 3 grid of projector views.⎧ ⎧ 

φ 

φ 

y )
−1 

Rθ 
x 

φ 

i ∈ T1,∗ ⎪R⎨ 
y (i) = 

i ∈ T∗,1⎪⎨ y 

Rθ 
x(i) = θ 

x)
−1 R (6.5)(R i ∈ T3,∗ (R i ∈ T∗,3⎪⎩ ⎪⎩I otherwise I otherwise 

If we consider x ∈ Xobs an n-dimensional vector of homogeneous world point 
observations and we utilize equations 6.3, 6.4, and 6.5, we can minimize the 
following through a non-linear least square Levenberg-Marquardt [137, 155] 
trust region [33] method with Cauchy loss: 

1 � �> 2 
f (1)argmin (x), ..., f (9)(x), f (1)(x), ..., f (9)(x) (6.6)1 1 2 22Φ 

The resulting solution is used to reconstruct the projector’s centre view (T5) 
and the servos’ kinematic chain relative to the Hololens PV camera. A fnal 
step rectifes all reconstructed transforms to the origin point of the Hololens 
device. We use these fnal transforms in our software toolkit. 
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Figure 6.10: Movement of the projected image (red dots) to locations around the 
HMD (blue dots) in Unity3D: (a) left; (b) centre; (c) right. 

6.5 aar software toolkit 

To assist in the creation and design of AAR experiences, we developed an open 
source software toolkit1 for Unity3D [257]. Our toolkit works in conjunction 
with the Microsoft Mixed Reality Toolkit (MRTK) and provides a streamlined 
development experience for creating and iterating on AAR design concepts. 

Toolkit functionality is divided into two parts: (1) a native C++ plugin 
encapsulating the servo, projector, and calibration controllers; (2) a C# unity 
package that interfaces with our native plugin and provides high-level APIs 
for AAR services. Each service is associated with a Unity Prefab Asset, 
encapsulating 3D object information, editor metadata, and the toolkit’s C# 
scripting components. These can be easily drag-and-dropped into an active 
scene. The toolkit is able to simulate all the functionality of the real hardware, 
enabling development without the need for a physical device. 

Projector Control — This provides interfaces to manipulate the projector and 
servo hardware, giving developers high-level control over where the projector 
is pointing in the virtual environment. This can be to locations relative to the 
frustum of the Hololens (Fig. 6.10), or can be to specifc points in the world 
coordinate system. The toolkit uses the servos’ calibrated axes to calculate all 
necessary rotations for both software simulation and hardware control. 

Spatial Awareness — A unifed 3D model of the environment is provided by 
the Hololens. This is represented inside Unity as a mesh object from which 
ray intersections and object collisions are possible. Similar to RoomAlive [114], 
our toolkit reconstructs the planes in the scene and provides them with 
meaningful semantic names (e.g. foor, wall, ceiling, and unknown) based on 
their surface normal, size, and position. 

Rendering Spatial Content 

We built a rendering engine that is able to handle different confgurations of 
the AR display and projector. 

1 https://github.com/exii-uw/AARToolkit 
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(b)

(a)

(c)
Projector Hololens Combined

Figure 6.11: Blending a virtual object between the projector and Hololens at: (a) 100% 
and 0%; (b) 50% and 50%; (c) 0% and 100%. 

Rendering as an External Display — Static textures, shaders, or videos are 
rendered and displayed in the real-world environment. This is useful for 
situations where projection mapping is not needed, such as ambient lighting 
or making a spotlight. With surface mapping enabled, the view can be used 
as a secondary display, showing contextual information or an interface to 
interact with, all rendered onto a physical surface in the environment. We 
developed a custom material object to abstract all possible combinations. 

Rendering for the HMD User — The projector can be treated as a camera 
in the virtual environment, enabling it to render virtual scene objects from 
multiple different viewing locations. When rendering for the HMD user, the 
developer must decide how much of each object is visible in each display. 
This is realized through a custom shader post-processing stack that can be 
accessed through a single C# script attached to the object being blended. The 
developer can individually assign how much the object is visible in each 
display, allowing detailed control (see Fig. 6.11). 

Rendering for External Users — Our toolkit gives developers access to specifc 
projection mapping functionality, allowing a perspectively correct view from 
any external location. 

99 



augmenting a wearable augmented reality display with an 
actuated head-mounted projector 

19°

24°95°
Tilt Servo Projector

Hololens

33°

42°

240°
Pan Servo

Projector

Hololens

(a) (b)

z

y

x

z

Figure 6.12: AR display and project feld of view (FoV) with pan-tilt servo range: a) 
vertical FoV and tilt range, b) horizontal FoV and pan range. 

Performance and Quality Analysis 

In this section, we report on toolkit performance for the rendering pipeline 
and servo control. Note the calibration process is only for initial hardware 
setup, it has no impact on runtime performance. 

Field of view — The vertical FoV of the projector and Hololens is 24◦ and 
19◦ (Fig. 6.12a), while the horizontal FoV is 42◦ and 33◦ (Fig. 6.12b). 

Servo control — The servos are able to relocate the projector within a range 
of 95◦ vertically and 240◦ horizontally. There is a 74ms latency from the 
moment an action occurs in the toolkit to the physical movement of the servo. 
The servo takes 180ms for every 60◦ rotated. 

Rendering performance and latency — The toolkit updates at a frame rate of 60 
FPS. The point-to-point latency from the moment the toolkit serves a rendered 
frame to the moment the projector displays that same frame is 116ms. This 
latency results from the projector’s hardware and frmware design. 

6.6 developer toolkit study 

The goals of this open ended remote study were to verify whether developers 
understood the concept of AAR and whether the toolkit provided adequate 
tools to create AAR experiences. Over 7 days, invited AR developers famil-
iarized themselves with the AAR concept and toolkit, and created their own 
AAR applications. They did not have access to our hardware, but the toolkit 
simulates the HMD and projector inside Unity3D. 

We recruited 6 developers through social media websites: ages 20 to 38, 2 
male and 1 female. Three became unresponsive after initial onboarding, and 
so were dropped from the study. All reported experience with AR and VR 
development, and all are familiar with Unity and the Microsoft Mixed Reality 
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Toolkit (MRTK). Over 7 days, the participants spent 10, 3, and 6 hours using 
the toolkit, totalling 19 hours altogether. Each received a $50 gift card for their 
time. 

Our study included 3 stages: (1) tutorial and pre-experiment questionnaire, 
(2) independent development and (3) post-experiment questionnaire. 

On day 1, participants completed a demographic and development experi-
ence survey, then participated in an one-hour live-streaming tutorial with a 
question and answer period. During the tutorial, the concept of AAR was in-
troduced and the hardware was demonstrated to ensure that participants were 
familiar with the structure of the actuated projector and Hololens. This was 
followed by an introduction to our toolkit, including software environment, 
installation, and functions. 

On days 2 to 7, the participants developed an AAR application at their own 
pace. They used Slack to ask questions and to comment on their progress. 

After the seventh day, each participant submitted their Unity3D project and 
completed a questionnaire about how they worked with the toolkit, what 
applications they created, and their thoughts when designing for AAR. 

Results 

Although our study was small in terms of participants, we believe results from 
even a few expert developers over this longer usage period are reasonable as 
a frst validation of the AAR concept and toolkit. 

aar applications Each participant was tasked to create an AAR appli-
cation. P1 created a virtual gallery where the HMD user can see descriptive 
text of gallery objects projected on the wall with the projector. They describe 
it as: “a ‘virtual gallery’ wherein the AR headset wearer acts as a docent and 
can view a script which can prompt them with information on what art piece 
is being viewed, either for lecture or other use.” P2 explored the use of AAR 
for human perception experiments. They continue to state the “The external 
observer’s task would be to judge which plate has a larger portion of food.” 
P3 created a card game in which the HMD and external user can both view 
their cards through their respective displays. The projector’s direction would 
be changed according to external user’s viewpoint. They described it as: “this 
scene ties into AAR since both an HMD user and an external user are being 
part of an AR experience.” 

feedback and discussion Participants generally enjoyed working with 
the toolkit. P1 said that “It was straightforward to work with the library and 
functionality ... I understood the concepts being presented, and I can see a lot 
of potential use for this type of setup.” P3 commented “It’s an interesting and 
unique concept with its own set of UX considerations to think about. I think 
it could be really useful in providing AR experiences to large environments 
with small groups of people.” 
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Most of the issues and suggested improvements are related to our toolkit 
or the MRTK directly. P1 said “The tooling was not straightforward to set 
up at frst, better documentation will help.” P3 echoed this, “I found the 
documentation a little confusing at frst.” P1 suggested that “Simplifcation 
of which camera mode and which layers can be viewed will help with this 
process.” P3 commented on the need for MRTK profles, suggesting “a lot of 
the project settings/confguration [can] be automated, just like the MRTK.” 
For the spatial awareness feature, they suggested additional features like 
a plane destruction function. They continued to suggest future support for 
other HMDs and multi-HMD and multi-projector setups. 

Overall, participant comments and applications suggest they all understood 
the concept of AAR. Without knowing our proposed usage scenarios and 
applications, participants developed similar ideas. The virtual gallery (P1) 
was similar to our explicit content sharing applications and the card game 
(P3) was an extension of the window to a virtual world usage scenario. This 
showed how practical and essential AAR can be. All had a positive experience 
and agreed that our toolkit is useful: “excited by the possibilities” [P1], “a lot of 
potential” [P2], and “unique concept” [P3]. 

6.7 discussion 

Our AAR concept is highly dependent on hardware capabilities and usability. 
In this section, we enumerate current limitations with possible solutions, and 
present the most compelling future enhancements. 

AAR Hardware and Usability 

Our proof-of-concept prototype was adequate for demonstrating applications, 
but there remain aspects that could be refned. 

Projector Latency and Refresh Rate — The PicoBit projector scan process is 
60-hertz interlaced with no persistence, and its input to output latency is 
reported as 116ms. This can cause notable image lag during movement, even 
when the projector is fxed and not moving relative to the HMD. This problem 
can also be observed in commercial HMDs, where the rendering pipeline, 
latency, and refresh rate of the HMD can cause the image to lag, creating a 
mismatch between the in-game state and what the user can see. This could be 
partially migrated by using a 90 or 120 Hz projector with low latency output 
which will help minimize mismatch and improve the overall experience. 

Servo Accuracy — We actuate the projector with servos commonly used by 
model and electronic hobbyists. While suffcient for small robots, we found 
their movement sometimes inconsistent, and lacking some precision. This 
is especially noticeable when projecting over a large distance (>5m): if the 
servo is off by 1◦ , that equates to 9cm displacement of projected content. To 
help alleviate this, our calibration process recovers the “real” degrees moved, 
and scales output in the toolkit accordingly. Further improvements could be 
achieved with higher-accuracy actuators. 
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Projected Image Stability — Related to latency and servo accuracy is projected 
image stability. Currently, the toolkit knows where the HMD is relative to 
world geometry, which allows the calibrated pan-tilt mechanism to compen-
sate for any head movement in the world and can keep the projected image 
steady for different positions, movements, and angles. However, tracking and 
environment scanning is only as good as what the HMD device provides, 
and more critically, the servos are limited by their rotation speed. Projector 
output latency further compounds this. In most cases, instability is not very 
perceptible, such as when augmenting the view of the HMD user where 
the projected image is anchored to the HMD frame of reference. In other 
cases, like surface mapping a 3D object or projecting onto a distant display 
for an external user, projector instability can be noticeable. Although this 
was acceptable for our usage, faster and more accurate servos, along with 
improved refresh rates and low latency projectors, could further improve 
image stability and the user experience. 

Weight and Ergonomics — The original Hololens V1 is notorious for being 
uncomfortable to wear for long periods of time. It weighs 579 grams which 
is ideally distributed around the crown of the head. Our mounting bracket, 
servos, and pico projector add an additional 585 grams, resulting in just 
more than 1kg total. It is not to the point where a pulley counter balance 
is needed, but it can cause noticeable discomfort for periods longer than 
10 or 20 minutes. Improvements in weight distribution and minimization of 
the hardware through OEM LBS projection engines [164] and custom circuit 
designs will reduce the weight and improve comfort. 

Projector Eye Safety — Our PicoBit is a laser beam scanning (LBS) projector 
[78], which has a potential safety issue due to the “IEC-60825-1: Class 3R 
Laser” classifcation: prolonged direct eye contact into the beam can be 
harmful [220]. In practice, staring into projectors using other technologies, like 
LCoS and DLP, should generally be avoided too. Methods have been proposed 
to automatically block projected light from entering people’s eyes [121], and 
these could be incorporated into our system. A key advantage for LBS in an 
ad hoc SAR setting such as ours is infnite focus, this ensures that the image 
is crisp no matter where it is pointed within an environment. 

System Extensions 

We enumerate some possible future extensions. 

External user tracking — Tracking external users in the space around the 
HMD user is a potentially exciting avenue for future work. The expanded 
utility could open up interesting new experiences for AAR interaction, like 
adding motion parallax to a view-dependent projection or creating new 
immersive gaming experiences. 

Improved Toolkit Integration — The toolkit is specifc to a Hololens V1 with a 
head-mounted projector. Extending it to work with other AR HMDs is one 
direction for future work that will broaden its generalizability. 
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Future Work 

In its current form, the AAR hardware and toolkit allow a user to freely move 
around a physical space and augment their environment through either the 
projector, AR display, or both. Here, we discuss two topics for future work. 

Hardware minimization — As outlined above, there are many directions to 
improve the hardware implementation. These include using custom projec-
tion engines with low latency output, to smaller and faster servo motors. 
Minimizing and improving hardware could reveal new interaction modalities 
and alternative mounting locations on the HMD. 

User-centric Studies — AAR specifc input and interaction could be further 
extended and investigated, and the user-centric impacts of the system pipeline 
could be further explored. For example, specialized interaction techniques 
could be created and evaluated in experiments for critical tasks like pointing 
and selection. Studies could investigate the perceived user affordances of 
imagery when presented on the projector compared to the HMD. Another 
avenue of exploration would be a study that investigates specifc asymmetric 
interactions between an external and HMD user during collocated collabora-
tive tasks. 

6.8 summary 

We presented the concept of Augmented Augmented Reality for a wear-
able augmented reality HMD and an actuated head-mounted projector. We 
constructed a working hardware and software system, calibrated through a 
modifed structure from motion algorithm and a novel optimization solver 
to reconstruct the kinematic chain and rotation axes of the actuators. Our 
Unity3D toolkit encapsulates a set of high-level functionality for the iteration 
of AAR experiences. We hope our work inspires more investigations into 
combining different AR devices in new ways, and the pursuit of ever more 
immersive experiences that can still remain grounded in our physical and 
social world. 
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7S P E C TAT O R S H I P O F V I D E O G A M E L I V E S T R E A M S I N 
V I RT UA L R E A L I T Y 

Videogame live-streaming has become a popular pastime for both the stream-
ers producing content and for the spectators consuming it [80, 232]. Web-
streaming services, like Twitch [107] and YouTube Gaming [105], provide a 
platform for not only distribution of this video content but also a way for 
audiences to engage with the streamers and each other. 

The typical stream consists of a primary game view, containing the actual 
gameplay footage, and a composited picture-in-picture feed of the streamer 
captured through an external front-facing camera. All this footage is acquired 
through an external application, like Open Broadcast Software (OBS) [5], that 
duplicates the rendered videogame frame, encodes it, and then transports 
it to a streaming media server for distribution. The fnal content can then 
be viewed on various devices such as a desktop computer, mobile phone, 
or television screen. In this current structure, the role of the spectator is 
asymmetric to that of the streamer: the spectator’s primary role is to passively 
watch the streamer with an optional and minimal chat interface for shared 
discussion. However, there is a growing trend of adding interactive elements 
into the stream for spectators. These are typically composited animations and 
graphics that react to specifc keywords in the chat, but these can also consist 
of more complex arrangements where the spectator is given the ability to 
invoke an action directly within a predefned virtual environment [241]. 

Despite the maturity of this medium, the rise of virtual reality (VR) has 
remained a challenge for both streamers and their spectators in subtly differ-
ent ways. For streamers playing VR games, they have the challenging task of 
communicating what they are doing. One popular solution for non-VR spec-
tators is to swap the streamer’s frst-person headset view for a third-person 
perspective using software like LIV [104]. However, the effectiveness and 
beneft of this simple approach remain unclear [60]. For spectators watching 
a videogame stream in VR, they are relegated to using a virtual theatre-like 
environment with a big screen [13]. These environments are effective at creat-
ing social spaces [45, 140] but they are incapable of taking advantage of the 
3D environment of the videogame in any meaningful way. 

In this chapter, we introduce a system that expands the capabilities of 
videogame specatorship by incorporating interactive 3D and VR elements 
into existing videogame streams. We realize this by intercepting the depth 
data exposed by low-level graphics rendering pipelines and utilize that data to 
dynamically build a reconstruction of the videogame environment at runtime. 
This reconstructed 3D environment enables new visual and interactive capa-
bilities for the spectator. For example, the spectator can view the streamer’s 
actions from inside the game environment with full control over their position 
and vantage point. We demonstrate the fexibility of our approach through a 
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Figure 7.1: Enhanced videogame livestreaming examples for the game Titanfall 2: (a) a single RGB frame 
captured from the game; (b) a 3D projection of the frame inside the diegetic environment of the 
titan; (c) a 3D composite of the frame with a low fdelity environment model; (d) a series of frames 
captured as the spectator translates from behind the titan into the 3D projection. 

design space spanning “screen space,” “volumetric space,” and “world space” 
for conventional 2D displays and 3D VR (Figure 7.1), and through a user 
study which shows that our approach is preferred to existing techniques. 

In summary, we make the following contributions: 

• A new streaming paradigm that leverages available 3D data from realtime 
gameplay to enable new ways for people to experience videogame streams; 

• An end-to-end live-streaming system that demonstrates the approach is 
technically feasible, scalable, and generalizable; 

• A remote study showing the effectiveness of our approach for 2D displays 
and VR. 

7.1 related work 

In Chapter 2 we investigated a broad set of related work having to do 
with videogame spectatorship. These types of spectating experience can be 
broadly categorized as either collocated or remote. Here we look specifcally 
at the system and techniques used to enhance spectatorship for remote and 
collocated audiences. 
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Systems that Enhance Spectatorship 

Research has investigated ways in which an external non-VR user can view 
what another VR user is doing while in an immersive virtual environment. Sil-
houette Games [129] explores this through a mirror metaphor by compositing 
the mirror refection of the VR user inside the videogame world for external 
viewers. ShareVR [76] uses Spatial Augmented Reality (SAR) to communicate 
what the players in VR are doing with the other collocated players in same 
room-scale experience. TransceiVR [254] explored communication between 
a VR and external user in the context of productivity applications. Reality-
Check [84] used a reconstruction of the VR player’s physical environment 
for communication with external users. Though our work builds off of the 
insights explored in these works, we specifcally look at the inverse problem: 
spectating non-VR games remotely in VR and using a desktop. 

Directly augmenting a head-mounted display (HMD) has been used for 
external communication across AR and VR. This has been explored through 
the direct placement of touchscreen displays onto the HMD [77] and through 
the attachment of small actuated pico projectors [88, 110, 262]. All of these 
systems specifcally focus on how to bring context outside the virtual envi-
ronment so external users can observe and interact without needing to be 
inside the same virtual space. 

In contrast to exploring external non-VR spectatorship of VR users, is 
to spectate them while in VR. This has largely focused on live music con-
certs [118, 120] and live theatre [90]. Yakura and Goto looked at the individual 
audience member and their affective experience while inside a virtual con-
cert event with others [278]. They proposed a machine-learning approach to 
synthesize audience movement when virtual concert attendance is minimal. 
Investigating multi-user collocated VR, Herscher et al. proposed a system and 
design hypotheses for enabling collective VR experiences for large theatre 
productions [93]. 

While there has been signifcant exploration of viewing VR users and for 
evaluating VR spectatorship experiences, little work has explored ways in 
which we can enhance current non-VR videogames for spectators in VR. The 
existing approaches are relegated to applications like BigScreen [13] and 
AlSpaceVR [1] that give the user a virtual place in which to watch different 
kinds of media on a 2D screen. In contrast, we explore a system and its uses 
for enhancing spectatorship for existing non-VR videogames. 

7.2 enhanced videogame spectatorship 

There are inherent differences between spectators and streamers in a livestream-
ing system, as the primary role of the streamer is to entertain their spectating 
audience and for the spectator to watch. What they watch is typically a 2D live 
video feed, where a front facing camera view of the streamer is overlaid on 
top of the main videogame content in a picture-in-picture arrangement. Addi-
tional graphical information is commonly composited into this arrangement 
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(a) Screen Space

(b) Volumetric Space

(c) World Space

Figure 7.2: Spectator experience levels: (a) screen space view uses the 2D video frames from the stream; (b) 
volumetric view uses the depth data to provide a 3D effect with limited locomotion and interaction; 
(c) the world space view uses both the depth data and low-fdelity models from the game to create 
an environment that maximizes the spectator’s locomotion and interaction capabilities. 
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to provide the spectators with information about the stream and to notify 
them about events. If we were to imagine an optimal form of videogame 
specatorship, the spectator would be immersed right into the videogame en-
vironment side-by-side with the streamer, where they could choose a vantage 
point, interact with the game world and the streamer, and be able to share 
their experience with other spectators in the real game space. This would 
require spectators to have access to a perfect realtime 3D reconstruction of 
the entire videogame environment. A simplifed version of this is similar to 
the spectatorship modes common in competitive multiplayer videogames like 
Fortnite [68]. 

Though this would provide the best possible experience for the spectator, 
there are real-world implementation problems that make this practically 
impossible. Such an approach would require direct access to videogame assets, 
would need to provide tools for direct and indirect communication between 
streamers and spectators, and would need to handle both ambient and active 
modes of spectating. Considering this, it is important to identify trade-offs 
between immersion, agency, fdelity, and interaction to make real-world 
applications for enhanced videogame spectatorship effective and feasible. 

Design Space 

We consider the trade-offs associated with possible enhancements across 
two technical dimensions: (1) the medium used by the spectator, and (2) the 
amount of videogame data needed to enable an experience. We explore 
these dimensions in three discrete immersion levels: screen, volumetric, and 
world. These represent increasing amounts of videogame data to produce 
spectator experiences that vary in the amount of agency and control they 
have within the spectating system. Each of these levels can be generalized 
to two broad categories of mediums used by the spectator: 2D display (i.e. 
a desktop computer) and 3D immersion (i.e. VR). Figure 7.2 illustrates each 
level conceptually and with screen captures from our system. 

screen The screen space level can be considered the canonical 2D live 
streaming experience. On desktop, the output of the game is displayed on 
a fat 2D display, which is similar to existing methods used by Twitch [107] 
and YouTube [105]. Alternatively, the spectator could watch in VR on a large 
virtual cinema style screen. This is equivalent to existing experiences provided 
through applications like BigScreen [13]. 

volumetric The volumetric space projects the incoming game data into 
a 3D environment to reconstruct parts of the game world for the spectator. 
This act of projection transforms the stream from the space of the screen into 
a separate virtual world that encapsulates it. Now, both the spectator and 
the stream occupy the same virtual space, where the spectator can act on the 
stream independently of the streamer producing it. This arrangement opens 
up new opportunities for spectating with additional interactive elements 
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designed to take advantage of the virtual space containing the spectators and 
stream data. For example, setting the user inside a diegetic room where the 
projected videogame data is composited within it, or by allowing them to 
shoot orbs at the reconstructed geometry of the stream and have it react to 
the spectator’s actions. 

Conceptually, we can think of this shared environment as a liminal space 
that sits in between both the physical environment of the spectator and the 
virtual environment of the videogame. This gives a designer the freedom 
to think of this space as being separate from the videogame environment, 
where there is no narrative connection. Alternatively, it might be desirable to 
create deliberate connections between the space the spectator is in and the 
videogame environment. These diegetic spaces could be used to advance the 
story in interesting and novel ways outside the primary narrative. 

world The world space combines the 3D volumetric space with the po-
sitional and rotational information from the streaming game viewport. This 
provides not only the geometry from the game, but also where in the game 
this geometry is located. When combined together, new experiences can be 
created that place the spectator inside an approximation of the game being 
streamed. This gives the spectator the most agency over what they can do in 
the context of the videogame stream. For example, they now have the choice 
to follow along with the streamer as they play, or detach from the streamer to 
explore the areas around them. 

An alternative to reconstructing the videogame environment at runtime is to 
utilize a low-fdelity 3D model of the videogame environment and composite 
the runtime 3D view on top of it. This type of confguration requires extra 
environmental information that is outside the current stream, but will also 
give the spectator extra context as to where they are in the videogame world 
and will effectively fll in information that could be lost when relying only on 
runtime reconstruction. One advantage of this is when multiple streamers are 
playing on the same map in a competitive battle royal or esports setting. A 
designer could tag specifc spectator vantage points into the 3D environment 
to enable curated view such as a top-down view of all the players within the 
environment. 

Each immersion level has advantages and disadvantages for the spectator. 
Later, we will evaluate each of these levels in a remote study to examine 
how they affect the viewer experience, however frst we discuss the system 
infrastructure and technologies that enable these experiences. 

7.3 system architecture 

Current live streaming pipelines can be broken into three broad phases: 
data acquisition, content distribution, and client-side playback. We make 
modifcations to each of these in order to create a streaming architecture that 
is capable of extracting and transporting the additional data we use for our 
reconstruction and visualizations of 3D videogame streams. This allows us 
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Figure 7.3: Overview of the system architecture. 
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to extract and transport the RGB and depth frame as well as the view and 
projection matrix of a game running on a Windows PC using DirectX 11. An 
overview of our architecture is in Figure 7.3. We describe each phase in detail 
next. 

Data Acquisition 

We take as a starting point the problem of extracting data from the rendering 
pipeline of a videogame. In Chapter 5, we showed how the OpenVR DLL 
(Dynamic Link Library) can be exploited to extract the z-buffer from a VR 
game [84]. We used a method that “hijacks” specifc API calls, which is a 
general approach used in software analysis and reverse engineering [101]. 
However, this is limited to only OpenVR and fails to generalize to other 
games that do not bind to this specifc protocol. Further, it is not clear how 
other videogame data, like the view or projection matrices, can be extracted 
through this higher-level technique. 

To overcome this, we utilize the general idea of hijacking a DLL and extend 
it to work directly with the graphics API layer, bypassing higher level APIs 
like OpenVR. This allows us to directly intercept graphics data passed from 
the game to the GPU. We accomplish this be wrapping all DirectX 11 Graphics 
Interface (DXGI) defnitions for all of IDXGISwapChain, ID3D11Device, and 
ID3D11DeviceContext interface classes, forcing the videogame process to link 
to our implementation of these APIs. This is visualized in Figure 7.3 as 
DXGI-II, and is an approach used within the game modding community 
through tools like Special K and Reshade that adjust stylistic aspects of the 
rendering pipeline [46, 179]. 

With a backdoor into the videogame rendering pipeline, we are able to 
build methods that extract the data we need to enable our novel spectator 
experiences. The data consists of RGB textures, depth textures, as well as 
view and projection matrices. Together, a single frame is composed of all four 
data types. We explain how each of these are extracted and bundled into a 
single frame next. 

texture extraction Extracting the RGB texture can be obtained by 
copying the backbuffer associated with the graphic device swap chain before 
IDXGISwapChain::Present is called. However, extracting the z-buffer texture 
is more involved. 

A fully featured videogame uses many different z-buffers during a render 
pass. Typically, a z-buffer is used to ensure suffcient object culling, but it is 
also used for other post-processing passes, like screen space ambient occlusion 
(SSAO) [8]. In a videogame scene, every virtual camera will produce a z-buffer. 
This includes not only the players’ view, but any other view into the scene. 
For example, it is common for an in-game world map to be rendered using 
actual environment geometry from a separate camera pass. 

Since we are interested in the player’s view of the game environment, we 
search for the z-buffer that corresponds to the primary RGB texture of the 
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main game view. We accomplish this by directly utilizing and expanding on 
the injection system presented within the Reshade post-processing frame-
work [179] by analyzing incoming data during calls to D3D11DeviceContext:: 

Draw. During each draw call, pointers to associated depth textures are cached 
along with simple statistics, like the number of draw calls, vertices rendered, 
and the texture dimensions. This is then used to choose a z-buffer that best 
corresponds to our target RGB texture. Alternatively, since we retain all the 
pointers to the z-buffers rendered during a frame, they can be displayed to 
the streamer through a simple interface overlaid on top of the game view. 
If the selection heuristics are wrong, the desired z-buffer can be manually 
selected. Note that this is typically a one time task at the start of a gameplay 
session or level. 

matrix data extraction Getting both the view and projection matrices 
is a far more challenging task as there is no direct way to extract this data 
without source code access. To overcome this, we employ two approaches: 
shader refections and constant buffer (cbuffer) analysis. 

The shader refection approach is composed of three steps: (1) parse the 
shader byte code; (2) look for shader variables that contain typical view and 
projection matrix naming conventions like view or proj; and (3) store an 
index and offset into the constant buffer containing the matrix data for fast 
recall later. During runtime, the index and offset for the constant buffer is 
used to copy the matrix data associated with that particular frame. 

The second approach requires analysis of the constant buffer during run-
time. For each frame, the system analyses incoming constant buffer data 
passing through D3D11DeviceContext::VSSetConstantBuffers. For each of 
these constant buffers, the underlying raw information is extracted and spe-
cifc signatures associated with a view or projection matrix are searched for. 
For the view matrix, we use a set of heuristics to ensure the transformation 
is well formed. This includes checking whether it has a valid determinate, 
whether its rotation matrix is well formed, and whether the translation vector 
is within reasonable bounds. For the projection matrix, a similar approach is 
used that looks for common signatures found within the data. This includes 
the proper placement of coeffcients, well formed focal length values, and 
reasonable near and far planes. If the data passes these checks, the index and 
offsets corresponding to each matrix are stored. 

The collection of candidates is then visually presented to the streamer 
during initial setup, in which they are able to manually override the default 
selection to ensure the correct view and projection matrices are selected for 
streaming. 

Data Preparation and Distribution 

Once the data is extracted from the game, each frame will contain an RGB and 
z-buffer texture along with the view and projection matrices. Before the data 
can be distributed to remote spectators, it frst needs to be transformed into a 
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format with a suffciently small memory profle suitable for streaming over 
the internet. We do this in a four step process: (1) get the raw uncompressed 
frame; (2) encode the RGB texture data using a H.264 video codec; (3) encode 
the depth data using a special codec; and (4) package all the data inside a 
customized MPEG-4 container. 

transferring data between processes The streamer pipeline is 
composed of two processes. The frst co-opts the videogame process and is 
responsible for the data extraction discussed above. The second process runs 
separately on the desktop and is tasked with preparing data for streaming. 
This is visualized by the line leading out of the Game Extraction Process into 
the Streaming Process in Figure 7.3. Keeping these separate has advantages. 
First it ensures that any issues in the data preparation process does not affect 
the streamer’s gameplay. Second, it reduces computational overhead which 
can impact game performance. To transfer the data from one process to the 
other, we utilize an inter-process communication (IPC) bridge and shared 
virtual memory. This provides an effcient means to transfer data between the 
videogame process and the process used for stream preparation. 

encoding rgb textures Methods to encode RGB textures are well 
understood as specifc standards have been developed [146]. We use a lossy 
H.264 [263] codec for all encoding and decoding of colour texture data. 

Encoding Depth Textures 

The extracted depth texture (z-buffer) is typically composed of 32-bit pixels, 
where 24 bits represent the distances of objects in camera space and the 
remaining 8 bits are used as a stencil. Unlike RGB textures, there is no 
established method to effciently encode depth data for streaming. Previous 
work has proposed methods that repurpose existing encoding technology 
to transform depth data into a suitable format for compression. However, 
these approaches are expensive to run [192] or have explicit assumptions on 
pixel bitness [144]. To overcome these limitations, we use a depth encoding 
technique that transforms the depth data into a double-helix colour space that 
makes it error-tolerant when compressed using the standard H.264 codec1 . 

Data Multiplexing 

Multiplexing video data typically consists of frst encoding the images, audio, 
subtitles, and other data into an appropriate representation, and then placing 
the encoded data into a media container with metadata to describe the content. 
This step is visualized as the Mux container in Figure 7.3. For on-demand 
video and livestreaming, there are a number of media container formats that 

1 This refers to a set of works that are being actively researched and are not made publicly 
available as of the writing of this thesis. Look for new work post thesis titled: A Double-Helix 
Colour-Space Transformation for Error-Tolerant Streaming of Depth Data in Video Codecs. 
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are typically used, such as Webm [205], HLS [2], and MPEG-4 [106]. We use 
the MPEG-4 (.mp4) family of formats due to its fexibility and extensibility. 

Unlike video fles that contain only a video and audio track, our stream 
contains fve data types: RGB, depth, view and projection matrices, and audio. 
This requires multiplexing more data than what a media container typically 
handles. 

encapsulating videogame data An MPEG-4 container fle is com-
posed of boxes called Atoms [252]. These defne what type of data is contained 
within the the MPEG-4 container and how a media server should prepare 
that data for transport when playing fles remotely. Each type of data is 
contained within an atom called a trak. This could be video, audio, subtitles, 
or something else. Associated with the trak atom are handlers (hdlr) that 
describe how the data within a trak atom is structured. This can include 
the type of encoding method used, framerate, and other metadata. This is 
then used by a media player to properly decode and transform the data for 
playback. 

We defne four MPEG-4 traks that contain unique specifers based on their 
data type. Two of these are dedicated to video content. The trak containing 
RGB video data data uses default MPEG-4 atoms. However, the trak contain-
ing the depth data needs to be identifed during decoding in order to convert 
it from double-helix colour space back into depth space using the specialized 
depth encoding method described earlier. 

The last two traks contain the view and projection matrix data. These each 
consist of a compressed array of 64 bytes, representing the 4 × 4 matrix. We 
defne two additional handler types, one for the view matrix (vmtn) and one 
of the projection matrix (pmtn). During the parsing and decoding process, we 
intercept these data packets in order to process the view and projection matrix 
separately from the video data. An advantage of encapsulating the view and 
projection matrices inside the MPEG-4 is that it guarantees synchronization 
between all data with little extra overhead. 

7.4 spectator viewer 

To view and interact with the live streaming content, we built a prototype 
spectator player that is capable of playing our modifed MPEG-4 formatted 
stream from a remote media server. This is visualized as the Spectator 

Client in Figure 7.3. The streaming data can be rendered as either a 2D video, 
a 3D projection, or a 3D reconstruction of the environment being streamed. 
The rendering can additionally be targeted for a desktop or VR experience. 

We use Unity 2019.4 LTS to implement the viewer application. This allows 
us to compose 3D objects and build out a user experience inside a game 
engine-like environment. However, all streaming and reconstruction function-
ality is contained in separate C++ libraries integrated into Unity through a 
plugin. This loose coupling means other editors or game engines could be 
used in the future. 
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(a) (d)(c)(b)

Figure 7.4: Visual representations: (a) screen, (b) volumetric; (c) reconstruction; and (d) world composite with 
low fdelity environment model. All frames captured from Titanfall 2. 

Playback Engine 

We connect to a remote media source through a custom media player with 
an API for media control and to access the raw decoded frames. This reads 
our enhanced MPEG-4 fle either locally or from a uniform resource locator 
(URL). We use FFMpeg [62] for reading packets with a custom extension to 
delegate incoming AVFrames to specifc routines for processing based on their 
underlying data and hdlr types embedded in metadata. 

The RGB and depth video data types are decoded using the H.264 codec. 
For depth, additional decoding using the depth colour transformation method 
recovers the high-quality z-buffer texture. The two matrix data types are 
decoded using the LZ4 [47] compression algorithm. Together, all the de-
compressed data is composed into a single DataFrame in our library, then 
accessed on demand by any calling application. Within Unity, the DataFrame 

is processed and rendered to create the desired spectator experience. 

Environment and Reconstruction 

The data packaged by the playback engine allows us to create different visual 
representations of the video stream for the spectator. An overview of these 
can be seen in Figure 7.4. 

A 2D representation of the stream is comparable to typical video streaming 
experiences seen on websites such as Twitch or Youtube. This type of video 
can be viewed on a desktop computer or can be viewed within a VR theatre-
like environment. This kind of experience directly relates to the screen space 
immersion level discussed in our design space from Chapter 7.2 (Figure 7.4a). 

By utilizing the depth data associated with the frame, a 3D projection of 
the current view can be generated (Figure 7.4b). The 3D projection is created 
using a single perspective into the video game environment based on the 
projection matrix extracted from the game. The reconstructed geometry of the 
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view has a one-to-one correspondence with the geometry in the videogame. 
This corresponds to the volumetric space immersion level in our design space. 

Utilizing all the data contained in the 3D video frame, a reconstruction 
of the videogame environment is possible (Figure 7.4c). This corresponds 
to the world space immersion level in our design space. We accomplish this 
by utilizing the view matrix data with the depth data. We assign each 3D 
projection a specifc position and rotation within a 3D coordinate system. 
Each frame is then added to the previous, building up a static rendering of 
the environment as seen in the videogame stream. This is similar to what 
simultaneous location and mapping (SLAM) algorithms do to build up 3D 
representations of a physical space. 

Further visualizations are possible by combining both the 3D video data 
with a low-fdelity model of the environment taken directly from the videogame 
(Figure 7.4d). The low-fdelity model is used as a backdrop from which the 
3D projected mesh is composited directly on top of. This gives the spectator 
further context as to how the videogame environment is structured during a 
livestream. The model could be directly extracted from the game as an array 
of vertex buffers or extracted offine through data mining techniques. 

The spectator can then be given differing levels of agency in how they 
interact and move around the environment. This can range from no control 
for the simple 2D video case to complete 6DoF control over their viewport 
in the reconstruction case. When full 6DoF control is given, the spectator is 
able to move around the environment to either follow the streamer or go and 
explore past reconstructed video frames. 

Extensions and Enhancements 

Additional experiences are possible by providing ways for the spectator to 
interact directly with the 3D projected videogame geometry. The viewer 
application allows the spectator to play along with the streamer by allowing 
the spectator to shoot orbs into the scene (Figure 7.5a). The orbs interact with 
the reconstructed videogame frame by causing an area of effect at the point 
of intersection, making the mesh glow brightly. Additionally, the spectator 
can add waypoints to the videogame environment that are decoupled from 
the streamer’s current view (Figure 7.5b). The waypoints can be composted 
directly within the current view from the streamer or used to indicate to other 
spectators where points of interest are located in either the current frame 
or past ones. These extensions and enhancements are implemented in our 
viewer, but not tested in our user study. 

7.5 user study 

The goal of this study is to evaluate how differing levels of immersion of a 
videogame livestream can affect the experience of the viewer who watches it. 
We explore these effects across across two mediums: desktop and VR. 
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(a)

(b)

Figure 7.5: Spectator interaction with streaming geometry: (a) orbs shot into scene 
interact with geometry; (b) waypoint markers are placed to notify other 
spectators. 

Levels of immersion differ in both the agency the user has while spectating 
the videogame stream and the amount of 3D data used in the experience. 
We evaluate the three levels of our design space: screen, volumetric, and world. 
At the lowest level is screen which consists of only a 2D RGB video feed 
of the videogame stream. The next level is volumetric which projects the 
videogame view into 3D space. At the highest level is world which utilizes 
the 3D videogame projection with with a low-fdelity environment to geomet-
rically composite them into a unifed experience. 

Videogames were chosen to be representative of common gameplay genres. 
These consist of: Titanfall 2, a frst-person shooter (FPS); NieR Automata, a third-
person action role-playing game (RPG); and Homeworld: Desert of Kharak, a 
top-down real-time strategy game (RTS). An overview of the world immersion 
level in VR for each videogame type can be viewed in Figure 7.6. 

Participants 

We recruited 18 participants, ages 16 to 36, of which 2 were female and 
16 male. Participants were recruited through online social media outlets 
including Reddit, Facebook, and Twitter. Each participant received $15 USD 
for successful completion of the study. Each participants used their own VR 
headset tethered to a desktop gaming PC. This included: 14 Oculus Quest 
2 and 4 Oculus Rift. Internet speed across all participants averaged 133.9 
Mbps (σ = 206.6). Geographical representation included participants from 2 
continents: Europe and North America. 
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(a) (b) (c)

Figure 7.6: world immersion for vr across each videogame type: (a) Titanfall 2; (b) NieR:Automata; and (c) 
Homeworld: Desert of Kharak. The spectator can watch from above or teleport into the scene below, 
demonstrated by the picture-in-picture view. 

Apparatus 

A modifed version of our spectator viewer (Section 7.4) is used with the 
participant’s own gaming desktop computer and VR headset. Their computer 
needed to have at least an Intel i7 or AMD Ryzen 9 CPU, and at least an 
Nvidia GTX 1070 or AMD Radeon RX 580 GPU. We required a “tethered” 
VR headset to ensure consistent graphic fdelity across all participants. No 
headset was used in a standalone mode. 

The spectatorship software accessed each 3D stream through a global 
content distribution network (CDN) provided through Amazon Web Services 
(AWS). Endpoints were distributed across all major continents, ensuring low 
latency and high bandwidth access to each of the 3D video fles for the entire 
participant pool. 

Procedure 

For each participant, the study started with a 15 minute onboarding session 
to outline the experiment procedure and the participant’s responsibilities. 
Then the participant used our spectator viewer to view a series of 45 to 
60 second 3D streams of the game in different immersion and medium 
conditions. They watched 18 streams in total: 3 different immersion levels in 
2 different mediums, each with 3 videogames. For desktop, the participant 
viewed the streams on their computer monitor and interacted using mouse 
and keyboard input. For VR, they watched the streams using a VR HMD 
with all interaction using the standard handheld controllers. The pacing and 
completion of each viewing was self-directed by the participant. Breaks in 
between were encouraged. 

After completing a each stream, there was a survey with 6 preference 
questions. When all streams were complete, a fnal questionnaire captured 
fnal thoughts on their experiences across all conditions. 

119 



spectatorship of videogame live streams in virtual reality 

DESKTOP VR
Medium

1

2

3

4

5

Pr
ef

er
en

ce

(a) All Games

DESKTOP VR
Medium

(b) TITANFALL

DESKTOP VR
Medium

(c) HOMEWORLD

DESKTOP VR
Medium

(d) NIER

SCREEN VOLUMETRIC WORLD

Figure 7.7: Overall preference ratings by (a) immersion and medium and (b, c, d) videogame type (error bars 
95% CI). 

Overall, the study was approximately 90 minutes: 15 minute onboarding, 60 
minutes for stream evaluations, and 15 minutes for the closing questionnaire. 
The study had to be completed within 3 days from the onboarding interview. 

Design 

This is a within subjects design with two primary independent variables: 
medium with 2 levels (vr, desktop); and immersion with 3 levels (screen, 
volumetric, world). videogame, which consists of three levels (titanfall, 
neir, homeworld), form secondary independent variables. Each combina-
tion of medium and immersion were repeated 3 times, one for each of the 
videogame types. The combination of medium and immersion were counter 
balanced using a Latin square. A random task order was used for videogame. 

The primary measures consisted of two subjective ratings asking if partic-
ipants felt like they were immersed inside the videogame, and about their 
overall preference. Another, composite metric introduced by Venkatesh [260] 
was used to evaluate perceived enjoyment. This uses 4 separate questions to mea-
sure how much enjoyment the participant felt while watching the stream [232]. 
The composite metric was verifed through factor analysis, verifying that each 
question contributed to the same measure (λ = [3.47, 0.23, 0.16, 0.13]). All 
measures are on a 5-point interval scale. 

In summary: 2 medium × 3 immersion × 3 videogame = 18 data points 
per question per participant. 

Results 

Aligned Rank Transform (ART) [272] and post hoc pairwise ART-C [59] tests 
with Holm correction were used for all non-parametric preference measures. 
Figure 7.7 provides an overview of the results. 
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overall preference Across both mediums, participants preferred volu-
metric and world experiences over the baseline screen experience. There is a 
main effect of immersion on overall user preference (F2,304 = 15.3, p < 0.001). 
Post hoc tests show that volumetric (µ = 3.3, σ = 1.3) and world (µ = 3.5, 
σ = 1.1) are both preferred over screen (µ = 2.8, σ = 0.8) irrespective of 
medium (all p < 0.001). 

For medium type, participants preferred VR over desktop. There is a main 
effect of medium on overall user preference (F1,305 = 11.2, p < 0.001). A post 
hoc test shows vr (µ = 3.4, σ = 1.1) is preferred over desktop (µ = 3, σ = 1.2) 
(p < 0.001). 

For videogame type, participants preferred both third person NieR and 
frst person Titanfall over Homeworld, the top down strategy game. There is 
a main effect of videogame on overall user preference (F2,304 = 12.7, p < 0.001) 
Post hoc tests show that nier (µ = 3.3, σ = 1.1) and titanfall (µ = 3.5, 
σ = 1.2) are preferred to homeworld (µ = 2.9, σ = 1.1) (all p < 0.005). There 
is no signifcant difference between nier and titanfall (p = 0.09). 

Overall, participants preferred the world immersion level across both desk-
top and VR. There is an interaction between immersion and medium on 
overall user preference (F2,289 = 6.4, p < 0.002). For vr, post hoc tests found 
that volumetric (µ = 3.7, σ = 1.0) and world (µ = 3.7, σ = 1.1) are pre-
ferred over screen (µ = 2.8, σ = 0.9) (all p < 0.001). No effect is reported 
between volumetric and world (p = 1). For desktop, post hoc tests found 
world (µ = 3.3, σ = 1.2) to be preferred over screen (µ = 2.9, σ = 0.9) 
(p < 0.045). No other differences were found between any of the other immer-
sion types for desktop (all p > 0.4). 

feeling immersed inside the videogame Participants felt more 
inside the videogame for both the volumetric and world immersion levels 
when compared with the baseline screen experience. There is a main effect of 
immersion on the participant’s affective experience of of being present within 
the videogame with the streamer (F2,304 = 18.7, p < 0.001). Post hoc tests show 
that both volumetric (µ = 3.1, σ = 1.4) and world (µ = 3.2, σ = 1.3) are 
more aligned with feeling inside the videogame than the baseline screen 
(µ = 2.3, σ = 1.1) (all p < 0.001). There is no signifcant difference between 
volumetric and world (p = 0.61). 

For medium, participants felt more inside the videogame for VR when 
compared with desktop. There is a main effect of medium on the user’s 
affectual experience of being inside the videogame (F1,305 = 4.8, p < 0.03). A 
post hoc test shows that participants felt more inside the videogame for vr 
(µ = 3, σ = 1.3) when compared with desktop (µ = 2.7, σ = 1.3) (p < 0.03). 

Overall, we found the world immersion level to be the most effective at 
evoking feelings of being in the game regardless of medium type. There is an 
interaction between immersion and medium on overall feelings of being inside 
the game with the streamer (F2,289 = 7.6, p < 0.001). For vr, post hoc tests show 
that participants felt more inside the game for volumetric (µ = 3.3, σ = 1.2) 
and world (µ = 3.6, σ = 1.2) when compared with screen (µ = 2.2, σ = 1.1) 
(all p < 0.001). No other differences are observed between volumetric and 
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world (p = 0.46). For desktop, post hoc tests show that world (µ = 3.1, 
σ = 1.4) felt more inside the game then screen (µ = 2.4, σ = 1.1) (p < 0.003). 
No other differences are observed for desktop (all p > 0.15). 

perceived enjoyment Participants reported the most enjoyment from 
both the world and volumetric immersion levels over the baseline screen 
experience. There is a main effect of immersion on perceived enjoyment 
(F2,304 = 11.67, p < 0.001). Post hoc test show that world (µ = 3.4, σ = 1.1) 
and volumetric (µ = 3.2, σ = 1.3) are preceived as being more enjoyable 
when compared with screen (µ = 2.8, σ = 0.9) (all p < 0.001). There is no 
signifcant difference between world and volumetric (p = 0.19). 

Participants enjoyed the videogame experiences more in VR than they did 
on desktop. There is a signifcant effect of medium on perceived enjoyment 
(F1,305 = 14.24, p < 0.001). A post hoc test shows that vr (µ = 3.3, σ = 1.1) is 
perceived more enjoyable when compared with desktop (µ = 2.9, σ = 1.15) 
(p < 0.001). 

Overall, participants perceived the world immersion level as being the 
most enjoyable regardless of medium type. There is an interaction between 
immersion and medium for perceived enjoyment (F2,301 = 3.7, p < 0.03). For vr, 
post hoc tests show that world (µ = 3.6, σ = 1.0) and volumetric (µ = 3.6, 
σ = 1.1) are perceived more enjoyable then screen (µ = 2.8, σ = 1.0) (all 
p < 0.001). There is no signifcant difference between world and volumetric 
(p = 0.98). For desktop, post hoc tests show that world (µ = 3.6, σ = 1.0) is 
perceived as more enjoyable then screen (µ = 2.8, σ = 1.0) (p < 0.045). No 
other differences are observed (all p > 0.44). 

7.6 discussion 

We found compelling differences between the medium and immersion types 
in how they affected participant sentiments towards specifc visualizations of 
the videogame streams. Overall, participants found watching 3D videogame 
streams to be benefcial to their overall enjoyment and immersion when 
compared to a 2D stream of the same videogame content regardless of 
medium. 

The difference between a 2D and 3D stream was more apparent in VR 
than on desktop. Participants stated that the “watching experience [was] greatly 
improved by the 3D reconstruction” [P4], “felt like [they were] in a 3D cinema” [P2], 
and that it made them “feel like [they were] playing along” [P15] when spectating 
in VR. In contrast, viewing the 3D reconstruction on desktop was mixed. This 
is refected in the lack of differences between immersion levels for desktop 
and in the participant’s individual comments. Some did not see “any value 
in adding false depth” [P3] or thought that it did not provide “any beneft on a 
monitor” [P1] screen. However, some other participants felt it continued to 
make them feel “like [they were] there with the streamer” [P8] and that it was 
able to provide “additional context to the game being played” [P15], even when 
viewing on a desktop screen. 

122 



spectatorship of videogame live streams in virtual reality 

Some participants commented on the inherent limitations of the live-
streaming system. Due to how we capture depth data from the videogame, 
sections of the scene will be occluded by objects directly in front of the cam-
era. These are known as depth shadows. In total, 5 participants directly or 
indirectly made comments about these depth reconstruction artifacts. For 
example, they noted that the cutout from the “gun” [P14] in Titanfall 2 or the 

“shadow” [P3] created by 2B in NieR:Automata could sometimes be distracting. 
Other participants commented directly on the quality of 3D reconstruction, 
stating that the geometry could be “spiky” [P4] and that the image would 
become more distorted around complex geometry like trees [P2]. 

We reported an overall preference for Titanfall 2 and NieR:Automata over 
the videogame Homeworld: Deserts of Kharak. This may be due to two 
intrinsic qualities that Homeworld has that the other two videogames do not. 
The frst of these being that it is a real-time strategy game (RTS) and the other 
is in how the virtual environment is rendered through the game’s camera. 
Some participants stated their general dislike for RTS games in general, where 
they felt bored as they did not “care about the subject” [P8] matter presented 
to them. Other participants commented on the general ‘fatness’ of the scene 
due to the camera vantage point, stating that “everything looks fat” [P5] when 
viewing the 3D reconstruction and that the “perspective and distance [made it] 
too hard to tell what the player’s doing” [P1]. The ‘fatness’ some observed is the 
result of positioning the camera very far from the game geometry, making the 
depth effect less pronounced. However, in contrast to this sentiment, some 
participants explicitly stated that Homeworld was their “favorite way to view a 
stream” [a]nd felt that it created a type of “2.5D game” [P17] experience. 

Many participants suggested future directions and extensions to the system. 
Stating how this could work in an esports setting (4 participants) or having 
the ability to dynamically ‘switch‘ between views would be benefcial (3 
participants). In particular, [P3] suggested using the 3D reconstruction of the 
videogame “as a replay environment [where you] could sort of pause and rewind, 
and move the camera to check out details” [P3] in a dynamic setting. 

A number of participants stated that they felt ‘in’ the game with the 
streamer when watching in 3D (8 participants). Commenting how it “felt like I 
was in the game right behind the player” [P12], “felt like I was part of the battle” [P10], 
and how the characters seemed “larger than life [where] the action seemed to be 
particularly clearer and real as a result of the level of depth” [P17]. This sentiment 
is also refected in our reported results, where the overall effect of the 3D 
reconstruction had an impact on participant’s feelings of being there with the 
streamer. 

Across all videogame types, the volumetric 3D rendering experience had 
the most pronounced effect inside of VR with the exception of Titanfall 2, 
which saw a moderately positive increase on desktop as well. This could 
be due to the diegetic environment of the titan when rendering the 3D 
volumetric stream. In this scenario, the spectator view was actually inside the 
titan which may have contributed to the feelings of being more immersed in 
the experience. However, there was no interaction effect between immersion, 
medium, and videogame (p = 0.89) so no defnite conclusions can be made. 
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Our study took place across two continents. This gave us the opportunity 
to test our infrastructure and system at scale. There are trade offs to this, 
one being that we did not have precise control over what equipment the 
participants use or network bandwidth and latency. However, we gained 
valuable insight as to extent and feasibility of deploying such a system in the 
wild. For the most part, participants did not report many issues related to 
network connectivity or reconstruction. Participants that did report issues 
found they were typically resolved once the CDN network cached packets 
closer to their physical location. As reported previously, a few participants 
commented on the reconstruction being "spiky." This can occur at times when 
the graphics shaders do not detect depth discontinuities properly in the 
depth buffer, which can result in geometry being generated where it should 
not be. Another possible explanation could be due to how the depth codec 
reconstructed the scene. At lower bandwidths, it would have to reconstruct 
more lost depth data which can affect visual fdelity. 

Limitations and Future Work 

While our system and infrastructure is adequate for the study we conducted, 
there are areas that could be refned. 

depth shadows We capture the depth buffer directly from the videogame 
we stream. The advantage of this is that it gives us an exact replica of the 
geometry as it was rendered. However, the data from anything occluded 
during rendering will be lost causing “depth shadows.” As mentioned in our 
discussion, some participants commented on this. One possible solution is 
to use an array of virtual cameras in the game view to generate light feld 
video [29]. However, this would require extra rendering passes per virtual 
camera in the array, which could affect the frame rate of the videogame. 
Another approach to consider is inpainting via neural irradiance felds to fll 
in missing geometry and pixels [275]. Both of these are interesting directions 
for future work. 

remote study We conducted a distributed study across two continents 
with 18 participants. Though a remote study has its advantages like sampling 
from a wider participant pool with different setups and confgurations, there 
are disadvantages in level of control over variables such as bandwidth and 
equipment, and the amount of supervision that can be reasonably given. 
Though we did attempt to normalize these variables across participants, they 
are harder to control when compared with an in-lab study. 

videogame vignettes We sampled a set of videogames that were repre-
sentative of three prominent game genres. The vignettes were prerecorded and 
streamed to participants in real-time. Our goal was to simulate a livestream 
on a technical level in a condensed form suitable for a within-subjects study to 
enable direct comparisons. However, this does not capture how an immersive 
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3D streaming experience might affect the bidirectional relationship and so-
cial dynamics between streamers and spectators. Conducting a more narrow 
study using the world immersion level with one game and one medium 
would be an interesting direction for future work. 

7.7 summary 

We presented a system and study that demonstrated the feasibility of cap-
turing, encoding, transporting, and rendering immersive 3D streams for 
spectators to view on desktop or VR. A distributed study demonstrated our 
approach at scale, and the results show that immersive 3D streams enhance 
the overall spectator experience. In the future we plan to explore how our 
system can enhance the streamer to spectator relationship and how our sys-
tem can be adapted to virtual tubing (VTubing) to leverage depth data and 
immersion for communication and entertainment. 
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8 C O N C L U S I O N 

In this thesis, we started out dissecting the high-level conceptual aspects of the 
virtual and then proceeded to explore the methods, systems, and techniques 
required to guide user interaction and attention between different states of 
reality. We moved through the Virtuality Continuum [169], from the physical, 
to the augmented, to augmented virtuality, and fnally to the virtual. We 
interrogated the inbetweenness of these states, and explored them through 
the subjective viewpoint of the user in order to fullfll our high-level research 
objectives: 

Investigate the systems, techniques, and interactions that guide the user’s subjec-
tive experiences, awareness, and tasks between different states of reality. 

To achieve this, we looked at pointing and interaction techniques in SAR, 
the compositing and reconstruction of physical spaces for VR, a hybrid AR 
HMD with an actuated projector for blending realities, and the spectatorship 
of real-time videogame reconstructions in VR. What began in 1938 by Antonin 
Artaud who frst described the theatre and its spectators as partaking in a type 
of virtual reality, so too does this thesis end in its exploration of the virtual 
with the simple act of spectatorship—a reconstructed videogame environment 
presented in a virtual world in a virtual theatre. 

From the real to the virtual, and theatre to theatre; in this fnal chapter we 
provide a summary of work, discuss opportunities for future research, and 
make fnal conclusions. 

Summary 

The chapters of this thesis each explore a specifc aspect of the Virtuality 
Continuum [169] in order to investigate the systems and techniques needed 
to enable new modes of interaction (Figure 1.2 and 1.1). 

In chapter 3 AR , we examined fundamental characteristics of device-
based interaction in SAR: pointing at surface mapped targets. Our results 
show how the simplicity and speed of raycasting results in excellent perfor-
mance for many situations, and how surprisingly versatile a simple method 
like directly tapping the phone to a target can be in many situations. Our 
results for our implementation of the viewport pointing method is mixed. 
However, having a reconstructed virtualized reality view did appear promise 
in certain circumstances, such as the overlaying of extra information on top 
of the environment. In the ad hoc realistic SAR setting of Experiment 1, the 
viewport could approach raycasting performance, but was never signifcantly 
better in the tested tasks. In the controlled and more restricted setting of Ex-
periment 2, the viewport method outperformed raycasting for distant targets 
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that were facing the user. Our conclusion is that each method has benefcial 
characteristics, and that depending on the expected SAR usage context, a 
hybrid method or mode-switching technique to switch between methods 
could be the best solution. 

In chapter 4 R ←→ AR , we proposed using the smartphone as a medi-
ator to interact with virtual content that can transition from the real space 
of the smartphone to the augmented environment of SAR. We based this 
on an arm extension technique to seamlessly and intuitively transition the 
phone between mobile interaction and spatial interaction modes, guiding the 
user’s attention from the physical world to one augmented through SAR. Our 
interaction technique enables the user to push smartphone content from their 
physical reality to an external SAR environment, interact with the external 
content, rotate-scale-translate it, and pull content back into the smartphone, 
all the while ensuring comfort, no confict between the mobile and spatial 
interactions, and preserving single-handed eyes-free use in the spatial mode. 
To ensure feasibility of hand extension as mode switch, we evaluated the clas-
sifcation of extended and retracted states of the smartphone while varying 
user postures, surface distances, and target locations. Our results show that a 
random forest classifer can classify the extended and retracted states with 
a 96% accuracy on average. A fnal usability study of the interaction space 
with three demonstrative applications found interactions to be usable and 
intuitive. 

In chapter 5 VR −→ R , we presented a system that builds on top of 
current VR rendering pipelines in order to extract the depth buffer from 
the videogame to enable 3D compositing with virtual environments. We 
demonstrated the capabilities of our system through a number of techniques 
that integrate the real world inside a virtual scene. We further demonstrated 
the utility of our methods by enabling collocated spectatorship of a user in 
VR through a view-dependent projection mapping of the virtual scene. A user 
study demonstrated that our system can enhance current VR environments 
by guiding user awareness between physical reality and virtual environments. 
This approach enables applications in safety and awareness as well as creating 
more meaningful VR experiences. 

In chapter 6 AR ←→ AR , we presented the concept of Augmented 
Augmented Reality for a wearable augmented reality HMD and an actuated 
head-mounted projector. We constructed a working hardware and software 
system, calibrated through a modifed structure from motion algorithm and 
a novel optimization solver to reconstruct the kinematic chain and rotation 
axes of the actuators. Our Unity3D toolkit encapsulates a set of high-level 
functionality for the iteration of AAR experiences, and a developer study 
demonstrated its usability and general appeal for creating AAR applications. 
We then utilized this to propose a design space with demonstrations for how 
an AR HMD and projector can enhance the experience of the user using the 
device and non-augmented external viewers. 
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In chapter 7 VR ←→ VR , we presented a system and study that demon-
strated the feasibility of capturing, encoding, transporting, and rendering 
immersive 3D streams for spectators to view on desktop or VR. We explore 
how this extra data can be used to create reconstructions of the videogame 
scene, allowing users to be inside the environment with streamer. A dis-
tributed study demonstrated our approach at scale, and the results show that 
immersive 3D streams enhance the overall spectator experience. 

Future Research 

Based on the work presented in previous chapters, we believe there are many 
opportunities for future work in the areas of livestreaming and spectatorship, 
virtual tubing, rendering techniques, and additional studies. Here we discuss 
the most promising directions for future work. 

using a semantic mapping of physical spaces for just-in-time 
opportunistic mapping on virtual environments In Chapter 5, 
we explored ideas around how a reconstruction of reality can be used within 
a videogame context to transition the user’s attention between the virtual 
environment of the videogame to their physical environment. Even though 
we demonstrated the effectiveness of this approach for awareness, there 
remains an inherent misalignment between the virtual space the user sees 
and the physical space the user is acting within. This can occur when the 
3D reconstruction of the physical world does not line up with the in-game 
geometry of the virtual environment. For example, a physical and virtual 
wall may not align with each other or the physical rendering of a couch may 
misalign with an interactive sofa in the videogame. Aspects of this problem 
have been explored within a limited capacity. For example, re-skinning the 
physical environment with virtual proxies has been explored in the context 
of rooms [231] and in large space at a lower alignment fdelity [239]. The 
human vision system, such as eye gaze and saccades, have also been used as 
means to change aspects of the virtual environment for infnite walking [242] 
and as a way to change elements directly in the scene [157]. Combinations 
of these approaches could be investigated to create an environment which 
opportunistically maps portions of the physical world onto segments of the 
virtual environment. Such a system would then be able to transform the 
virtual environment such that the user could interact with the virtual objects 
in that space through mapped physical proxies. 

using light-fields to overcome depth shadows and disconti-
nuities One of the limitations we reported in Chapter 7 revolved around 
the depth shadows and discontinuities left over from the rendering data 
we collected from the videogame. During our study, multiple participants 
reported or commented on how these type of artifacts can diminish their 
enjoyment when watching a videogame livestream. Unfortunately, the depth 
shadows and discontinuities are a direct result of how the game renders 
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the scene, as the depth buffer captures the geometry facing the camera but 
nothing behind it. One possible solution to overcome this is to render the 
game using light felds. 

Light felds are a promising direction of work as they capture more of 
the surrounding environment, which includes occluded region data. Current 
research has looked at light felds in the context of in situ real life [29, 166], 
but not in the context of videogame or virtual environments. However, there 
are clear limitations, especially when considering the number of required 
rendering passes needed to produce the data used for reconstruction. Other 
avenues of research worth investigating are hybrid systems, which delegate 
rendering between local and remote compute clusters [162], or deep learning 
approaches that utilize neural irradiance felds [274]. 

spectatorship of virtualized physical reality In Chapter 7, we 
proposed a system that enables spectators of videogame livestreams to be 
inside the game with the streamer. We demonstrated the feasibility of this by 
using the depth data generated during the rendering pass of the videogame 
to create a 3D view of the videogame scene. This was used as a way for the 
spectator to move around separately from the streamer’s view. This could 
be considered a virtualisation of a virtual space, or an incomplete copy of 
an original. In earlier work, we explored this conceptually as a virtualized 
reality [117]. We used aspects of this in Chapter 3 for the viewport technique, 
in which the user interacts with the virtual content through a virtualized 
version of reality. We also used this more explicitly in Chapter 5, which 
utilized a complete live reconstruction of reality. One aspect we did not 
explore is the combination of these two things together. Such a combination 
would produce a framework in which a spectator would be able to move 
around a virtualized version of physical reality, uncoupled by singular points 
of view or constrained by cameras. 

Existing work has explored aspects of this under the context of telepres-
ence [127, 143] and remote collaboration [253]. JackIn Airsoft [128] investigated 
a limited form of this in the context of airsoft, but not specifcally for the 
spectator experience or what interactions are meaningful. The challenge is 
to design a system that handles the many different modes of interaction that 
occur in a immersive environment like this and how to best present them to 
the spectators watching. 

an automated mobile spatial augmented reality device for 
ad hoc everywhere interaction In Chapter 6, we explored the 
combination of SAR with an OST HMD in order to enhance the capabilities 
of both devices. Specifcally, we utilized the projector as a way to expand 
the augmentation capabilities of the HMD and to communicate internal AR 
content with an outside observer. In both cases, the use of SAR proved to be 
benefcial for collaboration and communication. These benefts can also be 
seen in other works, such as RoomAlive [114], IllumiRoom [113], and Code 
Space [28]. These type of systems could be considered outside-in SAR, as all 
the cameras and projectors are statically mounted onto the walls or ceilings of 
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conclusion 

a small room. In contrast, our augmented HMD could be considered inside-out 
SAR, as the camera and projector are mobile. Expanding this to encapsulate 
multiple projectors and cameras would be an interesting direction for future 
work. Such a system could be capable of providing 360

◦ AR coverage, as well 
as dynamic and responsive interactive content for users. The challenge is to 
design a system that is robust to calibration and one that can easily reposition 
itself while maintaining interactive multi-user functionality. 

Final Word 

In the text above, we explored a range of systems, techniques, and methods 
that focus on specifc aspects of virtuality and the utility that it can provide 
to the users of those systems. We show how these kinds of explorations 
can provide deeper insight into the design and exploration of these types of 
systems, and that there are specifc challenges to system design when bridging 
aspects of the real and the virtual. We believe that our studies, systems, 
and implementations are valuable to designers, researchers, and companies 
that seek to further expand on the approaches needed to holistically bridge 
interactions, communication, and users across disparate parts of virtuality. 
We hope that our work will further motivate these types of explorations and 
help empower practitioners in making informed decisions when thinking 
about user experiences across realities. 
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