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Abstract

Quantum simulation is one of the most promising applications of quantum computers. It
is anticipated that quantum simulation will accelerate scientific discovery, and advance our un-
derstanding of nature. One area that stands to benefit from quantum simulation is particle
physics. This thesis contains my contributions to quantum simulation of lattice gauge theories–a
well-known first-principle computational method in particle physics.

The limitations of current and near-term quantum processors, such as high error rates and
small number of qubits, severely restrict the size and depth of quantum circuits that can be exe-
cuted with high fidelity. Tailored to these hardware constraints, short-depth variational quantum
algorithms are proposed to solve small lattice quantum electrodynamics models in two spatial
dimensions. The proposal is based on, and made possible by a novel lattice quantum electrody-
namics model designed to lower the simulation memory overhead.

There is no better time than now to understand and minimize fault-tolerant computational
resource requirements of quantum simulations of lattice gauge theories so that they can be imple-
mented sooner than later. To this end, complete gate-by-gate quantum algorithms with concrete
fault-tolerant resource estimates are constructed to simulate lattice quantum electrodynamics
and chromodynamics.

Finally, a topological θ-term, directly relevant to the strong CP problem in particle physics, in
the Hamiltonian formulation of lattice gauge theories is derived for future quantum simulations.
Classical numerical results suggest a phase transition due to this term in a three-dimensional
U(1) lattice gauge theory. Verification of this transition, and large-scale simulations of quantum
chromodynamics with a θ-term will likely require a quantum computer.
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Chapter 1

Introduction

1.1 Quantum Simulation for Particle Physics

Simulating quantum physics is one of the most promising applications of a quantum computer.
Forty years ago, Feynman argued that simulating quantum dynamics on a conventional computer
was exponentially difficult [10]. This catalyzed the idea of quantum computation. In contrast,
it has been shown since then that quantum computers can efficiently simulate physical systems
from a wide range of fields including quantum chemistry, condensed matter physics, and high-
energy physics. As such, it is anticipated that quantum simulation will accelerate scientific
discovery [11, 12] in both applied research areas, such as chemicals and materials design, and
more fundamental disciplines, such as particle and nuclear physics. This thesis aims to connect
two fields at the frontier of science, namely, quantum computation and particle physics, and
contributes to the development of quantum simulation for particle physics.

Particle physics is best described by the Standard Model (SM) because it captures the most
fundamental building blocks, including electroweak and strong forces, of the known universe, while
producing accurate phenomenological predictions. The SM is a quantum field theory (QFT), in
which particles are described as excitations of the underlying fields. For instance, photons are
excitations of the electromagnetic field. Furthermore, the underlying fields can undergo certain
local transformations, called gauge transformations, without affecting measurable observables, a
property known as local gauge invariance or symmetry. A quantum field theory equipped with a
local gauge symmetry, such as the SM, is a gauge theory.

In order to fully utilize the SM to predict nature’s behaviors, it is necessary to explore non-
perturbative methods, as analytical calculations, which typically employ perturbative methods,
have failed to answer important questions that are even within the description of the SM, such as
the quantum chromodynamics (QCD) phase diagram [13]. One of the best-known first-principle
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non-perturbative computational methods for QCD is lattice gauge theories (LGTs) [14]. Indeed,
LGTs have been employed to successfully compute classically multifarious non-perturbative as-
pects of particle and nuclear physics, such as the low-lying baryon spectrum [15], various fun-
damental parameters of the SM [16], and the reactions of nucleons [17]. In classical simulations
of LGTs, usually performed in the Euclidean-time path integral formulation, sampling from an
exponentially large configuration space with Markov chain Monte Carlo (MCMC) methods often
suffices to extract static properties [18]. However, MCMC simulations, due to the infamous sign
problem [19], suffer from computational inefficiency for example in simulating fermions, topolog-
ical terms, and non-equilibrium real-time dynamics.

Quantum simulation circumvents the sign problem, and does not suffer the curse of exponen-
tiality. In 1996, the first explicit algorithm for quantum simulation was provided by Lloyd [20].
Twenty years later, using this algorithm, the first simulation of the real-time dynamics of the
Schwinger model–a LGT that describes quantum electrodynamics (QED) in one spatial dimen-
sion was successfully implemented on a four-qubit trapped-ion quantum computer [21]. Lloyd’s
algorithm is based on the first-order product-formula approximation of the Hamiltonian time-
evolution operator. Higher-order variants [22] have subsequently been studied in the context of
quantum simulation [23]. Algorithms with better asymptotic dependence on evolution time and
desired precision, such as, Taylor-series algorithm [24] and quantum signal processing [25], have
been considered in more recent studies. While these algorithms are efficient in their asymptotic
gate complexities, in practice, their estimated quantum computational resource requirements, i.e.,
the number of required qubits and quantum gates, even for simple physical systems, far exceed
the capabilities of existing hardware [26].

Currently, we are in the age of the so-called ”noisy intermediate-scale quantum” (NISQ)
devices [27]. In general, NISQ devices have a small number of qubits and noisy gates. Therefore,
they can only run quantum circuits that are very limited in their size and depth. Constrained by
these limitations, the study of a class of heuristic algorithms call variational quantum algorithms
(VQAs) [28, 29] has emerged in recent years. While the limitations of VQAs are still under active
research [30, 31, 32], their proposed applications span many fields including chemistry, physics,
optimization, and machine learning. An advantage of VQAs is that they often can be executed
by running a short-depth circuit on a NISQ device. A type of VQAs called variational quantum
eigensolver (VQE) [33] is particularly relevant to physics and chemistry, due to its objective of
solving for ground states, and extracting static expectation values of physical observables. The
first VQE applied to a LGT, once again the Schwinger model, was implemented on a 20-qubit
device [34] in 2019. The hope is that more complex problems in LGTs can be solved using VQEs.
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1.2 This Thesis

This thesis addresses three important aspects of quantum simulation of LGTs: algorithms, re-
source estimation, and model-building. In chapter 2, we begin by providing a brief introduction
to the Hamiltonian formulation of LGTs, VQE and product-formula simulation algorithms, and
finally, a short overview of fault-tolerant resource estimation. In chapter 3, we design VQE proto-
cols for simulating QED in two dimensions, and demonstrate the potential of near-term quantum
computers in simulating LGTs beyond one dimension. We provide in chapter 4 scalable quantum
algorithms down to a gate-by-gate level, along with concrete estimates of the quantum computa-
tional resources required, to simulate lattice QED and QCD in arbitrary spatial dimensions on
a fault-tolerant quantum computer. In chapter 5, we formulate a novel basis for lattice QED,
which reduces the memory requirements for both quantum and classical simulations, and is cru-
cial for the algorithmic design in 3. Finally in chapter 6, we derive a topological θ-term, which
is directly relevant to the famous strong CP problem [35], in the Hamiltonian formulation, and
provide numerical evidences for a phase transition.

This collection of works represents our efforts in the development for near-term and longer-
term quantum simulation of LGTs. Designing near-term algorithms not only pushes the capa-
bilities of current hardware, but also provides insights into the type of particle-physics models
that near-term devices can solve despite their limitations. These insights are particularly useful
for designing models that are suitable to near-term hardware and capture the wanted physics
at the same time. This co-design process was crucial in the fruition of the work in chapters 3
and 5. With the anticipated arrival of the first-generation fault-tolerant error-corrected quantum
computers from scores of companies, including Google, Honeywell, IBM, and IonQ, by the end of
this decade [36, 37, 38, 39, 40], it is important to address the question of how powerful of a fault-
tolerant quantum computer is needed for a large-scale LGT simulation. The resource estimates
in chapter 4 aim to not only address this question, but also serve as a concrete benchmark for
future software improvements. While large-scale simulations are the ultimate goal, rich physical
behaviors also appear in smaller systems. The models we derived in chapter 6 are good examples.
In certain system sizes, these models are amenable to both classical and quantum simulations,
where the phase diagrams obtained classically can act as a benchmark for the quantum results.

1.3 Related Works

In recent years, there have been significant advances in quantum simulation of various QFTs,
including but not limited to LGTs, such as scalar field theory, nuclear effective field theory, etc.
They are all important to the overarching goal of simulating different aspects of particle physics.
For a review, we refer readers to [41] and [42]. Here, we try to include a comprehensive list of
references in this area. On the experimental front, a plethora of proof-of-concept simulations of
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QFTs have been implemented on currently available quantum devices, using approaches including
analog quantum simulation [43, 44, 45, 46], variational quantum simulation [47, 48, 34, 49, 50, 51,
52, 53, 54, 55], quantum frequency processing [56], quantum annealing [57], and digital quantum
simulation [21, 58, 59, 60, 61, 62]. On the theoretical front, there exists a host of methods to
realize QFTs on various types of quantum hardware [6, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73,
74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 41, 98,
99, 7, 1, 100, 101, 102, 103, 104].
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Chapter 2

Background

This chapter contains background information on key topics that are useful to understand the up-
coming chapters, namely, lattice gauge theories (LGTs), variational quantum eigensolver (VQE),
product-formula (PF) algorithms, and resource estimation, each of which is introduced in a self-
contained section. We note that while LGTs are pertinent to chapters 3-6, VQE is relevant to
only chapter 3, and PF and resource estimation are relevant to only chapter 4. To guide the
readers, we make references to the related chapters in each section whenever necessary.

2.1 Lattice Gauge Theories

We consider a universe, coarse-grained to form a lattice, capable of hosting fermions and bosons
at lattice sites and links, respectively. LGTs then capture the excitation of both the fermions and
gauge bosons. Fermionic excitation can readily be encoded in the usual occupation number basis.
The basis for bosonic excitation is however carefully chosen based on the considered symmetry
group. For instance, in a U(1) LGT, each bosonic link is described by the angular momentum
basis of a quantum particle constrained to move along a circle, also known as a planar rotor, with
an integer-valued quantum number. The quantum number represents the angular momentum
where its sign denotes the two directions of rotation. In a SU(2) LGT, each gauge boson can be
interpreted as a rigid rotator, which can be represented by an angular momentum basis with three
quantum numbers: total angular momentum, the angular momenta in the space-fixed and body-
fixed frames of reference [105]. The SU(N) (N > 2) generalization of this angular momentum
basis is labelled by N2 − 1 (the dimension of SU(N)) quantum numbers [6, 106]. Note that the
quantum number(s) are unbounded. In order to encode them using a finite number of qubits on
a quantum computer, each quantum number must be truncated. In our algorithms, we apply a
cutoff Λ such that each quantum number takes on ∼ Λ values. In chapter 4, we consider Λ as a
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parameter in the Hamiltonian. In [107], it was shown that Λ can be determined as a function of
the precision at which the truncated theory simulates the original theory with infinite-dimensional
gauge bosons.

In the following, we provide an overview of the Kogut-Susskind Hamiltonian [105]–the stan-
dard Hamiltonian formulation of lattice gauge theories. Note that the notation used here is
adopted in chapter 4. The notations used in other chapters differ slightly and will be introduced
appropriately. The Kogut-Susskind Hamiltonian is defined as

Ĥ = Ĥgauge + Ĥmatter, (2.1)

where Ĥgauge describes the dynamics of the bosonic electric and magnetic gauge fields, and
Ĥmatter describes the dynamics that involve the fermionic matter. The Hamiltonian is defined on
a d-dimensional spatial lattice, and the temporal direction is continuous. A site on the lattice is
denoted by a vector ~n =

∑d
i=1 niî, where î is a unit lattice vector pointing in one of the orthogonal

directions. A site is labelled even or odd, depending on whether (−1)~n = (−1)
∑
i ni evaluates to

0 or 1, respectively. A link between neighboring sites is denoted by a tuple (~n, l) of the starting
site ~n and its direction l̂. On the lattice, the fermions and anti-fermions reside on the sites, while
the gauge fields, which mediate the interaction between them, occupy the links.

The matter Hamiltonian consists of two terms, mass ĤM and kinetic ĤK Hamiltonians defined
by [105]

Ĥmatter = ĤM + ĤK , where

ĤM = m
∑
~n

∑
α

(−1)~nψ̂†α(~n)ψ̂α(~n),

ĤK =
1

2a

∑
~n

∑
l=i,j,k

∑
α,β

(ψ̂α(~n)†Ûαβ(~n, l)ψ̂β(~n+ l̂) + ψ̂α(~n)Û †αβ(~n, l)ψ̂†β(~n+ l̂)), (2.2)

where m is the bare mass, a is the lattice spacing, ψ̂α(~n), ψ̂†α(~n) are vectors of the fermionic
annihilation and creation operators, respectively, at site ~n with α labelling different fermionic
species, and Ûαβ(~n, l), Û †αβ(~n, l) are matrices known as parallel transporters [108], of which the
elements are gauge field operators that couple fermion-anti-fermion pairs, for instance, a fermion
and an anti-fermion of species α and β that occupy sites ~n and ~n+ l̂. The alternating sign (−1)~n

reflects the use of the staggered fermions [105]. Physically, we can interpret creating (destroying)
a particle at an even (odd) site as creating a fermion (anti-fermion). ĤM computes the mass of
all fermionic matter by multiplying the number of fermions and anti-fermions in the lattice by
m. As such, ĤM governs the dynamics of free fermions and anti-fermions in the absence of gauge
fields. ĤK describes the dynamics of fermion-anti-fermion pair creation and annihilation, and
the corresponding changes in the mediating gauge fields.

As an explicit example, consider the Abelian U(1) LGT. This theory describes QED on a
lattice, each site can either be occupied by an electron or a positron due to the Pauli exclusion
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principle. As such, there is only one component each in the vectors ψ̂α, ψ̂
†
α, and hence, one

component each in the parallel transporter matrices. In electrodynamics, Gauss’ law implies that
point charges emanate electric fluxes. In order to satisfy Gauss’ law on a lattice, creating or
destroying an electron-positron pair will necessarily generate or remove an electric flux between
them. The electric fluxes are raised and lowered by the parallel transporters.

In SU(N) LGTs, the gauge fields are non-Abelian, and the vectors of fermionic operators have
N components and the parallel transporters are N ×N matrices. As opposed to only one type
of electric charge in QED, there are N different species of fermions carrying N types of charges
known as colors. On a lattice, the N species are represented by N -component vectors ψ̂α, ψ̂

†
α.

Similar to QED, SU(N) LGTs allow for pair creation and annihilation. However, there are N2

different types of fermion-anti-fermion pair creation or annihilation, to account for all possible
combinations of colors. As a consequence of the non-Abelian Gauss’ law, there are N2 different
types of electric fluxes that can be generated in or removed from the non-Abelian chromoelectric
field. Those changes in the chromoelectric field are induced by the N2 elements of the parallel
transporters.

In the absence of matter, the Kogut-Susskind Hamiltonian is reduced to a pure gauge Hamil-
tonian, which consists of an electric ĤE and magnetic ĤB Hamiltonian given by [105]

Ĥgauge = ĤE + ĤB, where

ĤE =
g2

2ad−2

∑
~n,l

∑
a

[Êa(~n, l)]2,

ĤB = − 1

2a4−dg2

∑
2

Tr[P̂2 + P̂ †2], (2.3)

where g denotes the bare coupling strength, Tr denotes a trace operator, and 2 represents the
elementary square cells, called plaquettes, of a lattice. The magnetic Hamiltonian ĤB is formed
from products of the parallel transporters around each plaquette, called plaquette operators

Tr[P̂2] =
∑
α,β,γ,δ

Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j), (2.4)

traced over the matrix elements. In particular, the plaquette operators create loops of electric
fluxes surrounding the plaquettes, and generate magnetic fluxes. The electric flux at each link is
measured by a vector of electric field operators Êa, where the number of components a is the same
as the number of generators of the considered gauge group. Moreover, depending on the gauge
group, the electric field operators and parallel transporters satisfy a specific set of commutation
relations.

Once again, considering U(1) LGT as an instance, the gauge fields are the usual Maxwell
electric and magnetic fields. In the case of SU(N) LGTs, the gauge fields are non-Abelian
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chromoelectric and chromomagnetic fields, which are considerably more complicated. Let us use
SU(3) LGT, which describes QCD, the theory of strong interaction, on a lattice as an example.
Here, the non-Abelian electric fluxes are excitations of the underlying gauge field, known as the
gluon field, which is eponymously named after the gauge boson for the strong force. Gluons are
analogous to photons in QED. However, an important distinction between them is that gluons can
self-interact, due to their non-Abelian nature, and may form composite particles, called glueballs,
among themselves. This self-interacting nature makes QCD significantly more difficult to analyze
than QED. We note that, SU(3) LGT is perhaps the most interesting one in the context of particle
physics, due to its relation to QCD. In this thesis, the results in chapters 3 and 5 apply to U(1)
LGT, those in chapter 4 apply to U(1), SU(2), and SU(3) LGTs, and the analytical results in
chapter 6 apply to both Abelian, e.g., U(1), and non-Abelian, e.g., SU(N) for N > 1, LGTs,
while the numerical results applies to U(1) LGT.

2.2 Variational Quantum Eigensolver

The VQE [33, 28] belongs to a class of heuristic algorithms called variational quantum algorithms
(VQAs) [29], where a problem is encoded in a parameterized cost function to be evaluated on a
quantum computer, and an optimizer on a conventional computer trains the parameters, thereby
forming a closed feedback loop between the quantum and classical computer. The main objective
of a VQE is to prepare the ground state and compute the ground state energy of a given Hamilto-
nian Ĥ. Naturally, the cost function is chosen to be the expectation value of the Hamiltonian, i.e.,
C(θ) = 〈Ĥ(θ)〉, since it is an upper bound of the ground state energy. The expectation value is
estimated by measuring Ĥ with respect to a parametrized variational state |Ψ(θ)〉 = Û(θ) |Ψin〉.
Here, |Ψin〉 is the input state to a quantum computer, and Û(θ) is the quantum circuit applied
to it, where θ are the parameters of the quantum gates in the circuit. Once estimated, the expec-
tation value is then fed into a classical computer, where an optimization algorithm attempts to
minimize C(θ), and provides an updated set of variational parameters θ′ to be used for the next
round of cost function evaluation on the quantum computer. The VQE is deemed suitable for
NISQ devices, since Û(θ) is typically a short-depth circuit. It is a heuristic algorithm because its
output is not guaranteed to be the ground state. Obtaining a close approximation of the ground
state often relies on an educated guess of an ansatz, i.e., |Ψin〉 and Û(θ). The fact that VQEs and
more generally, VQAs are heuristic algorithms is a concern, as they often do not have scalable
performance guarantees. However, heuristic algorithms can be useful, with neural networks being
an example. In fact, VQAs’ resemblances to neural networks has led to the creation of an entire
research area in their abilities to perform machine learning tasks (see [29] and references therein),
but this is beyond the scope of this thesis. In chapter 3 of this thesis, we provide constructions
of VQEs to solve certain U(1) LGTs in two dimensions.
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2.3 Product Formulas

The first step for any product-formula (PF) algorithms is to divide up a total simulation time
T into r segments. Then, the evolution generated by a Hamiltonian Ĥ can be expressed as

e−iĤT = (e−iĤT/r)r ≡ (e−iĤt)r. Further, the Hamiltonian Ĥ is decomposed into a sum of simpler

Hamiltonians, Ĥ =
∑l

j=1 Ĥj , where each e−iĤjt can be simulated with an efficient quantum
circuit. The first-order PF, or Lie-Trotter formula, which underlies the first explicit quantum
simulation algorithm [20], is given by

Û1(t) =

l∏
j=1

e−iĤjt. (2.5)

Its error is bounded by [23]

||e−iĤT − Û r1 (t)|| ≤ 1

2

∑
j

||[
∑
i>j

Ĥi, Ĥj ]||
T 2

r
. (2.6)

Therefore, for a given spectral-norm error ε, the value of r grows as O(T 2/ε). This scaling can
be improved by using a higher-order PF. For instance, consider the second-order PF, defined as

Û2(t) =
l∏

j=1

e−iĤjt/2
1∏
j=l

e−iĤjt/2. (2.7)

In this case, the error bound is [23]

||e−iĤt − Û2(t)|| ≤ 1

12

∑
i

||[[Ĥi,
∑
j>i

Ĥj ], Ĥi]||t3 +
1

24

∑
i

||[[Ĥi,
∑
j>i

Ĥj ],
∑
k>i

Ĥk]||t3, (2.8)

which leads to a Trotter-step r scaling of O(T 3/2/ε1/2). Further improvements can be achieved
with high-order PF, which can be constructed recursively [22]. However, it is reported in [7] the
higher-order PFs are rarely preferred for quantum simulations due to the fact that (i) the second-
order formula can actually cost fewer computational resources and outperform asymptotically
more efficient methods such as LCU and QSP [26], and (ii) compared to the error bounds for the
first- and second-order PF, those for higher-order PF are unlikely to be tight and are more difficult
to compute [23]. In chapter 4 of this thesis, we construct explicit second-order PF algorithms
down to a gate-by-gate level for U(1), SU(2), and SU(3) LGTs in arbitrary dimensions.

2.4 Resource Estimation

The goal of resource estimation is to estimate the amount of quantum computational resources
needed to run a given quantum algorithm to solve a particular problem. These resources can be
divided into two types: space and time costs.
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In chapter 4, we focus on the fault-tolerant setting, as we expect that fault-tolerance is
necessary to run large-scale quantum simulations. In the fault-tolerant setting, the space and time
costs can be quantified by the required number of logical qubits and quantum gates, respectively.
However, not all quantum gates cost the same. We consider a standard gate set for fault-tolerant
quantum computations, namely, the Clifford+T gate set, where the Clifford gates include the
Hadamard (H), phase (S), and controlled-NOT (CNOT) gates that are defined by

H =
1√
2

(
1 1
1 −1

)
, S =

(
1 0
0 i

)
, CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 , (2.9)

and the non-Clifford T gate is defined by

T =

(
1 0

0 ei
π
4

)
. (2.10)

Generally, applying a T gate incurs significantly more overhead than applying any Clifford
gate [109, 110]. Therefore, the number of T gates is commonly considered as a good metric
to approximate the time cost.

We now sketch out the resource estimation pipeline for a PF quantum simulation. When one
implements a PF algorithm, there are two kinds of errors: Trotter and synthesis errors, the sum
of which is bounded by a chosen total error budget εtotal. The Trotter error εTrotter, evaluated
using commutator bounds [23], can be used to determine the number of Trotter steps r, as shown

in Sec. 2.3. For each Trotter step, we approximate eiĤt by a product of sub-evolutions eiĤjt,

which are synthesized using Clifford and T gates as Ûj such that ||Ûj − eiĤjt|| < δj , for a chosen
synthesis error δj . Typically, the smaller the error tolerance δj is, the larger the number of gates
in the circuit Ûj will be. Then, the total synthesis error of the product of sub-evolutions is
bounded by

∑
j δj , using the fact that ||Û1Û2 − V̂1V̂2|| ≤ ||Û1 − V̂1||+ ||Û2 − V̂2|| for unitaries Ûi

and V̂i. Finally, one can compute the total gate count from εtotal, and the total qubit count via

careful bookkeeping of the qubit count for each eiĤjt.
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Chapter 3

Variational Quantum Eigensolver for
(2+1)D U(1) Lattice Gauge Theory

In this chapter, we use a variational approach to simulate ground state properties of U(1) lattice
gauge theories (LGTs). In contrast to previous schemes, our protocols provide the novel oppor-
tunity to use existing quantum hardware to simulate 2D 1 effects in LGTs, including dynamical
matter and non-minimal gauge field truncations, with a perspective to go to the continuum limit,
i.e., when the lattice spacing approaches zero. We consider quantum electrodynamics (QED), the
gauge theory describing charged particles interacting through electromagnetic fields. In contrast
to 1D QED, where the gauge fields can be fully eliminated [21, 81, 111, 112] and magnetic fields
do not exist, in higher dimensions, non-trivial magnetic field effects and the Fermi statistics of
the matter fields become important. Many-body terms due to these non-trivial effects appear in
the Hamiltonian, and thus, implementations on currently available quantum hardware become
challenging. In this work, we outline novel approaches to overcome these difficulties and to render
near-term demonstrations possible.

Specifically, we provide effective simulation techniques for simulating quasi-2D and 2D lattice-
QED systems with open and periodic boundary conditions. To address the problem of finding
the ground state of these models on NISQ hardware, we develop variational quantum eigensolver
(VQE) algorithms [28] for current qubit-based quantum computers. In the quest of simulating
LGT with these VQE algorithms, we address the crucial points of

1. developing a formulation of the problem within the resources of NISQ devices,

2. implementing the model efficiently on the quantum hardware,

1In the remainder of this chapter, we use ’1D’ and ’2D’ to denote one and two spatial dimensions, respectively.
The temporal dimension, denoted by ’+1’ in the title, is neglected.
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3. having a clear procedure to scale up to larger, more complex systems, and

4. verifying the results in known parameter regimes.

For the first step, we cast the model into an effective Hamiltonian, as done in [3] (see chapter
5). The total Hilbert space is then reduced to a smaller gauge-invariant subspace by eliminating
redundant gauge degrees of freedom, at the cost of introducing non-local interactions. Secondly,
in order to measure this effective Hamiltonian on the quantum hardware, we find an encoding
for translating fermionic and gauge operators into qubit operators. The quantum circuits for
the VQEs are subsequently determined, respecting the symmetries of both the encoding and the
Hamiltonian. On the one hand, this allows for an optimal exploration of the subsector of the
Hilbert space in which gauge-invariant states lie. On the other side, our circuits are Hamiltonian-
inspired, and can be scaled up to bigger systems and to less severe truncations. The fourth and
last step in the list above is taken care by comparing the outcomes of the VQE algorithms with
analytical results, in parameter regimes that are accessible to both. We resort to perturbation
theory (see Sec. V in [1] for the perturbative analysis) and exact diagonalization, but more
sophisticated classical analytical and numerical tools [113, 114, 115] can be in principle used.

In Sec. 3.1, we introduce lattice QED Hamiltonian, and present an effective Hamiltonian
description. In Sec. 3.2, we provide a short description of the available quantum hardware on
which our VQEs may be implemented, along with the classical optimizer used in our VQEs. In
Sec. 3.3, we provide the qubit-encoding of the Hamiltonian, circuits for our VQEs, and a classical
simulation of the proposed VQEs. Conclusions and outlooks are presented in Sec. 3.4.

3.1 Simulated models

In this section, we present the models to be simulated in our proposal. In Sec. 3.1.1, we review
the Hamiltonian formulation of lattice QED in 2D and the truncation applied to gauge degrees of
freedom. Note that the notation used here is slightly different from that in Sec. 2.1. The specific
systems considered in the rest of this chapter are then described in Sec. 3.1.2 [open boundary
conditions (OBC)] and Sec. 3.1.3 [periodic boundary conditions (PBC)].

3.1.1 Lattice QED in 2 dimensions

In this chapter, we consider two-dimensional lattices, with matter and gauge fields defined on
the sites and on the links, respectively. Using staggered fermions [105], electrons and positrons
are represented by single component fermionic field operators φ̂i for each site i. As shown in
Figs. 3.1(b) and 3.1(c), odd (even)-numbered lattice sites hold particles (antiparticles), that
carry a +1 (−1) charge qi.
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<latexit sha1_base64="fiHwS4LOJF2emxsPGLnAyuGGby4=">AAAB6HicdVBNS8NAEN34WetX1aOXxSJ4Ckmtpt4KXjy2YD+gDWWznbRrN5uwuxFK6C/w4kERr/4kb/4bt20EFX0w8Hhvhpl5QcKZ0o7zYa2srq1vbBa2its7u3v7pYPDtopTSaFFYx7LbkAUcCagpZnm0E0kkCjg0Akm13O/cw9SsVjc6mkCfkRGgoWMEm2kpjsolR3bqXi1qocNcZ3Li5x4Vx52bWeBMsrRGJTe+8OYphEITTlRquc6ifYzIjWjHGbFfqogIXRCRtAzVJAIlJ8tDp3hU6MMcRhLU0Ljhfp9IiORUtMoMJ0R0WP125uLf3m9VIc1P2MiSTUIulwUphzrGM+/xkMmgWo+NYRQycytmI6JJFSbbIomhK9P8f+kXbHdc7vSrJbrtTyOAjpGJ+gMuchDdXSDGqiFKAL0gJ7Qs3VnPVov1uuydcXKZ47QD1hvn99+jPY=</latexit>

2
<latexit sha1_base64="YFZ3iSY5ut8UmRdIJ8M7OppAHVo=">AAAB6HicdVBNS8NAEJ34WetX1aOXxSJ4Ckmtpt4KXjy2YD+gDWWz3bRrN5uwuxFK6C/w4kERr/4kb/4bt20EFX0w8Hhvhpl5QcKZ0o7zYa2srq1vbBa2its7u3v7pYPDtopTSWiLxDyW3QArypmgLc00p91EUhwFnHaCyfXc79xTqVgsbvU0oX6ER4KFjGBtpGZlUCo7tlPxalUPGeI6lxc58a485NrOAmXI0RiU3vvDmKQRFZpwrFTPdRLtZ1hqRjidFfupogkmEzyiPUMFjqjys8WhM3RqlCEKY2lKaLRQv09kOFJqGgWmM8J6rH57c/Evr5fqsOZnTCSppoIsF4UpRzpG86/RkElKNJ8agolk5lZExlhiok02RRPC16fof9Ku2O65XWlWy/VaHkcBjuEEzsAFD+pwAw1oAQEKD/AEz9ad9Wi9WK/L1hUrnzmCH7DePgHhAoz3</latexit>

=<latexit sha1_base64="F2y1d339jkzNNcjrqFM36xm+/Ks=">AAAB6HicdVDJSgNBEK1xjXGLevTSGARPw0yWSTwIAS8eEzALJEPo6fQkbXoWunuEMOQLvHhQxKuf5M2/sSeJoKIPCh7vVVFVz4s5k8qyPoy19Y3Nre3cTn53b//gsHB03JFRIghtk4hHoudhSTkLaVsxxWkvFhQHHqddb3qd+d17KiSLwls1i6kb4HHIfEaw0lLralgoWmalVnKcOtKkXiqXnYw41eqlg2zTWqAIKzSHhffBKCJJQENFOJayb1uxclMsFCOczvODRNIYkyke076mIQ6odNPFoXN0rpUR8iOhK1RooX6fSHEg5SzwdGeA1UT+9jLxL6+fKL/upiyME0VDslzkJxypCGVfoxETlCg+0wQTwfStiEywwETpbPI6hK9P0f+kUzLtsllqVYqNyiqOHJzCGVyADTVowA00oQ0EKDzAEzwbd8aj8WK8LlvXjNXMCfyA8fYJEduNFQ==</latexit>

=<latexit sha1_base64="F2y1d339jkzNNcjrqFM36xm+/Ks=">AAAB6HicdVDJSgNBEK1xjXGLevTSGARPw0yWSTwIAS8eEzALJEPo6fQkbXoWunuEMOQLvHhQxKuf5M2/sSeJoKIPCh7vVVFVz4s5k8qyPoy19Y3Nre3cTn53b//gsHB03JFRIghtk4hHoudhSTkLaVsxxWkvFhQHHqddb3qd+d17KiSLwls1i6kb4HHIfEaw0lLralgoWmalVnKcOtKkXiqXnYw41eqlg2zTWqAIKzSHhffBKCJJQENFOJayb1uxclMsFCOczvODRNIYkyke076mIQ6odNPFoXN0rpUR8iOhK1RooX6fSHEg5SzwdGeA1UT+9jLxL6+fKL/upiyME0VDslzkJxypCGVfoxETlCg+0wQTwfStiEywwETpbPI6hK9P0f+kUzLtsllqVYqNyiqOHJzCGVyADTVowA00oQ0EKDzAEzwbd8aj8WK8LlvXjNXMCfyA8fYJEduNFQ==</latexit>

1
<latexit sha1_base64="F7+0J7WuRfrkt6/lGZt870pgFqs=">AAAB6HicdVDLSgNBEJyNrxhfUY9eBoPgaZndRDS3gBePCZgHJEuYnfQmY2YfzMwKYckXePGgiFc/yZt/42QTQUULGoqqbrq7/ERwpQn5sApr6xubW8Xt0s7u3v5B+fCoo+JUMmizWMSy51MFgkfQ1lwL6CUSaOgL6PrT64XfvQepeBzd6lkCXkjHEQ84o9pILWdYrhCb1Ijr1nFOLqrOkhBSx45NclTQCs1h+X0wilkaQqSZoEr1HZJoL6NScyZgXhqkChLKpnQMfUMjGoLysvzQOT4zyggHsTQVaZyr3ycyGio1C33TGVI9Ub+9hfiX1091cOVlPEpSDRFbLgpSgXWMF1/jEZfAtJgZQpnk5lbMJlRSpk02JRPC16f4f9Jxbadqu61apVFbxVFEJ+gUnSMHXaIGukFN1EYMAXpAT+jZurMerRfrddlasFYzx+gHrLdPteyM1g==</latexit>

2
<latexit sha1_base64="uUZgUO4cKcOddVdfLglo/XkA/dc=">AAAB6HicdVDLSgNBEJyNrxhfUY9eBoPgaZndRDS3gBePCZgHJEuYnfQmY2YfzMwKYckXePGgiFc/yZt/42QTQUULGoqqbrq7/ERwpQn5sApr6xubW8Xt0s7u3v5B+fCoo+JUMmizWMSy51MFgkfQ1lwL6CUSaOgL6PrT64XfvQepeBzd6lkCXkjHEQ84o9pILXdYrhCb1Ijr1nFOLqrOkhBSx45NclTQCs1h+X0wilkaQqSZoEr1HZJoL6NScyZgXhqkChLKpnQMfUMjGoLysvzQOT4zyggHsTQVaZyr3ycyGio1C33TGVI9Ub+9hfiX1091cOVlPEpSDRFbLgpSgXWMF1/jEZfAtJgZQpnk5lbMJlRSpk02JRPC16f4f9Jxbadqu61apVFbxVFEJ+gUnSMHXaIGukFN1EYMAXpAT+jZurMerRfrddlasFYzx+gHrLdPt3CM1w==</latexit>

3
<latexit sha1_base64="BQ6vUSvxoFVBv52Z3i9VGVDptg8=">AAAB6HicdVDLSgNBEJyNrxhfUY9eBoPgaZndRDS3gBePCZgHJEuYnfQmY2YfzMwKYckXePGgiFc/yZt/42QTQUULGoqqbrq7/ERwpQn5sApr6xubW8Xt0s7u3v5B+fCoo+JUMmizWMSy51MFgkfQ1lwL6CUSaOgL6PrT64XfvQepeBzd6lkCXkjHEQ84o9pIreqwXCE2qRHXreOcXFSdJSGkjh2b5KigFZrD8vtgFLM0hEgzQZXqOyTRXkal5kzAvDRIFSSUTekY+oZGNATlZfmhc3xmlBEOYmkq0jhXv09kNFRqFvqmM6R6on57C/Evr5/q4MrLeJSkGiK2XBSkAusYL77GIy6BaTEzhDLJza2YTaikTJtsSiaEr0/x/6Tj2k7Vdlu1SqO2iqOITtApOkcOukQNdIOaqI0YAvSAntCzdWc9Wi/W67K1YK1mjtEPWG+fuPSM2A==</latexit>

4
<latexit sha1_base64="y9W3cqCOLwo1b162mPi5p5A5gaQ=">AAAB6HicdVDLSgNBEJyNrxhfUY9eBoPgaZlNVjS3gBePCZgHJEuYnfQmY2YfzMwKYckXePGgiFc/yZt/42QTQUULGoqqbrq7/ERwpQn5sApr6xubW8Xt0s7u3v5B+fCoo+JUMmizWMSy51MFgkfQ1lwL6CUSaOgL6PrT64XfvQepeBzd6lkCXkjHEQ84o9pILXdYrhCbuKRareOcXNScJSGkjh2b5KigFZrD8vtgFLM0hEgzQZXqOyTRXkal5kzAvDRIFSSUTekY+oZGNATlZfmhc3xmlBEOYmkq0jhXv09kNFRqFvqmM6R6on57C/Evr5/q4MrLeJSkGiK2XBSkAusYL77GIy6BaTEzhDLJza2YTaikTJtsSiaEr0/x/6RTtZ2aXW25lYa7iqOITtApOkcOukQNdIOaqI0YAvSAntCzdWc9Wi/W67K1YK1mjtEPWG+funiM2Q==</latexit>

5
<latexit sha1_base64="Wg8Jl4yh0dMK1NMRcc0nTZprcXY=">AAAB6HicdVDLSgNBEJyNrxhfUY9eBoPgaZndJGhuAS8eEzAxkCxhdtKbjJl9MDMrhCVf4MWDIl79JG/+jZNNBBUtaCiquunu8hPBlSbkwyqsrW9sbhW3Szu7e/sH5cOjropTyaDDYhHLnk8VCB5BR3MtoJdIoKEv4NafXi3823uQisfRjZ4l4IV0HPGAM6qN1K4PyxVikxpx3QbOSb3qLAkhDezYJEcFrdAalt8Ho5ilIUSaCapU3yGJ9jIqNWcC5qVBqiChbErH0Dc0oiEoL8sPneMzo4xwEEtTkca5+n0io6FSs9A3nSHVE/XbW4h/ef1UB5dexqMk1RCx5aIgFVjHePE1HnEJTIuZIZRJbm7FbEIlZdpkUzIhfH2K/ydd13aqttuuVZq1VRxFdIJO0Tly0AVqomvUQh3EEKAH9ISerTvr0XqxXpetBWs1c4x+wHr7BLv8jNo=</latexit>

6
<latexit sha1_base64="Xu2SHPRMl46hd1ZZcUJqyYLMjJ0=">AAAB6HicdVDJSgNBEK2JW4xb1KOXxiB4GnrGuOQW8OIxAbNAMoSeTk/Spmehu0cIQ77AiwdFvPpJ3vwbO5MIKvqg4PFeFVX1/ERwpTH+sAorq2vrG8XN0tb2zu5eef+greJUUtaisYhl1yeKCR6xluZasG4iGQl9wTr+5Hrud+6ZVDyObvU0YV5IRhEPOCXaSM2LQbmCbVzFrltDOTk/cxYE4xpybJyjAks0BuX3/jCmacgiTQVRqufgRHsZkZpTwWalfqpYQuiEjFjP0IiETHlZfugMnRhliIJYmoo0ytXvExkJlZqGvukMiR6r395c/MvrpTq48jIeJalmEV0sClKBdIzmX6Mhl4xqMTWEUMnNrYiOiSRUm2xKJoSvT9H/pO3azpntNquVenUZRxGO4BhOwYFLqMMNNKAFFBg8wBM8W3fWo/VivS5aC9Zy5hB+wHr7BL2AjNs=</latexit>

//

//

⇠=<latexit sha1_base64="AV6aJfdMwCmM/fiUHhB8rt/ERIo=">AAAB7HicbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHoxWMENwkkS5idzCZD5rHMzAphyTd48aCIVz/Im3/jJNmDJhY0FFXddHfFKWfG+v63t7a+sbm1Xdop7+7tHxxWjo5bRmWa0JAornQnxoZyJmlomeW0k2qKRcxpOx7fzfz2E9WGKfloJymNBB5KljCCrZPCHlFy2K9U/Zo/B1olQUGqUKDZr3z1BopkgkpLODamG/ipjXKsLSOcTsu9zNAUkzEe0q6jEgtqonx+7BSdO2WAEqVdSYvm6u+JHAtjJiJ2nQLbkVn2ZuJ/XjezyU2UM5lmlkqyWJRkHFmFZp+jAdOUWD5xBBPN3K2IjLDGxLp8yi6EYPnlVdKq14LLWv3hqtq4LeIowSmcwQUEcA0NuIcmhECAwTO8wpsnvRfv3ftYtK55xcwJ/IH3+QPV4Y6z</latexit>

⇠=<latexit sha1_base64="AV6aJfdMwCmM/fiUHhB8rt/ERIo=">AAAB7HicbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHoxWMENwkkS5idzCZD5rHMzAphyTd48aCIVz/Im3/jJNmDJhY0FFXddHfFKWfG+v63t7a+sbm1Xdop7+7tHxxWjo5bRmWa0JAornQnxoZyJmlomeW0k2qKRcxpOx7fzfz2E9WGKfloJymNBB5KljCCrZPCHlFy2K9U/Zo/B1olQUGqUKDZr3z1BopkgkpLODamG/ipjXKsLSOcTsu9zNAUkzEe0q6jEgtqonx+7BSdO2WAEqVdSYvm6u+JHAtjJiJ2nQLbkVn2ZuJ/XjezyU2UM5lmlkqyWJRkHFmFZp+jAdOUWD5xBBPN3K2IjLDGxLp8yi6EYPnlVdKq14LLWv3hqtq4LeIowSmcwQUEcA0NuIcmhECAwTO8wpsnvRfv3ftYtK55xcwJ/IH3+QPV4Y6z</latexit>

⇠=<latexit sha1_base64="AV6aJfdMwCmM/fiUHhB8rt/ERIo=">AAAB7HicbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHoxWMENwkkS5idzCZD5rHMzAphyTd48aCIVz/Im3/jJNmDJhY0FFXddHfFKWfG+v63t7a+sbm1Xdop7+7tHxxWjo5bRmWa0JAornQnxoZyJmlomeW0k2qKRcxpOx7fzfz2E9WGKfloJymNBB5KljCCrZPCHlFy2K9U/Zo/B1olQUGqUKDZr3z1BopkgkpLODamG/ipjXKsLSOcTsu9zNAUkzEe0q6jEgtqonx+7BSdO2WAEqVdSYvm6u+JHAtjJiJ2nQLbkVn2ZuJ/XjezyU2UM5lmlkqyWJRkHFmFZp+jAdOUWD5xBBPN3K2IjLDGxLp8yi6EYPnlVdKq14LLWv3hqtq4LeIowSmcwQUEcA0NuIcmhECAwTO8wpsnvRfv3ftYtK55xcwJ/IH3+QPV4Y6z</latexit>

⇠=<latexit sha1_base64="AV6aJfdMwCmM/fiUHhB8rt/ERIo=">AAAB7HicbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHoxWMENwkkS5idzCZD5rHMzAphyTd48aCIVz/Im3/jJNmDJhY0FFXddHfFKWfG+v63t7a+sbm1Xdop7+7tHxxWjo5bRmWa0JAornQnxoZyJmlomeW0k2qKRcxpOx7fzfz2E9WGKfloJymNBB5KljCCrZPCHlFy2K9U/Zo/B1olQUGqUKDZr3z1BopkgkpLODamG/ipjXKsLSOcTsu9zNAUkzEe0q6jEgtqonx+7BSdO2WAEqVdSYvm6u+JHAtjJiJ2nQLbkVn2ZuJ/XjezyU2UM5lmlkqyWJRkHFmFZp+jAdOUWD5xBBPN3K2IjLDGxLp8yi6EYPnlVdKq14LLWv3hqtq4LeIowSmcwQUEcA0NuIcmhECAwTO8wpsnvRfv3ftYtK55xcwJ/IH3+QPV4Y6z</latexit>

⇠=<latexit sha1_base64="AV6aJfdMwCmM/fiUHhB8rt/ERIo=">AAAB7HicbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHoxWMENwkkS5idzCZD5rHMzAphyTd48aCIVz/Im3/jJNmDJhY0FFXddHfFKWfG+v63t7a+sbm1Xdop7+7tHxxWjo5bRmWa0JAornQnxoZyJmlomeW0k2qKRcxpOx7fzfz2E9WGKfloJymNBB5KljCCrZPCHlFy2K9U/Zo/B1olQUGqUKDZr3z1BopkgkpLODamG/ipjXKsLSOcTsu9zNAUkzEe0q6jEgtqonx+7BSdO2WAEqVdSYvm6u+JHAtjJiJ2nQLbkVn2ZuJ/XjezyU2UM5lmlkqyWJRkHFmFZp+jAdOUWD5xBBPN3K2IjLDGxLp8yi6EYPnlVdKq14LLWv3hqtq4LeIowSmcwQUEcA0NuIcmhECAwTO8wpsnvRfv3ftYtK55xcwJ/IH3+QPV4Y6z</latexit>

⇠=<latexit sha1_base64="AV6aJfdMwCmM/fiUHhB8rt/ERIo=">AAAB7HicbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHoxWMENwkkS5idzCZD5rHMzAphyTd48aCIVz/Im3/jJNmDJhY0FFXddHfFKWfG+v63t7a+sbm1Xdop7+7tHxxWjo5bRmWa0JAornQnxoZyJmlomeW0k2qKRcxpOx7fzfz2E9WGKfloJymNBB5KljCCrZPCHlFy2K9U/Zo/B1olQUGqUKDZr3z1BopkgkpLODamG/ipjXKsLSOcTsu9zNAUkzEe0q6jEgtqonx+7BSdO2WAEqVdSYvm6u+JHAtjJiJ2nQLbkVn2ZuJ/XjezyU2UM5lmlkqyWJRkHFmFZp+jAdOUWD5xBBPN3K2IjLDGxLp8yi6EYPnlVdKq14LLWv3hqtq4LeIowSmcwQUEcA0NuIcmhECAwTO8wpsnvRfv3ftYtK55xcwJ/IH3+QPV4Y6z</latexit>

⇠=<latexit sha1_base64="AV6aJfdMwCmM/fiUHhB8rt/ERIo=">AAAB7HicbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHoxWMENwkkS5idzCZD5rHMzAphyTd48aCIVz/Im3/jJNmDJhY0FFXddHfFKWfG+v63t7a+sbm1Xdop7+7tHxxWjo5bRmWa0JAornQnxoZyJmlomeW0k2qKRcxpOx7fzfz2E9WGKfloJymNBB5KljCCrZPCHlFy2K9U/Zo/B1olQUGqUKDZr3z1BopkgkpLODamG/ipjXKsLSOcTsu9zNAUkzEe0q6jEgtqonx+7BSdO2WAEqVdSYvm6u+JHAtjJiJ2nQLbkVn2ZuJ/XjezyU2UM5lmlkqyWJRkHFmFZp+jAdOUWD5xBBPN3K2IjLDGxLp8yi6EYPnlVdKq14LLWv3hqtq4LeIowSmcwQUEcA0NuIcmhECAwTO8wpsnvRfv3ftYtK55xcwJ/IH3+QPV4Y6z</latexit>

⇠=<latexit sha1_base64="AV6aJfdMwCmM/fiUHhB8rt/ERIo=">AAAB7HicbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHoxWMENwkkS5idzCZD5rHMzAphyTd48aCIVz/Im3/jJNmDJhY0FFXddHfFKWfG+v63t7a+sbm1Xdop7+7tHxxWjo5bRmWa0JAornQnxoZyJmlomeW0k2qKRcxpOx7fzfz2E9WGKfloJymNBB5KljCCrZPCHlFy2K9U/Zo/B1olQUGqUKDZr3z1BopkgkpLODamG/ipjXKsLSOcTsu9zNAUkzEe0q6jEgtqonx+7BSdO2WAEqVdSYvm6u+JHAtjJiJ2nQLbkVn2ZuJ/XjezyU2UM5lmlkqyWJRkHFmFZp+jAdOUWD5xBBPN3K2IjLDGxLp8yi6EYPnlVdKq14LLWv3hqtq4LeIowSmcwQUEcA0NuIcmhECAwTO8wpsnvRfv3ftYtK55xcwJ/IH3+QPV4Y6z</latexit>

,
,

,

,
Odd lattice sites:

<latexit sha1_base64="MNAOgfETjoRPzbpNtyidCvkYJ7E=">AAACBHicbVC7SgNBFJ31GeNr1TLNYBCswq4IBquAjZ0RzAOSJczO3iRDZh/M3BXDksLGX7GxUMTWj7Dzb5wkW2jigQuHc+6duff4iRQaHefbWlldW9/YLGwVt3d29/btg8OmjlPFocFjGau2zzRIEUEDBUpoJwpY6Eto+aOrqd+6B6VFHN3hOAEvZINI9AVnaKSeXeoiPKAKs5sgoJIhCg5UCwR9OenZZafizECXiZuTMslR79lf3SDmaQgRcsm07rhOgl7GlHlVwqTYTTUkjI/YADqGRiwE7WWzIyb0xCgB7cfKVIR0pv6eyFio9Tj0TWfIcKgXvan4n9dJsV/1MhElKULE5x/1U0kxptNEaCAUcJRjQxhXwuxK+ZApxtHkVjQhuIsnL5PmWcV1Ku7teblWzeMokBI5JqfEJRekRq5JnTQIJ4/kmbySN+vJerHerY9564qVzxyRP7A+fwACOphG</latexit><latexit sha1_base64="MNAOgfETjoRPzbpNtyidCvkYJ7E=">AAACBHicbVC7SgNBFJ31GeNr1TLNYBCswq4IBquAjZ0RzAOSJczO3iRDZh/M3BXDksLGX7GxUMTWj7Dzb5wkW2jigQuHc+6duff4iRQaHefbWlldW9/YLGwVt3d29/btg8OmjlPFocFjGau2zzRIEUEDBUpoJwpY6Eto+aOrqd+6B6VFHN3hOAEvZINI9AVnaKSeXeoiPKAKs5sgoJIhCg5UCwR9OenZZafizECXiZuTMslR79lf3SDmaQgRcsm07rhOgl7GlHlVwqTYTTUkjI/YADqGRiwE7WWzIyb0xCgB7cfKVIR0pv6eyFio9Tj0TWfIcKgXvan4n9dJsV/1MhElKULE5x/1U0kxptNEaCAUcJRjQxhXwuxK+ZApxtHkVjQhuIsnL5PmWcV1Ku7teblWzeMokBI5JqfEJRekRq5JnTQIJ4/kmbySN+vJerHerY9564qVzxyRP7A+fwACOphG</latexit><latexit sha1_base64="MNAOgfETjoRPzbpNtyidCvkYJ7E=">AAACBHicbVC7SgNBFJ31GeNr1TLNYBCswq4IBquAjZ0RzAOSJczO3iRDZh/M3BXDksLGX7GxUMTWj7Dzb5wkW2jigQuHc+6duff4iRQaHefbWlldW9/YLGwVt3d29/btg8OmjlPFocFjGau2zzRIEUEDBUpoJwpY6Eto+aOrqd+6B6VFHN3hOAEvZINI9AVnaKSeXeoiPKAKs5sgoJIhCg5UCwR9OenZZafizECXiZuTMslR79lf3SDmaQgRcsm07rhOgl7GlHlVwqTYTTUkjI/YADqGRiwE7WWzIyb0xCgB7cfKVIR0pv6eyFio9Tj0TWfIcKgXvan4n9dJsV/1MhElKULE5x/1U0kxptNEaCAUcJRjQxhXwuxK+ZApxtHkVjQhuIsnL5PmWcV1Ku7teblWzeMokBI5JqfEJRekRq5JnTQIJ4/kmbySN+vJerHerY9564qVzxyRP7A+fwACOphG</latexit><latexit sha1_base64="MNAOgfETjoRPzbpNtyidCvkYJ7E=">AAACBHicbVC7SgNBFJ31GeNr1TLNYBCswq4IBquAjZ0RzAOSJczO3iRDZh/M3BXDksLGX7GxUMTWj7Dzb5wkW2jigQuHc+6duff4iRQaHefbWlldW9/YLGwVt3d29/btg8OmjlPFocFjGau2zzRIEUEDBUpoJwpY6Eto+aOrqd+6B6VFHN3hOAEvZINI9AVnaKSeXeoiPKAKs5sgoJIhCg5UCwR9OenZZafizECXiZuTMslR79lf3SDmaQgRcsm07rhOgl7GlHlVwqTYTTUkjI/YADqGRiwE7WWzIyb0xCgB7cfKVIR0pv6eyFio9Tj0TWfIcKgXvan4n9dJsV/1MhElKULE5x/1U0kxptNEaCAUcJRjQxhXwuxK+ZApxtHkVjQhuIsnL5PmWcV1Ku7teblWzeMokBI5JqfEJRekRq5JnTQIJ4/kmbySN+vJerHerY9564qVzxyRP7A+fwACOphG</latexit>

Even lattice sites:
<latexit sha1_base64="DD1L9o75JFqO9mLylW3pzGPEWgo=">AAACBXicbVDLSgNBEJyNrxhfqx71MBgET2FXBIOngAgeI5gHJCHMTjrJkNnZZaY3GJZcvPgrXjwo4tV/8ObfOHkcNLGgoajqnumuIJbCoOd9O5mV1bX1jexmbmt7Z3fP3T+omijRHCo8kpGuB8yAFAoqKFBCPdbAwkBCLRhcT/zaELQRkbrHUQytkPWU6ArO0Ept97iJ8IA6TG+GoKhkiIIDNQLBXI3bbt4reFPQZeLPSZ7MUW67X81OxJMQFHLJjGn4XoytlGn7qoRxrpkYiBkfsB40LFUsBNNKp1eM6alVOrQbaVsK6VT9PZGy0JhRGNjOkGHfLHoT8T+vkWC32EqFihMExWcfdRNJMaKTSGhHaOAoR5YwroXdlfI+04yjDS5nQ/AXT14m1fOC7xX8u4t8qTiPI0uOyAk5Iz65JCVyS8qkQjh5JM/klbw5T86L8+58zFozznzmkPyB8/kD59aYxw==</latexit><latexit sha1_base64="DD1L9o75JFqO9mLylW3pzGPEWgo=">AAACBXicbVDLSgNBEJyNrxhfqx71MBgET2FXBIOngAgeI5gHJCHMTjrJkNnZZaY3GJZcvPgrXjwo4tV/8ObfOHkcNLGgoajqnumuIJbCoOd9O5mV1bX1jexmbmt7Z3fP3T+omijRHCo8kpGuB8yAFAoqKFBCPdbAwkBCLRhcT/zaELQRkbrHUQytkPWU6ArO0Ept97iJ8IA6TG+GoKhkiIIDNQLBXI3bbt4reFPQZeLPSZ7MUW67X81OxJMQFHLJjGn4XoytlGn7qoRxrpkYiBkfsB40LFUsBNNKp1eM6alVOrQbaVsK6VT9PZGy0JhRGNjOkGHfLHoT8T+vkWC32EqFihMExWcfdRNJMaKTSGhHaOAoR5YwroXdlfI+04yjDS5nQ/AXT14m1fOC7xX8u4t8qTiPI0uOyAk5Iz65JCVyS8qkQjh5JM/klbw5T86L8+58zFozznzmkPyB8/kD59aYxw==</latexit><latexit sha1_base64="DD1L9o75JFqO9mLylW3pzGPEWgo=">AAACBXicbVDLSgNBEJyNrxhfqx71MBgET2FXBIOngAgeI5gHJCHMTjrJkNnZZaY3GJZcvPgrXjwo4tV/8ObfOHkcNLGgoajqnumuIJbCoOd9O5mV1bX1jexmbmt7Z3fP3T+omijRHCo8kpGuB8yAFAoqKFBCPdbAwkBCLRhcT/zaELQRkbrHUQytkPWU6ArO0Ept97iJ8IA6TG+GoKhkiIIDNQLBXI3bbt4reFPQZeLPSZ7MUW67X81OxJMQFHLJjGn4XoytlGn7qoRxrpkYiBkfsB40LFUsBNNKp1eM6alVOrQbaVsK6VT9PZGy0JhRGNjOkGHfLHoT8T+vkWC32EqFihMExWcfdRNJMaKTSGhHaOAoR5YwroXdlfI+04yjDS5nQ/AXT14m1fOC7xX8u4t8qTiPI0uOyAk5Iz65JCVyS8qkQjh5JM/klbw5T86L8+58zFozznzmkPyB8/kD59aYxw==</latexit><latexit sha1_base64="DD1L9o75JFqO9mLylW3pzGPEWgo=">AAACBXicbVDLSgNBEJyNrxhfqx71MBgET2FXBIOngAgeI5gHJCHMTjrJkNnZZaY3GJZcvPgrXjwo4tV/8ObfOHkcNLGgoajqnumuIJbCoOd9O5mV1bX1jexmbmt7Z3fP3T+omijRHCo8kpGuB8yAFAoqKFBCPdbAwkBCLRhcT/zaELQRkbrHUQytkPWU6ArO0Ept97iJ8IA6TG+GoKhkiIIDNQLBXI3bbt4reFPQZeLPSZ7MUW67X81OxJMQFHLJjGn4XoytlGn7qoRxrpkYiBkfsB40LFUsBNNKp1eM6alVOrQbaVsK6VT9PZGy0JhRGNjOkGHfLHoT8T+vkWC32EqFihMExWcfdRNJMaKTSGhHaOAoR5YwroXdlfI+04yjDS5nQ/AXT14m1fOC7xX8u4t8qTiPI0uOyAk5Iz65JCVyS8qkQjh5JM/klbw5T86L8+58zFozznzmkPyB8/kD59aYxw==</latexit>

e
<latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit>

p
<latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit>

v
<latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit>

v
<latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit>

v
<latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit>

v
<latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit><latexit sha1_base64="Ko3g/Z3vBOM6car8a5TGI/jF4Uw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsMeCF48t2A9oQ9lsJ+3azSbsbgol9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7AST+4XfmaLSPJaPZpagH9GR5CFn1FipOR2UK27VXYJsEi8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAuelfqoxoWxCR9izVNIItZ8tD52TK6sMSRgrW9KQpfp7IqOR1rMosJ0RNWO97i3E/7xeasKan3GZpAYlWy0KU0FMTBZfkyFXyIyYWUKZ4vZWwsZUUWZsNiUbgrf+8iZp31Q9t+o1byv1Wh5HES7gEq7BgzuowwM0oAUMEJ7hFd6cJ+fFeXc+Vq0FJ585hz9wPn8A4C+M8A==</latexit>

p
<latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit>

e
<latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit>

p
<latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit>

e
<latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit>

p
<latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit>

e
<latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit>

p
<latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit>

e
<latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit>

p
<latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit><latexit sha1_base64="KWOWrdKg9jhmtIbsfMx7VGFST/s=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSKxmWK27VXYJsEi8nFcjRHJa/BqOYpRFKwwTVuu+5ifEzqgxnAuelQaoxoWxKx9i3VNIItZ8tD52TK6uMSBgrW9KQpfp7IqOR1rMosJ0RNRO97i3E/7x+asK6n3GZpAYlWy0KU0FMTBZfkxFXyIyYWUKZ4vZWwiZUUWZsNiUbgrf+8ibp3FQ9t+q1biuNeh5HES7gEq7Bgxo04B6a0AYGCM/wCm/Oo/PivDsfq9aCk8+cwx84nz/XF4zq</latexit>

e
<latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit><latexit sha1_base64="DDTbvz/dnO/wUM7j3ZAJi82O1IM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEaI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RS2tnd294r7pYPDo+OT8ulZR8epYthmsYhVL6AaBZfYNtwI7CUKaRQI7AbTu4XffUKleSwfzCxBP6JjyUPOqLFSC4flilt1lyCbxMtJBXI0h+WvwShmaYTSMEG17ntuYvyMKsOZwHlpkGpMKJvSMfYtlTRC7WfLQ+fkyiojEsbKljRkqf6eyGik9SwKbGdEzUSvewvxP6+fmrDuZ1wmqUHJVovCVBATk8XXZMQVMiNmllCmuL2VsAlVlBmbTcmG4K2/vEk6N1XPrXqt20qjnsdRhAu4hGvwoAYNuIcmtIEBwjO8wpvz6Lw4787HqrXg5DPn8AfO5w/Ga4zf</latexit>

Figure 3.1: Conventions for lattice QED in 2D. (a) Ladder system with open boundary conditions.
Using Gauss’ law, the number of gauge degrees of freedom can be reduced to one per plaquette
(blue ellipses). (b) A single plaquette with matter sites at the vertices and gauge fields on the
links. Circles (squares) represent odd (even) sites, and black (grey) corresponds to unoccupied
(occupied) fermionic fields. Positive field direction is to the right and up. (c) Table showing the
mapping between fermionic sites, particles (e) and antiparticles (p), and spins. (d) Conventions
for Gauss’ law. (e) The two gauge-field configurations that minimize the electric field energy
for a single plaquette with two particle-antiparticle pairs. As explained in the main text, these
configurations are relevant for the 2D effects discussed in Sec. V.A in [1].

Gauge fields on the links between sites i and j are described by the operators Êij (elec-
tric fields) and Ûij . Electric field operators take integer eigenvalues eij ∈ {0,±1,±2, . . . } with
Êij |eij〉 = eij |eij〉, while Ûij acts as a lowering operator on electric field eigenstates, i.e., Ûij |eij〉 =

|eij − 1〉, with [Ûij , Û
†
kl] = 0 and [Êij , Ûkl] = −δi,kδj,lÛij . Using the Kogut-Susskind formulation

[105] (see Sec. 2.1), the Hamiltonian consists of an electric, magnetic, mass, and kinetic term
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such that Ĥ = ĤE + ĤB + Ĥm + Ĥkin, where

ĤE =
g2

2

∑
i,

i
+−→j

Ê2
ij , (3.1a)

ĤB =− 1

2g2a2

N∑
n=1

(
P̂n + P̂ †n

)
, (3.1b)

Ĥm =m
∑
i∈sites

(−1)i+1φ̂†i φ̂i, (3.1c)

Ĥkin =Ω
( ∑
i odd,

i
+−→j

φ̂†i Ûijφ̂j +
∑
i even,

i
+−→j

φ̂iÛ
†
ijφ̂
†
j

)
+ h.c.. (3.1d)

In the summations, we use i
+−→ j to denote the link between lattice sites i and j with a positive

orientation [see Fig. 3.1(a) and (b)]. We denote the bare coupling, fermionic mass, lattice spacing,
and kinetic strength by g, m, a, and Ω, respectively. We use natural units ~ = c = 1 and all
operators in (3.1) are dimensionless [3]. In the Hamiltonian above, we introduced the operator

P̂n = Û †ijÛ
†
jkÛilÛlk, where sites (i, j, k, l) form a closed loop clockwise around the plaquette n as

in Fig. 3.1(b) [14]. This allows us to define the plaquette operator

2 =
1

2N

N∑
n=1

(
P̂n + P̂ †n

)
, (3.2)

with N being the number of plaquettes. At each vertex i, gauge invariance is imposed by the
symmetry generators, known as Gauss’ law operators [105, 106], Ĝi = Êli − Êij + Êki − Êim − q̂i
[see Fig. 3.1(d) for the definition of l, j, k, m], where q̂i = φ̂†i φ̂i − 1

2

[
1 + (−1)i

]
is the charge

operator. Gauge-invariant quantum states are defined by Gauss’ law Ĝi |Ψphys〉 = εi |Ψphys〉 for
each lattice site, where the eigenvalue εi corresponds to the static background charge at site i.
We consider the case εi = 0 ∀i.

3.1.2 Effective Hamiltonian for open boundary conditions

In this section, we consider a one-dimensional ladder of plaquettes with OBC [see Fig. 3.1(a)].
Although this system does not encapsulate the full 2D physics of QED, it allows us to study
important aspects of gauge theories that are not present in one spatial dimension, such as magnetic
phenomena. The OBC for a ladder of N plaquettes appear as dashed lines in Fig. 3.1(a). There
are 2N + 2 Gauss’ law operators on the ladder, forming a set of 2N + 1 linearly independent
constraints over the electric field operators. Therefore, the 3N + 1 gauge fields on the ladder
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can be reduced to N independent gauge fields. Given the freedom in choosing the independent
gauge fields, we select the (2n, 2n+ 1) links for each plaquette n, as shown by the blue ellipses in
Fig. 3.1(a). On each link that does not hold an independent gauge field, the corresponding unitary
operator Û is set to the identity. As a result, the plaquette operator becomes P̂n = Û2n,2n+1 and
both the kinetic and magnetic terms are simplified. The effective Hamiltonian for the full ladder
is shown in App. A in [1].

We now focus on the basic building block of the 2D ladder system, the plaquette [see
Fig. 3.1(b)]. The effective Hamiltonian for a single plaquette with OBC becomes

ĤE =
g2

2

[(
Ê23

)2
+
(
Ê23 + q̂2

)2

+
(
Ê23 − q̂3

)2
+
(
Ê23 + q̂1 + q̂2

)2]
, (3.3a)

ĤB =− 1

2g2

(
Û23 + Û †23

)
, (3.3b)

Ĥm =m

4∑
i=1

(−1)i+1φ̂†i φ̂i, (3.3c)

Ĥkin =Ω
(
φ̂†1φ̂2 + φ̂†1φ̂4 + φ̂2Û

†
23φ̂
†
3 + φ̂4φ̂

†
3

)
+ h.c.. (3.3d)

The notation for describing the state of the plaquette with OBC is a tensor product of two
kets, with the first ket representing the matter sites 1− 4 (v, e, and p are the vacuum, particle,
and antiparticle, respectively) and the second ket the state of the gauge field on the (2, 3) link
[see Fig. 3.1(e) for examples]. We remark that in 1D QED, all gauge fields can be eliminated
for systems with OBC. As a result, the Hamiltonian becomes fully fermionic, and contains only
two-body terms [111, 112, 21, 81]. However, many-body terms are unavoidable on a plaquette
since gauge degrees of freedom survive. This represents one of the main challenges in simulating
LGTs in more than one spatial dimensions on a near-term hardware.

3.1.3 Effective Hamiltonian for periodic boundary conditions

For the second model, we consider a square lattice with PBC and without fermionic matter.
This system has been considered in [3] and is discussed in chapter 5, but for the benefit of the
reader we summarize the main results that are required for the VQE simulation. As explained
in Sec. 3.1.1, Gauss’ law can be used to eliminate redundant gauge fields, resulting in an uncon-
strained effective Hamiltonian. The basic building block, a single plaquette with PBC, includes
eight gauge fields [see Fig. 3.2(a)], and is equivalent to an infinite 2D lattice of four distinct pla-
quettes [see Fig. 3.2(b)]. Due to the absence of matter, we consider the pure gauge Hamiltonian
Ĥgauge = ĤE + ĤB, given by (3.1a) and (3.1b). Since we are interested in studying ground state
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Figure 3.2: Single periodic boundary plaquette for a pure gauge theory. (a) Representation in
terms of the eight gauge fields (blue arrows), that are associated with the links of the lattice.
(b) Representation in terms of independent gauge-invariant (i.e., physical) operators called “rota-
tors”. As explained in [3], the plaquette can be seen as an infinite lattice of plaquettes. Moreover,
to explore ground state properties, only three independent rotators R̂1, R̂2, and R̂3 (shown in
solid blue) are sufficient for describing the system.

properties, it is sufficient to consider three independent gauge degrees of freedom (see [3] and
chapter 5), called “rotators” R̂i, i ∈ {1, 2, 3} shown in Fig. 3.2(b). Each rotator corresponds to

the electric field circulating around a specific plaquette. The operators P̂n (P̂ †n) in (3.1b) and
(3.2) are their ladder operators. Indeed, the commutation relations between a rotator R̂ and its
conjugate operator P̂ are the same as the ones of an electric field Ê and its lowering operator Û ,
presented in Sec. 3.1.1. The notation for describing the state of the plaquette with PBC is thus a
tensor product of three kets, each corresponding to one of the three rotators represented by full
lines in Fig. 3.2(b).

Usually, LGT Hamiltonians are formulated in the so-called electric basis, in which ĤE is
diagonal. For large values of the bare coupling g, the term ĤE is dominant, and this representation
is efficient. For small g, however, the off-diagonal magnetic term ĤB is dominant, and the
eigenstates of Ĥgauge can be superpositions of all electric field basis states. Since the Hilbert
space of these operators is infinite-dimensional, this necessarily leads to truncation errors when
the Hamiltonian is mapped to any quantum device. To mitigate the truncation errors, we apply
the novel techniques introduced in [3], and resort to two different formulations of the Hamiltonian.
The electric formulation in (3.1) is applied in the region g−2 . 1, while for g−2 & 1 a so-called
magnetic basis is used, for which ĤB is diagonal. For more details on the magnetic basis, please

consult [3] or chapter 5. Here, we simply provide the Hamiltonian Ĥ
(γ)
gauge = Ĥ

(γ)
E + Ĥ

(γ)
B , where
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γ = e indicates the electric representation, i.e.,

Ĥ
(e)
E = 2g2

[
(R̂1)2 + (R̂2)2 + (R̂3)2 − R̂2(R̂1 + R̂3)

]
, (3.4a)

Ĥ
(e)
B =− 1

2g2

(
P̂1 + P̂2 + P̂3 + P̂1P̂2P̂3 + h.c.

)
, (3.4b)

and γ = b indicates the magnetic representation, i.e.,

Ĥ
(b)
E = g2

2L∑
ν=1

{
f cν

3∑
i=1

(P̂i)
ν +

fsν
2

[
(P̂2)ν − (P̂ †2 )ν

] 2L∑
µ=1

fsµ
[
(P̂1)µ + (P̂3)µ

]}
+ h.c., (3.5a)

Ĥ
(b)
B =− 1

g2

[ 3∑
i=1

cos
( 2πR̂i

2L+ 1

)
+ cos

(2π(R̂1 + R̂2 + R̂3)

2L+ 1

)]
, (3.5b)

where the coefficients f ck and fsk are

fsν =
(−1)ν+1

2π

[
ψ0

(2L+ 1 + ν

2(2L+ 1)

)
− ψ0

( ν

2(2L+ 1)

)]
, (3.6)

f cν =
(−1)ν

4π2

[
ψ1

( ν

2(2L+ 1)

)
− ψ1

(2L+ 1 + ν

2(2L+ 1)

)]
, (3.7)

with ψk(·) being the k-th polygamma function [3].

3.2 Practical considerations for variational quantum simulations

We refer readers to Sec. 2.2 for an overview of the VQE protocal. In the following, we discuss
the feasibility on currently available quantum platforms (Sec. 3.2.1). Then, we describe our
optimization algorithm, which is run on the classical device to find the desired state (Sec. 3.2.2).

3.2.1 Quantum hardware considerations

In this work, we consider qubit-based platforms for the realization of a proof-of-principle exper-
iment with present-day technology. In particular, we compare two leading hardware, namely,
superconducting and trapped-ion devices. On a superconducting processor, entangling gates are
of nearest-neighbour type, which implies that entangling non-neighbouring qubits requires ap-
plying a number of swap gates. This hardware constraint translates to a large gate overhead
when implementing the long-range interactions, which result from the elimination of redundant
gauge fields in our models. In contrast, ion-based processors have all-to-all connectivity, which
allows for entangling gates between arbitrary qubits. This aligns well with our target models,
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motivating their use for this proposal. Despite their measurement budget being limited by slow
readout, we mitigate this issue with both an efficient measurement strategy (see App. B in [1]
) and a suitable classical optimizer (see Sec. 3.2.2). A realistic budget for currently available
ion-based quantum computers is roughly 107 measurement shots per experiment.

3.2.2 Classical Optimization Routine

The classical optimization routine employed for the VQE needs to be chosen depending on the
requirements from both the hardware and the cost function C(θ). Indeed, the stochastic nature
of the latter has to be taken into account, and the experimental repetition rate poses limitations
on the number of data points that the classical machine can use for minimization.

A limitation of the available quantum hardware is the small number of experimental shots,
particularly true for trapped-ion platforms due to their slow gate operations and measurements.
This drawback is especially limiting to optimization algorithms that requires many function eval-
uations, e.g., gradient based optimization [116, 117]. Here, we employ an optimization algorithm
similar to the one used in [34], which is a modified version of the Dividing Rectangles algorithm
[118, 119, 120, 121, 122]. This algorithm divides the search space into so-called hypercells. Each
hypercell is labelled by a single sample point representative of the cost function value. The al-
gorithm selects promising hypercells, to be divided into smaller cells, based on the cost function
value as well as the cell size. Larger cells contain more unexplored territory, and thus, are sta-
tistically more likely to harbour the global minimum. During the optimization, the algorithm
maintains a regression model as used in Bayesian optimization. This metamodel is used for a
function value estimation that aids in selecting the hypercells to be divided. Furthermore, at reg-
ular intervals, one or more direct Bayesian optimization steps are carried out [123]. We observe
that this algorithm performs well with a small number of measurement shots, and the limited
number of variational parameters required in our VQEs.

3.3 Quantum simulation of 2D LGTs

In this section, we present the VQE protocols for simulating the two models introduced in Sec. 3.1.
We give numerical results from a classical simulation, which includes projection noise errors.
Both proposed experiments prepare the ground state of the theory and measure the ground state

expectation value of the plaquette operator 〈2〉 ∼
〈
ĤB

〉
, as defined in Sec. 3.1.1. For OBC, this

allows one to study the dynamical generation of gauge fields by pair creation processes, while in
the case of PBC it is related to the renormalization of the coupling at different energy scales (see
Sec. V in [1] for a more in-depth discussion).
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3.3.1 Encoding for quantum hardware

To run a VQE, we first require an encoding of the models outlined in Sec. 3.1 for qubit-based
quantum hardware. We use the Jordan-Wigner transformation [124] for mapping the fermionic
operators. The gauge-field encoding is chosen to reduce the complexity of the quantum circuits
and to respect symmetries that both suit the simulated models and the quantum platform.

Gauge field operators are defined on infinite dimensional Hilbert spaces and the electric field
takes the values 0, ±1, ±2, . . . (see Sec. 3.1.1). To simulate them using finite-dimensional quan-
tum systems, a truncation scheme is required. Let us take 2l+1 basis states into account, i.e. the
gauge field can take at most the values ±l. Consequently, we substitute the electric field operator

Ê with the z-th component of a spin ~̂S = (Ŝx, Ŝy, Ŝz) of length |l| =
√
l(l + 1),

Ê 7−→ Ŝz =
l∑

i=−l
i|i〉〈i|. (3.8)

The lowering operator Û is mapped to

Û 7−→


0 . . . . . . 0
1 . . . . . . 0

0
. . .

... 0
0 . . . 1 0

 . (3.9)

For |l| → ∞, the above mapping ensures that Û †Û = 1 and the correct commutation relations
between Ê and Û is preserved. The errors introduced by finite |l| have been studied in Refs. [125,
3], where they were shown to be negligible in most scenarios.

For a given l, each gauge degree of freedom is then described by the 2l+ 1 states |e〉 , e = −l,
−l + 1, . . . , 0, . . . , l − 1, l. We map 2 this vector space onto 2l + 1 qubits using

|−l + j〉 =

∣∣∣∣∣∣
j︷ ︸︸ ︷

0 . . . 0 1

2l−j︷ ︸︸ ︷
0 . . . 0

〉
, (3.10)

where 0 ≤ j ≤ 2l. With this unary encoding, the gauge field operators can be expressed as

Ê 7→ Ŝz =
1

2

2l∑
i=1

i∏
j=1

σ̂zj , (3.11a)

Û 7→
2l∑
i=1

σ̂−i σ̂
+
i+1, (3.11b)

2After the publication of this work, we learned that the same mapping had first been proposed in [6].
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where σ̂±i = 1
2(σ̂xi ± iσ̂yi ), and σ̂x

i , σ̂yi , σ̂zi are the Pauli operators associated with the ith qubit.

From these mapping we directly recover the relations Ê |e〉 = e |e〉 and Û |e〉 = (1− δe,−l) |e− 1〉
for all −l ≤ e ≤ l. As an example, for l = 1 the states in the gauge field basis become

|1〉 = |001〉 , (3.12a)

|0〉 = |010〉 , (3.12b)

|−1〉 = |100〉 . (3.12c)

For our protocol, the required resources scale linearly in terms of both the parameter l and the
number of gauge and matter fields. The encoding presented in Eq. (3.10) requires 2l + 1 qubits
for storing 2l + 1 states. In principle, the same information can be stored in log(2l + 1) qubits
[7, 2]. The reasons for which we choose the qubit encoding in Eq. (3.10) are the following. First,
the operator Û in Eq. (3.11b) consists if only two-body terms, which are easily implementable on
different hardware platforms including trapped-ion systems. Second, the states in Eq. (3.10) form
a subspace of fixed magnetization, which is decoherence-free under the action of correlated noise
(e.g. a globally fluctuating magnetic field) and allows for detection of single qubit bit-flip errors.
Importantly, the latter is separately true for each individual gauge field and for the fermionic
state. Since all the utilized quantum states are in the single excitation subspace, a measurement
resulting in states outside of this subspace can only be due to errors, as long as the applied gates
conserve the excitations. Hence, erroneous outcomes can be discriminated from faithful ones.

In the following, we will use the term “physical states” to refer to the computationally relevant
qubit states. For the gauge fields, this means that the qubit states lie in the computational space
spanned by the states in (3.12). For the matter fields whose computational states are obtained
via the Jordan-Wigner transformation, we operate in the zero-charge subsector (see Sec. 3.1.1),
which translates into matter states of zero magnetization. As a final remark, we highlight that
our encoding for the electric field operators Ê and Û applies equally well to the rotator R̂ and
plaquette P̂ operator used for the plaquette with PBC (see Sec. 3.1.3).

3.3.2 Open boundary conditions: dynamically generated magnetic fields

In the case of a plaquette with OBC, the simulation involves four qubits for the matter fields
and 2l + 1 qubits for the gauge field. Here, we consider l = 1 and thus the system consists of
seven qubits. According to Fig. 3.3(c), we number the matter qubits as 1, 2, 3, and 4, and the
gauge qubits 5, 6, and 7. Plugging the encoding presented in Sec. 3.3.1 into the Hamiltonian in
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Figure 3.3: VQE circuit for preparing the ground state of a plaquette with open boundary con-
ditions. (a) Quantum circuit with variational parameters θl shown for each gate. By identifying
symmetries and redundancies via classical simulation, gates shaded in grey can be eliminated,
and we set θ16 = θ19 = θ21 = π/2, leaving eleven variational parameters. (b) Definitions of the
gates used.

Eq. (3.3), we get

ĤE =
g2

4

{
σ̂z5 [σ̂z1 − σ̂z3 + σ̂z6(σ̂z1 − σ̂z3 − 2)− 1] + σ̂z2 [σ̂z1 + 2σ̂z5 (σ̂z6 + 1)− 1] + 4σ̂z6

}
, (3.13a)

ĤB =− 1

2g2

[
σ̂+

6

(
σ̂−5 + σ̂−7

)
+ σ̂−6

(
σ̂+

5 + σ̂+
7

)]
, (3.13b)

Ĥm =
m

2

(
σ̂z1 − σ̂z2 + σ̂z3 − σ̂z4

)
, (3.13c)

Ĥkin = − iΩ
[
σ̂+

1 σ̂
−
2 + σ̂+

1 σ̂
−
4 + σ̂−4 σ̂

+
3 − σ̂−2

(
σ̂+

5 σ̂
−
6 + σ̂+

6 σ̂
−
7

)
σ̂+

3

]
+ h.c.. (3.13d)

The matter qubit states are also given in Fig. 3.1(c). Recall that we chose the encoding such

that physical states have total magnetization
〈
Ŝztot

〉
= 1. The VQE quantum circuit shown in

Fig. 3.3(a) preserves not only the total magnetization of the system, but also the magnetization of
each of the gauge and matter subsystems. Hence, as mentioned in Sec. 3.3.1, our magnetization-
preserving quantum circuit used in combination with physical input states confines the VQE to
the space of physical states. The VQE circuit in its unreduced form [i.e., including the grey-shaded
gates in Fig. 3.3(a)] is motivated by the form of the Hamiltonian in (3.3). All qubits are initialized
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to |0〉, to which we apply NOT gates to prepare the bare vacuum |vvvv〉 |0〉 [see Fig. 3.1(c)] as
the initial state for the VQE. For the gauge field subsystem, the application of the parameterized
iSWAP gates allows for accessing all three gauge field states |1〉, |0〉, and |−1〉, ensuring that the
free ground state for Ω = 0 could be produced. Similarly, the parameterized iSWAP gates on the
qubits 1 to 4 are used to allow for accessing all physical basis states within the matter subsystem,
and resemble the hopping terms of the kinetic Hamiltonian in Eq. (3.13d). These gates correspond
to particle-antiparticle pair creation/annihilation in the model, and as a consequence, all matter
basis states in the zero-charge subsector are made available by this part of the circuit. The
kinetic Hamiltonian is likewise responsible for the entanglement between the gauge and matter
fields, as the pair creation/annihilation processes are combined with a correction of the gauge
field. The layer of parameterized controlled-iSWAP gates hence takes the role of the annihilation
operator Û and entangles the matter and gauge subsystems. In the effective Hamiltonian of
(3.3), the gauge degree of freedom lies on the (2, 3) link and is directly coupled to matter sites
2 and 3. Accordingly, the circuit couples the gauge field with only these two fermions, which
act as controls in the layer of controlled-iSWAP gates. Finally, parameterized iSWAP gates are
applied on the matter qubits again to adjust the state after entangling the two subsystems, and
a layer of single-qubit z-rotations is to correct for relative phases. Other single-qubit operations
are avoided as they are generally not magnetization preserving. We highlight that this circuit
(as well as the ones in Fig. 3.5), being Hamiltonian-inspired, from the one hand, ensures the
capability of exploring the subsector of physical states in the Hilbert space. From the other hand,
it avoids redundant gates and has a short circuit depth, and thus, prevents barren plateaus in
the energy landscape, which increases the difficulty of the optimization task [30, 126, 31]. The
quantum circuit described above involves a total of 21 variational parameters. By classically
simulating the circuit in Fig. 3.3, we find that the solution space is still accessible by fixing
θ16 = θ19 = θ21 = π/2, and removing the gates shaded in grey in Fig. 3.3(a), leaving a total of
eleven parameters. Furthermore, θ11, θ12 and θ13 can be set to zero outside the transition region
2 . g−2 . 5.

Since the circuit design is based on the structure of the Hamiltonian, the same design principles
can be applied to larger scale systems. When adding more plaquettes, additional parametric
iSWAP gates are used to populate all basis states within the matter and gauge subsystems.
Then, the gauge degrees of freedom are coupled to their respective neighbouring matter sites
using additional controlled-iSWAP gates. Finally, z-rotations adjust the relative phases of all
qubits. When increasing the truncation l, additional iSWAP gates are inserted for populating
the newly introduced gauge field states, and controlled-iSWAP gates are added for entangling
them with the respective matter sites. As such, we anticipate that in both cases – adding more
plaquettes and increasing the truncation cut-off – a linear increase in the number of qubits
and iSWAP gates and a quadratic increase in the number of controlled-iSWAP operations. A
classical simulation of the proposed experiment, including statistical noise on the cost function
C(θ), is shown in Fig. 3.4. The data points (blue and black dots) correspond to the lowest
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Figure 3.4: Classical simulation of the proposed experiment for observing the dynamical gen-
eration of magnetic fields where Ω = 5 and m = 0.1 using the circuits given in Fig. 3.3. The
blue and black dots represent data points obtained by variational minimization with a total finite
measurement budget of 107 measurements for the entire plot. Half of this budget is spent for the
black dot alone. The black solid lines are determined via exact diagonalization of the Hamilto-
nians in (3.13). (a) Energy of the variational ground state. (b) Plaquette expectation value 〈2〉
as a function of g−2. All dots are calculated using the exact state corresponding to the optimal
variational parameters found by the VQE.

energies found by the VQE. The energies and the plaquette expectation values are calculated
using the exact state corresponding to the optimal variational parameters found for each value
of g−2. We verified that the VQE resorts to statistical errors affecting C(θ) that are always
lower than the ground and first excited states’ energy gap. The black solid lines are obtained
via exact diagonalization of the Hamiltonian in (3.13). Using the measurement procedure based
on the methods in [127] and taking statistical error into account, the entire plot corresponds to
approximately 107 measurements to be performed on the quantum device. In VQEs, measuring
the expectation value of a Hamiltonian involves three steps: (i) express it as a linear combination
of Pauli operators, i.e., tensor products of Pauli matrices; (ii) group the Pauli operators into
commuting sets; (iii) measure each set of operators in a basis that diagonalizes them. Using
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our strategy, we first minimize the number of commuting sets, and then, measure each set in
an entangled basis. This allows us to estimate the Hamiltonian expectation value to a higher
accuracy within a fixed measurement budget, at the cost of additional measurement circuits that
produce the entangled bases. We refer readers to App. B in [1] for more technical details. Half of
this budget is used for the point at g−2 ' 2.18, where the energy difference between the ground
and first excited states is much smaller if compared to other values of g−2 (see above). The ground
state energy found by the VQE approximates well the energy of the exact ground state, as shown
in Fig. 3.4(a). We find that the plaquette expectation value is sensitive to small changes in the
variational state, which leads to relatively large deviations with respect to the results obtained
via exact diagonalization in Fig. 3.4(b), even for states whose energy is very close to the exact
energy. Yet, the variational optimization is able to accurately resolve transitions in the order
parameter. The fidelity of the variational ground state with respect to the exact ground state
is particularly high in the extremal regions, exceeding 98%. All points achieve a fidelity greater
than 90%.

3.3.3 Periodic boundary conditions: running coupling

In this section, we provide a VQE protocol for simulating the running coupling in LGTs. The
running coupling is a 2D effect that can be studied experimentally in a proof-of-concept demon-
stration by first preparing the ground state of a plaquette with PBC and subsequently measuring
the expectation value 〈2〉 (see Sec. V.B in [1]). Noting that the definitions in Sec. 3.3.1 presented
for the electric gauge field and their lowering operators are trivially extended to rotators and pla-
quette operators, we encode the plaquette with PBC into nine qubits. Rotator 1 is represented
by qubits 1 through 3, rotator 2 by qubits 4 through 6, and rotator 3 by qubits 7 through 9 (see
Fig. 3.5). Thus, the Hamiltonian in the electric representation becomes

Ĥ
(e)
E =− g2

2

{
σ̂z4 (σ̂z5 + 1) (σ̂z1 + σ̂z7 + σ̂z7σ̂

z
8) + σ̂z2 [σ̂z1σ̂

z
4 (σ̂z5 + 1)− 2]− 2 (σ̂z5 + σ̂z8 + 3)

}
, (3.14a)

Ĥ
(e)
B =− 1

2g2

[
σ̂−1 σ̂

+
2 + σ̂−2 σ̂

+
3 + σ̂−4 σ̂

+
5 + σ̂−5 σ̂

+
6 + σ̂−7 σ̂

+
8 + σ̂−8 σ̂

+
9 +

(
σ̂−1 σ̂

+
2 + σ̂−2 σ̂

+
3

)
×
(
σ̂−4 σ̂

+
5 + σ̂−5 σ̂

+
6

) (
σ̂−7 σ̂

+
8 + σ̂−8 σ̂

+
9

) ]
+ h.c., (3.14b)
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Figure 3.5: VQE circuits for preparing the ground state of a plaquette with periodic boundary
conditions. Gate definitions are given in Fig. 3.3. Gates of the same color in each circuit share
a variational parameter after eliminating redundant parameters. The half-shaded gates include
an offset of +π/2 added to the shared parameter, while the grey-shaded gates can be eliminated
entirely. (a) Circuit for the electric representation of the Hamiltonian, and (b) for the magnetic
representation.

used in case g−2 . 1, and the Hamiltonian in the magnetic representation is

Ĥ
(b)
E = g2

2L∑
ν=1

{
f cν

3∑
i=1

(
σ̂−3i−2σ̂

+
3i−1 + σ̂−3i−1σ̂

+
3i

)ν
+
f sν
2

[(
σ̂−4 σ̂

+
5 + σ̂−5 σ̂

+
6

)ν − (σ̂+
4 σ̂
−
5 + σ̂+

5 σ̂
−
6

)ν]
×

2L∑
µ=1

fsµ

[ (
σ̂−1 σ̂

+
2 + σ̂−2 σ̂

+
3

)µ
+
(
σ̂−7 σ̂

+
8 + σ̂−8 σ̂

+
9

)µ ]}
+ h.c., (3.15a)

Ĥ
(b)
B =− 1

g2

[
3∑
i=1

cos

(
π
(
σ̂z3i−2 + σ̂z3i−2σ̂

z
3i−1

)
2L+ 1

)
+ cos

(
π
∑3

i=1

(
σ̂z3i−2 + σ̂z3i−2σ̂

z
3i−1

)
2L+ 1

)]
,

(3.15b)
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used when g−2 & 1. As for the case of OBC, the circuit design for a plaquette with PBC
is motivated by the structure of the Hamiltonian and employs the same gate set. Due to the
differences between the electric and magnetic representations, we use two different VQE circuits
which are shown in Fig. 3.5. Contrary to the plaquette with OBC, the controlled iSWAP gate
are not used to entangle the matter with the gauge subsystems. Instead, they are motivated
by the coupling of the rotators and plaquette operators in the last terms of (3.4a) and (3.4b),
respectively, and the corresponding ones in the magnetic representation. Both circuits have 19
variational parameters and allow us to thoroughly explore the associated Hilbert spaces. The
number of variational parameters can be reduced by exploiting the symmetries between rotators
1 and 3 [which are apparent from the Hamiltonians in (3.4) and (3.5)] and by identifying additional
redundant parameters through classical simulation of the VQE. As a result, in Fig. 3.5(a), each
of the sets, {θ1, θ2, θ11, . . . , θ19}, {θ3, . . . θ6}, and {θ7, . . . , θ10}, can be constrained to a single
parameter, as indicated by the color coding. Parameters θ11, θ13, θ14, θ16, θ17, and θ19 include an
offset of +π/2 added to the shared variational parameter, which is indicated by the half-shaded
gates. For the circuit in Fig. 3.5(b), we identify the groupings {θ1, θ2, θ3, θ4}, {θ5, . . . , θ8}, and
{θ9, θ10}, while θ12, θ15, and θ18 can be eliminated, and θ11, θ13, θ14, θ16, θ17, and θ19 are fixed
at π/2. This leaves just three variational parameters for each circuit.

The circuit for the electric representation of (3.14) is shown in Fig. 3.5(a). All qubits are
initialized in the input state |0〉, and NOT gates prepare the vacuum state |0〉 = |010〉 for each of
the three rotators as the intial state for the VQE. The layer of controlled-iSWAP gates reflects

the coupling between the rotators in the electric Hamiltonian Ĥ
(e)
E [see Eq. (3.4a)], which takes

the form −Ŝz2(Ŝz1 + Ŝz3). This term results from the elimination of rotator 4 as a redundant
degree of freedom, and introduces an asymmetry between rotator 2 and rotators 1 and 3. When
increasing g−2, the ground state spreads from |0〉 |0〉 |0〉 to all other electric levels, and states in
which all three rotators have the same sign (|1〉 |1〉 |1〉 and |−1〉 |−1〉 |−1〉) receive the strongest
negative contribution. To encourage the VQE to prepare the correct superposition of states, the
parameterized controlled-iSWAP gates are connected to control the spread of population within
rotators 1 and 3 based on the population of rotator 2.

The circuit for the magnetic representation of (3.15) is shown in Fig. 3.5(b). Its construction
is similar to the circuit for the electric representation described above, but rather encourages the

flip-flop interactions between rotators described by Ĥ
(b)
E [see Eq. (3.5a)]. Both the electric and

magnetic circuits maintain constant magnetization of each gauge field, which prevents access to
unphysical states. Designing the VQE circuit based on the form of the Hamiltonian allows for
a scalable architecture. For systems with additional plaquettes, the coupling between rotators
remains pairwise, which translates into the addition of controlled-iSWAP gates between all pairs
of coupled gauge fields, as was described above for OBC. When considering larger truncations
l, additional iSWAP gates are introduced to allow for all gauge field basis states. Additional
controlled-iSWAP gates are then added to share entanglement in a similar fashion as for the case
l = 1 considered here. In both cases, the scaling is the same as for the OBC circuit, i.e., the
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Figure 3.6: Classical simulation of the proposed experiment for observing the running of the
coupling using the circuits given in Fig. 3.5. The red and blue data points are obtained from
variational minimization with a total finite measurement budget of 6× 105 measurements for the
entire plot. The electric (magnetic) representation is shown in blue (red), and the black solid lines
are determined via exact diagonalization of the Hamiltonians in (3.4) and (3.5). (a) Energy of
the variational ground state using the electric representation in the region g−2 < 1 and using the
magnetic representation in the region g−2 > 1. (b) Plaquette expectation value 〈2〉 as a function
of g−2. All dots are calculated using the exact state corresponding to the optimal variational
parameters found by the VQE.

number of qubits and the number of iSWAPs scale linearly, while the number of controlled-iSWAP
gates scales quadratically in the worst-case scenario.
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We simulate the proposed experiment classically, including statistical noise on the cost func-
tion C(θ). Our results are shown in Fig. 3.6. Points obtained with the electric and the magnetic
representation of the Hamiltonian are shown in blue and red, respectively, while the black solid
lines come from exact diagonalization of the Hamiltonians. As for the OBC, the energy and the
plaquette expectation value 〈2〉 are calculated using the exact state obtained with the optimal
variational parameters found by the VQE. Using the measurement procedure described in App.
B in [1] and taking statistical errors into account, the entire plot corresponds to 6× 105 measure-
ments to be performed on the quantum device. The VQE protocol reaches the correct ground
state energy [see Fig. 3.6(a)], and the expectation value of the plaquette operator is accurate if
compared to the exact truncated results [Fig. 3.6(b)]. The fidelity of the variational ground state
with respect to the exact ground state exceeds 96% for all points, and for the majority of points
it exceeds 99%.

3.4 Conclusion

In this chapter, we proposed a protocol to observe 2D effects in LGTs on currently available quan-
tum computers. By using the methods in [3], we provided a practical VQE-based framework to
simulate two toy models using NISQ devices. Importantly, we include the numerics for observing
2D phenomena in a basic building block of 2D QED with present-day quantum resources. The
effective models studied here include both dynamical matter and a non-minimal gauge field trun-
cation, providing the novel opportunity to study several 2D effects in LGTs. More specifically, we
showed how to observe dynamical generation of magnetic fields as a result of particle-antiparticle
pair creation, and paved the way for an important first step towards simulating short distance
quantities such as the running coupling of QED. While the protocols presented in Sec. 3.2 are
designed for trapped ion systems, our approach can be easily adapted to suit different types of
quantum hardware. An interesting extensions of our work include simulations that involves more
plaquettes both in two and three spatial dimensions.
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Chapter 4

Lattice Quantum Chomodynamics
and Electrodynamics on a
Fault-Tolerant Quantum Computer

In this chapter 1, we provide a complete layout of computational instructions at a gate-by-gate
level to be run on a quantum computer, to efficiently simulate quantum electrodynamics (QED)
and quantum chromodynamics (QCD). Here, we consider U(1), SU(2) and SU(3) lattice gauge
theories (LGTs) based on the fact that (i) the Standard Model (SM) of particle physics is a gauge
theory with the symmetry group U(1)× SU(2)×SU(3) and (ii) LGTs [14] are one of the best-
known non-perturbative first-principle computational methods for QED and QCD. In the SM, the
U(1)×SU(2) symmetry and SU(3) symmetry correspond to the electroweak theory [128, 129, 130]
and QCD [131, 132, 133], respectively. We remark that how to simulate chiral gauge theories
such as the electroweak theory on a lattice is a longstanding open problem [108, 12]. Regardless,
U(1) and SU(2) LGTs are simulated separately to model QED [108] and provide valuable insights
to QCD [134]. For the above reasons, we choose to consider quantum simulation of U(1), SU(2),
and SU(3) LGTs.

To this end, our main contributions are

• Explicit, gate-by-gate level construction of quantum circuits that simulate real-time dynam-
ics of U(1), SU(2), and SU(3) LGTs, fully incorporating both fermions and gauge bosons,
in an arbitrary spatial dimension d.

• Rigorous upperbounds on the quantum computational resources (quantum gate counts), in-
cluding quantum-simulation algorithmic errors (second-order Trotter) [23], circuit-synthesis

1This chapter presents research carried out independently of the thesis supervisor, resulting in [2].
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errors [135], and quantum arithmetic errors [136], relevant for the fault-tolerant regime.

• Efficient use of quantum computational space and time: Specifically,

– Exponential reductions in the space requirement (qubit counts), determined by the
largest bosonic quantum numbers simulated, for the SU(2) and SU(3) LGTs, by use
of a binary encoding of the bosonic quantum numbers, (see table 4.2)

– Superpolynomial savings in the gate counts per time step in quantum simulation by
an efficient use of quantum fixed-point arithmetic operations. (see table 4.3)

This chapter is structured as follows. In Sec. 4.1, we provide a technical summary of the
results, which contain our findings on the quantum resource requirements for simulating U(1),
SU(2), and SU(3) LGTs on a fault-tolerant quantum computer, and a careful comparison to
prior art. In Sec. 4.2, we discuss our findings and future work. We leave the details of the circuit
construction and resource analyses, which include the Trotter error and synthesis error analyses,
as well as the in-depth analyses of prior art, in Secs. 4.3- 4.6.

4.1 Results

4.1.1 Gate complexity

We employ the second-order Suzuki-Trotter formula [22] to implement the evolution operator

eiĤT , where Ĥ is the Kogut-Susskind Hamiltonian in (2.1) and T is the total evolution time. In
particular, according to the formula, we approximate

eiĤT = (eiĤT/r)r ≈
{[

Ns∏
s=1

eiĤsT/(2r)

][
1∏

s=Ns

eĤsT/(2r)

]}r
, (4.1)

where Ĥ =
∑

s Ĥs, Ns is the number of Hamiltonian subterms Ĥs used for Trotter formula, and

the number of Trotter steps r is chosen so that T/r is small. The ordering of all individual Ĥs we
used follows the ordering of mass, electric, kinetic, and magnetic Hamiltonians, up to subdivisions
of each Hamiltonian into multiple subterms if applicable. This choice is used for all the different
symmetries, U(1), SU(2), and SU(3) LGTs, we considered. We chose the second-order formula
based on [7], wherein it has been shown that the second-order formula achieves a quadratically
better gate complexity in the truncation parameter Λ, when compared to other algorithms, such
as quantum signal processing [25].

We next describe the way qubits are used in our simulations. For SU(N) LGTs, we use N
qubits per lattice site to encode the occupation by the N different fermions or anti-fermions,
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each with a distinct color charge. For each lattice link, where we encode the quantum numbers
of the gauge-field bosons, we use approximately (N2 − 1) log2(Λ) qubits, with the logarithmic
dependence arising from the binary encoding of the quantum numbers, i.e., a binary number b
is used to denote the quantum number b in our quantum computer. This may be contrasted to
an unary encoding, where ∼ Λ many qubits would be used to encode the quantum number, with
b’th qubit in the state of |1〉 and the rest in the state of |0〉 corresponding to the number b.

With the particular encoding chosen above, each Trotter term exp
[
iĤsT/(2r)

]
can be imple-

mented as follows. The mass term is implemented by an application of Rz rotations applied to
the lattice-site qubit registers, since it induces phases based on the occupation of the fermions or
anti-fermions. In the angular momentum bases described above, the electric term is diagonal and
thus, is implemented in a similar fashion for the link qubit registers, except we precompute, us-
ing quantum integer arithmetic operations, the eigenvalue expression of the electric Hamiltonian
operator. This way, for the eigenvalue expression computed, one can use Rz rotations to induce
and accumulate appropriate phases implied by the electric term. In some parameter regimes, we
provide an alternative method that can more efficiently induce the phases using an adder circuit
instead of Rz rotations [137]. For the kinetic term, we simultaneously operate over a neighboring
fermion-anti-fermion pair and the bosonic link that connects the pair. Further, we observe that
the distance between the bosonic quantum numbers that interact is limited by the fermion-boson
interactions. As such, the kinetic term can always be written as a multiply-banded matrix, where
the bandwidth of the matrix scales as ∼ 2N

2−1 in SU(N) LGTs. We then decompose the matrix
into a sum of a number, constant with respect to the truncation parameter Λ, of matrices that
individually encode interactions within a selected subspace. The decomposition is chosen care-
fully such that each constituent matrix appears identical to one another in the non-zero element
locations, but differs by some constant shifts in the quantum numbers, accessing different parts
of the bands. For a decomposed, constituent matrix, we use a CNOT-and-Hadamard network
to efficiently diagonalize the evolution implied by it. This makes the simulation problem into a
diagonal phase oracle construction problem. We implement each phase oracle by first computing
the state-dependent phases with quantum fixed-point arithmetics [136] and then inducing the
appropriate phases with a layer of Rz gates, similar to the electric term. As for the magnetic
term, essentially the same approach is used as in the kinetic case, except, here, we drop the
fermion-anti-fermion parts and consider four links that form a plaquette at the same time. The
bandwidth is ∼ 24(N2−1).

Contrasted to SU(N) LGTs, U(1) LGTs can be more easily simulated because the U(1) kinetic
and magnetic terms impart phases that depend trivially on the input state. As a result, the phase
oracles can be executed with only Rz rotations and without the use of fixed-point arithmetics.
This is reflected in the separation between the gate-complexities of U(1), and SU(2) and SU(3)
LGT simulations, as shown in Eqs. 4.2 and 4.3 down below. We in fact propose an alternative
approach for the U(1) LGTs, where we use the quantum Fourier transform to diagonalize (the
bosonic part of) the U(1) kinetic term and magnetic term. The phase oracles needed to induce
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the evolution implied by the two terms can be efficiently implemented using quantum signal
processing techniques [25].

We direct the readers to various upcoming sections for the exact division of Ĥ into the
sum of Ĥs for any d-dimensional U(1), SU(2), and SU(3) LGTs. In particular, we provide
the details of the chosen bases for the U(1), SU(2), and SU(3) bosonic gauge fields, and their
relations to the corresponding gauge field operators in Secs. 4.3.1, 4.4.1, and 4.5.1, respectively.
Furthermore, we describe the circuit implementations of the U(1) mass, electric, kinetic, and
magnetic subevolutions in Secs. 4.3.2, 4.3.2, 4.3.2, and 4.3.2, respectively. In Secs. 4.4.2, 4.4.2,
4.4.2, and 4.4.2, we lay out the circuit implementations of the SU(2) mass, electric, kinetic, and
magnetic subevolutions, respectively. Finally, the circuit implementations of the SU(3) mass,
electric, kinetic, and magnetic subevolutions are discussed in Secs. 4.5.2, 4.5.2, 4.5.2, and 4.5.2,
respectively.

As to the simulation errors, we allocate a total error budget of ε for the entire simulation.
In our circuit synthesis, we evenly split this budget into two halves for the U(1) LGT case,
spending each on the algorithmic (Trotter) error and the Rz gate synthesis error (incurred for
the approximation using single-qubit Clifford and T gates). For SU(2) and SU(3) LGTs, we split
the budget three ways, two of which are used on the algorithmic and Rz synthesis errors as in
U(1) case. The third is used on fixed-point quantum arithmetic operations.

Whenever possible, we carefully choose the subdivision of the Trotter term implementations
over the lattice topology to maximize parallelism. This includes considering different spatial
dimensions and choosing different lattice sites, links to include in one time step. A careful consid-
eration here comes with two benefits, in addition to the obvious circuit depth or execution time
reduction. One is the applicability of efficient quantum circuit constructions. More specifically,
we employ the weight-sum trick, reported in [137, 138], to synthesize a layer of same-angle Rz
gates in parallel. This leads to an exponential reduction in Rz-gate count at the cost of a modest
increase in T-gate and ancilla-qubit counts. Therefore, we take a full advantage of this trick by
arranging as many same-angle Rz gates as possible into layers across the entire lattice. This
optimization is performed for the mass and electric terms, as well as the kinetic and magnetic
terms in the U(1) case. The other is the ability to enable streamlined Trotter error analysis.
For instance, terms applied in parallel commute with one another, and thus, the commutators
to be evaluated for the Trotter error can be more tightly bounded by considering Trotter term
collisions at the lattice topology level.

Note the system to be simulated on a quantum computer is a d-dimensional lattice with
periodic boundary condition, with L lattice points along each dimension. We therefore study
the gate complexity in the electric (bosonic) truncation Λ, the total error budget ε, and L,
assuming the dimension d and the Hamiltonian parameters g, a, and m [see Eqs. 2.2 and 2.3]
are fixed. We use a standard library of controlled-NOT, single-qubit Clifford, and T gates as
our basis gate set and consider T gates as our metric of resource requirement as they are the
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most expensive operations in a fault-tolerant quantum computer and thus are widely used to be
a good proxy for the quantum computational resource requirement in the fault-tolerant regime.
The gate complexities for the three different LGTs are (see Secs. 4.3.3, 4.4.3 and 4.5.3 for detailed
derivations)

U(1) complexity: O

(
T 3/2dΛLd/2

ε1/2

[
d(log(Λ))2Ld + log(Λ) log

(
dLd

)
C
])
,

where C = log

(
T 3/2dΛLd/2 log(Λ) log

(
dLd

)
ε3/2

)
(4.2)

and

SU(2) or SU(3) complexity: O

(
T 3/2dΛLd/2

ε1/2

[
d2LdK2 log(K) + log(Λ) log

(
dLd

)
C
])
,

where K = log

(
T 3/2d3ΛL3d/2

ε3/2

)
+ log log

(
T 3/2d3ΛL3d/2

ε3/2

)

and C = log

(
T 3/2d3ΛL3d/2K

ε3/2

)
. (4.3)

We now apply our complexity results to obtain the upper bounds on T-gate and logical qubit
count for simulations of various parameters. In particular, we fix d = 3, a = 0.1 and ε = 10−8,
and consider m, g ∈ {0.1, 1, 10}. The results are summarized in Table 4.1.

4.1.2 Comparison to prior art

Table 4.2 shows the comparison between our work and the state of the art reported in the
literature. In particular we compare our work with Refs. [6] and [7], since they both simulate
LGTs over unitary groups on a gate-based, universal quantum computer. Briefly, our work is
of the most general and complete kind to date in that, we (a) explore U(1) and SU(N) groups
with N = 2, 3 being explicitly worked out, (b) consider a lattice in an arbitrary dimension d,
(c) include the complete Kogut-Susskind Hamiltonian, i.e., both fermionic (mass, kinetic) and
bosonic (electric, magnetic) terms, (d) use an efficient, binary gauge field encoding, and (e) work
out the quantum-gate-by-quantum-gate construction of the entire simulation with a full visibility
into the gate complexity.

In [6], methods to simulate U(1), SU(2) and SU(3) LGTs without fermions on a universal
quantum computer were proposed. The work reported therein also lacks a rigorous analysis of
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U(1) SU(2) SU(3)

L T Λ # T gates # qubits # T gates # qubits # T gates # qubits

10 1 5 5.37× 1017 6.1× 104 2.67× 1034 2.1× 105 2.46× 1049 4.8× 105

10 1 10 7.35× 1017 7.3× 104 2.83× 1034 2.2× 105 3.01× 1049 5.5× 105

10 10 5 1.70× 1019 6.1× 104 9.10× 1035 2.2× 105 7.94× 1050 4.9× 105

10 10 10 2.33× 1019 7.3× 104 9.60× 1035 2.3× 105 9.68× 1050 5.6× 105

20 10 10 5.16× 1020 5.8× 105 2.31× 1037 8.3× 105 2.22× 1052 2.0× 106

20 10 20 6.86× 1020 6.8× 105 2.43× 1037 9.8× 105 2.66× 1052 2.4× 106

20 20 10 1.46× 1021 5.8× 105 6.68× 1037 8.3× 105 6.32× 1052 2.0× 106

20 20 20 1.94× 1021 6.8× 105 7.02× 1037 9.8× 105 7.56× 1052 2.4× 106

50 10 10 3.18× 1022 9.1× 106 1.55× 1039 1.3× 107 1.40× 1054 3.2× 107

50 10 50 5.46× 1022 1.21× 107 1.70× 1039 1.8× 107 1.97× 1054 4.4× 107

50 50 10 3.55× 1023 9.1× 106 1.81× 1040 1.3× 107 1.58× 1055 3.2× 107

50 50 50 6.10× 1023 1.21× 107 1.99× 1040 1.8× 107 2.23× 1055 4.4× 107

100 10 10 7.19× 1023 7.3× 107 3.71× 1040 1.0× 108 3.22× 1055 2.6× 108

100 10 100 1.55× 1024 1.1× 108 4.27× 1040 1.6× 108 5.26× 1055 4.0× 108

100 100 10 2.27× 1025 7.3× 107 1.25× 1042 1.0× 108 1.03× 1057 2.6× 108

100 100 100 4.91× 1025 1.1× 108 1.43× 1042 1.6× 108 1.69× 1057 4.0× 108

Table 4.1: The upper-bounds of the T-gate and logical qubit counts for simulating
the time-evolution of U(1), SU(2), and SU(3) lattice gauge theories. We fix d = 3,
a = 0.1 and ε = 10−8. Further, we consider m, g ∈ {0.1, 1, 10}, while only the highest estimates
are reported in this table. More detailed analyses of the resource requirements can be found in
Secs. 4.3.3, 4.4.3 and 4.5.3.

the required gate or qubit counts. Therefore, we analyze the T-gate complexities according to
the methods proposed, adapting them to the fault-tolerant setting (see Sec. 4.6 for details). A
comparison between the gate complexities of our work and [6] is summarized in Table 4.3. We
briefly describe the main methods of [6] for completeness. First, the bosonic quantum numbers are
represented in unary encoding, which requires exponentially more logical qubits than our binary
encoding. Then, both the electric and magnetic Hamiltonian operators are first expanded element-
wise into linear combinations of Pauli operators 2. As such, for every simulation time (Trotter)

step, using well-known circuit templates for Pauli-evolution operators eit⊗kσ̂
z
k and eit⊗iσ̂

±
i +h.c.,

our analysis shows that the electric evolution requires Õ(Λ) T gates for U(1) and SU(2) LGTs,

2Each element in a diagonal operator, i.e., ej,j |j〉〈j|, and each pair of elements in the off-diagonal magnetic
operator, i.e., ej,k |j〉〈k| + h.c. can be expanded bit-wise into ej,j ⊗i |ji〉〈ji| and ej,k ⊗i |ji〉〈ki| + h.c., respectively,
where ji, ki are the ith bits of j, k. Using the relations |0〉〈0| = (Î + σ̂z)/2, |1〉〈1| = (Î − σ̂z)/2, |0〉〈1| = σ̂− and
|1〉〈0| = σ̂+, ej,j ⊗i |ji〉〈ji| and ej,k ⊗i |ji〉〈ki| + h.c. can be expressed as a linear combination of the identity and
Pauli-z operators, and that of the identity and Pauli ladder operators, respectively.
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and Õ(Λ2) T gates for SU(3) LGTs, whereas the magnetic evolution requires Õ(Λ4), Õ(Λ12), and
Õ(Λ32) T gates for U(1), SU(2), and SU(3) LGTs, respectively. While the polynomial T-gate
complexities are technically efficient, quantum simulations, particularly of SU(2) and SU(3) LGTs,
will likely be prohibited in practice by the large degrees of the polynomials. In comparison, our
implementation requires at most Õ(log2(Λ)) T gates per time step for both electric and magnetic
term. This superpolynomial improvement can be attributed to an efficient use of integer and
fixed-point arithmetic circuits for the electric and magnetic terms, respectively. Furthermore, for
the magnetic term, in contrast to the element-wise approach here, our approach requires only a
constant number of queries, with respect to Λ, to the state-dependent phase oracles.

To compare with [7], we apply our methods to the one-dimensional U(1) LGT, and demon-
strate that we achieve a better gate complexity for all terms (see Sec. 4.6.1 for details), which
can be attributed to the Rz gate optimization discussed in section 4.1.1.

[6] [7] Ours

Groups
U(1),SU(2),SU(3)

Extensible to SU(N)
U(1)

U(1),SU(2),SU(3)
Extensible to SU(N)

Lattice
dimension

d 1 d

Hamiltonian
Electric, Magnetic

(fermion free)
Mass, Kinetic,

Electric
Mass, Kinetic,

Electric, Magnetic

Gauge-field
encoding

Unary Binary Binary

Gate complexity Unavailable Õ
(
L3/2T 3/2Λ

ε1/2

)
See equations 4.2 and 4.3.

Table 4.2: Comparison to prior art. This table displays the lattice gauge theories considered
in [6, 7] and our work, specified by their unitary symmetry groups, spatial dimension, and the
Hamiltonian terms included, as well as the type of gauge-field encoding employed and the re-
sulting gate complexity. Our work is the most general and complete to date, as we include the
complete Kogut-Susskind Hamiltonian with both fermionic and bosonic term in arbitrary spatial
dimensions for the Abelian U(1) and non-Abelian SU(N) groups. Compared to [6], our algorithms
require exponentially fewer qubits by using an efficient binary gauge-field encoding, and include
much more detailed circuit constructions down to a quantum-gate-by-quantum-gate level, along
with the gate complexity.

4.2 Discussion

LGT simulations, to be performed on a quantum computer, has massive potential to advance fun-
damental particle physics. They open up the possibilities to investigate exotic matter at extreme
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[6] Ours
U(1) SU(2) SU(3) U(1) SU(2), SU(3)

Electric Õ(Λ) Õ(Λ) Õ(Λ2) O(log2(Λ)) Õ(log2(Λ))

Magnetic Õ(Λ4) Õ(Λ12) Õ(Λ32) Õ(log2(Λ)) Õ(log2(Λ))

Table 4.3: Superpolynomial reduction in the gate complexity per simulation time step.
We work out the fault-tolerant circuit construction of the methods proposed in [6], and analyze
their gate complexity per simulation time step in Sec. 4.6. Λ is the bosonic truncation parameter
discussed in Sec. 2.1. The results summarized in this table show that our circuits, by making
use of efficient quantum fixed-point arithmetic circuits, achieve superpolynomial improvements
over [6].

conditions [13, 139] such as the core of a neutron star, probe physics related to the matter-anti-
matter asymmetry [140, 4] essential to our very existence, and guide experimental particle physics
beyond our current theoretical understanding [12]. Furthermore, efficient lattice QCD quantum
simulations may one day help us explore complex nuclear dynamics on a quantum computer,
via ab-initio simulations. Simulating nuclear dynamics could, for instance, help elucidate fusion
processes.

In this chapter, we provided a concrete starting point for future quantum simulations – ef-
ficient quantum algorithms to simulate U(1), SU(2) and SU(3) LGTs including mass, kinetic,
electric, and magnetic terms. Our work included explicit gate-by-gate circuit constructions, and
rigorous upper-bounds on the fault-tolerant quantum computational resource required via anal-
yses of Trotter error, synthesis error and quantum arithmetic error. However, our algorithms,
while asymptotically efficient, incur astronomically large T-gate overhead. Moreover, we only
investigated the time-evolution part of an LGT simulation, but have left state preparation and
observable measurement for future work. We expect that continuous software improvements, such
as algorithms with lower constants and gate complexity, and invention of efficient algorithms for
state preparation and observable measurement, built upon our work are necessary to eventually
bring quantum simulations of LGTs to reality.

4.3 Methodology for Simulating U(1) Lattice Gauge Theory

In this section, we detail the methodology to implement the Abelian U(1) lattice gauge theory,
of which the continuum describes quantum electrodynamics (QED), on a quantum computer.
Due to its Abelian nature, the theory is more straightforward than non-Abelian theories, such
as SU(2) or SU(3) that we investigate in detail in the subsequent sections. We therefore take
advantage of the simplicity to lay out the ground work useful for SU(2) and SU(3) discussion.
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4.3.1 Preliminaries

As discussed in the main text, there are four Hamiltonian terms of interest: The electric Hamil-
tonian ĤE , magnetic Hamiltonian ĤB, mass Hamiltonian HM , and kinetic Hamiltonian ĤK .
Inspecting these terms, the first two operate on the links that connect two sites, the mass Hamil-
tonian operates on the sites themselves, and the kinetic Hamiltonian acts on nearest pairs of sites
and the links that connect the pairs. Thus, it is natural to consider two different types of qubit
registers, one for the gauge fields (ĤE , ĤB, ĤK) and the other for the fermionic fields (ĤM , ĤK).

To simulate this system, we need to first choose a good basis for each register. For the fermionic
register, we consider an occupation basis. The use of an occupation basis of fermionic particles
to simulate on a quantum computer is well studied in the literature [141]. For concreteness and
simplicity, we use the Jordan-Wigner (JW) transformation [142] for the rest of the chapter.

As for the gauge-field register, extra care needs to be taken. In particular, we need to ensure
the U(1) gauge invariance is satisfied. Gauge invariance is generated by a local constraint, known
as Gauss’ law, i.e.,

Ĝ(~n) =
∑
k

(Ê(~n, k)− Ê(~n− k̂, k))− Q̂(~n), ∀~n, (4.4)

where Ĝ(~n) is the Gauss operator, Ê(~n, k) is the electric field of the link that starts from site ~n
in direction k, and Q̂(~n) is the charge operator defined according to

Q̂(~n) = ψ̂(~n)†ψ̂(~n)− Î

2
[1− (−1)~n], (4.5)

where ψ̂(~n)† and ψ̂(~n) are the fermion creation and annihilation operators and Î denotes an
identity operator. On a d-dimensional lattice, ~n = (n1, n2, ..., nd) is a vector with d coordinates.
Further, we define the parity of each site,

(−1)~n ≡ (−1)
∑d
i=1 ni . (4.6)

The Gauss operator generates local gauge transformation and must commute with the Hamilto-
nian. The physical, gauge-invariant Hilbert space HG is defined through the eigenstates of the
Gauss operator:

HG = {|Ψ〉 ∈ HG | Ĝ~n |Ψ〉 = 0 , ∀ ~n}. (4.7)

In the current case of U(1) lattice gauge theory, the eigenstates of the electric field operator
qualify for the link-space basis, as the electric field operator and the Gauss operator commute.
More specifically, the electric field operator forms a complete set of commuting observables on
the link space. Therefore, the eigenbasis of the complete set of commuting observables, i.e., the
eigenbasis of the electric field operator, is a good basis or a good quantum number.
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As the last step of preliminaries to a quantum simulation of U(1) lattice gauge theory, we
note that

[Ê(~n, k), Û(~n′, k′)] = δ~n′,~nδk,k′Û(~n, k),

[Ê(~n, k), Û(~n′, k′)†] = −δ~n′,~nδk,k′Û(~n, k)†, (4.8)

where Û(~n, k) is the parallel transporter operator. In the electric field basis |E〉, defined according
to

Ê =
∑
E∈Z

E |E〉〈E| , (4.9)

we have
Û =

∑
E∈Z
|E + 1〉〈E| , Û † =

∑
E∈Z
|E − 1〉〈E| . (4.10)

Note that we dropped site and direction indices for notational convenience.

4.3.2 Simulation circuit synthesis

In order to represent the infinite-dimensional gauge-field operator on each link on a finite-size
quantum computer, its Hilbert space must be truncated at a cutoff, Λ. The electric field operator
then becomes

Ê =

Λ−1∑
E=−Λ

E |E〉〈E| . (4.11)

A non-negative integer 0 ≤ j < 2η is represented on the binary η-qubit register as

|j〉 =

∣∣∣∣∣
η−1∑
n=0

jn2n

〉
=

η−1⊗
n=0

|jn〉 . (4.12)

Using this binary computational basis, the eigenbasis |E〉 is encoded via E = j − Λ. Then, the
number of qubits on the link register for each link is given by η = log(2Λ), where Λ is assumed
to be a non-negative power of two, and we have and will continue to assume all logarithms are
base two, unless otherwise specified.

In [7], the authors periodically wrapped the electric fields at Λ such that

Û |Λ− 1〉 = |−Λ〉 , Û † |−Λ〉 = |Λ− 1〉 . (4.13)

This spoils the on-link commutator at the cutoff to give

[Ê, Û ] = Û − 2Λ |−Λ〉〈Λ− 1| , (4.14)

[Ê, Û †] = −Û † + 2Λ |Λ− 1〉〈−Λ| . (4.15)
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However, as is also explicitly discussed in [7], for a truncation with a large cutoff value, the
states |−Λ〉 and |Λ− 1〉 are energetically unfavorable, and hence, will hardly be populated at all.
Therefore, the spoiled commutator will likely not be a problem.

Equipped with all the necessary tools, we now write the Hamiltonian in the qubit space as

Ĥ =
∑
~n

[
D̂

(M)
~n + D̂

(E)
~n + T̂

(K)
~n + L̂

(B)
~n

]
, (4.16)

where

D̂
(M)
~n = −m

2
(−1)~nẐ(~n), (4.17)

D̂
(E)
~n =

g2

2ad−2

d∑
l=1

Ê2(~n, l), (4.18)

are diagonal operators, where (−1)~n is either +1 or −1 depending on whether ~n is a fermion or
anti-fermion site, respectively, reflective of the use of staggered-fermions [105], and

T̂
(K)
~n =

d∑
l=1

1

8a
[(Û(~n, l) + Û †(~n, l))(X̂(~n)X̂(~n+ l̂) + Ŷ (~n)Ŷ (~n+ l̂))ζ̂~n,l

+ i(Û(~n, l)− Û †(~n, l))(X̂(~n)Ŷ (~n+ l̂)− Ŷ (~n)X̂(~n+ l̂))ζ̂~n,l] (4.19)

is an off-diagonal operator. We use X̂, Ŷ , and Ẑ as the Pauli x, y, and z matrices, respectively.
We abuse the notation l̂ to denote a unit vector in direction l. The operators ζ̂~n,l are tensor

products of Ẑ, which arise from the JW transformation. We consider a d-dimensional Ld-site
lattice, where there are L sites in each direction. The length of each ζ̂~n,l is O(Ld−1). For brevity,

we suppress the ζ̂~n,l operators in the remaining part of the section. The second off-diagonal
operator due to the magnetic contribution is given by

L̂
(B)
~n =

−1

2a4−dg2

d∑
j 6=i;j,i=1

[Û(~n, i)Û(~n+ î, j)Û †(~n+ ĵ, i)Û †(~n, j) + h.c.], (4.20)

where h.c. denotes Hermitian conjugate. We use Suzuki-Trotter formula [22] as our simulation

method. The Trotter terms to be implemented are of the form eiD̂
(M)
~n

t, eiD̂
(E)
~n

t, eiT̂
(K)
~n

t, eiL̂
(B)
~n

t,
where t is a sufficiently small number to ensure the Trotter error incurred is within a pre-specified
tolerance. In the remaining part of this subsection, we discuss synthesizing circuits for each of
the four Trotter terms.
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Mass term eiD̂
(M)
~n

t

The implementation of this term is straightforward. A single-qubit Rz(θ) = exp
(
−iθẐ/2

)
gate,

where θ = −m(−1)~nt, applied to the qubit that corresponds to site ~n in the site register suffices.
Note that the angles of rotation are the same for all even and odd sites, respectively, up to a
sign. The sign difference can be rectified by conjugating the z-rotations with NOT gates. Then,
a circuit with one layer of Rz gates with the same angle of rotation results. This circuit can be
implemented efficiently using the weight-sum trick in [137, 138]. Briefly, consider applying the
same angle Rz gates on p qubits simultaneously. This imparts a phase to an input state with the
phase angle being proportional to the Hamming weight of the input. This can thus alternatively be
implemented by first computing Weight(p) into an ancilla register, while incurring p−Weight(p)
ancilla qubits and at most 4(p −Weight(p)) T gates, where Weight denotes the number of ones
in the binary expansion of the integer number p. Finally, we apply blog(p) + 1c Rz rotations to
the ancilla register to impart the correct phase, and then uncompute the weight on the ancilla
register. For a d-dimensional lattice with Ld lattice sites, p = Ld.

Electric term eiD̂
(E)
~n

t

Here, we present a method to implement the electric term. The method modifies that presented
in [7], and provides an improvement in gate counts. We import the steps detailed in [7] for the

convenience of the readers. D̂
(E)
~n is a sum of d commuting terms, and hence, its evolution can be

implemented exactly as a product of d sub-evolutions,

eitD̂
(E)
~n =

d∏
l=1

e
i g2t

2ad−2 Ê
2(~n,l)

. (4.21)

We will discuss the implementation of only one sub-evolution without loss of generality. We
herein drop the link location index for notational convenience. The electric field operator and a
qubit-encoded gauge field state obeys the eigenvalue relation

Ê |j〉 = (j − 2η−1) |j〉 . (4.22)

As such, the evolution of the electric part e
it g2

2ad−2 Ê
2

is given by

|j〉 7→ e
it g2

2ad−2 (j−2η−1)2 |j〉 . (4.23)

To implement the term for each link, we first compute (j − 2η−1)2 into an ancilla register, and
then, impart the phase by applying an Rz gate on every qubit in the ancilla register. We perform
the arithmetic operations by first computing j − 2η−1, using an out-of-place adder, which incurs
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4(η − 2) T gates and η reusable ancilla qubits [137], and then squaring the (η + 1)−bit ancilla
state, which costs 4η(12η − 3blog(η + 1)c − 2) T gates with the multiplier proposed in [7]. We
induce approximate phases (described below) and then finally uncompute the ancilla register.
Therefore, the entire arithmetic operations cost 8(η − 2) + 8η(12η − 3blog(η + 1)c − 2) T gates.
Here, we choose to perform the arithmetic operations in series to reduce the ancilla-qubit count.
Since there are dLd links on an Ld-site d-dimensional lattice, the arithmetic operations on all
links cost at most 8dLd[(η − 2) + η(12η − 3blog(η + 1)c − 2)] T gates, 3(η + 1)dLd ancilla qubits
to store

∣∣j − 2η+1
〉

and
∣∣(j − 2η+1)2

〉
, and 3(η + 1)− blog(η + 1)c − 1 reusable workspace ancilla

qubits [7]. If we choose to optimize the T-depth, we can parallelize the squaring operations, at
the cost of increasing the workspace ancilla-qubit count.

We now discuss the phase induction. The correct phase can be induced by applying Rz(2
kθ),

where θ = g2t
2ad−2 , on the kth qubit of the 2(η + 1)−bit ancilla state,

∣∣(j − 2η+1)2
〉
. Hence, there

are 2(η + 1) sets of dLd same-angle Rz rotations to implement, where each set can be effected
using the weight-sum trick. Once again, we first compute Weight(dLd) into the ancilla register,
incurring 4(dLd−Weight(dLd)) T gates and dLd−Weight(dLd) ancilla qubits, and then, applying
blog

(
dLd

)
+ 1c Rz gates to the ancilla register to induce the right phase.

There is an alternative method for simulations with a fixed Trotter step t, d and g2, where a

can be chosen such that g2t
2ad−2 = π

2M
with M > η. The electric evolution is then given by

|j〉 7→ e
i π

2M
(j−2η−1)2 |j〉 . (4.24)

Once again, we first compute (j − 2η−1)2 into the ancilla register. Then, we impart the phase by
a phase gradient operation, which consists of an M -bit addition on a specially prepared phase
gradient state [143]

|ψM 〉 =
1√
2M

2M−1∑
b=0

e−2πib/2M |b〉 , (4.25)

incurring 4M + O(1) T gates due to the M−bit adder [137]. Here, we perform the arithmetic

operations and phase gradient operation on one link at a time. Since M = log
(

2πad−2

g2t

)
, the

number of T gates required by the adders operations on all the links is 4dLd log
(

2πad−2

g2t

)
+

O(dLd). In order to synthesize the phase gradient state, which can be reused for all phase
gradient operations, M − 1 Zα phase-shift rotation gates, defined by

Zα =

(
1 0
0 eiπα

)
, (4.26)

are needed [138]. Each Zα can be synthesized by using RUS circuits [135].
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Kinetic term eiT̂
(K)
~n

t

Here we present two different methods to implement the kinetic term. The first method is a small
modification of the method in [7], so we import the steps detailed in [7] for the convenience of the
readers. The second method is based on the diagonalization of Û operators. Herein, we drop the
exact site and link position dependence and instead use r and r + 1 to denote two sites without
loss of generality.

Method 1: Block-diagonal decomposition — In order to decompose the off-diagonal
term into elementary gates, we write

Û + Û † = Â+ ˆ̃A, (4.27)

where Â = Î ⊗ Î ...⊗ X̂ and ˆ̃A = Û †ÂÛ , and similarly,

i(Û − Û †) = B̂ + ˆ̃B, (4.28)

where B̂ = Î ⊗ Î ...⊗ Ŷ and ˆ̃B = Û †B̂Û .

Furthermore, we define

P̂r = X̂rX̂r+1 + ŶrŶr+1,

ˆ̃Pr = X̂rŶr+1 − ŶrX̂r+1. (4.29)

To simulate the off-diagonal term, we approximate

e−i
t
8a

[(Â+ ˆ̃A)⊗P̂r+(B̂+ ˆ̃B)⊗ ˆ̃Pr] ≈ e−it(T̂
(2)
r +T̂

(3)
r )/2e−it(T̂

(1)
r +T̂

(4)
r )/2, (4.30)

where

T̂ (1)
r = (Â⊗ P̂r)/4a, (4.31)

T̂ (2)
r = ( ˆ̃A⊗ P̂r)/4a

= Û †T (1)
r Û , (4.32)

T̂ (3)
r = ( ˆ̃B ⊗ ˆ̃Pr)/4a

= Û †T̂ (4)
r Û , (4.33)

T̂ (4)
r = (B̂ ⊗ ˆ̃Pr)/4a. (4.34)

In contrast to [7], wherein the Trotterization was performed for individual T̂ terms in the order

of T̂
(1)
r , T̂

(2)
r , T̂

(3)
r , and T̂

(4)
r , here, we Trotterize them into two terms (see (4.30)). We do this
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since there is an efficient circuit known to implement e−it(T̂
(1)
r +T̂

(4)
r )/2 and e−it(T̂

(2)
r +T̂

(3)
r )/2 [144].

Briefly, the circuit is a doubly-controlled Rx gate whose angle is four times the angle of rotation
in the Trotter term written in the Pauli basis, conjugated by a simple CNOT network – in this
particular case the network is a CNOT gate with control on fermion site r + 1 and target on
fermion site r, followed by another CNOT gate with the same control but the target being the
zeroth bit of the Bosonic link in between. See Fig. 4.1. The doubly-controlled Rx gate can be
implemented using two uncontrolled Rz gates and two relative-phase Toffoli gates, which cost
4 T gates each [145]. Note that the angles of rotation here, one minus and one plus per r are
the same, for all choices of r. Conjugated by a pair of NOT gates, the negative angle rotations
become positive. As such, the emergent two subcircuits, each being a layer of individual Rz gates
associated with each r, have the same angle of rotation. As in the mass term, we can use the
weight-sum trick to implement the kinetic term.

•
•

• • Rx • •

Figure 4.1: Circuit for an individual kinetic term. Top: the zeroth qubit of the bosonic gauge field
between fermionic sites r and r+ 1. Middle/Bottom: fermionic sites r and r+ 1. Conjugation of
this circuit by controlled-Z gates with the target on the bottom qubit addresses the JW string,
and with the control on a qubit in the JW string.

• • •
• = • •
• •

• • • •
Rx = Rx

• •

Figure 4.2: Commutation and cancellation rules used to parallelize the U(1) kinetic term imple-
mentation. Note two closed circles connected by a line indicates a controlled-Z gate. A collision
of two controlled-Z gates on the same two-qubit lines cancel each other (not shown). Two gates
acting on two disjoint set of qubits commute (not shown).

However, unlike the mass term, we cannot implement the kinetic terms of all the sites in
parallel due to two reasons. First, the kinetic terms for nearest-neighbors do not commute. As
such, we have to evolve the odd and even sites separately. Second, the evolution operator includes
the multi-site Pauli-z operators ζ̂, shown in (4.19), due to the JW transformation. Unless two
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nearest-neighbor sites are connected on the JW path, the multi-site Pauli-z operators need to
be taken into account. Note on a d-dimensional Ld-site lattice, there are dLd individual kinetic
terms to implement. In the following, we construct a circuit that implements these individual
terms in parallel whenever possible.

We start with the JW transformation. Specifically, we follow a zigzag pattern. On a one-
dimensional lattice, this path is simply a line. On a two-dimensional L2-site lattice, one can draw
L lines of length L in the x-direction, for instance, and connect the neighboring lines to form a
zigzagging path. This zigzagging JW path can be generalized to d-dimensional lattices.

We next consider the terms in the bulk and on the edges of the lattice separately. The edges
are (d − 1)-dimensional hyperplanes, on which the terms are connected with periodic boundary
conditions, but not with open boundary conditions. There are dLd−1 terms on the edges. The
terms in the bulk are connected in both periodic and open boundary conditions. There are
d(Ld − Ld−1) terms in the bulk.

We implement the evolution of the bulk- and edge-terms one orthogonal direction at a time.
For each direction, we use a template circuit in Fig. 4.1, modified to accommodate for ζ̂. This is
straightforwardly done by a conjugation of the circuit by controlled-Z gates [144].

We parallelize the circuit that implements the kinetic term for each direction as follows.
Denote the subcircuit that is to the left of the doubly controlled Rx, including the aforementioned
controlled-Z gates, as a circuit prefix P . Denote the subcircuit that appears to the right of the
doubly controlled Rx, including the aforementioned controlled-Z gates, as a circuit suffix S. We
can gather all of the P s, in the order of their appearance, to the left end of the circuit. Similarly,
we can collect all of the Ss to the right end of the circuit. Note that this process requires
applications of gate commutation and cancellation rules. We report these in Fig. 4.2.

The resulting, parallelized circuit has a layer of doubly controlled Rx gates in the middle. We
discussed earlier how to implement a doubly-controlled Rx gate using two Rz gates in parallel.
With all angles of rotation being the same, we can employ the weight-sum trick to reduce the
gate complexity.

We now gather everything. Recall we have four different levels to consider: (i) T̂ (1/4) vs T̂ (2/3),
(ii) even vs odd sites, (iii) bulk vs edge terms, and (iv) each orthogonal directions i = 1, .., d in
the d-dimensional lattice. Levels (i) and (ii) imply that we apply four stages of circuits per given
levels (iii) and (iv). Consider a single stage. For the bulk terms, for each direction i, the number
of controlled-Z gates required in the parallelized circuit is O(Li−1), assuming our zigzag pattern
is formed in the ascending order of i. The number of doubly-controlled Rx gates implemented
in parallel is NB = (Ld − Ld−1)/2. Our implementation requires 8NB T gates to detach the
double controls from Rx gates, NB ancilla qubits to parallelize the Rz implementations, and
additional 2NB −Weight(2NB) ancilla qubits and 4(2NB −Weight(2NB)) T gates to compute
the weight into the ancilla register, after which blog(2NB)+1c Rz gates are applied to the ancilla
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register. For the edge terms, for each direction i, the number of controlled-Z gates required in the
parallelized circuit is O(Li). The number of doubly-controlled Rx gates implemented in parallel
is NE = Ld−1/2. The resource required is the same as above, where all occurrences of NB is
replaced by NE .

To be complete, for level (i), note e−it(T̂
(2)
r +T̂

(3)
r )/2 has an extra incrementer and decrementer.

This incurs an additional cost of 8(η − 2) T gates and η reusable ancilla qubits [7], when using
the compute-uncompute trick for logical ANDs in [137] and the Toffoli construction in [146].

Method 2: Diagonalization of Û — Here we consider an alternative method to implement
the kinetic term. We first consider an η-qubit quantum Fourier transform (QFT) F defined
according to

F =
1√
2η

2η−1∑
j,k=0

e
2πijk
2η |k〉 〈j| . (4.35)

Conjugating Û † with the QFT, we obtain

F(Û †)F† =
1

2η

2η−1∑
l,j,k,j′,k′=0

e
2πi(jk−j′k′)

2η |k〉 〈j|l − 1〉
〈
l
∣∣j′〉 〈k′∣∣

=
1

2η

2η−1∑
l,j,k,j′,k′=0

e
2πi(jk−j′k′)

2η
∣∣k〉〈k′∣∣ δj,l−1δl,j′

=
1

2η

2η−1∑
l,k,k′=0

e
2πi(l−1)k

2η e
−2πilk′

2η
∣∣k〉〈k′∣∣

=
1

2η

2η−1∑
l,k,k′=0

e
2πi(k−k′)l

2η e
−2πik

2η
∣∣k〉〈k′∣∣

=

2η−1∑
k,k′=0

δk,k′e
−2πik

2η
∣∣k〉〈k′∣∣

=

2η−1∑
k=0

e
−2πik

2η |k〉〈k| . (4.36)

Taking the Hermitian conjugate,

F(Û)F† =

2η−1∑
k=0

e
2πik
2η |k〉〈k| . (4.37)
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By linearity, we obtain

F(Û + Û †)F† =
2η−1∑
k=0

(e
2πik
2η + e

−2πik
2η ) |k〉〈k|

=
2η−1∑
k=0

2 cos

(
2πk

2η

)
|k〉〈k| ≡ D̂c, (4.38)

Fi(Û − Û †)F† =
2η−1∑
k=0

i(e
2πik
2η − e−2πik

2η ) |k〉〈k|

=

2η−1∑
k=0

−2 sin

(
2πk

2η

)
|k〉〈k| ≡ D̂s, (4.39)

where D̂c and D̂s are diagonal. The fermionic operators P̂r,
ˆ̃Pr can also be diagonalized. Define

the basis as,

|βab〉 =
1√
2

(|0b〉+ (−1)a
∣∣1b̄〉), (4.40)

where b̄ is the binary negation of b. Let ÛBell be

1∑
a,b=0

|βab〉〈ab| . (4.41)

Then,

P̂r = ÛBell

1∑
a,b=0

2b(−1)a |ab〉〈ab| Û †Bell

≡ ÛBellD̂f Û †Bell (4.42)

and

ˆ̃Pr = (Ŝ† ⊗ Î)P̂r(Ŝ ⊗ Î)

≡ (Ŝ† ⊗ Î)ÛBellD̂
f Û †Bell(Ŝ ⊗ Î). (4.43)

Note D̂f is diagonal. As such, the kinetic term can be written as a sum of two diagonalizable
operators

1

8a
[(Û + Û †)⊗ P̂r + i(Û − Û †)⊗ ˆ̃Pr]

=
1

8a
[F† ⊗ ÛBell(D̂c ⊗ D̂f )F ⊗ Û †Bell + F† ⊗ (Ŝf†r ÛBell)(D̂s ⊗ D̂f )F ⊗ (Û †BellŜ

f
r )]. (4.44)

46



To first order, the Trotterization of the kinetic term is then

ei
t
8a

[(Û+Û†)⊗P̂r+i(Û−Û†)⊗ ˆ̃Pr]

≈ ei t8a (Û+Û†)⊗P̂rei
t
8a
i(Û−Û†)⊗ ˆ̃Pr

= [F† ⊗ ÛBellei
t
8a

(D̂c⊗D̂f )F ⊗ Û †Bell][F† ⊗ (Ŝf†r ÛBell)e
i t
8a

(D̂s⊗D̂f )F ⊗ (Û †BellŜ
f
r )]

= F† ⊗ ÛBellei
t
8a

(D̂c⊗D̂f )Î ⊗ (Û †BellŜ
f†
r ÛBell)e

i t
8a

(D̂s⊗D̂f )F ⊗ (Û †BellŜ
f
r ), (4.45)

where the first equality is due to eitÛD̂Û
†

= ÛeitD̂Û †, with Û and D̂ being a unitary and a
diagonal operator, respectively. Since the circuit implementation of the QFT and its inverse is

known [109], the implementation of the kinetic term hinges upon the syntheses of ei
t
8a

(D̂c⊗D̂f )

and ei
t
8a

(D̂s⊗D̂f ). Expanding D̂c ⊗ D̂f , we obtain the relation

ei
t
8a

(D̂c⊗D̂f ) = Î ⊗ |00〉〈00|+ ei
t
4a
D̂c ⊗ |01〉〈01|+ Î ⊗ |10〉〈10|+ e−i

t
4a
D̂c ⊗ |11〉〈11| , (4.46)

which can be implemented via applications of Ûc ≡ ei
t
4a
D̂c controlled upon the fermionic state.

Similarly, ei
t
4a

(D̂s⊗D̂f ) can be implemented by controlled applications of Ûs ≡ ei
t
4a
D̂s .

We next show that both Ûc and Ûs can be implemented efficiently via Quantum Signal Pro-
cessing (QSP) [25]. First, we rewrite them in the form of

∑
λ e
−iτ sin(θλ) |uλ〉〈uλ|:

Ûs =
∑
k

e−i
t
2a

sin( 2πk
2η ) |k〉〈k| , (4.47)

Ûc =
∑
k

e−i
t
2a

sin( 2πk
2η

+π
2 ) |k〉〈k| , (4.48)

where τ = t
2a . QSP implements an operator in such form with N queries of an oracle Ûφ, which

is defined as

Ûφ = (e−iφẐ/2 ⊗ Î)Û0(eiφẐ/2 ⊗ Î), (4.49)

Û0 = |+〉〈+| ⊗ Î + |−〉〈−| ⊗ Ŵ , (4.50)

Ŵ =
∑
λ

eiθλ |uλ〉〈uλ| . (4.51)

In this case, for both Ûc and Ûs, the Ŵ oracle is given by

Ŵ =

2η−1∑
k=0

ei
2πk
2η |k〉〈k| , (4.52)

which can be implemented with an η−qubit phase gradient at the cost of 4η + O(1) T gates.
The Ŵ oracle needs to be controlled by three qubits, one due to the QSP oracle in (4.50) and
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two from the fermionic register. See (4.46). This can be accomplished by applying a relative
phase Toffoli on an ancilla, controlled by the three qubits, then applying a Ŵ controlled by the
ancilla, and then uncomputing the Toffoli gate. The controlled-Ŵ operation can be effected by
a controlled phase gradient, which can be synthesized with 8η + O(1) T gates [147], and each
triply-controlled relative-phase Toffoli costs 8 T gates [145], which adds a constant overhead to
the triply-controlled-Ŵ .

Now we consider the simulation of an individual kinetic term, which is a diagonal norm-one
Hamiltonian. In this case, the QSP query complexity depends on only the simulation length τ ,
and error ε. Since the simulation length is fixed to be τ = t

2a = π
g22M

, which is much smaller
than one, as required by the phase gradient operation for the electric term, we expect that a

small number of query is enough to implement ˆ̃Ug with g ∈ {c, s}. In particular, since our error
is bounded by 4τq

2qq! , where t ≤ q−1 and the number of queries is 2(q−1) [25], with small τ , q = 2
is likely sufficient.

We emphasize in passing that, when the cutoff is severe, the effects of the unwanted periodic
wrapping terms in our implementation of Ûr and Û †r , which connect |−Λ〉 = |00...0〉 , |Λ− 1〉 =
|11...1〉, are no longer negligible. For instance, an application of the kinetic term, which can be

expressed as e
it
2a

(Ûrσ̂
−
r σ̂

+
r+1+h.c.), on a link in the state |Λ− 1〉 = |11...1〉 will introduce a superpo-

sition between |−Λ〉 and |Λ− 2〉 because Ûr |Λ− 1〉 = |−Λ〉 and Û †r |Λ− 1〉 = |Λ− 2〉. However,
in the original U(1) LGT, |−Λ〉 will not arise because |Λ− 1〉 is in the null space of Ûr. This

effect can be reversed by the evolution e
−it
2a

(⊗η−1
i=0 σ̂

−
i σ̂
−
r σ̂

+
r+1+h.c.). This can be implemented using

2(η + 1) CNOTs, two Hadamard gates, and two Rz gates.

Magnetic term eiL̂
(B)
~n

t

Here, we extend the two methods used to implement the kinetic term to implement the magnetic
term. Once again, we drop the location indices for brevity.

Method 1: Block-diagonal decomposition — First, we decompose the ladder operators
into the following off-diagonal operators:

Û = R̂+ Û †R̂Û , (4.53)

Û † = R̂† + Û †R̂†Û , (4.54)

where R̂ = Î ⊗ Î ⊗ ... ⊗ σ̂+ and Û †R̂Û are raising operators for |E〉 when E is odd and even,
respectively, and similarly, R̂† = Î ⊗ Î ...⊗ σ̂− and Û †R̂†Û are lowering operators for |E〉 when E
is even and odd, respectively.

Defining
R̂2 = R̂R̂R̂†R̂† + R̂†R̂†R̂R̂, (4.55)
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each plaquette operator in L̂(B) can then be expressed as

Û (1)Û (2)Û (3)†Û (4)† + Û (1)†Û (2)†Û (3)Û (4)

= (R̂+ Û (1)†R̂Û (1))(R̂+ Û (2)†R̂Û (2))(R̂† + Û (3)†R̂†Û (3))(R̂† + Û (4)†R̂†Û (4)) + h.c.

=
1∑

i,j,k,l=0

Û (1)†iÛ (2)†jÛ (3)†kÛ (4)†lR̂2Û
(1)iÛ (2)jÛ (3)kÛ (4)l, (4.56)

where the superscripts in the parentheses are used to denote the links around a plaquette, and the
sum is over the powers to which the gauge field ladder operators are raised. In order to maximize
the cancellation of Û and Û † in the plaquette operator’s first-order Trotter evolution, we order
the sum using the Gray code. The Gray code is a binary encoding where two successive values
differ in only one bit. In particular, we first label each term by a vector of the ladder operators’
powers (i, j, k, l), and then, arrange the labels in the Gray code ordering of the integers 0 − 15.
The first-order Trotterization of the evolution is thus given by

e
−i t

2a4−dg2
(Û(1)Û(2)Û(3)†Û(4)†+h.c.)

≈
GC(15)∏

(i,j,k,l)=GC(0)

Û (1)†iÛ (2)†jÛ (3)†kÛ (4)†le
−i t

2a4−dg2
R̂2
Û (1)iÛ (2)jÛ (3)kÛ (4)l, (4.57)

where GC(n) is the Gray code encoding of an integer n. There are 16 sub-evolutions, and between
each consecutive sub-evolutions, there will be one Û or Û † that needs to be implemented in this
ordering. Including the one Û † operator at the end, there will be 16 Û and Û † operators in the
evolution. Û and Û † can be implemented as an η−qubit binary incrementer and decrementer,
respectively, each of which costs 4(η − 2) T gates and η reusable ancilla qubits [7]. Furthermore,

each e
−i t

2a4−dg2
R̂2

operator costs two relative-phase triply-controlled Toffoli gates, which take 16
T gates in total to construct, and two Rz gates [144].

Briefly, any operator U that is of the form e−i(θ⊗kσk+h.c.)/2, where σk ∈ {σ+, σ−} and k =
1, 2, .., kmax can be diagonalized by C as CDC−1, where C is composed of a CNOT network with
k − 1 CNOTs and a Hadamard gate and D is a diagonal operator. Without loss of generality,
consider a case where there are p σ+’s and kmax − p σ−’s. Further pick an arbitrary qubit index,
say, kmax and σkmax = σ+. We apply NOTs to kmax − p σ−, all controlled on the same qubit
kmax. We now pick one of the kmax− p qubits with σ−, say k′. We apply NOTs to the σ+ qubits
except for the kmax qubit, of which there are p − 1, all controlled on k′. Applying a Hadamard
gate on the kmax’th qubit diagonalizes U , i.e., D would now be an n− 1-controlled Rz gate with
target on kmax. A standard method to detach the controls results in two uncontrolled Rz gates.

Note the Rz gates have the same rotation angles, up to a sign, for each and every plaquette.
This means, once again, just as in mass and kinetic terms, we can use the weight-sum trick to
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reduce the number of Rz gates to be implemented. Since the magnetic terms for nearest-neighbors
act on overlapping links, their evolutions are difficult to implement in parallel. Similar to the
case of the kinetic term, we implement the magnetic evolutions for the even and odd sites along
each two-dimensional plane, separately, in parallel.

Without loss of generality, we assume the number of odd and even sites are Ld

2 each. Hence,

for each two-dimensional plane, there are Ld

2 plaquette evolutions to apply in parallel for even
and odd sites, respectively. Consider just the even sites on one plane, the relative-phase triply-
controlled Toffoli gates contribute Ld

2 · 16 · 16 T gates. Further, there are Ld equal-angle Rz gates
to implement in parallel for 16 times. Once again, we employ the weight-sum trick to effect the
equal-angle Rz gates. The first step of computing Weight(Ld) costs 4(Ld −Weight(Ld)) T gates
and Ld −Weight(Ld) ancilla qubits. Then, we apply blog

(
Ld
)

+ 1c Rz rotations for 16 times.

Lastly, the incrementers and decrementers cost Ld

2 · 16 · 4(η − 2) T gates and η ancilla qubits [7].

Method 2: Diagonalization of Û — We can diagonalize the plaquette operator L̂(B) by
taking tensor products of Eqs. (4.36) and (4.37), i.e.,

F⊗4(Û (1)Û (2)Û (3)†Û (4)†)F†⊗4

= F(Û (1))F† ⊗F(Û (2))F† ⊗F(Û (3)†)F† ⊗F(Û (4)†)F†

=

2η−1∑
k1,k2,k3,k4=0

e
−2πik1

2η |k1〉〈k1| ⊗ e
−2πik2

2η |k2〉〈k2| ⊗ e
2πik3
2η |k3〉〈k3| ⊗ e

2πik4
2η |k4〉〈k4|

=
2η−1∑

k1,k2,k3,k4=0

e
−2πi(k1+k2−k3−k4)

2η |k1, k2, k3, k4〉〈k1, k2, k3, k4| . (4.58)

Again, by linearity,

F⊗4(Û (1)Û (2)Û (3)†Û (4)† + Û (1)†Û (2)†Û (3)Û (4))F†⊗4

=

2η−1∑
k1,k2,k3,k4=0

2 cos

(
2π(k1 + k2 − k3 − k4)

2η

)
|k1, k2, k3, k4〉〈k1, k2, k3, k4| ≡ D2. (4.59)

Now we show that the evolution operator implied by the magnetic term, all of which are of
the form,

e
−i t

2a4−dg2
(Û(1)Û(2)Û(3)†Û(4)†+h.c.)

,

where h.c. denotes the Hermitian conjugate, can also be diagonalized by a tensor product of four
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QFTs. Taylor expanding the evolution operator, we get

e
−i t

2a4−dg2
(Û(1)Û(2)Û(3)†Û(4)†+h.c.)

= 1 + (
−it

2a4−dg2
)F†⊗4D̂2F⊗4 +

1

2
(
−it

2a4−dg2
)2F†⊗4D̂2F⊗4F†⊗4D̂2F⊗4 + ...

= 1 + (
−it

2a4−dg2
)F†⊗4D̂2F⊗4 +

1

2
(
−it

2a4−dg2
)2F†⊗4D̂2

2F⊗4 +
1

3!
(
−it

2a4−dg2
)3F†⊗4D̂3

2F⊗4 + ...

= F†⊗4e
−i t

2a4−dg2
D̂2F⊗4 ≡ F†⊗4Û2F⊗4. (4.60)

Since the circuit implementation of the QFT and its inverse is known [109], all that remains is to
find a circuit that implements Û2.

To implement Û2, we consider its action on the input state |k1, k2, k3, k4〉, i.e.,

Û2 |k1, k2, k3, k4〉 = e
−i t

2a4−dg2
D̂2 |k1, k2, k3, k4〉 = e

−i t

a4−dg2
cos
(

2π(k1+k2−k3−k4)
2η

)
|k1, k2, k3, k4〉 .

(4.61)
Similar to the kinetic term implementation, we use QSP to implement the evolution of the
plaquette term. As explained in the kinetic term section, it boils down to synthesizing a controlled
Ŵ operator, which is given by

Ŵ =
∑

k1,k2,k3,k4

ei
2π(k1+k2−k3−k4)

2η |k1, k2, k3, k4〉〈k1, k2, k3, k4| . (4.62)

The controlled Ŵ operator can be effected by first computing k1+k2−k3−k4 into an ancilla regis-
ter, then performing a controlled phase gradient operation on the ancilla, and finally uncomputing
the ancilla. We can compute k1 + k2 − k3 − k4 using two out-of-place η−bit adders and one out-
of-place (η + 1)-bit adder proposed in [148]. The two η−bit adders compute |k1〉 |k2〉 |k3〉 |k4〉 7→
|k1〉 |k2〉 |k3〉 |k4〉 |k1 + k2〉 |k3 + k4〉, using 2 · (5η − 3blog(η)c) − 4) Toffoli gates and at most
η − blog(η)c − 1 ancillas. The (η + 1)-bit adder computes |k1〉 |k2〉 |k3〉 |k4〉 |k1 + k2〉 |k3 + k4〉
7→ |k1〉 |k2〉 |k3〉 |k4〉 |k1 + k2〉 |k3 + k4〉 |k1 + k2 − k3 − k4〉, where |k1 + k2〉 and |k3 + k4〉 are (η +
1)−qubit registers, and |k1 + k2 − k3 − k4〉 is an (η+ 2)−qubit registers. This operation requires
5(η+1)−3blog(η + 1)c−4 Toffoli gates and (η+1)−blog(η + 1)c−1 ancillas. As such, the com-
putation and uncomputation of k1 +k2−k3−k4 each costs 4 ·(15η−3blog(η + 1)c−6blog(η)c−7)
T gates, using the Toffoli construction in [146], where each Toffoli gate costs four T gates and an
ancilla qubit. As such, η − blog(η + 1)c workspace ancilla qubits are used, and 3η + 4 qubits are
needed to store the outputs |k1 + k2 − k3 − k4〉 |k3 + k4〉.

We consider the simulation of an individual magnetic term, which is a diagonal norm-one
Hamiltonian. As in the case of kinetic term, the QSP query complexity is determined by the
simulation length τ = t

a4−dg2
, shown in (4.61). In order to keep the trotter error small, t, and
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hence t
a4−dg2

, must be much smaller than one. Once again, we expect that two queries are enough

to implement ˆ̃U2. Therefore, the evolution of a magnetic term requires three serial Rz gates due
to the concatenated phase oracle, which is an improvement over method 1, which needs 16 serial
pairs of parallel Rz gates. As for the entire magnetic Hamiltonian evolution, we adopt the same
parallelization strategy as in method 1, and achieve factors of 32/3 and 16/3 improvement in the
total number and layers of Rz gates, respectively.

As in the kinetic term, when the cutoff is severe, the effects of the unwanted periodic wrap-
ping terms of the operators Û (†), which connect |−Λ〉 = |00...0〉 , |Λ− 1〉 = |11...1〉, are no longer
negligible. Suppose we want to undo the periodic wrapping effect on the ith link of the plaque-

tte. Then, we implement the evolution e
it

2a4−dg2
(⊗η−1

q=0 σ̂
−
q Û

(j)Û(k)†Û(l)†+h.c.)
, where the Pauli ladder

operators act on the ith link. This evolution can be implemented using both the block-diagonal
decomposition method and the diagonalization method. Using the block-diagonal method, the
evolution can be implemented by

e
it

2a4−dg2
(⊗η−1

q=0 σ̂
−
q Û

(j)Û(k)† Û(l)†+h.c.)

≈
GC(7)∏

(α,β,γ)=GC(0)

Û (j)†αÛ (k)†βÛ (l)†γe
it

2a4−dg2
(⊗η−1

q=0 σ̂
−
q R̂R̂

†R̂†+h.c.)
Û (j)αÛ (k)βÛ (l)γ , (4.63)

where R̂ is defined in (4.53), and e
it

2a4−dg2
(⊗η−1

q=0 σ̂
−
q R̂R̂

†R̂†+h.c.)
can be effected using 2(η+2) CNOTs,

two Hamadard gates and two Rz gates. Using the diagonalization method, we first diagonalize
the evolution by applying CNOTs and Hadamards on the ith link to diagonalize the Pauli ladder
operators. Next, we apply QFT on links j, k, l to diagonalize the remaining part of the evolution,
and obtain

∑
mi,mj ,mk,ml

e
it

2a4−dg2
[(−1)b0

∏η−1
q=1 bq ·2 cos

(
2π(mj−mk−ml)

2η

)
]
|mi,mj ,mk,ml〉〈mi,mj ,mk,ml|

= |11...1〉〈11...1| ⊗
∑

mj ,mk,ml

e
−it

a4−dg2
cos

(
2π(mj−mk−ml)

2η

)
|mj ,mk,ml〉〈mj ,mk,ml|

+ |01...1〉〈01...1| ⊗
∑

mj ,mk,ml

e
it

a4−dg2
cos

(
2π(mj−mk−ml)

2η

)
|mj ,mk,ml〉〈mj ,mk,ml| , (4.64)

where bq is the bit-value of the qth qubit of the ith link register |mi〉. Once again, the evolution
can be implemented using two controlled QSP, as in the diagonalization method for the kinetic
term. Now suppose we are to undo the periodic wrapping effect on two links, e.g. jth and

kth links. Then, we implement the evolution e
it

2a4−dg2
(Û(i)⊗η−1

q=0 σ̂
−
q ⊗η−1

r=0 σ̂
+
r Û

(l)†+h.c.)
, using either the
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block-diagonal or diagonalization method. This technique can be straightforwardly generalized
to undo the periodic wrapping effect on all combinations of links on each plaquette.

4.3.3 Resource requirement estimates

In this section, we analyze the algorithmic and synthesis errors for our simulations. In Sec. 4.3.3 we
compute the algorithmic error for the Suzuki-Trotter formula for our U(1) Hamiltonian. Therein
we show our result first, then show a full derivation of it for completeness. In Sec. 4.3.3 we
compute the Rz synthesis error. In Sec. 4.3.3 we combine the two errors discussed in Secs. 4.3.3
and 4.3.3 to report the gate complexity and ancilla requirements.

Trotter errors

Simulating quantum dynamics can be boiled down to compiling the evolution generated by a
Hamiltonian into a sequence of implementable quantum gates. Commonly used efficient quantum
simulation algorithms include Trotter-Suzuki product formulas (PF) [22, 20], linear combinations
of unitaries (LCU) [149, 24], and quantum signal processing (QSP) [25]. Here, we choose to
employ the second-order PF over LCU and QSP. The reasons for this choice is given in [7], and
we import them here for the convenience of the readers. The main reason is that the second-
order PF achieves a quadratically better scaling, up to polylogarithmic factors, in the electric
truncation Λ, when compared to the other algorithms.

Therefore, we as well choose to use the second-order PF as our simulation algorithm, just as
in [7], and evaluate the commutator bound for the error given in (2.8). The result is

||e−iĤT − Û r2 (t)|| ≤ r
(
T

r

)3

ρ ≡ εTrotter, (4.65)
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where

ρ =
1

12
[
4dLdm2

a
+ dLd

g4

4a2d−3
(4Λ2 − 1) +

2Ldd(d− 1)g2(2Λ− 1)2

ad
+

4d(d− 1)Ld

a6−dg2

+
(8d2 − 3d)Ld + (16d2 − 8d)Ld−1

2a3
] +

1

24
[
mg2

2ad−1
(2Λ− 1)dLd +

mLd(16d2 − 8d)

a2

+
(4d2 − 2d)Ldg2(2Λ + 1)

ad
+
mLd8d(d− 1)

g2a5−d +
2d(d− 1)Ld

a3
(2Λ + 1) +

Ldd(d− 1)(16Λ− 8)

a3

+
Ldd(d− 1)(8d− 11)(4Λ− 2)

g2a6−d +
Ld

a3
(
32

3
d3 − 4d2 +

11

6
d) +

Ld−1

a3
(
160

3
d3 − 20d2 − 16

3
d)

+
Ld−2

a3
(2d2 − 2d) +

2Ld−3

3a3
(d3 − 3d2 + 2d) +

Ld

g2a6−d (48d3 − 102d2 + 54d)

+
Ld−1

g2a6−d (96d3 − 232d2 + 136d) +
Ld

g2a6−d (16d3 − 10d2 − 6d) +
Ld−1

g2a6−d (32d3 − 56d2 + 24d)

+
Ld(224d3 − 544d2 + 320d)

a9−2dg4
] + Ld

d(d− 1)

2

8

a12−3dg6
. (4.66)

For completeness, we show below a full derivation of the results shown above. Readers in-
terested in how the results compare with the size of the synthesis error and how, together, they
affect our simulation gate complexity should proceed to Secs. 4.3.3 and 4.3.3.

We start our derivation by first ordering the terms in the Hamiltonian Ĥ. Consider an ordered
list {Ĥx}xmax

x=1 of xmax-many individual Hamiltonian terms Hx, i.e.,

{Ĥx}d
2+7d+2
x=1 = {

∑
~n

D̂
(M)
~n ,

∑
~n

D̂
(E)
~n ,

∑
{~ne,1}

T̂
(1)
~ne,1

+ T̂
(4)
~ne,1

2
,
∑
{~ne,1}

T̂
(2)
~ne,1

+ T̂
(3)
~ne,1

2
,
∑
{~no,1}

T̂
(1)
~no,1

+ T̂
(4)
~no,1

2

,
∑
{~no,1}

T̂
(2)
~no,1

+ T̂
(3)
~no,1

2
, ...,

∑
{~ne,2d}

T̂
(1)
~ne,2d

+ T̂
(4)
~ne,2d

2
,
∑
{~ne,2d}

T̂
(2)
~ne,2d

+ T̂
(3)
~ne,2d

2
,
∑
{~no,2d}

T̂
(1)
~no,2d

+ T̂
(4)
~no,2d

2

,
∑
{~no,2d}

T̂
(2)
~no,2d

+ T̂
(3)
~no,2d

2
,
∑
{~ne,1}

L̂
(B)
~ne,1

,
∑
{~no,1}

L̂
(B)
~no,1

, ...,
∑

{~n
e,
d(d−1)

2

}

L̂
(B)
~n
e,
d(d−1)

2

,
∑

{~n
o,
d(d−1)

2

}

L̂
(B)
~n
o,
d(d−1)

2

},

(4.67)

where the grouping of terms as they appear in the list is motivated by the commutation so that
each element in the list does not commute with at least one of the elements in the ordered set.
For convenience, we group all the mass terms and electric terms (the first two in the list) into
one term each, since the grouping incurs no Trotter error as the individual mass / electric terms
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commute with one another. The set of subindices on each kinetic term {~ni,p} denotes the set of
even or odd sites, i.e., i ∈ {e, o}, and the different directions, i.e., p = 1, 2, .., 2d. Note p = 1, ..., d
are the directions for the edge terms, and p = d+ 1, ..., 2d are the directions for the bulk terms.

In relation to (4.31-4.34), each kinetic term T̂
(a)
~ni,p

, where a ∈ {1, 2, 3, 4}, acts on a link in direction

p, which originate from either an odd or even site, depending on i, in either the bulk or edge,

depending on the value of p. Furthermore, the sum of all kinetic terms is equivalent to
∑

~n T̂
(K)
~n ,

defined in (4.19). The set of subindices on each magnetic term {~nk,2}, with k ∈ {e, o}, stands for
the set of even or odd sites, respectively, on a two-dimensional plane denoted by 2. In relation
to (4.20), each 2 corresponds to a specific pair of directions (i, j). For a d-dimensional lattice,

there are d(d−1)
2 two-dimensional planes and plaquette operators in the magnetic term at each

site. Moreover, note that the sum of all magnetic terms yields
∑

~n L̂
(B)
~n , as defined in (4.20).

We now proceed to evaluate the Trotter error incurred by the second-order PF. First, we focus
on the first sum in (2.8), i.e.,

∑
i

||[[Ĥi,
∑
j>i

Ĥj ], Ĥi]|| ≤
7∑

k=1

||C1,k||, (4.68)

where

C1,1 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

D̂
(E)
~n′ ],

∑
~n

D̂
(M)
~n ],

C1,2 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n

D̂
(M)
~n ],

C1,3 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n

D̂
(M)
~n ],

C1,4 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n

D̂
(E)
~n ],

C1,5 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n

D̂
(E)
~n ],

C1,6 =

o∑
i=e

2d∑
p=1

(2,3)∑
(a,b)=(1,4)

[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
~n′

L̂
(B)
~n′ ],

∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
],

C1,7 =
o∑
i=e

2d∑
p=1

(2,3)∑
(a,b)=(1,4)

[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑

j,p′,(c,d),
{~nj,p′}

T̂
(c)
~nj,p′

+ T̂
(d)
~nj,p′

2
],
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
]. (4.69)

In C1,7, (T̂
(c)
~nj,p′

+ T̂
(d)
~nj,p′

)/2 is listed in (4.67) after and hence, implemented after (T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

)/2.
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It remains to evaluate in the following each term C1,n. Note the following expressions will be
useful in the foregoing evaluations of the terms:

||[[A,B], C]|| ≤ 4||A|| · ||B|| · ||C||, (4.70)

||D̂(M)
~n + D̂

(M)

~n+l̂
|| ≤ m, (4.71)

which follows from (4.17),

||T̂ (b)
~ni,p
|| ≤ 1

2a
, (4.72)

which is due to (4.31-4.34),

||
4∑
b=1

T̂
(b)
~n,l

2
|| = ||K̂(~n, l)|| ≤ 1

a
, (4.73)

where we define

K̂(~n, l) =
1

8a
[(Û(~n, l) + Û †(~n, l))(X̂(~n)X̂(~n+ l̂) + Ŷ (~n)Ŷ (~n+ l̂))ζ̂~n,l

+ i(Û(~n, l)− Û †(~n, l))(X̂(~n)Ŷ (~n+ l̂)− Ŷ (~n)X̂(~n+ l̂))ζ̂~n,l], (4.74)

and use
||Û || = ||Û †|| ≤ 1, (4.75)

||Û + Û †|| ≤ 2. (4.76)

Lastly,

||L̂(B)
~nk,2
|| = || 1

2g2a4−d (Û Û Û †Û † + h.c.)|| = 1

g2a4−d , (4.77)

where ~nk may be an arbitrary position vector. Whenever these useful expressions are used, we
use them without explicit references for brevity.

C1,1 is straightforward to evaluate, since the mass and electric terms commute, i.e.,

[[
∑
~n

D̂
(M)
~n ,

∑
~n′

D̂
(E)
~n′ ],

∑
~n′

D̂
(M)
~n′ ] = 0. (4.78)
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C1,2 is bounded by

||[[
∑
~n

D̂
(M)
~n ,

∑
~n

T̂
(K)
~n ],

∑
~n

D̂
(M)
~n ]||

= ||[
∑
~n

d∑
l=1

[D̂
(M)
~n + D̂

(M)

~n+l̂
, K̂(~n, l)], D̂

(M)
~n + D̂

(M)

~n+l̂
]||

≤
∑
~n

d∑
l=1

||[[D̂(M)
~n + D̂

(M)

~n+l̂
, K̂(~n, l)], D̂

(M)
~n + D̂

(M)

~n+l̂
]||

≤ 4dLdm2

a
. (4.79)

The first equality in (4.79) is due to the fact that each kinetic term at site ~n couples two sites,
~n and ~n + l̂ with l denoting the direction considered. The inequality that immediately follows
from it is due to the triangle inequality. This is because, although the kinetic operators have ζ̂
JW strings, mass terms are diagonal, and thus they commute with the JW strings. The second
inequality is due to (4.70). In the last inequality, the bound for the mass and kinetic terms are
due to (4.17) and (4.31-4.34), respectively.

C1,3 is straightforward to evaluate since mass and magnetic terms commute and hence,

[[
∑
~n

D̂
(M)
~n ,

∑
~n

L̂
(B)
~n ],

∑
~n

D̂
(M)
~n ] = 0. (4.80)

Before we evaluate the commutator between the electric and kinetic terms (C1,4), we provide
a couple useful properties about the kinetic operators K̂(~n, l). Acting on the fermionic space, a
kinetic operator takes a computational basis state to another basis state. Acting on the gauge
field on a link, it takes |E〉 7→ |E ± 1〉, where E ∈ [−Λ,Λ − 1], up to a multiplicative constant.
Therefore, if we consider an electric and a kinetic operator acting on the same link, we obtain

||[ g2

2ad−2
Ê2(~n, l), K̂(~n, l)]||

=
g2

2ad−2
||Ê2(~n, l)K̂(~n, l)− K̂(~n, l)Ê2(~n, l)||

7→ g2

2ad−2
||(E ± 1)2K̂(~n, l)− K̂(~n, l)l2||,

=
g2

2ad−2
||K̂(~n, l)(±2E + 1)||

≤ g2

2ad−2
(2Λ + 1)||K̂(~n, l)||

≤ g2

2ad−2
(2Λ + 1)

1

a
=

g2

2ad−1
(2Λ + 1), (4.81)
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where we used Ê2(~n, l) to denote an electric term for the link (~n, l) up to a multiplicative constant,
and

||[[ g2

2ad−2
Ê2, K̂(~n, l)],

g2

2ad−2
Ê2]||

7→ || g2

2ad−2
(E2 − Ê2)[

g2

2ad−2
Ê2, K̂(~n, l)]||

7→ || g2

2ad−2
(E2 − (E ± 1)2)[

g2

2ad−2
Ê2, K̂(~n, l)]||

7→ || g2

2ad−2
(∓2E − 1)[

g2

2ad−2
Ê2, K̂(~n, l)]||

≤ g2

2ad−2
(2Λ− 1)||[ g2

2ad−2
Ê2, K̂(~n, l)]||

≤ g2

2ad−2
(2Λ− 1)

g2

2ad−1
(2Λ + 1)

=
g4

4a2d−3
(4Λ2 − 1). (4.82)

Using these equations, we evaluate the bound of C1,4 and obtain

||[[
∑
~n

D̂
(E)
~n ,

∑
~n

T̂
(K)
~n′ ],

∑
~n

D̂
(E)
~n ]||

= ||[[
∑
~n

D̂
(E)
~n ,

∑
~n

d∑
l=1

K̂(~n, l)],
∑
~n

D̂
(E)
~n ]||

≤
∑
~n

d∑
l=1

||[[ g2

2ad−2
Ê2(~n, l), K̂(~n, l)],

g2

2ad−2
Ê2(~n, l)]||

≤ dLd g4

4a2d−3
(4Λ2 − 1). (4.83)

Next, we evaluate the commutators between the electric and plaquette operators (C1,5), which
are trivial unless the operators act on a common link. For the sake of brevity, we let the plaquette
operator act on links 1, 2, 3, 4, and let the electric field operator act on link 1. The commutators
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are then

||[ g2

2ad−2
Ê2

1 ,
−1

2g2a4−d Û1Û2Û
†
3 Û
†
4 ]||

= ||[ g2

2ad−2
Ê2

1 ,
−1

2g2a4−d Û1]|| · ||Û2Û
†
3 Û
†
4 ||

≤ ||[ g2

2ad−2
Ê2

1 ,
−1

2g2a4−d Û1]||

= || −1

4a2
(Ê2Û − Û Ê2)||

= || −1

4a2
(
∑
E

E2 |E〉〈E| Û − Û
∑
E

E2 |E〉〈E|)||

= || −1

4a2
(
∑
E

E2 |E〉〈E − 1| −
∑
E

E2 |E + 1〉〈E|)||

= || −1

4a2

∑
E

[
(E + 1)2 − E2

]
|E + 1〉〈E| ||

= || −1

4a2

∑
E

(2E + 1) |E + 1〉〈E| ||

≤ || −1

4a2
(−2Λ + 1)|| = 2Λ− 1

4a2
(4.84)

and

||[ g2

2ad−2
Ê2

1 ,
−1

2g2a4−d Û
†
1 Û
†
2 Û3Û4]||

≤ ||[ g2

2ad−2
Ê2

1 ,
−1

2g2a4−d Û
†
1 ]||

= || −1

4a2
(Ê2Û † − Û †Ê2)||

= || −1

4a2
(
∑
E

E2 |E〉〈E + 1| −
∑
E

(E + 1)2 |E〉〈E + 1|)||

= || 1

4a2

∑
E

(2E + 1) |E〉〈E + 1| ||

≤ || 1

4a2
(2(Λ− 1) + 1)|| = 2Λ− 1

4a2
. (4.85)
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Combining the two commutators, we obtain

||[ g2

2ad−2

4∑
i=1

Ê2
i ,

−1

2g2a4−d (Û1Û2Û
†
3 Û
†
4 + h.c.)]||

≤ 4||[ g2

2ad−2
Ê2

1 ,
−1

2g2a4−d (Û1Û2Û
†
3 Û
†
4 + h.c.)]||

= 4|| 1

4a2
[
∑
E

(2E + 1) |E〉〈E + 1| − (2E + 1) |E + 1〉〈E|]||

≤ 4Λ− 2

a2
. (4.86)

We are now equipped to evaluate the bound of C1,5. The bound is

||[[
∑
~n

D̂
(E)
~n ,

∑
~n

L̂
(B)
~n ],

∑
~n

D̂
(E)
~n ]||

≤ Ldd(d− 1)

2
||[[ g2

2ad−2

4∑
i=1

Ê2
i ,

−1

2g2a4−d (Û1Û2Û
†
3 Û
†
4 + h.c.)],

g2

2ad−2

4∑
i=1

Ê2
i ]||

=
Ldd(d− 1)

2
|| g2

2ad−2

4∑
i=1

(E2
i − Ê2

i )[
g2

2ad−2

4∑
i=1

Ê2
i ,

−1

2g2a4−d (Û1Û2Û
†
3 Û
†
4 + h.c.)]||

7→ Ldd(d− 1)

2
|| g2

2ad−2

4∑
i=1

(E2
i − (Ei ± 1)2)[

g2

2ad−2

4∑
i=1

Ê2
i ,

−1

2g2a4−d (Û1Û2Û
†
3 Û
†
4 + h.c.)]||

=
Ldd(d− 1)

2
|| g2

2ad−2

4∑
i=1

(∓2Ei − 1)[
g2

2ad−2

4∑
i=1

Ê2
i ,

−1

2g2a4−d (Û1Û2Û
†
3 Û
†
4 + h.c.)]||

≤ Ldd(d− 1)

2

g2

2ad−2
4(2Λ− 1)||[ g2

2ad−2

4∑
i=1

Ê2
i ,

−1

2g2a4−d (Û1Û2Û
†
3 Û
†
4 + h.c.)]||

≤ Ldd(d− 1)

2

g2

2ad−2
4(2Λ− 1)

4Λ− 2

a2

=
2Ldd(d− 1)g2(2Λ− 1)2

ad
, (4.87)

where in the second line, we have used the fact that there are Ld d(d−1)
2 plaquette terms in the

sum
∑

~n L̂
(B)
~n .

Considering C1,6, we first fix the evenness and oddness of the sites. We consider the bulk and
edge terms separately, although the required analysis is similar. We use p to denote the direction
of the links acted on by the kinetic term. The commutator is trivially zero if the magnetic part
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and kinetic part act on different links. Thus we consider the case where each plaquette operator
in the magnetic part acts on links that the kinetic operators also act on. For direction p, we then
have

||[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
~nj,2

L̂
(B)
~nj,2

],
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
]||

= ||[
∑
{~ni,p}

[
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
~nj,2

L̂
(B)
~nj,2

],
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
]||

= ||[Nk[
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
, L̂

(B)
~ni,2

],
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
]||

≤ 4Nk||
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
||2|| −1

2a4−dg2
(Û Û Û †Û † + h.c.)||

≤ 4Nk
1

4a2

1

a4−dg2
=

Nk

a6−dg2
, (4.88)

where Nk ∈ {NB, NE} is the number of odd or even sites in the bulk or on the edges in each
direction. Recall that NB = (Ld − Ld−1)/2, and NE = Ld−1/2. In the third line of (4.88), we
have used the fact that for each kinetic term, there is a plaquette operator, of the type ~ni,2,
acting on the same link. Expanding this to include all sites, all directions, and all plaquette and
kinetic operators, we obtain

C1,6

≤
o∑

i,j=e

2d∑
p=1

d(d−1)/2∑
2=1

(2,3)∑
(a,b)=(1,4)

||[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
~nj,2

L̂
(B)
~nj,2

],
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
]||

≤ 8d(d− 1)(NE +NB)
1

a6−dg2
=

4d(d− 1)Ld

a6−dg2
, (4.89)

where in the last inequality, the factor d comes from the fact that there are d directions each for
the bulk and edges of the lattice. Further, for each direction p, there are d − 1 two-dimensional
planes 2 that contain links in that direction, hence the factor d− 1.

Now, we compute C1,7, which consists of the commutators between kinetic terms. There are
three types of commutators; those between (i) two bulk terms, (ii) two edge terms, and (iii) a
bulk and an edge term. We analyze case (i) first. We reiterate that there are 4d bulk terms of

the form T (a,b)
~ni,p

=
∑
{~ni,p}

T̂
(a)
~ni,p

+T̂
(b)
~ni,p

2 in total (we remind the readers that there are even / odd

sites, then T̂ (1) + T̂ (4) and T̂ (2) + T̂ (3)), where {~ni,p} runs over all sites for a given parity i, with
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fixed direction p. Notice that, in a non-vanishing commutator, two bulk terms must either act
on the same set of links and sites, or they overlap on one of the fermionic sites. This is so since,
in all other scenarios, either the two kinetic terms simply act on disjoint Hilbert spaces (they act
on two disjoint sets of qubit registers) or a kinetic term’s JW string ζ̂ always commutes with the
other kinetic term in our zig-zag JW path. To illustrate, consider a number system with basis d,
where a number here encodes a fermionic site. A kinetic term is defined over picking a pair of
two numbers that are different by one digit, with the difference of that digit being one. Consider
two pairs of these numbers. The two pairs have two different ranges of numbers, over which the
JW string acts. The former scenario of disjointedness arises when the two ranges do not overlap.

The latter scenario arises when one range is inside the other range. Since operators P̂r and ˆ̃Pr
in (4.29) that act on fermion registers that collide with the JW string commute with the string,
the latter scenario does not contribute to the commutator bound.

Since we always implement
∑
{~ni,p}

T̂
(1)
~ni,p

+T̂
(4)
~ni,p

2 before
∑
{~ni,p}

T̂
(2)
~ni,p

+T̂
(3)
~ni,p

2 , as shown in (4.67),

for each ~ni,p, we know that Ĥi =
∑
{~ni,p}

T̂
(1)
~ni,p

+T̂
(4)
~ni,p

2 and Ĥj =
∑
{~ni,p}

T̂
(2)
~ni,p

+T̂
(3)
~ni,p

2 . Hence, the
commutator for the case where two bulk terms act on the same set of links and sites is

||[[
∑
{~ni,p}

T̂
(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
∑
{~ni,p}

T̂
(2)
~ni,p

+ T̂
(3)
~ni,p

2
],
∑
{~ni,p}

T̂
(1)
~ni,p

+ T̂
(4)
~ni,p

2
]||

≤ ||
∑
{~ni,p}

[[
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
T̂

(2)
~ni,p

+ T̂
(3)
~ni,p

2
],
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
]|| ≤ 4NB||

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
||3

≤ 4NB(
1

2a
)3 =

NB

2a3
. (4.90)

The first inequality is due to the fact that the kinetic terms acting on different sites and links
commute. We used (4.70) for the second inequality. In the case where the two bulk terms overlap
on one of the fermionic sites, the commutator is given by

||[[
∑
{~nj,p′}

T̂
(a)
~nj,p′

+ T̂
(b)
~nj,p′

2
,
∑
{~ni,p}

4∑
c=1

T̂
(c)
~ni,p

2
],
∑
{~nj,p′}

T̂
(a)
~nj,p′

+ T̂
(b)
~nj,p′

2
]||

≤
∑
{~ni,p}

4||2
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
||2||K̂(~ni, p)||

≤ 4NB

a3
, (4.91)

where we once again used (4.70) and the fact that each term at site ~ni,p has two neighboring
kinetic terms acting on the sites ~ni,p or ~ni,p + p̂. We now compute the number of occurrences of
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the commutators considered in (4.90) and (4.91). Since there are d directions, and two parities,

there are 2d terms of the form (4.90). For (4.91), since each term T (a,b)
~ni,p

commutes with itself,

but not with the terms that are implemented afterwards, there are

2[(2d− 1) + (2d− 2) + ...+ 1 + 0] = (2d− 1)2d = 4d2 − 2d, (4.92)

where a factor of 2 is due to the fact that there are two (a, b)-combinations, non-vanishing
commutators in total. We have also used the fact that there are 2d combinations of parity and
direction, i.e., i and p, in the bulk. As such, the sum of the commutators between all the bulk
terms is bounded by

(4d2 − 2d)
4NB

a3
+ 2d

NB

2a3
= (16d2 − 6d)

NB

a3
. (4.93)

Using similar arguments, we obtain the bound for the sum of the commutators between all the
edge terms, (16d2 − 6d)NE

a3
.

Lastly, we evaluate the commutators between a term K̂(~nj , p
′) from the bulk and a term

T (a,b)
~ni,p

from the edge. Each T (a,b)
~ni,p

on an edge link has two K̂(~nj , p
′) terms from the bulk acting

on the same sites, and hence, the commutator between a bulk and edge term is bounded by 4NE
a3

,

where we have replaced NB with the smaller NE in (4.91). Since there are 2d K̂(~nj , p
′) terms

from the bulk, and 4d T (a,b)
~ni,p

terms from the edge, there are in total 8d2 commutators between

bulk and edge terms. The bulk and edge terms that act on links along the same direction and
sites with the same parity commute, and there are 4d pairs of such terms. Hence, the sum of
such commutators is upper-bounded by (8d2 − 4d)4NE

a3
. In total, C1,7 is bounded from above by

(16d2 − 6d)
NE +NB

a3
+ (32d2 − 16d)

NE

a3
=

(8d2 − 3d)Ld + (16d2 − 8d)Ld−1

a3
. (4.94)

Next, we analyze the second sum in (2.8), which is given by

∑
i

||[[Ĥi,
∑
j>i

Ĥj ],
∑
k>i

Ĥk]|| ≤
11∑
n=1

||C2,n||, (4.95)
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where

C2,1 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

D̂
(E)
~n′′ ]

C2,2 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ,

∑
~n′′

T̂
(K)
~n′′

]

C2,3 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ,

∑
~n′′

L̂
(B)
~n′′ ]

C2,4 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

T̂
(K)
~n′′

]

C2,5 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′

L̂
(B)
~n′′ ]

C2,6 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

T̂
(K)
~n′′

]

C2,7 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]

C2,8 =
o∑
i=e

2d∑
p=1

(2,3)∑
(a,b)=(1,4)

[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑

j,p′,(c,d),
{~nj,p′}

T̂
(c)
~nj,p′

+ T̂
(d)
~nj,p′

2
],

∑
k,p′′,(e,f),
{~nk,p′′}

T̂
(e)
~nk,p′′

+ T̂
(f)
~nk,p′′

2
]

C2,9 =
o∑
i=e

2d∑
p=1

(2,3)∑
(a,b)=(1,4)

[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑

j,p′,(c,d),
{~nj,p′}

T̂
(c)
~nj,p′

+ T̂
(d)
~nj,p′

2
],
∑
~n′′

L̂
(B)
~n′′ ]

C2,10 =

o∑
i=e

2d∑
p=1

(2,3)∑
(a,b)=(1,4)

[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
~n′

L̂
(B)
~n′ ],

∑
j,p′,(c,d),
{~nj,p′}

T̂
(c)
~nj,p′

+ T̂
(d)
~nj,p′

2
]

C2,11 =
o∑
i=e

2d∑
p=1

(2,3)∑
(a,b)=(1,4)

[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]], (4.96)

where we have implicitly assumed in C2,8, C2,9 and C2,10 that (T̂
(c)
~nj,p′

+ T̂
(d)
~nj,p′

)/2 and (T̂
(e)
~nk,p′′

+

T̂
(f)
~nk,p′′

)/2 are listed in (4.67) after and hence, implemented after (T̂
(a)
~ni,p

+T̂
(b)
~ni,p

)/2. We have removed

any trivially vanishing terms, which involve commutators between mass and electric terms, mass
and magnetic terms, and two magnetic terms, since in each respective case the operators commute
with each other. In the following, we evaluate the bounds for each C2,n.
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For C2,1, we obtain the bound

||[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

D̂
(E)
~n′′ ]||

≤ ||[
∑
~n

d∑
l=1

[D̂
(M)
~n + D̂

(M)

~n+l̂
, K̂(~n, l)],

g2

2ad−2
Ê2(~n, l)]||

7→ || g2

2ad−2
(E2 − Ê2)

∑
~n

d∑
l=1

[D̂
(M)
~n + D̂

(M)

~n+l̂
, K̂(~n, l)]||

7→ || g2

2ad−2
(E2 − (E ± 1)2)

∑
~n

d∑
l=1

[D̂
(M)
~n + D̂

(M)

~n+l̂
, K̂(~n, l)]||

= || g2

2ad−2
(∓2E − 1)

∑
~n

d∑
l=1

[D̂
(M)
~n + D̂

(M)

~n+l̂
, K̂(~n, l)]||

≤ g2

2ad−2
(2Λ− 1)||

∑
~n

d∑
l=1

[D̂
(M)
~n + D̂

(M)

~n+l̂
, K̂(~n, l)]||

≤ g2

2ad−2
(2Λ− 1)dLd||D̂(M)

~n + D̂
(M)

~n+l̂
|| · ||K̂(~n, l)||

=
mg2

2ad−1
(2Λ− 1)dLd, (4.97)

where in the first inequality, we have used the fact that each kinetic term K̂(~n, l) acts on the sites
~n and ~n + l̂, and the link (~n, l). The term does not commute with the mass and electric terms
acting on the same space, but commutes with the rest.

For C2,2, we obtain the bound

||[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

T̂
(K)
~n′′ ]||

≤ ||
∑
~n

d∑
l=1

[[D̂
(M)
~n + D̂

(M)

~n+l̂
, K̂(~n, l)],

∑
~n′′

T̂
(K)
~n′′ ]||

≤ 4dLd||D̂(M)
~n + D̂

(M)

~n+l̂
|| · ||K̂(~n, l)|| · ||(4d− 2)K̂(~n, l)||

=
mLd(16d2 − 8d)

a2
, (4.98)

where the factor of (4d−2) in the third norm term of the second inequality is due to the fact that
there are (4d− 2) kinetic terms of the type K̂(~n, l) acting on the same fermionic sites as K̂(~n, l).
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Using a similar method, we evaluate the bound of the C2,4 term (we consider the C2,3 term
right afterwards). The only difference from the C2,2 term is that the mass term is replaced by
the electric term. As such, we obtain the upper bound of C2,4,

||[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

T̂
(K)
~n′′ ]||

≤ ||
∑
~n

d∑
l=1

[[
g2

2ad−2
Ê2(~n, l), K̂(~n, l)],

∑
~n′′

T̂
(K)
~n′′ ]||

≤ 2dLd||[ g2

2ad−2
Ê2(~n, l), K̂(~n, l)]|| · ||

∑
~n′′

T̂
(K)
~n′′ ||

≤ 2dLd|| g2

2ad−1
(2Λ + 1)|| · ||(4d− 2)K̂(~n, l)||

≤ 2dLd
g2

2ad−1
(2Λ + 1)

4d− 2

a
=

(4d2 − 2d)Ldg2(2Λ + 1)

ad
, (4.99)

where in the first inequality, we have used the fact that the electric terms acting on different links
as the kinetic terms commute, and in the third inequality, we used the bound in (4.81).

Moving onto the C2,3 term in (4.95), we evaluate its bound as follows:

||[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]||

≤ ||[
∑
~n

d∑
l=1

[D̂
(M)
~n + D̂

(M)

~n+l̂
, K̂(~n, l)],

∑
~n′′

L̂
(B)
~n′′ ]||

≤
∑
~n

d∑
l=1

4||D̂(M)
~n + D̂

(M)

~n+l̂
|| · ||K̂(~n, l)|| · ||2(d− 1)L̂

(B)
~ni,2
||

≤ mLd8d(d− 1)

g2a5−d , (4.100)

where in the second inequality, we have used the fact that there is one kinetic and 2(d − 1)
magnetic operators acting on the same link.

We bound the C2,5 term using a similar method, but with the mass term replaced by the
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electric term. We evaluate its bound as follows:

||[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]||

≤ ||
∑
~n

d∑
l=1

[[
g2

2ad−2
Ê2(~n, l̂), K̂(~n, l)],

∑
~n′′

L̂
(B)
~n′′ ]||

≤ 2dLd||[ g2

2ad−2
Ê2(~n, l̂), K̂(~n, l)]|| · ||2(d− 1)L̂

(B)
~ni,2
||

≤ 2dLd
g2

2ad−1
(2Λ + 1)

2(d− 1)

g2a4−d =
2d(d− 1)Ld

a3
(2Λ + 1), (4.101)

where we have used (4.81).

Each commutator in the C2,6 term contains an electric, magnetic, and kinetic term. Evaluating
the bound, we have

||[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

T̂
(K)
~n′′

]||

= ||
∑
~n

∑
i,j 6=i

[
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j)),

−1

2a4−dg2
(Û(~n, i)Û(~n+ î, j)Û †(~n+ ĵ, i)Û †(~n, j) + h.c.)]

, K̂(~n, i) + K̂(~n+ î, j) + K̂(~n+ ĵ, i) + K̂(~n, j)]||

≤ Ldd(d− 1)

2
2||[ g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j)),

−1

2a4−dg2
(Û(~n, i)Û(~n+ î, j)Û †(~n+ ĵ, i)Û †(~n, j) + h.c.)]||·

||K̂(~n, i) + K̂(~n+ î, j) + K̂(~n+ ĵ, i) + K̂(~n, j)||

≤ Ldd(d− 1)

2
2||4Λ− 2

a2
|| · ||4

a
||

=
Ldd(d− 1)(16Λ− 8)

a3
, (4.102)

where we used the fact that terms not acting on the same links always commute, and in the
second inequality, we used the bound in (4.86).

We now evaluate the bound of the C2,7 term, which contains two magnetic terms, using a
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similar method,

||[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]||

= ||
∑
~n

∑
i,j 6=i

[
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j)),

−1

2a4−dg2
(Û(~n, i)Û(~n+ î, j)Û †(~n+ ĵ, i)Û †(~n, j) + h.c.)],

∑
~n′′

L̂
(B)
~n′′ ]||

≤ 2
d(d− 1)

2
Ld||4Λ− 2

a2
|| · ||8d− 11

a4−dg2
||

≤ Ldd(d− 1)(8d− 11)(4Λ− 2)

g2a6−d , (4.103)

where in the first inequality, we used the bound in (4.86) for the first norm term, and the fact
that there are 8d− 11 magnetic operators acting on the same plaquette as the magnetic operator
in the inner commutator for the second norm term. The factor 8d−8 is due to the fact that each
of the four links on a plaquette is acted on by 2(d − 1) magnetic terms, but 3 out of the 8d − 8
have been overcounted.

C2,8 is a sum of commutators between three kinetic terms, which we label as Ĥi, Ĥj , and Ĥk.
We remind the readers that the edge terms are evolved before the bulk terms, as indicated by
(4.67). As such, we divide up the tuples (Ĥi, Ĥj , Ĥk) into five types: (i) all three terms are bulk
terms, (ii) all three terms are edge terms, (iii) Ĥi and Ĥj are edge terms, and Ĥk is a bulk term,
(iv) Ĥi and Ĥk are edge terms, and Ĥj is a bulk term, and (v) Ĥi is an edge term, and Ĥj and
Ĥk are bulk terms.

We consider the type-(i) terms, and further divide it into six separate cases. In the first
case, we consider a scenario where Ĥi and Ĥj act on the same links and Ĥk = Ĥj . There
are a total of 2d of such instances with even/odd parities and d directions. Since we always

implement
∑
{~ni,p}

T̂
(1)
~ni,p

+T̂
(4)
~ni,p

2 before
∑
{~ni,p}

T̂
(2)
~ni,p

+T̂
(3)
~ni,p

2 , as shown in (4.67), for each ~ni,p, we know

that Ĥi =
∑
{~ni,p}

T̂
(1)
~ni,p

+T̂
(4)
~ni,p

2 and Ĥj =
∑
{~ni,p}

T̂
(2)
~ni,p

+T̂
(3)
~ni,p

2 . Hence, the bound for each of the
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instance is given by

||[[
∑
{~ni,p}

T̂
(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
∑
{~ni,p}

T̂
(2)
~ni,p

+ T̂
(3)
~ni,p

2
],
∑
{~ni,p}

T̂
(2)
~ni,p

+ T̂
(3)
~ni,p

2
]||

= ||
∑
{~ni,p}

[[
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
T̂

(2)
~ni,p

+ T̂
(3)
~ni,p

2
],
T̂

(2)
~ni,p

+ T̂
(3)
~ni,p

2
]||

≤ 4NB||
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
||3 =

NB

2a3
, (4.104)

where the first equality is due to the fact that kinetic operators acting on different links and sites
commute, and we have used (4.70) for the inequality. The second case we consider is when Ĥi

and Ĥj act on the same links and Ĥk 6= Ĥj . There are in total 2d2 − d of such instances. This is
so because a link can have 2d combinations of parity and direction, and if Ĥi and Ĥj act on the
link labelled by the nth combination, then Ĥk can act on links with 2d−n different combinations,
since k > i and Ĥk 6= Ĥj . Thus, we obtain (2d − 1) + (2d − 2) + ... + 1 = 2d2 − d for the total

number of instances. We consider one of such instance, where we fix Ĥk =
∑
{~nk,p′}

∑4
a=1

T̂
(a)
~nk,p′

2 ,

and obtain its bound

||[[
∑
{~ni,p}

T̂
(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
∑
{~ni,p}

T̂
(2)
~ni,p

+ T̂
(3)
~ni,p

2
],
∑
{~nk,p′}

4∑
a=1

T̂
(a)
~nk,p′

2
]||

= ||[
∑
{~ni,p}

[
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
T̂

(2)
~ni,p

+ T̂
(3)
~ni,p

2
],
∑
{~nk,p′}

4∑
a=1

T̂
(a)
~nk,p′

2
]||

≤ 4NB||
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
||2||2

4∑
a=1

T̂
(a)
~nk,p′

2
||

=
2NB

a3
, (4.105)

where in the first inequality, the extra factor two in the second norm expression is due to the fact
that there are two choices of sites in {~nk,p′} for Ĥk that result in non-vanishing commutator with

Ĥi and Ĥj due to their collisions on the two fermionic sites that sit at the two ends of a link that
Ĥi and Ĥj act on. Similarly, in the third case, Ĥi and Ĥk act on the same links, while Ĥj 6= Ĥk

act on links of a different parity in the same direction. Since (1, 4) is implemented after (2, 3), and

even terms are implemented before odd terms, Ĥi, Ĥj and Ĥk are of the forms
∑
{~ne,p}

T̂
(1)
~ne,p

+T̂
(4)
~ne,p

2 ,
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∑
{~no,p}

∑4
a=1

T̂
(a)
~no,p

2 and
∑
{~ne,p}

T̂
(2)
~ne,p

+T̂
(3)
~ne,p

2 , respectively. There are d such instances. We consider
one of such instance, and obtain its bound

||[[
∑
{~ne,p}

T̂
(1)
~ne,p

+ T̂
(4)
~ne,p

2
,
∑
{~no,p}

4∑
a=1

T̂
(a)
~no,p

2
],
∑
{~ne,p}

T̂
(2)
~ne,p

+ T̂
(3)
~ne,p

2
]||

= ||[
∑
{~ne,p}

[
T̂

(1)
~ne,p

+ T̂
(4)
~ne,p

2
,
∑
{~no,p}

4∑
a=1

T̂
(a)
~no,p

2
],
T̂

(2)
~ne,p

+ T̂
(3)
~ne,p

2
]||

≤ 4NB||
T̂

(1)
~ne,p

+ T̂
(4)
~ne,p

2
|| · ||2

4∑
a=1

T̂
(a)
~no,p

2
|| · ||3

T̂
(2)
~ne,p

+ T̂
(3)
~ne,p

2
||

=
6NB

a3
, (4.106)

where in the first inequality, the factor two in the second norm term is due to the fact that there
are two choices of sites in {~no,p} for Ĥj that result in collisions on two sites with Ĥi. Further,
there are three Ĥk terms that collide with the inner commutator, which acts on three links and
four sites, i.e. Ĥk and Ĥi act on the same link, and Ĥk collides with Ĥj on two sites. We consider
the fourth case where now Ĥj acts on links in a different direction. There are 2d2 − 2d such
instances. This is so because a link can have d different directions, and if Ĥi and Ĥk act on
the link with the nth direction, then Ĥj can act on links in d − n directions. Thus, we obtain
4[(d − 1) + (d − 2)... + 1] = 2d2 − 2d for the total number of instances, where the factor of 4 is
because there are two parities for Ĥi and Ĥk, and Ĥj . We consider one of such instance, where

we fix Ĥj =
∑
{~nk,p′}

∑4
a=1

T̂
(a)
~nk,p′

2 , and obtain its bound

||[[
∑
{~ni,p}

T̂
(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
∑
{~nk,p′}

4∑
a=1

T̂
(a)
~nk,p′

2
],
∑
{~ni,p}

T̂
(2)
~ni,p

+ T̂
(3)
~ni,p

2
]||

= ||[
∑
{~ni,p}

[
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
∑
{~nk,p′}

4∑
a=1

T̂
(a)
~nk,p′

2
],
T̂

(2)
~ni,p

+ T̂
(3)
~ni,p

2
]||

≤ 4NB||
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
|| · ||2

4∑
a=1

T̂
(a)
~nk,p′

2
|| · ||

T̂
(2)
~ni,p

+ T̂
(3)
~ni,p

2
||

=
2NB

a3
, (4.107)

where the factor two in the second norm expression of the third line is due to the fact that there
are two choices of sites in {~nk,p′} for Ĥj that collide on two sites with Ĥi and Ĥk. The fifth case
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we consider is when Ĥi and Ĥj act on different links, and Ĥj = Ĥk =
∑
{~nj,p′}

∑4
a=1

T̂
(a)
~nj,p′
2 act

on the same links. In total, there are 4d2 − 2d of such instances, which is two times that of the
second case because Ĥi can be labelled by both (1, 4) and (2, 3). Each instance is bounded by

||[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
{~nj,p′}

4∑
a=1

T̂
(a)
~nj,p′

2
],
∑
{~nj,p′}

4∑
a=1

T̂
(a)
~nj,p′

2
]||

= ||[
∑
{~nj,p′}

[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,

4∑
a=1

T̂
(a)
~nj,p′

2
],

4∑
a=1

T̂
(a)
~nj,p′

2
]||

≤ 4NB||2
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
|| · ||

4∑
a=1

T̂
(a)
~nj,p′

2
||2

=
4NB

a3
, (4.108)

where, once again, in the first inequality, we have used the fact that there are two kinetic operators
in Ĥi acting on the same sites as each term in Ĥj and Ĥk. In the last case, Ĥi, Ĥj and Ĥk all act
on different links. There are 8

3(2d3−3d2 +d) such instances. This is so because if Ĥi acts on links

with the nth parity-direction label, then Ĥj and Ĥk can act on links with 2d− n and 2d− n− 1
different labels, respectively. As such, we obtain 2[(2d−1)(2d−2)+(2d−2)(2d−3)+ ...+2 ·1] =
8
3(2d3 − 3d2 + d) for the total number of instances, where the factor of two is because Ĥi can be
labelled by (1, 4) and (2, 3). Each instance is bounded by

||[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
{~nj,p′}

4∑
c=1

T̂
(c)
~nj,p′

2
],
∑
{~nk,p′′}

4∑
e=1

T̂
(e)
~nk,p′′

2
]||

= ||[
∑
{~ni,p}

[
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
{~nj,p′}

4∑
c=1

T̂
(c)
~nj,p′

2
],
∑
{~nk,p′′}

4∑
e=1

T̂
(e)
~nk,p′′

2
]||

≤ 4NB||
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
|| · ||2

T̂
(c)
~nj,p′

2
|| · ||4

T̂
(e)
~nk,p′′

2
||

=
4NB

a3
, (4.109)

where the factor of two in the second norm term of the first inequality is due to the fact that
there are two kinetic operators from Ĥj acting on the same sites as each kinetic operator in Ĥi.
Note the inner commutator acts on four sites, connecting three links in total. Then, there are
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four operators in Ĥk, acting on the four sites. This explains the factor of four in the third norm
term of the first inequality. All together, the type-(i) bound is given by

NB

a3
(
64

3
d3 − 8d2 +

11

3
d). (4.110)

For type-(ii) terms, we divide them into five distinct cases. Case-(i) terms are those where Ĥi

and Ĥj act on the same links and Ĥj = Ĥk. The bound for each of the 2d instances in case (i) is
NE
2a3

, which we have obtained by replacing the NB with NE in (4.104). Case (ii) contains terms,

where Ĥi and Ĥj act on the same links, and Ĥk acts on links in different directions. In order to
obtain a nontrivial commutator, Ĥk must collide with Ĥi and Ĥj . Since there is only one link in
each direction per site in the edge, Ĥk cannot share a direction with Ĥi and Ĥj . Thus, Ĥk shares
the same parity with Ĥi and Ĥj , because otherwise, Ĥk will act on the bulk connected to the sites
acted on by Ĥi and Ĥj . As such, Ĥk acts on links in different directions but of the same parity as
those acted on by Ĥi and Ĥj . There are d2−d of such instances. This is so because if Ĥi and Ĥj

act on links labelled by the nth direction, then Ĥk can act on links in d− n different directions.
Thus, we obtain 2[(d − 1) + (d − 2) + ... + 1] = d2 − d for the total number of instances, where
the factor of 2 is because there are two parity degrees of freedom. Moreover, since each edge
is a (d − 1)−dimensional surface, Ĥi, Ĥj , and Ĥk will collide on a (d − 2)-dimensional surface,

containing Ld−2

2 sites for each parity. As such, we consider one of such commutator in this case,
and obtain its bound

||[[
∑
{~ni,p}

T̂
(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
∑
{~ni,p}

T̂
(2)
~ni,p

+ T̂
(3)
~ni,p

2
],
∑
{~ni,p′}

4∑
a=1

T̂
(a)
~ni,p′

2
]||

= ||[
∑
{~ni,p}

[
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
T̂

(2)
~ni,p

+ T̂
(3)
~ni,p

2
],
∑
{~ni,p′}

4∑
a=1

T̂
(a)
~ni,p′

2
]||

≤ 4
Ld−2

2
||
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
||2||

4∑
a=1

T̂
(a)
~ni,p′

2
||

=
Ld−2

2a3
. (4.111)

Similarly, in the third case, Ĥi and Ĥk act on the same links, while Ĥj acts on links in a
different direction of the same parity. There are d2 − d of such instances, as in the second case,
and each instance is bounded by Ld−2

2a3
, following similar arguments in (4.111). The fourth case we

consider is when Ĥi and Ĥj act on links in a different direction of the same parity, and Ĥk = Ĥj =∑
{~nj,p′}

∑4
a=1

T̂
(a)
~nj,p′
2 . There are twice as many instances as the second case, i.e. 2d2−2d, because
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Ĥi can be of the kinds (1, 4) or (2, 3). Once again, each instance is bounded by Ld−2

2a3
, following

similar arguments in (4.111). We now consider the fifth case, where Ĥi, Ĥj , and Ĥk all act on links
of different directions, but the same parity. There are 2

3(d3− 3d2 + 2d) such instances. This is so

because if Ĥi acts on links in the nth direction, then Ĥj and Ĥk can act on links in d−n and d−n−1
different directions. Thus, we obtain 2[(d−1)(d−2)+(d−2)(d−3)+ ...+2] = 2

3(d3−3d2 +2d) for
the total number of instances, where the factor of two is due to the two parity degrees of freedom.
Furthermore, since each edge is a (d − 1)−dimensional surface, Ĥi, Ĥj , and Ĥk will collide on

a (d− 3)-dimensional surface, containing Ld−3

2 sites for each parity. As such, we consider one of
such commutator in this case, and obtain its bound

||[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
{~ni,p′}

4∑
c=1

T̂
(c)
~ni,p′

2
],
∑
{~ni,p′′}

4∑
d=1

T̂
(d)
~ni,p′′

2
]||

≤ 4
Ld−3

2
||
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
|| · ||

4∑
c=1

T̂
(c)
~ni,p′

2
||2

=
Ld−3

a3
. (4.112)

All together, the type-(ii) bound is given by

NE

2a3
2d+

2Ld−2

a3
(d2 − d) +

2Ld−3

3a3
(d3 − 3d2 + 2d). (4.113)

Now, we consider type-(iii) terms. We divide the terms into two cases. In the first case, the
edge terms, Ĥi and Ĥj , act on the same links. There are 4d2 of [[Ĥi, Ĥj ], Ĥk] commutators, in
this case, since there are 2d choices for Ĥi and Ĥj pairs and another factor of 2d for Ĥk, but 2d
of them are trivially zero. This is so since for a given parity and direction for Ĥi and Ĥj , there

is one Ĥk term, of the type
∑4

a=1
T̂ (a)

2 , with the same parity and direction as Ĥi and Ĥj , that

commute with Ĥi and Ĥj . Therefore, there are 4d2− 2d non-vanishing commutators in this case,
and each is bounded by 2NE

a3
, where we have replaced NB with the smaller NE in (4.105). In the

second case, Ĥi and Ĥj act on different links. There are 4d2− 2d such pairs of Ĥi and Ĥj . Since,
there are 2d choices of Ĥk, there are 8d3 − 4d2 terms in this case, and each of which is bounded
by 4NE

a3
, using (4.109). Therefore, we obtain the bound for the sum of all type-(iii) terms to be

NE

a3
(32d3 − 8d2 − 4d). (4.114)

Note for type-(iv) terms, the same bound can be obtained along similar lines of reasoning, with
the only difference being Ĥj is in the bulk, and Ĥk is in the edge.
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Lastly, type-(v) terms can be separated into two cases. The first case is when the bulk terms

Ĥj = Ĥk =
∑
{~nj,p′}

∑4
a=1

T̂
(a)
~nj,p′
2 are acting on the same links. For each choice of Ĥi, there are

(2d−1) choices of Ĥj that yields a non-zero commutator, with the subtraction by one arising from
the same parity and direction. Since there are 4d choices of Ĥi, there are then 4d(2d−1) = 8d2−4d
instances in this first case. The bound of each instance is obtained as,

||[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
{~nj,p′}

4∑
c=1

T̂
(c)
~nj,p′

2
],
∑
{~nj,p′}

4∑
c=1

T̂
(c)
~nj,p′

2
]||

= ||
∑
{~nj,p′}

[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,

4∑
c=1

T̂
(c)
~nj,p′

2
],

4∑
c=1

T̂
(c)
~nj,p′

2
]||

≤ 4NE ||
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
|| · ||2

4∑
c=1

T̂
(c)
~nj,p′

2
||2

=
8NE

a3
. (4.115)

In the second case, Ĥj and Ĥk act on different links. Now, for each non-trivial pair of Ĥi and
Ĥj , there are 2d− 2 choices of Ĥk. Thus, there are 4d(2d− 1)(2d− 2) such terms, each of which
is bounded by 4NE

a3
, using (4.109). Therefore, type-(v) terms are bounded by

NE

a3
(64d3 − 32d2). (4.116)

As such, C2,8 is bounded by

Ld

a3
(
32

3
d3 − 4d2 +

11

6
d) +

Ld−1

a3
(
160

3
d3 − 20d2 − 16

3
d) +

Ld−2

a3
(2d2 − 2d) +

2Ld−3

3a3
(d3 − 3d2 + 2d).

(4.117)

Now we consider the C2,9 term, where Ĥi and Ĥj are kinetic terms, and Ĥk is a magnetic
term. The terms can be separated into three types. Type (i): the terms where Ĥi and Ĥj are
both of an edge kind. Type (ii): the terms where Ĥi and Ĥj are both of a bulk kind. The terms
where Ĥi is in the edge and Ĥj is in the bulk belong to type (iii). We further divide type (i) into
three cases. The first case is when Ĥi and Ĥj act on the same link. There are 2d such pairs of
Ĥi and Ĥj , and for each pair, there are 2(d − 1) magnetic terms that act on links in the same
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direction. As such, there are 4d2 − 4d commutators in this case, each of which is bounded by

||[[
∑
{~ni,p}

T̂
(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
∑
{~ni,p}

T̂
(2)
~ni,p

+ T̂
(3)
~ni,p

2
],
∑
~n

L̂
(B)
~n ]||

≤ ||
∑
{~ni,p}

[[
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
,
T̂

(2)
~ni,p

+ T̂
(3)
~ni,p

2
], L̂

(B)
~ni,2

]||

≤ 4NE ||
T̂

(1)
~ni,p

+ T̂
(4)
~ni,p

2
||2 · || −1

2g2a4−d (Û Û Û †Û † + h.c.)||

=
NE

g2a6−d , (4.118)

where in step two, we have used the fact that only kinetic and magnetic operators that act on
the same links yield non-zero commutators. The bound for all the terms in this case is then

4NE

g2a6−d (d2 − d). (4.119)

The second case is when Ĥi and Ĥj act on different links, but in the same direction. Ĥi and Ĥj

have to be even and odd, respectively, due to the ordering. Since the links in the edge for any
given direction are not connected, Ĥi and Ĥj must commute. Therefore, the bound for this case
is zero.

In the third case, Ĥi and Ĥj act on links in different directions. There are 4d2 − 4d pairs in
this case. This is so because if Ĥi acts on links in the nth direction, then Ĥj can act on links
in d − n different directions. Thus, we obtain 8[(d − 1) + (d − 2) + ... + 1] = 4d2 − 4d, where
the factor of 8 is due to the fact that Ĥi can be of the kinds (1, 4) or (2, 3), and each of Ĥi and
Ĥj can be of two parities. For each pair of Ĥi and Ĥj , there are 2 magnetic terms that do not
commute with both, since the two directions from the pair form a plane, and for each plane the
magnetic terms can be of different parities. Each inner commutator acts on three links, due to
the fact that there are two Ĥj terms acting on the same sites as an Ĥi term. For each of such
triple-link configuration, there are 2(d− 2) magnetic terms acting on each single link, where the
factor of two comes from the two parities, and the factor of (d − 2) is due to the fact that each
magnetic term do not act on both links at the same time. Therefore, for each pair of Ĥi and Ĥj ,
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the commutator is bounded by

||[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
{~nj,p}

4∑
c=1

T̂
(c)
~nj,p′

2
],
∑
~n

L̂
(B)
~n ]||

≤ 4NE ||
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
|| · ||2

4∑
c=1

T̂
(c)
~nj,p′

2
|| · ||−(2 + 3 · 2(d− 2))

2g2a4−d (Û Û Û †Û † + h.c.)||

=
(24d− 40)NE

g2a6−d . (4.120)

Therefore, the third case is bounded by

NE

g2a6−d (24d− 40)(4d2 − 4d). (4.121)

Finally, the bound for type-(i) terms is then

NE

g2a6−d (96d3 − 252d2 + 156d). (4.122)

Similarly, we separate type-(ii) terms into three cases, and obtain the bounds for case (i) and
(iii) as

4NB

g2a6−d (d2 − d) (4.123)

and
NB

g2a6−d (24d− 40)(4d2 − 4d), (4.124)

respectively. In the second case, Ĥi and Ĥj act on different links, but in the same direction.
There are 2d such pairs of Ĥi and Ĥj because Ĥi and Ĥj have to be even and odd, respectively,

due to the ordering, and Ĥi can be either (1, 4) or (2, 3), while Ĥj is of the form
∑4

a=1
T̂ (a)

2 . For

each pairs of Ĥi and Ĥj , the commutator is bounded by

||[[
∑
{~ne,p}

T̂
(a)
~ne,p

+ T̂
(b)
~ne,p

2
,
∑
{~no,p}

4∑
c=1

T̂
(c)
~no,p

2
],
∑
~n

L̂
(B)
~n ]||

≤ 4NB||
T̂

(a)
~ne,p

+ T̂
(b)
~ne,p

2
|| · ||2

4∑
c=1

T̂
(c)
~no,p

2
|| · ||−3 · 2(d− 1)

2g2a4−d (Û Û Û †Û † + h.c.)||

=
24(d− 1)NB

g2a6−d , (4.125)
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where the factor two in the second norm term of the first inequality is because of the fact that
there are two elements ~no,p that result in non-vanishing inner commutator due to collision of
sites for a given ~ne,p. Further, for each inner commutator, which acts on three links, there are
3 · 2(d− 1) magnetic terms that overlap on these links. As such, the second case is bounded by

48NB

g2a6−d (d2 − d). (4.126)

Thus, the bound of type-(ii) terms is

NB

g2a6−d (96d3 − 204d2 + 108d). (4.127)

Now we consider type (iii), where Ĥi and Ĥj are from the edge and bulk, respectively. Once
again, we divide the terms up into three cases. In the first case, Ĥi and Ĥj act on links in the
same direction and sites of the same parity. There are 4d such pairs, and they commute with
each other. The second case is where Ĥi and Ĥj act on links in the same direction, but sites of
different parities. There are 4d such pairs, and there are 3(2d − 2) magnetic terms that do not
commute with each pair. Therefore, for each pair of Ĥi and Ĥj , the bound for the commutator is
(24d−24)NE
g2a6−d

, using similar arguments as (4.125). The third case contains commutators, in which

Ĥi and Ĥj act on links in different directions. There are 8d2 − 8d such pairs. This is so because
there are 4d Ĥi and for each Ĥi, Ĥj can be of (d − 1) directions and 2 parities. Further, there
are 6d− 10 magnetic terms that do not commute with each pair, following similar arguments in
(4.120). Once again, for each pair of Ĥi and Ĥj , the bound for the commutator is (24d−40)NE

g2a6−d
,

using similar arguments as (4.120). As such the bound for type-(iii) terms is given by

NE

g2a6−d (192d3 − 416d2 + 224d). (4.128)

Summing up the bounds for type-(i), -(ii), and -(iii) terms, we obtain the bound for C2,9 as

Ld

g2a6−d (48d3 − 102d2 + 54d) +
Ld−1

g2a6−d (96d3 − 232d2 + 136d). (4.129)

Now for C2,10, we can use a similar approach. The only difference is that in each case, we only
need to consider the magnetic terms, Ĥj , that do not commute with the first kinetic term, Ĥi.
This is because if [Ĥi, Ĥj ] = 0, [[Ĥi, Ĥj ], Ĥk] = 0. If we divide up the terms into cases based on
the kinetic terms Ĥi and Ĥk as we did for C2,9, and use the fact that there are 2(d− 1) magnetic
terms Ĥj that do not commute with each Ĥi, we can compute the bound for each case. For case
(i) of type (i) and (ii), we obtain the bound

NE +NB

g2a6−d (2d)2(d− 1). (4.130)
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For case (ii) of type (i), there are 2d pairs of Ĥi and Ĥk because there d directions and Ĥi can
be of type (1, 4) or (2, 3). For each pair, the commutator is bounded by

||[[
∑
{~ne,p}

T̂
(a)
~ne,p

+ T̂
(b)
~ne,p

2
,
∑
~nk,2

L̂
(B)
~nk,2

],
∑
{~no,p}

4∑
c=1

T̂
(c)
~no,p

2
]||

≤ 4NE ||
T̂

(a)
~ne,p

+ T̂
(b)
~ne,p

2
|| · ||−2(d− 1)

2g2a4−d (Û Û Û †Û † + h.c.)|| · ||2
4∑
c=1

T̂
(c)
~no,p

2
||

=
8(d− 1)NE

g2a6−d , (4.131)

where in the second line, the factor of 2 in the third norm term is because of the fact that for a
given ~ne,p, there are two odd kinetic terms, of the type ~no,p, that collide on two links with the
magnetic term. For case (ii) of type (ii), once again, there are 2d pairs of Ĥi and Ĥk. For each
pair, the commutator is bounded by

||[[
∑
{~ne,p}

T̂
(a)
~ne,p

+ T̂
(b)
~ne,p

2
,
∑
~nk,2

L̂
(B)
~nk,2

],
∑
{~no,p}

4∑
c=1

T̂
(c)
~no,p

2
]||

≤ 4NE ||
T̂

(a)
~ne,p

+ T̂
(b)
~ne,p

2
|| · ||−2(d− 1)

2g2a4−d (Û Û Û †Û † + h.c.)|| · ||4
4∑
c=1

T̂
(c)
~no,p

2
||

=
16(d− 1)NB

g2a6−d , (4.132)

where in the second line, the factor of 4 in the third norm term is because of the fact that each
even kinetic term of the type ~ne,p collides with two odd kinetic terms of the type ~no,p, and each
magnetic term collides with two odd kinetic terms. Thus, for case (ii) of type (i) and (ii), we
obtain the bound

4NE + 8NB

g2a6−d 2d · 2(d− 1). (4.133)

For case (iii) of type (i) and (ii), we obtain the bound

4NE + 4NB

g2a6−d 2(d− 1)(4d2 − 4d), (4.134)

by replacing the number of non-commuting magnetic terms. Next, there are 4d pairs of Ĥi and
Ĥk in case (ii) of type (iii), and the commutator bound for each pair has the same bound as

(4.131), 8(d−1)NE
g2a6−d

. For case (iii) of type (iii), there are (8d2 − 8d) pairs of Ĥi and Ĥk in case (ii)
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of type (iii), and the commutator bound for each pair has the same bound as (4.131), 8(d−1)NE
g2a6−d

.

Thus, for type (iii), we obtain the bound

4NE

g2a6−d (8d2 − 4d)2(d− 1), (4.135)

by replacing the number of non-commuting magnetic terms. By summing up the bounds for all
cases, we obtain the bound for C2,10,

NE +NB

g2a6−d [(2d)(2d− 2) + 8d · 2(d− 1) + 8(d− 1)(4d2 − 4d)]

+
NE

g2a6−d (8d2 − 4d)(8d− 8) +
NB

g2a6−d 8d(2d− 2)

=
Ld

g2a6−d (16d3 − 10d2 − 6d) +
Ld−1

g2a6−d (32d3 − 56d2 + 24d). (4.136)

Lastly, we consider C2,11, where Ĥi is a kinetic term, and Ĥj and Ĥk are magnetic terms. We
evaluate its bound as follows:

o∑
i=e

2d∑
p=1

(2,3)∑
(a,b)=(1,4)

||[[
∑
{~ni,p}

T̂
(a)
~ni,p

+ T̂
(b)
~ni,p

2
,
∑
~n

L̂
(B)
~n ],

∑
~n′

L̂
(B)
~n′ ]]||

≤ 32d(NE +NB)||
T̂

(a)
~ni,p

+ T̂
(b)
~ni,p

2
|| · ||−2(d− 1)

2a4−dg2
(Û Û Û †Û † + h.c.)|| · ||−(14d− 20)

2a4−dg2
(Û Û Û †Û † + h.c.)||

=
Ld((224d3 − 544d2 + 320d))

a9−2dg4
, (4.137)

where in the second line, the factor of 2(d−1) in the second norm term is the number of magnetic
terms that act on the same link as the kinetic term, since there are (d − 1) planes that share
a direction with the kinetic term, and on each plane, there is a pair of magnetic terms of two
different parities. For each pair of such magnetic terms, there are 8 colliding magnetic terms
on the same plane, and 7 · 2(d − 2) colliding magnetic terms on different planes, where 7 is the
number of links acted on by the pair and 2(d− 2) is the number of colliding magnetic terms on
each of the 7 links. This explains the factor of 8 + 7 · 2(d− 2) = 14d− 20.

As a final step, we include the second-order Trotter error for the magnetic term, of which the
ordering is given by (4.57). We use (4.70) to bound both the commutators [[Ĥi,

∑
j>i Ĥj ], Ĥi]

and [[Ĥi,
∑

j>i Ĥj ],
∑

k>i Ĥk]. We remind the readers that each Ĥi is of the form

−1

2a4−dg2
Û (1)†αÛ (2)†βÛ (3)†γÛ (4)†δR̂2Û

(1)αÛ (2)βÛ (3)γÛ (4)δ, (4.138)
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where (α, β, γ, δ) ∈ SGC ≡ {GC(0), GC(1), ..., GC(15)}. Excluding the prefactor −1
2a4−dg2

, the

norm of the operator is two. Furthermore, Ĥi operators with different values of α, β, γ, δ are
submatrices, which act on disjoint sets of states and have no overlapping elements, of

−1

2a4−dg2
(Û Û Û †Û † + h.c.), (4.139)

of which the norm is two, excluding the prefactor −1
2a4−dg2

. Therefore, we obtain the inequality

||
∑

(α,β,γ,δ)∈b;b⊆SGC

−1

2a4−dg2
Û (1)†αÛ (2)†βÛ (3)†γÛ (4)†δR̂2Û

(1)αÛ (2)βÛ (3)γÛ (4)δ|| ≤ 1

a4−dg2
. (4.140)

Using this relation, we evaluate the bound for the latter type of commutator

[[Ĥi,
∑
j>i

Ĥj ],
∑
k>i

Ĥk] ≤ 4|| 1

a4−dg2
||3 =

4

a12−3dg6
. (4.141)

As such, in accordance to (2.8) and a straightforward counting argument, the error of the magnetic
term is given by

1

12

∑
i

||[[Ĥi,
∑
j>i

Ĥj ], Ĥi]||+
1

24

∑
i

||[[Ĥi,
∑
j>i

Ĥj ],
∑
k>i

Ĥk]|| ≤ Ld
d(d− 1)

2

8

a12−3dg6
, (4.142)

where Ld is the number of sites, d(d−1)
2 is the number of plaquettes per site, and 1

a12−3dg6
is the

Trotter error per plaquette.

Synthesis errors

Here, we compute the synthesis errors for Rz gates required for each of the four terms, i.e.,

eiD̂
(M)
~n

t, eiD̂
(E)
~n

t, eiT̂
(K)
~n

t, eiL̂
(B)
~n

t, that were described in detail in Sec. 4.3.2. To start, we consider
the mass term. In this term, we have blog

(
Ld
)

+ 1c Rz gates to implement. Therefore, we incur
for each mass term blog

(
Ld
)

+ 1c · ε(Rz) amount of error, where ε(Rz) denotes the error per Rz
gate.

Next, we consider the electric term, which has 2(η + 1)blog
(
dLd

)
+ 1c Rz gates. Therefore,

each electric term incurs 2(η + 1)blog
(
dLd

)
+ 1c · ε(Rz) amount of error. If we instead use the

phase gradient operation, once the gadget state |ψM 〉 in (4.25) is prepared, each quantum adder
call to implement the operation does not incur any synthesis error. We come back to the error
incurred in preparing the gadget state itself in the next section.
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For the kinetic term, there are 4d(blog
(
Ld − Ld−1

)
+ 1c+ blog

(
Ld−1

)
+ 1c) Rz gates to apply

in total. Therefore, the total error per kinetic term is 4d(blog
(
Ld − Ld−1

)
+ 1c + blog

(
Ld−1

)
+

1c) · ε(Rz).
For the magnetic term, there are 16d(d − 1)blog

(
Ld
)

+ 1c Rz gates to apply. Hence, the
amount of error per magnetic term is 16d(d− 1) · blog

(
Ld
)

+ 1c · ε(Rz).
Lastly, we compute the total synthesis error εsynthesis. Note that each term appears twice per

Trotter step in the second-order product formula in (2.7). However, the implementation of the
diagonal terms can be optimized. In particular, the diagonal mass and electric terms applied
at the beginning (end) of each Trotter step can be applied together with the terms at the end
(beginning) of the previous (next) Trotter step, unless the terms are at the very beginning or end
of the simulation. As such, there are r + 1 diagonal mass and electric terms, and 2r off-diagonal
kinetic and magnetic terms to implement in total. Thus, εsynthesis is given by

εsynthesis = {(r + 1) · [blog
(
Ld
)

+ 1c+ 2(η + 1)blog
(
dLd

)
+ 1c] + 2r · [(16d2 − 16d) · blog

(
Ld
)

+ 1c

+ 4d(blog
(
Ld − Ld−1

)
+ 1c+ blog

(
Ld−1

)
+ 1c)]} · ε(Rz), (4.143)

where r, to reiterate for the convenience of the readers, is the total number of Trotter steps.

Complexity analysis

Having computed both the Trotter and synthesis errors in the two previous sections, we are now
ready to perform the complexity analysis for the U(1) LGT.

The total error is given by
εtotal = εsynthesis + εTrotter. (4.144)

Here, we evenly distribute the total error between the synthesis and Trotter errors. Focusing on
the Trotter error, we obtain the number of Trotter steps by

εTrotter =
εtotal

2
=⇒ r = dT

3/221/2ρ1/2

ε
1/2
total

e. (4.145)

As such, we can compute the error each Rz gate can incur by

εsynthesis =
εtotal

2
=⇒

ε(Rz) =
εtotal

2
{(dT

3/221/2ρ1/2

ε
1/2
total

e+ 1) · [blog
(
Ld
)

+ 1c+ 2(η + 1)blog
(
dLd

)
+ 1c] + dT

3/221/2ρ1/2

ε
1/2
total

e

· 2[(16d2 − 16d) · blog
(
Ld
)

+ 1c+ 4d(blog
(
Ld − Ld−1

)
+ 1c+ blog

(
Ld−1

)
+ 1c)]}−1. (4.146)
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With this, we obtain the number of T gates required to synthesize each Rz gate using RUS circuit
[135],

Cost(Rz) = 1.15 log

(
1

ε(Rz)

)
. (4.147)

Combining the T gates required for implementation of Rz gates and the T gates used elsewhere
in the circuit, we obtain the total number of T gates for the entire circuit as

{(dT
3/221/2ρ1/2

ε
1/2
total

e+ 1) · [blog
(
Ld
)

+ 1c+ 2(η + 1)blog
(
dLd

)
+ 1c] + 2dT

3/221/2ρ1/2

ε
1/2
total

e · [(16d2

− 16d) · blog
(
Ld
)

+ 1c+ 4d(blog
(
Ld − Ld−1

)
+ 1c+ blog

(
Ld−1

)
+ 1c)]} · Cost(Rz)

+ (dT
3/221/2ρ1/2

ε
1/2
total

e+ 1)[4(Ld −Weight(Ld)) + 8dLd(η − 2) + 8dLdη(12η − 3blog(η + 1)c − 2)

+ 8(η + 1)(dLd −Weight(dLd))] + 2dT
3/221/2ρ1/2

ε
1/2
total

e · [16d(2Ld −Weight(Ld − Ld−1)

−Weight(Ld−1) + Ld(η − 2)) + 16d(d− 1)(Ld[8 + 2η]− 4Weight(Ld))]. (4.148)

The size of the ancilla register is given by the ancilla qubits required by the electric Hamiltonian,
since it requires the most out of all circuit elements. Taking this into account, we obtain the total
number of qubits required for the simulation by summing up those in the ancilla, fermionic and
gauge-field registers, which is given by

Ld + ηdLd + 3(η + 1)dLd + dLd −Weight(dLd) = [4d(η + 1) + 1]Ld −Weight(dLd). (4.149)

Note that in the case where the electric term is implemented using phase gradient operation,
the T-gate count changes by

(dT
3/221/2ρ1/2

ε
1/2
total

e+ 1) · [4dLd log

(
2πad−2

g2t

)
+O(dLd)− 2(η + 1)blog

(
dLd

)
+ 1c · Cost(Rz)

− 8(η + 1)(dLd −Weight(dLd))] + Cost(|ψM 〉), (4.150)

where the Cost(Rz) needs to be modified, since ε(Rz) has changed to

ε(Rz) =
εtotal

2
{(dT

3/221/2ρ1/2

ε
1/2
total

e+ 1) · blog
(
Ld
)

+ 1c+ 2dT
3/221/2ρ1/2

ε
1/2
total

e · [(16d2 − 16d)

· blog
(
Ld
)

+ 1c+ 4d(blog
(
Ld − Ld−1

)
+ 1c+ blog

(
Ld−1

)
+ 1c)]}−1. (4.151)

Further, Cost(|ψM 〉), which denotes the one-time synthesis costs of the phase gradient gad-
get state. Here, we choose to use the synthesis method delineated in [147]. Briefly, we apply
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Hadamard gates to the register |00...0〉, and then apply gates Z,Z−1/2, ..., Z−1/2M−1
. Each Zα

gates are synthesized using RUS circuits [135]. Let δ be the error of preparing the gadget state
|ψM 〉. Then, each gate can incur at most M/δ error, and thus, costs 1.15 log(M/δ), using RUS
circuits [135]. Thus, the gadget state preparation costs 1.15M log(M/δ).

Finally, in this case, the ancilla-qubit count is given by that of the magnetic term and the
phase gradient state. As such, the total qubit count is given by

Ld+dLdη+(Ld−Weight(Ld))+η+log

(
2πad−2

g2t

)
= Ld(2+dη)+η−Weight(Ld)+log

(
2πad−2

g2t

)
.

(4.152)

4.4 Methodology for Simulating SU(2) Lattice Gauge Theory

In this section, we introduce the non-Abelian SU(2) lattice gauge theory. We follow the same
format as in the U(1) case to guide the readers.

4.4.1 Preliminaries

Once again, we aim to simulate our system, governed by four types of Hamiltonian, i.e., the electric
Hamiltonian HE , magnetic Hamiltonian HB, mass Hamiltonian HM and kinetic Hamiltonian HK .
Just as in the U(1) case, HE and HB act on the links that connect two fermionic sites, HM acts
on the fermions themselves, and HK acts on nearest pairs of fermionic sites and the links that
connect the pairs. Thus, we consider two different types of qubit registers, one for the fields (HE ,
HB, HK) and the other for the fermions (HM , HK).

To simulate this system, we need to choose a good basis for each register, as in the U(1) case.
For the fermionic register, we consider an occupation basis. Note however though, in the current
case of SU(2), the fermions may assume two different colors in the fundamental representation.
As such, the mass Hamiltonian is now of the form

ĤM = m
∑
~n

2∑
α=1

(−1)~nψ̂†α(~n)ψ̂α(~n), (4.153)

where α ∈ {1, 2} denotes the color. This means that we have two subregisters, each for the two
different colors, that comprise the full fermion register. For concreteness and simplicity, we use
the JW transformation [142] for the rest of this section to map the fermion operators to the qubit
operators.
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For the link register, just as in the U(1) theory, we need to write down Gauss’ law. For SU(2),
we have

Ĝa(~n) =
∑
k

(ÊaL(~n, k) + ÊaR(~n, k)) + Q̂a(~n), (4.154)

where Ĝa is the Gauss operator for the projection axis a. The charge operator for the projection
axis a is

Q̂a(~n) =

2∑
α,β=1

ψ̂†α
1

2
σaαβψ̂β, (4.155)

and it satisfies the SU(2) algebra

[Q̂a, ψ̂α] = −1

2

2∑
β=1

σaαβψ̂β. (4.156)

ÊaL(~n, k) and ÊaR(~n, k) are the left and right chromoelectric field operators for the projection axis a,
whose mathematical properties will be discussed later. Here, σa are Pauli-a matrices, a ∈ {1, 2, 3}
for the three different kinds, which generate the fundamental representation of SU(2). ψ̂†α and
ψ̂α are the fermion creation and annihilation operators of different colors α. Similar to the U(1)
lattice gauge theory, the SU(2) Hamiltonian commutes with all of the Gauss operators Ĝa(~n),
implied by gauge invariance.

The physical, gauge-invariant Hilbert spaceHG is defined through the eigenstates of the Gauss
operator:

HG = {|Ψ〉 ∈ HG | Ĝa(~n) |Ψ〉 = 0, ∀~n, a}. (4.157)

Based on the U(1) case, one may be tempted to write the field terms in the eigenbasis of the
chromoelectric field operators. However, as can be straightforwardly checked, the chromoelectric
field and Gauss operators do not all commute. Indeed, the complete set of commuting observables
on a link is conventionally taken to be {Ê2, Ê3

L, Ê
3
R}, where Ê2 is the total electric field squared,

known as the Casimir operator [150], and Ê3
L and Ê3

R are the third component of the left and
right chromoelectric fields, respectively. Specifically, on each link, the left and right electric fields
each forms SU(2) Lie algebras, and they obey the commutation relations

[ÊaL, Ê
b
L] = i

3∑
c=1

εabcÊcL, (4.158)

[ÊaR, Ê
b
R] = i

3∑
c=1

εabcÊcR, (4.159)

[ÊaL, Ê
b
R] = 0, (4.160)
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where εabc is the Levi-Civita symbol. While the left and right field operators commute, we note
that they are not independent, and are related by a unitary change of reference frame [105].
Consequently, the squared fields on either side are equal:

Ê2 ≡
3∑

a=1

ÊaLÊ
a
L =

3∑
a=1

ÊaRÊ
a
R. (4.161)

The eigenbasis for this set of operators is an angular momentum basis that describes the quantum
state of a link by its irreducible representation or total angular momentum, j, and associated
third-component projections at the left (mL) and right (mR) end of the link,

∣∣j,mL,mR
〉
. In this

basis, the eigenvalues are given by [151]

Ê2
∣∣j,mL,mR

〉
= j(j + 1)

∣∣j,mL,mR
〉
, j = n/2, n ∈ N, (4.162)

Ê3
L/R

∣∣j,mL,mR
〉

= mL/R
∣∣j,mL,mR

〉
, mL/R = −j,−j + 1, ..., j. (4.163)

Lastly, we express the SU(2) parallel transporters, Ûαβ, in the above angular momentum
basis. Dropping the link position index for notational brevity, they are defined according to

Ûαβ
∣∣j,mL,mR

〉
=

j+1/2∑
J=|j−1/2|

√
2j + 1

2J + 1

〈
J,ML

∣∣∣∣j,mL;
1

2
, α′
〉〈

J,MR

∣∣∣∣j,mR;
1

2
, β′
〉

×
∣∣J,ML = mL + α′,MR = mR + β′

〉
, (4.164)

where 〈J,M |j,m, 1/2,∆m〉 are the Clebsch–Gordan coefficients for SU(2) in the fundamental
representation, and α′/β′ = 1

2(−1
2) for α/β = 1(2). Note that the Clebsch-Gordan coefficients

cαβ can be evualated using the formulas provided in Table 4.4. The above definition of Ûαβ
operators can be used to directly verify the proper commutation relations

[ÊaL, Ûαβ] =

2∑
γ=1

−1

2
σaαγÛγβ, (4.165)

[ÊaR, Ûαβ] =

2∑
γ=1

1

2
Ûαγσ

a
γβ, (4.166)

where α, β, γ, δ ∈ {1, 2}, required by the SU(2) lattice gauge theory. These operators follow the
commutation relations of

[Ûαβ, Ûγδ] = [Ûαβ, Û
†
γδ] = 0, (4.167)

Û22 = Û †11, Û21 = −Û †12, (4.168)

where αβ 6= γδ.
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Coefficient ∆j ∆m Formula

c11 1/2 1/2
√

j+m+1
2j+1

c12 1/2 −1/2
√

j−m+1
2j+1

c21 −1/2 1/2 −
√

j−m
2j+1

c22 −1/2 −1/2
√

j+m
2j+1

Table 4.4: The formulas for Clebsch-Gordan coefficients〈
J = j + ∆j,M = m+ ∆m

∣∣j,m; 1
2 ,∆m

〉
. They can be efficiently computed classically [8, 9].

4.4.2 Simulation circuit synthesis

Following the encoding described in [6], the infinite-dimensional gauge-field register consists of
three subregisters, |j〉 ,

∣∣mL
〉
,
∣∣mR

〉
, each representing a quantum number. As in the U(1) case,

we impose a cutoff on the electric field. In particular, for a given link, j ∈ {0, 1
2 , ...,Λ} and

mL,mR ∈ {−Λ,−Λ + 1
2 , ...,Λ}. In this basis, we import the definitions of the following useful

operators from [6] and slightly modify them for our discussion:

Ĵ± =
Λ∑
j=0

∣∣∣∣j ± 1

2

〉〈
j

∣∣∣∣ , (4.169)

N̂α =


∑Λ

j=0

√
2j+1
2j+2 |j〉〈j| , α = 1,∑Λ

j=0

√
2j+1

2j |j〉〈j| , α = 2,
(4.170)

M̂L/R
α =

{∑Λ
mL/R=−Λ

∣∣mL/R + 1
2

〉〈
mL/R

∣∣ , α = 1,∑Λ
mL/R=−Λ

∣∣mL/R − 1
2

〉〈
mL/R

∣∣ , α = 2,
(4.171)

ĉ
L/R
αβ =

Λ∑
j=0

Λ∑
mL/R=−Λ

cαβ(j,mL/R) |j〉〈j| ⊗
∣∣∣mL/R

〉〈
mL/R

∣∣∣ , (4.172)

where the quantum numbers j,mL and mR are incremented and decremented by 1
2 at a time, cαβ

are Clebsch-Gordon coefficients, as provided in Table 4.4, N̂α is the normalization operator. The
formulas in Table 4.4 could evaluate to complex numbers, if the quantum numbers are outside
the ranges given in (4.162) and (4.163), i.e.,

∣∣j ≤ Λ,−j ≤ mL ≤ j,−j ≤ mR ≤ j
〉
. However, the

coefficients are real if the quantum numbers are within the allowed ranges. Thus, we set the
elements, which correspond to the disallowed states, of the diagonal Clebsch-Gordan operator
in (4.172) to zeros, thereby ensuring its Hermiticity. Using the operators defined above, we can

86



express the Ûαβ operators in the new basis as

Ûαβ ≡ M̂L
α M̂

R
β [Ĵ+ĉL1αĉ

R
1βN̂1 + Ĵ−ĉL2αĉ

R
2βN̂2], (4.173)

which can straightforwardly be shown to satisfy (4.168). Note that the encoded Ûαβ operator in
(4.173) only maps states with the allowed quantum numbers to each other, and the disallowed
states are in the operator’s null space. In order to conveniently represent them on a quantum
computer, we map j,mL,mR to positive full integers. Thus, j ∈ {0, 1, ..., 2Λ} and mL,mR ∈
{0, 1, ..., 4Λ}. Using the binary computational basis, the number of qubits on the subregister |j〉
is η = log(2Λ + 1), and that on the subregisters

∣∣mL
〉

and
∣∣mR

〉
is η + 1. Then, the operators in

the qubit basis are written as

Ĵ± →
2Λ∑
j=0

|j ± 1〉〈j| , (4.174)

N̂α →


∑2Λ

j=0

√
j+1
j+2 |j〉〈j| , α = 1,∑2Λ

j=0

√
j+1
j |j〉〈j| , α = 2,

(4.175)

M̂L/R
α →

{∑4Λ
mL/R=0

∣∣mL/R + 1
〉〈
mL/R

∣∣ , α = 1,∑4Λ
mL/R=0

∣∣mL/R − 1
〉〈
mL/R

∣∣ , α = 2,
(4.176)

ĉ
L/R
αβ →

2Λ∑
j=0

4Λ∑
mL/R=0

cαβ(
j

2
,
mL/R

2
− Λ) |j〉〈j| ⊗

∣∣∣mL/R
〉〈
mL/R

∣∣∣ . (4.177)

The slight modification from the original definitions in [6] is that we have introduced a periodic-

wrapping term to each of Ĵ+, M̂
L/R
1 , which are now numerically equivalent to the Û operators

from the U(1) model, and can be represented as binary incrementers. Similarly, Ĵ−, M̂
L/R
2 ,

like the Û † operators from the U(1) model, and can be represented as binary decrementers. The
undesirable effect of the periodic-wrapping terms can be removed by applying circuits that include
multiply controlled gates, similar to the U(1) case. On the other hand, the fermionic register is
different from the U(1) case in that we now have two different colors of fermions or anti-fermions
to consider for each site. We thus allocate two qubits per site, each qubit corresponding to a
different color.

Equipped with all the necessary operator definitions and qubit register structure, we now
decompose the Hamiltonian into separate parts. Just as in U(1), we have for SU(2) LGT

Ĥ =
∑
~n

[
D̂

(M)
~n + D̂

(E)
~n + T̂

(K)
~n + L̂

(B)
~n

]
, (4.178)
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where

D̂
(M)
~n =

m

2
(−1)~n(Ẑ1(~n) + Ẑ2(~n)), (4.179)

D̂
(E)
~n =

g2

2ad−2

d∑
l=1

Ê2(~n, l) (4.180)

are diagonal operators, where Ẑi(~n), with i ∈ {1, 2}, are Pauli-z operators that act on the fermion
of color i at site ~n, and (−1)~n, is either +1 or −1 depending on whether ~n is a fermion or anti-
fermion site, respectively, reflective of the use of staggered fermions [105], and

T̂
(K)
~n =

1

2a

d∑
l=1

2∑
α,β=1

[Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂)ζ̂αβ,~n,l + h.c.] (4.181)

is an off-diagonal operator, which corresponds to kinetic Hamiltonian. The operators σ̂±α (~n) are
Pauli raising and lowering operators on the fermion of color α at site ~n. Further, the operators
ζ̂αβ,~n,l tensor products of Ẑ, which arise from the JW transformation and have an additional
color-dependence when compared to the U(1) case. If we consider a d-dimensional Ld−site
lattice, the length of each ζ̂αβ,~n,l is O((2L)d−1). For brevity, we suppress the ζ̂αβ,~n,l operators
in the remaining part of the section. The second off-diagonal operator that corresponds to the
magnetic Hamiltonian is given by

L̂
(B)
~n = − 1

2a4−dg2

d∑
i=1

d∑
j 6=i;j=1

2∑
α,β,δ,γ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.).

(4.182)

Assuming we use Suzuki-Trotter formula [22] as our simulation method, each Trotter terms to

be implemented then are of the form eiD̂
(M)
~n

t, eiD̂
(E)
~n

t, eiT̂
(K)
~n

t, eiL̂
(B)
~n

t, where t is a sufficiently small
number to ensure the Trotter error incurred is within a pre-specified tolerance. In the remaining
part of this subsection, we discuss circuit syntheses for each of the four Trotter terms.

Mass term eiD̂
(M)
~n

t

The implementation of this term is straightforward. Two single-qubit Rz(θ) = exp
(
−iθẐ/2

)
gates, where θ = −m(−1)~nt, applied to the two qubits, which correspond to the two fermions at
site ~n, in the site register suffice. As in the implementation of U(1) mass term, we once again use
the weight-sum trick [137, 138], except for SU(2), the number of same angle Rz gates increased
by a factor of two. Again, briefly, if the original subcircuit applies the same angle Rz gates on
p qubits simultaneously, we can reduce the number of Rz gates to blog(p) + 1c, while incurring
p −Weight(p) ancilla qubits and at most 4(p −Weight(p)) T gates. For a d-dimensional lattice
with Ld lattice sites, p = 2Ld.
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Electric term eiD̂
(E)
~n

t

Here, we present a method to implement the electric term. D̂
(E)
~n is a sum of d commuting terms,

and thus, its evolution can be implemented exactly as a product of d sub-evolutions,

eiD̂
(E)
~n

t =
d∏
l=1

e
i g2t

2ad−2 Ê
2(~n,l)

. (4.183)

Without loss of generality, we only discuss one sub-evolution. For notational convenience, we
drop the link location index. Since the eigenvalue equation

Ê2
∣∣j,mL,mR

〉
=
j

2
(
j

2
+ 1)

∣∣j,mL,mR
〉

=
1

4
[(j + 1)2 − 1]

∣∣j,mL,mR
〉

(4.184)

only depends on the subregister |j〉, and not on the subregisters
∣∣mL

〉
and

∣∣mR
〉
, we will implement

the operator e
it g2t

2ad−2 Ê
2

according to the eigenvalue equation,

e
i g2t

2ad−2 Ê
2 |j〉 = e

i g2t

8ad−2 (j+1)2 |j〉 , (4.185)

where the global phase of − g2t
8ad−2 has been neglected. As in the U(1) electric term, we implement

the term by first computing (j+ 1)2 into an ancilla register, then impart the phase on all links in
parallel, using the weight-sum trick, and finally, uncomputing the ancilla register. The T-gate and
ancilla-qubit counts for the arithmetic operations are the same as that for the U(1) electric term.
Thus, we will simply state the arithmetic costs: 8dLd[(η−2)+η(12η−3blog(η + 1)c−2)] T gates,
3(η+1)dLd ancilla qubits to store |j + 1〉 and

∣∣(j + 1)2
〉

for all links, and 3(η+1)−blog(η + 1)c−1
reusable workspace ancilla qubits. For more details on the implementation, we refer the readers
to Sec. 4.3.2. We now discuss the phase induction. The correct phase can be induced by applying

Rz(2
kθ), where θ = g2t

8ad−2 , on the kth qubit of the 2(η + 1)−bit ancilla state,
∣∣(j + 1)2

〉
. Hence,

there are 2(η + 1) sets of dLd same-angle Rz rotations to implement, where each set can be
effected using the weight-sum trick. Once again, we first compute Weight(dLd) into the ancilla
register, incurring 4(dLd−Weight(dLd)) T gates and dLd−Weight(dLd) ancilla qubits, and then,
applying blog

(
dLd

)
+ 1c Rz gates to the ancilla register to induce the right phase.

Alternatively, for simulations with a fixed g2, d and t, where a can be chosen such that
g2t

8ad−2 = π
2M

with M > 1. Then, the electric evolution can be implemented as

|j〉 7→ e
i π

2M
(j+1)2 |j〉 . (4.186)

Once again, as in U(1), we implement this by first computing (j + 1)2 into the ancilla register,
and then, impart the phase one link at a time, using the phase gradient operation.
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Note that the operations required for the electric term evolution here are almost the same as
that in the U(1) case. The only difference is the size of the adders required for the phase gradient

operations. The number of T gates needed for the phase gradient adders is 4dLd log
(

8ad−2π
g2t

)
+

O(dLd). We refer the readers to 4.3.2 for a detailed discussion on the synthesis costs of the
phase-gradient operation.

Kinetic term eiT̂
(K)
~n

t

Here we present a method to implement the kinetic term. This method takes advantage of the
fact that the Ûαβ operators are block-diagonal, just as in method 1 for the U(1) kinetic and

magnetic term. For brevity, we drop the site location indices. We rewrite the Ûαβ operators as
follows:

Û11 =
2η−1∑
j=0

2η+1−1∑
mL,mR=0

1∑
∆j=−1

f11(j,∆j,mL,mR) |j + ∆j〉〈j| ⊗
∣∣mL + 1

〉〈
mL
∣∣⊗ ∣∣mR + 1

〉〈
mR
∣∣ ,

(4.187)

Û12 =

2η−1∑
j=0

2η+1−1∑
mL,mR=0

1∑
∆j=−1

f12(j,∆j,mL,mR) |j + ∆j〉〈j| ⊗
∣∣mL + 1

〉〈
mL
∣∣⊗ ∣∣mR − 1

〉〈
mR
∣∣ ,

(4.188)

Û21 =
2η−1∑
j=0

2η+1−1∑
mL,mR=0

1∑
∆j=−1

f21(j,∆j,mL,mR) |j + ∆j〉〈j| ⊗
∣∣mL − 1

〉〈
mL
∣∣⊗ ∣∣mR + 1

〉〈
mR
∣∣ ,

(4.189)

Û22 =
2η−1∑
j=0

2η+1−1∑
mL,mR=0

1∑
∆j=−1

f22(j,∆j,mL,mR) |j + ∆j〉〈j| ⊗
∣∣mL − 1

〉〈
mL
∣∣⊗ ∣∣mR − 1

〉〈
mR
∣∣ ,

(4.190)
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where

f11(j, 1,mL,mR) =

√
( j+m

L

2 − Λ + 1)( j+m
R

2 − Λ + 1)

(j + 1)(j + 2)
,

f11(j,−1,mL,mR) =

√
( j−m

L

2 + Λ)( j−m
R

2 + Λ)

j(j + 1)
,

f12(j, 1,mL,mR) =

√
( j+m

L

2 − Λ + 1)( j−m
R

2 + Λ + 1)

(j + 1)(j + 2)
,

f12(j,−1,mL,mR) = −

√
( j−m

L

2 + Λ)( j+m
R

2 − Λ)

j(j + 1)
,

f21(j, 1,mL,mR) =

√
( j−m

L

2 + Λ + 1)( j+m
R

2 − Λ + 1)

(j + 1)(j + 2)
,

f21(j,−1,mL,mR) = −

√
( j+m

L

2 − Λ)( j−m
R

2 + Λ)

j(j + 1)
,

f22(j, 1,mL,mR) =

√
( j−m

L

2 + Λ + 1)( j−m
R

2 + Λ + 1)

(j + 1)(j + 2)
,

f22(j,−1,mL,mR) =

√
( j+m

L

2 − Λ)( j+m
R

2 − Λ)

j(j + 1)
. (4.191)

The operators Ûαβ are similar to the U(1) plaquette operator Û Û Û †Û † in that both of them
raise and lower multiple registers simultaneously. The main difference between them is that the
matrix elements of Ûαβ are not all ones. However, we can still employ the trick of splitting the
sums over all j,mL,mR into series of even and odd j,mL,mR, i.e.,

2η−1∑
j=0

2η+1−1∑
mL,mR=0

=
∑

j,mL,mR∈{even,odd}

, (4.192)
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where j = 0, 1, ..., 2η − 1 and mL/R = 0, 1, ..., 2η+1 − 1. Without loss of generality, we consider
the all-even series of Û11 with ∆j = 1, i.e.,∑

j,mL,mR even

f11(j, 1,mL,mR) |j + 1〉〈j| ⊗
∣∣mL + 1

〉〈
mL
∣∣⊗ ∣∣mR + 1

〉〈
mR
∣∣

=
∑

j,mL,mR even

f11(j, 1,mL,mR) |jη−1...j1〉〈jη−1...j1| ⊗ |j0 = 1〉〈j0 = 0| ⊗
∣∣mL

η ...m
L
1

〉〈
mL
η ...m

L
1

∣∣
⊗
∣∣mL

0 = 1
〉〈
mL

0 = 0
∣∣⊗ ∣∣mR

η ...m
R
1

〉〈
mR
η ...m

R
1

∣∣⊗ ∣∣mR
0 = 1

〉〈
mR

0 = 0
∣∣

≡ D̂11(∆j = 1)⊗ σ̂+σ̂+σ̂+, (4.193)

where ji denotes the ith binary digit of j, likewise for mL and mR, and the diagonal part
D̂11(∆j = 1) is defined via the operator

D̂αβ(∆j) =
1∑

jη−1...j1
mLη ...m

L
1

mRη ...m
R
1

=0

fαβ(j,∆j,mL,mR) |jη−1...j1〉〈jη−1...j1| ⊗
∣∣mL

η ...m
L
1

〉〈
mL
η ...m

L
1

∣∣

⊗
∣∣mR

η ...m
R
1

〉〈
mR
η ...m

R
1

∣∣ , (4.194)

where α, β ∈ {1, 2}, ∆j ∈ {−1, 1}, and the zeroth digits of j,mL,mR are classically known.
The remaining digits can be gleaned from the qubits, and thus, with an abuse of notation for j,
fαβ(j,∆j,mL,mR) can be evaluated on a quantum computer. By conjugating (4.193) with binary
decrementers and incrementers, the three sub-registers of different parities can be addressed, as
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shown by the following expressions for Û11, Û12, Û21 and Û22:

Û11 =
1∑

a,b,c=0

(Ĵ+)a(M̂L
1 )b(M̂R

1 )c[D̂11(∆j = 1)⊗ σ̂+σ̂+σ̂+

+ D̂11(∆j = −1)⊗ σ̂−σ̂+σ̂+](Ĵ−)a(M̂L
2 )b(M̂R

2 )c (4.195)

Û12 =

1∑
a,b,c=0

(Ĵ+)a(M̂L
1 )b(M̂R

1 )c[D̂12(∆j = 1)⊗ σ̂+σ̂+σ̂−

+ D̂12(∆j = −1)⊗ σ̂−σ̂+σ̂−](Ĵ−)a(M̂L
2 )b(M̂R

2 )c (4.196)

Û21 =

1∑
a,b,c=0

(Ĵ+)a(M̂L
1 )b(M̂R

1 )c[D̂21(∆j = 1)⊗ σ̂+σ̂−σ̂+

+ D̂21(∆j = −1)⊗ σ̂−σ̂−σ̂+](Ĵ−)a(M̂L
2 )b(M̂R

2 )c (4.197)

Û22 =

1∑
a,b,c=0

(Ĵ+)a(M̂L
1 )b(M̂R

1 )c[D̂22(∆j = 1)⊗ σ̂+σ̂−σ̂−

+ D̂22(∆j = −1)⊗ σ̂−σ̂−σ̂−](Ĵ−)a(M̂L
2 )b(M̂R

2 )c, (4.198)

where, as defined in (4.174) and (4.176), (Ĵ+)† = Ĵ− and (M̂
L/R
1 )† = M̂

L/R
2 . We simplify the

notation and express Ûαβ as

Ûαβ + h.c. =
1∑

a,b,c=0

(Ĵ+)a(M̂L
1 )b(M̂R

1 )c[
1∑

∆j=−1

D̂αβ(∆j)⊗ (P̂αβ(∆j) + h.c.)](Ĵ−)a(M̂L
2 )b(M̂R

2 )c,

(4.199)

where P̂αβ(∆j) are Pauli operators of the form ⊗2
i=0σ̂

±
i that depend on α, β, and ∆j.

Using α, r and β, r+1 to denote two colors α, β at two sites r, r+1, without loss of generality,
we write

Ûαβσ̂
−
α,rσ̂

+
β,r+1 + h.c. =

1∑
a,b,c=0

(Ĵ+)a(M̂L
1 )b(M̂R

1 )c[

1∑
∆j=−1

D̂αβ(∆j)⊗ F̂αβ(∆j)](Ĵ−)a(M̂L
2 )b(M̂R

2 )c,

(4.200)

where F̂αβ(∆j) = P̂αβ(∆j)σ̂−α,rσ̂
+
β,r+1 + h.c. acts on both the gauge field and fermionic registers.
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We may now approximate the kinetic evolution eitT̂
(K)
r as

eitT̂
(K)
r ≈

GC(7)∏
(c,b,a)=GC(0)

(Ĵ+)a(M̂L
1 )b(M̂R

1 )c

 1∏
α,β=0

1∏
∆j=−1

ei
t
2a
D̂αβ(∆j)F̂αβ(∆j)

 (Ĵ−)a(M̂L
2 )b(M̂R

2 )c,

(4.201)

where we have minimized the number of binary incrementers and decrementers using the Gray
code. In particular, the number of binary incrementers or decrementers is reduced to eight, i.e.,
four acting on the η−bit |j〉 register and four acting on the (η+ 1)−bit

∣∣mL
〉

and
∣∣mR

〉
registers,

which cost 4 · 4(η − 2) + 4 · 4(η + 1− 2) = 32η − 48 T gates and η + 1 reuseable ancilla qubits in
total [7].

The operators ei
t
2a
D̂αβ F̂αβ(∆j) can be implemented by first diagonalizing F̂αβ(∆j) with CNOT

gates and two Hadamard gates, just as in the U(1) case. Let us denotes D̂αβ(∆) as the diago-

nalized F̂αβ(∆j). In order to understand the action of the diagonalized evolution ei
t
2a
D̂αβD̂αβ(∆),

it is instrumental to first consider a hypothetical scenario where the operator D̂αβ is an identity

operator. Then, in the exponent of ei
t
2a
D̂αβ F̂αβ(∆j), we are left with F̂αβ(∆j), i.e. a string of Pauli

ladder operators of the kind ⊗4
i=0σ

±
i + h.c., which can be reduced to a quadruply-controlled Rx

gate with 8 CNOT gates. When we diagonalize the quadruply-controlled Rx gate with a pair of
Hadamard gates on the target qubit, the resulting quadruply-controlled Rz gate imparts phases
to the states |11110〉 and |11111〉, assuming the last qubit is the target. Now, we return to the
original case with the operator D̂αβ restored. Here, instead of the multiply-controlled Rz gate,

we have a multiply-controlled diagonal gate. We can implement this via a phase oracle Ô
(∆j)
αβ ,

which is defined according to

Ô
(∆j)
αβ

∣∣j′〉 ∣∣mL′〉 ∣∣mR′〉 ∣∣f ′α,r〉 ∣∣f ′β,r+1

〉
7→ eifαβ(j′,∆j,mL′,mR′)[ t

2a
(−1)j

′
0mL′0 mR′0 f ′α,rf

′
β,r+1]

∣∣j′〉 ∣∣mL′〉 ∣∣mR′〉 ∣∣f ′α,r〉 ∣∣f ′β,r+1

〉
, (4.202)

where j′0,m
L′
0 ,m

R′
0 are the zeroth digits of j′,mL′,mR′, the first three registers of qubits are for

a link, and the latter two registers of length one each denote the fermions of colors α and β that
sit at sites r and r+ 1, respectively. This oracle can be implemented efficiently with qRAM [152]
in polylogarithmic time. Alternatively, we choose to synthesize this oracle directly as a diagonal
gate, which imparts the phase (−1)j

′
0fαβ(j,∆j,mL,mR) t

2a , controlled by mL′
0 ,m

R′
0 , f

′
α,rf

′
β,r+1.

In particular, for each link, fαβ(j,∆j,mL,mR) can be computed efficiently using fixed point
arithmetic circuits [136], and the phases can be induced using Rz gates. We refer readers to
sec. 4.4.3 for the detailed implementation.

Hereafter, we assume in our resource analysis that the oracles with different values of α, β,∆j
have the same cost C(K) per query. Then, the implementation of the kinetic term for a pair of
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nearest-neightbor sites and the link joining them costs 32η−48 T gates and 64C(K). Note that the
neglected ζ̂ multi-site Pauli-z operators can be straightforwardly accommodated by conjugating
the circuit with controlled-Z gates, as in the U(1) kinetic term. The ζ̂ operators arise from the
JW transformation. In order to account for the two fermions per site in the JW transformation,
we slightly modify the zigzagging JW path by assigning two nodes, instead of one node in the
case of U(1), per lattice site. In total, there are dLd links, and thus, the cost of implementing the
kinetic term on all links is dLd(32η − 48) T gates and 64dLdC(K).

Magnetic term eiL̂
(B)
~n

t

Here, we extend the block-diagonal decomposition method used for the kinetic term to implement
the magnetic term. Once again, we drop the location indices for brevity. The magnetic term for
a single plaquette is given by

L̂(B)
r = − 1

2a4−dg2

2∑
αβδγ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.). (4.203)

Now, we rewrite one term in (4.203) as

ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.

=
1∑

q1,q2,...,q12=0

(Ĵ (1)+)q1(M̂
(1),L
1 )q2(M̂

(1),R
1 )q3 ...(Ĵ (4)+)q10(M̂

(4),L
1 )q11(M̂

(4),R
1 )q12

[
1∑

∆j1,...,∆j4=−1

D̂αβ(∆j1)P̂αβ(∆j1)D̂βγ(∆j2)P̂βγ(∆j2)D̂γδ(∆j3)P̂ †γδ(∆j3)D̂δα(∆j4)P̂ †δα(∆j4) + h.c.]

(Ĵ (1)−)q1(M̂
(1),L
2 )q2(M̂

(1),R
2 )q3 ...(Ĵ (4)−)q10(M̂

(4),L
2 )q11(M̂

(4),R
2 )q12

≡
1∑

q1,q2,...,q12=0

(Ĵ (1)+)q1(M̂
(1),L
1 )q2 ...(M̂

(4),R
1 )q12

[
1∑

∆j1,...,∆j4=−1

D̂αβγδ(∆j1,∆j2,∆j3,∆j4)P̂αβγδ(∆j1,∆j2,∆j3,∆j4)]

(Ĵ (1)−)q1(M̂
(1),L
2 )q2 ...(M̂

(4),R
2 )q12 , (4.204)

where the superscript (i) and subindex i of ∆ji are used to differentiate between the four links

of a plaquette. Once again, in the implementation eiL̂
(B)
r t, we can minimize the number of binary
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incrementers and decrementers using the Gray code, i.e.,

eiL̂
(B)
r t

≈
GC(212−1)∏

(q1,q2,...q12)=GC(0)

(Ĵ (1)+)q1(M̂
(1),L
1 )q2 ...(M̂

(4),R
1 )q12

 2∏
α,β,δ,γ=1

1∏
∆j1,...,∆j4=−1

e
it −1

2ag2
D̂αβγδ(∆j1,∆j2,∆j3,∆j4)P̂αβγδ(∆j1,∆j2,∆j3,∆j4)


(Ĵ (1)−)q1(M̂

(1),L
2 )q2 ...(M̂

(4),R
2 )q12 . (4.205)

Since P̂αβγδ is a twelve-qubit Pauli operator of the form ⊗11
i=0σ̂

±
i + h.c., e

it −1

2a4−dg2
D̂αβγδP̂αβγδ can

be diagonalized using twenty-two CNOT and two Hadamard gates into an operator of the form

e
it −1

2a4−dg2
D̂αβγδ(∆j1,∆j2,∆j3,∆j4)D̂αβγδ(∆j1,∆j2,∆j3,∆j4)

, (4.206)

where D̂αβγδ is the diagonalized Pauli part of the operator. Before defining the oracle, we define
some useful notations. We denote the state of a plaquette as ⊗4

i=1 |ji〉
∣∣mL

i

〉 ∣∣mR
i

〉
, where the values

of i represent the four links of a plaquette. Next, the zeroth digits of ji,m
L
i ,m

R
i are denoted as

ji,0,m
L
i,0,m

R
i,0, respectively. Further, we define

fαβγδ = fαβ(j1,∆j1,m
L
1 ,m

R
1 )fβγ(j2,∆j2,m

L
2 ,m

R
2 )fγδ(j3,∆j3,m

L
3 ,m

R
3 )fδα(j4,∆j4,m

L
4 ,m

R
4 ).

(4.207)
As such, the phase oracle is defined as

Ô
(∆j1,∆j2,∆j3,∆j4)
αβγδ ⊗4

i=1

∣∣j′i〉 ∣∣mL′
i

〉 ∣∣mR′
i

〉
7→ e

ifαβγδ [(
−1

2a4−dg2
(−1)

j′1,0mL′1,0m
R′
1,0j
′
2,0m

L′
2,0m

R′
2,0j
′
3,0m

L′
3,0m

R′
3,0j
′
4,0m

L′
4,0m

R′
4,0)] ⊗4

i=1

∣∣j′i〉 ∣∣mL′
i

〉 ∣∣mR′
i

〉
, (4.208)

where the primed states are the states that have been acted on by the diagonalization circuit
consisting of CNOT and Hadamard gates, and

∣∣j′1,0〉 is the target qubit of the diagonalized Pauli
part of the operator. As in the kinetic term implementation, we can implement this diagonal
operator as a phase oracle using qRAM, or directly synthesize it using quantum arithmetic cir-
cuits. Once again, we compute ±fαβγδ using fixed point arithmetic circuits [136], and induce the
approximate phases using Rz gates. See 4.4.3 for the implementation details.

Assuming the cost of the oracle C(B) is the same for all parameters choices, we calculate

the implementation cost of eiL̂
(B)
r t. First, it incurs 212 incrementers or decrementers, of which a

significant portion act on the η−bit |j〉, but, without affecting complexity arguments, we assume
that all the incrementers or decrementers are for the larger register of size η+ 1 qubits. As such,
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they cost 212·4(η−1) T gates, and η+1 reusable ancilla qubits. Second, it needs 212·162 = 1048576
oracle queries to account for the different combinations of α, β, γ, δ, and ∆ji. In order to obtain
the cost of the entire magnetic term, we need to multiply both the T-gate count and the number
of oracle queries by the number of plaquettes, d(d−1)

2 Ld.

4.4.3 Resource requirement estimates

In this section, we analyze the algorithmic and synthesis errors for our simulations. In Sec. 4.4.3
we compute the algorithmic error for the Suzuki-Trotter formula for our SU(2) Hamiltonian.
Therein we show our result first, then show a full derivation of it for completeness. In, Sec. 4.4.3,
we calculate the error incurred by the arithmetic circuits used to synthesize the oracles. In
Sec. 4.4.3 we compute the Rz synthesis error. In Sec. 4.4.3 we combine the two errors discussed
in Secs. 4.4.3 and 4.4.3 to report the gate and query complexity, and ancilla requirements.

Trotter errors

As in the U(1) case, we choose to use the second-order PF as our simulation algorithm, and
evaluate the commutator bound for the error given in (2.8). The result is

||e−iĤT − Û r2 (t)|| ≤ r
(
T

r

)3

ρ ≡ εTrotter, (4.209)

where

ρ =
1

12

[16dLdm2

a
+
dLdg4(4Λ + 3)2

32a2d−3
+

2Ldd(d− 1)g2(4Λ + 3)2

ad
+

8192d(d− 1)Ld

a6−dg2

+
(2048d2 − 48d)Ld

a3
+

Ld

a12−3dg6
(134217728d3 − 301990160d2 + 167772432d)

]
+

1

24

[mdLdg2(4Λ + 3)

ad−1
+

(128d2 − 16d)mLd

a2
+

256mLd(d2 − d)

a5−dg2
+

8d2Ldg2(4Λ + 3)

ad

+
32d(d− 1)Ld(4Λ + 3)

a3
+

128d(d− 1)Ld(4Λ + 3)

a3
+
Ld(4Λ + 3)

a6−dg2
(1024d3 − 2432d2 + 1408d)

+ (131072
d3

3
− 25728d2 + 52528

d

3
)
Ld

a3
+

Ld

a6−dg2
(81920d3 − 148992d2 + 67072d)

+ (32768d3 + 6656d2 − 39424d)
Ld

a6−dg2
+

Ld

a9−2dg4
(1835008d3 − 4456448d2 + 2621440d)

+
Ld

a12−3dg6
(17179869184

d5

5
− 17179869184

d4

3
+ 49392123904

d3

3
− 322659435248

d2

3

+ 1207422766768
d

15
− 8589934592)

]
. (4.210)
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For completeness, we show below a full derivation of the results shown above. Readers interested
in how the results compare with the size of the synthesis error and how, together, they affect our
simulation gate complexity should proceed to Secs. 4.4.3 and 4.4.3.

We start our derivation by first ordering the terms in the Hamiltonian Ĥ. As in the U(1)
case, we implement the diagonal mass and electric terms first, then the off-diagonal kinetic and
magnetic terms. We consider only the kinetic terms for the moment. As in the U(1) case, nearest-
neighbor terms do not commute as they collide on fermionic sites. Therefore, we choose to group
together the commuting terms, which originate from sites of the same parity, and act on links of
the same direction. In particular, using (p, l) to indicate the parity- and direction-dependence of
each kinetic term, we order the kinetic terms according to the ordered list, i.e.,

{(p, l)} ≡ {(e, 1), (o, 1), (e, 2), (o, 2), ..., (e, d), (o, d)}, (4.211)

where p = e, o labels the even and odd sites, respectively. For a fixed (p, l), the kinetic terms also
depend on the parameters a, b, c,∆j, α, β, which are defined in (4.200). For instance, a, b, c are
the exponents on the incrementers and decrementers, which are ordered according to the Gray
code, i.e.,

{a, b, c} ≡ {GC(q)}7q=1. (4.212)

Each of the remaining parameters, i.e., ∆j, α, β, can take on two values. Thus, we order them
according to the standard binary code. Representing each kinetic term with the label (p,l,a,b,c,∆j,
α,β), the ordering of the kinetic term is then given by the ordered list, i.e.,

T = {(p, l)} × {a, b, c} × {∆j, α, β}, (4.213)

where × is an order-preserving Cartesian product, such that l and β are the variables that vary
the slowest and fastest in T, respectively. We denote an element in T as ĥT , and an element
that is implemented after ĥT as ĥT ′ with T ′ > T . Each ĥT with a fixed set of parameters is a
sum of Ld

2 all even or odd kinetic operators, each of which acts on a link in the fixed direction l
originated from an even or odd site ~np, respectively, and the sites connected by the link, and is

represented with ĥT (~np, l). Moreover, the number of elements in T is given by

|T| = |{(p, l)}| · |{a, b, c}| · |{∆j, α, β}| = 2d · 23 · 23 = 27d. (4.214)

We proceed to describe the ordering for the magnetic terms. Magnetic terms acting on neighboring
plaquettes do not commute in general. Therefore, we group together the terms that originate
from sites of the same parity and act on the same two-dimensional plane. Further, we order the
magnetic terms according to the ordered list,

{(p, j, k)} = {(e, 1, 2), (o, 1, 2), (e, 1, 3), (o, 1, 3), ...(o, 1, d), (e, 2, 3), ..., (e, d− 1, d), (o, d− 1, d)},
(4.215)
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where p = e, o labels the parity, the two directions of a given plane are represented by j =
1, 2, ..., d− 1 and k = j + 1, ..., d, and p is the fastest-varying parameter in the list. We represent
each magnetic term with a tuple of its parameters, (p, j, k, q1, q2, ..., q12,∆j1,∆j2,∆j3,∆j4, α, β, γ, δ),
as defined in (4.204), and order the magnetic terms according to the following ordered list,

L = {(p, j, k)} × {q1, q2, ..., q12} × {∆j1,∆j2,∆j3,∆j4} × {α, β, γ, δ}, (4.216)

where q1, q2, ..., q12 are ordered using the Gray code, ∆j1,∆j2,∆j3,∆j4 and α, β, γ, δ are ordered
according to the binary code. We denote an element in L as ĥL, and an element that is imple-
mented after ĥL as ĥL′ with L′ > L. Each ĥL with a fixed set of parameters is a sum of Ld

2
all even or odd magnetic operators, each of which acts on a plaquette on a fixed plane (j, k)
originated from an even or odd site ~np, respectively, and is represented with ĥL(~np, j, k). Further,
the number of elements in L is given by

|L| = |{(p, j, k)}| · |{q1, q2, ..., q12}| · |{∆j1,∆j2,∆j3,∆j4}| · |{α, β, γ, δ}|

= 2
d(d− 1)

2
· 212 · 24 · 24 = 220d(d− 1). (4.217)

Finally, the ordering of the terms in the Hamiltonian Ĥ is given by the following ordered list:

{Ĥx} = {
∑
~n

D̂
(M)
~n ,

∑
~n

D̂
(E)
~n } ∪T ∪ L, (4.218)

where ∪ is denotes the order-preserving union.

We now proceed to evaluate the Trotter error incurred by the second-order PF. First, we focus
on the first sum in (2.8), i.e.,

∑
i

||[[Ĥi,
∑
j>i

Ĥj ], Ĥi]|| ≤
8∑

k=1

||C1,k||, (4.219)
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where

C1,1 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

D̂
(E)
~n′ ],

∑
~n

D̂
(M)
~n ],

C1,2 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n

D̂
(M)
~n ],

C1,3 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n

D̂
(M)
~n ],

C1,4 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n

D̂
(E)
~n ],

C1,5 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n

D̂
(E)
~n ],

C1,6 =
∑
ĥT∈T

[[ĥT ,
∑
~n

L̂
(B)
~n ], ĥT ],

C1,7 =
∑
ĥT∈T

[[ĥT ,
∑

ĥT ′∈T;T ′>T

ĥT ′ ], ĥT ],

C1,8 =
∑
ĥL∈L

[[ĥL,
∑

ĥL′∈L;L′>L

ĥL′ ], ĥL]. (4.220)

Note the following expressions will be useful in the foregoing evaluations of the terms:

||Ûαβ|| ≤ 1, (4.221)

which follows from the fact that in the original, untruncated theory, Ûαβ are elements of a matrix
in the considered unitary gauge group SU(2) in the so-called group element basis 3 [153, 106, 107].
(4.221) still holds after the truncation because of two reasons. First, for all input state |ψ〉
such that the output state |φ〉 = Ûαβ |ψ〉 are within the truncated space, the truncated and

untruncated Ûαβ produce the same output. Second, if in the untruncated theory, |φ〉 contains
any basis state

∣∣j,mL,mR
〉

that lies outside the truncated space,
∣∣j,mL,mR

〉
will be replaced by

0 in the truncated theory. Thus, the norm of any output state of Ûαβ in the truncated theory is
upper-bounded by that in the untruncated theory.

Using (4.221), we straightforwardly obtain

||Ûαβ + Û †αβ|| ≤ 2, (4.222)

||Ûαβσ̂−α σ̂+
β + Û †αβσ̂

+
α σ̂
−
β || ≤ 2. (4.223)

3The basis used in this chapter and the group element basis are related via a generalized, non-Abelian Fourier
transform [106].
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We note that the norm of each term in the block-diagonal decomposition of Ûαβσ̂
−
α σ̂

+
β +Û †αβσ̂

+
α σ̂
−
β ,

as shown in (4.200), is upper-bounded by 2. The reason is that, for each term in the decomposi-
tion, the norms of the incrementers, decrementers and Pauli ladder operators are bounded from
above by one, and that of the diagonal part D̂αβ, of which the elements are defined via fαβ, is
also upper-bounded by one. This implies that

||ĥT (~np, l)|| ≤
1

a
, (4.224)

because ĥT (~np, l) is, up to a multiplicative factor of 1
2a , a term in the block-diagonal decomposi-

tion.

Furthermore, we consider the terms ĥT (~n, l), which act on a pair of nearest-neighbor sites and
the link that connects them, i.e., (~n, l). We denote this set of terms as T|(~n,l). Then,

∑
ĥT (~n,l)∈T|(~n,l)

ĥT (~n, l) =
1

2a

2∑
α,β=1

Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c., (4.225)

which we combine with (4.223) to obtain

||
∑

ĥT (~n,l)∈S;
S⊆T|(~n,l)

ĥT (~n, l)|| ≤ || 1

2a

2∑
α,β=1

Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c.|| ≤ 4

a
. (4.226)

Similarly, for the magnetic term, we obtain the following bound:

||ÛαβÛβγÛ †γδÛ
†
δα + h.c.|| ≤ 2||ÛαβÛβγÛ †γδÛ

†
δα|| ≤ 2||Ûαβ||4 ≤ 2, (4.227)

where we have used (4.221) for the last equality. As in the kinetic term, the norm of each term

in the block-diagonal decomposition of ÛαβÛβγÛ
†
γδÛ

†
δα + h.c., as shown in (4.204), is bounded by

2. The reason is that the norms of the incrementers, decrementers and Pauli ladder operators
are bounded from above by one, and that of the diagonal part D̂αβγδ, of which the elements are
defined via fαβγδ, as defined in (4.207), is also upper-bounded by one. This implies that

||ĥL(~np, i, j)|| ≤
1

a4−dg2
(4.228)

because each ĥL(~np, i, j) is a product between −1
2a4−dg2

and a term in (4.204).

Lastly, we consider the terms ĥL(~n, i, j), which act on a single plaquette, denoted by (~n, i, j).
Let these terms form a set L|(~n,i,j). Then,

∑
ĥL(~n,i,j)∈L|(~n,i,j)

ĥL(~n, i, j) =
−1

2a4−dg2

2∑
α,β,γ,δ=1

Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c..

(4.229)
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Using the above relation and (4.227), we obtain

||
∑

ĥL(~n,i,j)∈S;
S⊆L|(~n,i,j)

ĥL(~n, i, j)|| ≤ || −1

2a4−dg2

2∑
α,β,γ,δ=1

Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.||

≤ 16

a4−dg2
. (4.230)

Whenever these useful expressions (4.221-4.230) are used, we use them without explicit references
for brevity.

We now evaluate in the following each term C1,n. First, C1,1 and C1,3 both evaluate to zero
because the mass term commutes with both the electric and magnetic terms. C1,2 is bounded by

||[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n

D̂
(M)
~n ]||

≤
∑
~n

d∑
l=1

||[[D̂(M)
~n + D̂

(M)

~n+l̂
,

1

2a

2∑
α,β=1

(Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c.)], D̂

(M)
~n + D̂

(M)

~n+l̂
]||

≤ dLd
2∑

α,β=1

||[[m
2

((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),
1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂))]||

≤ 4dLd · 4||m||2||1
a
|| = 16dLdm2

a
, (4.231)

where in the first two inequalities, we have used the fact that only the fermionic sites of colors
α, β at ~n, ~n+ l̂, respectively, are acted on by the kinetic term with color indices αβ.

Before evaluating C1,4, we provide some useful properties about the kinetic operators 1
2a

(Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂)+h.c.). At the fermionic sites ~n and ~n+ l̂ of colors α and β, respectively,

the kinetic operator takes a computational basis state to another basis state. Acting on the
gauge field on the link (~n, l), it maps the subregister |j〉 7→ |j ± 1〉, where j ∈ [0, 2Λ], up to a
multiplicative constant. Therefore, if we evaluate the commutator between an electric and kinetic
operator acting on the same link, we obtain

||[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]||

7→ g2

2ad−2

1

4
[(j + 1± 1)2 − (j + 1)2]|| 1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)||

≤ g2

8ad−2
(2j + 3)

1

a
≤ g2

8ad−1
(4Λ + 3), (4.232)
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where in the second line, we have used the eigenvalue equation in (4.184). Using this relation, we
evaluate the bound for C1,4, and obtain

||[[
∑
~n

D̂
(E)
~n ,

∑
~n

T̂
(K)
~n′ ],

∑
~n

D̂
(E)
~n ]||

≤
∑
~n

d∑
l=1

2∑
α,β=1

||[[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)],
g2

2ad−2
Ê2(~n, l)]||

7→
∑
~n

d∑
l=1

2∑
α,β=1

g2

8ad−2
[(j + 1± 1)2 − (j + 1)2]

· ||[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]||

≤ 4dLd
g2

8ad−2
(4Λ + 3)||[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]||

≤ 4dLd
g2

8ad−2
(4Λ + 3)

g2

8ad−1
(4Λ + 3) =

dLdg4(4Λ + 3)2

32a2d−3
.

(4.233)

Next, we evaluate the commutators between the electric and magnetic terms, which are trivial
unless the operators act on the same link. Thus, we evaluate the bound for the commutator
between the electric and magnetic operators acting on a single plaquette as follows:

||[ g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))

,− 1

2a4−dg2

2∑
α,β,δ,γ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)]||

≤ 4

2∑
α,β,δ,γ=1

||[ g2

2ad−2
Ê2,− 1

2a4−dg2
(ÛαβÛβγÛ

†
γδÛ

†
δα + h.c.)]||

≤ 4 · 24 g2

2ad−2

1

4
[(j + 1± 1)2 − (j + 1)2]|| 1

2a4−dg2
(ÛαβÛβγÛ

†
γδÛ

†
δα + h.c.)||

≤ 8

a2
(4Λ + 3), (4.234)

where in the first inequality, we have dropped the location indices for brevity, since the commu-
tator between any of the four electric terms and the magnetic terms shares the same bound, and
in the last inequality, we have used (4.227). Now we use the above relation to compute the bound
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for C1,5, and obtain

||[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n

D̂
(E)
~n ]||

≤ ||
∑
~n

d∑
i=1

d∑
j 6=i;j=1

[[
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))

,− 1

2a4−dg2

2∑
α,β,δ,γ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)]

,
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))]||

≤ Ldd(d− 1)

2
4|| g2

2ad−2

1

4
[(j + 1± 1)2 − (j + 1)2][

g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i)

+ Ê2(~n, j)),− 1

2a4−dg2

2∑
α,β,δ,γ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)]||

≤ Ldd(d− 1)

2

g2

2ad−2
(4Λ + 3)

8

a2
(4Λ + 3) =

2Ldd(d− 1)g2(4Λ + 3)2

ad
, (4.235)

where in the second equality, we have used the fact that there are Ld d(d−1)
2 plaquettes on the

lattice, and in the last inequality, we have used (4.234).

Now, we move on to C1,6, which is bounded from above by∑
ĥT∈T

||[[ĥT ,
∑
~n

L̂
(B)
~n ], ĥT ]||

≤
∑
ĥT∈T

||[[
∑
~np

ĥT (~np, l),
∑
~n

L̂
(B)
~n ],

∑
~np

ĥT (~np, l)]||

≤ 27d
Ld

2
4||ĥT (~np, l)|| · ||

2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)|| · ||ĥT (~np, l)||

≤ 28Ldd||1
a
||2||32(d− 1)

a4−dg2
|| = 8192d(d− 1)Ld

a6−dg2
, (4.236)

where in the first inequality, the factor of 27d outside the norm expression is the cardinality of
T, and in the second inequality, the factor Ld

2 is the number of even or odd sites ~np, the factor
of 2(d− 1) is due to the fact that each link (~np, l) is acted on concurrently by a kinetic term and
2(d− 1) plaquette operators, and we have used (4.70).

Now we consider C1,7, which consists of the commutators between kinetic terms. There are
two types of commutators; those between (i) terms acting on the same link, and (ii) terms acting
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on neighboring links that are connected via the sites. We begin with the analysis of case (i).
First, we denote the subset of T that consists of elements with a fixed parity and direction by
T|(p,l). The number of elements in T|(p,l) is 26, which is the number of remaining free parameters,

a, b, c,∆j, α, β. We consider the bound of the commutator, where ĥT is one of the first 26 − 4
elements of T|(p,l), and obtain

||[[ĥT (~np, l),
∑

ĥT ′∈T|(p,l);T ′>T

ĥT ′ ], ĥT (~np, l)]||

≤ 4 · ||ĥT (~np, l)||2||
∑

ĥT ′∈T|(p,l);T ′>T

ĥT ′ ||

≤ 4 · ||ĥT (~np, l)||2||
1

2a

2∑
α,β=1

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)||

≤ 4 · ||1
a
||2||4

a
|| = 16

a3
, (4.237)

where in the second inequality, we used (4.226) to obatin the second norm expression. The last 4
elements of T|(p,l) have the same a, b, c,∆j. The terms with αβ = 11, 22,(12, 21) commute with

each other, but not with terms with αβ = 12, 21,(11, 22). Therefore, for the last four ĥT ∈ T|(p,l),
which are implemented in the order of αβ = 11, 12, 21, 22, there are four non-trivial commutators,
each of which is bounded by

4||1
a
||3 =

4

a3
(4.238)

Therefore, the bound for the commutators that belong to type (i) is given by

2d
Ld

2
[(26 − 4)

16

a3
+

16

a3
] =

976dLd

a3
, (4.239)

where 2d is the number of different (p, l), and Ld

2 is the number of sites of a given parity. Next, we
analyze type (ii), which we further divide into two cases. Case (i) consists of commutators where
ĥT , ĥT ′ act on links in the same direction, but sites of different parities. Since we implement
even terms before odd terms, there are d commutators in case (i). In case (ii), ĥT , ĥT ′ act on
links in different directions. Let ĥT and ĥT ′ be labelled by (p, l) and (p′, l′). Then, there are∑o

p′,p=e

∑d
l=1

∑d
l′>l,l′=1 = 4d(d−1)

2 = 2d2 − 2d commutators in case (ii). In both types, ĥT , ĥT ′

could collide on one or two sites, depending on their respective color indices. If ĥT and ĥT ′ are
labelled by αβ and βα, respectively, then each ĥT will collide with two ĥT ′ on sites of both colors
α and β. If ĥT is labelled by αβ, and ĥT ′ by ββ (αα), then each ĥT will collide with one ĥT ′ on
the site of color β (α). In the former scenario, where collisions occur at two sites, the bound for
each commutator is

4 · ||ĥT (~np, l)||2 · ||2 ·
1

2a
(Ûβασ̂

−
β σ̂

+
α + h.c.)|| ≤ 8

a3
. (4.240)
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In the latter scenario, where there is a collision on one site, the bound for each commutator is

4 · ||ĥT (~np, l)||2 · ||
1

2a

αα∑
α′β′=ββ

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)|| ≤ 8

a3
. (4.241)

The bound for the commutators in type (ii) is thus

(8 + 8)

a3
26 · (2d2 − 2d+ d)

Ld

2
=

(2048d2 − 1024d)Ld

a3
. (4.242)

As such, the bound for C1,7 is

(2048d2 − 48d)Ld

a3
. (4.243)

Finally, we consider C1,8, which consists of the commutators between magnetic terms. We
separate the terms into two cases: cases (i) and (ii), respectively, consist of intra- and inter-
plaquette commutators, where ĥL and ĥL′ act on the same and different plaquettes, respectively.
We first examine case (i). We denote the subset of L that consists of elements with a fixed parity
and two-dimensional plane by L|(p,j,k). As such, the number of elements in L|(p,j,k), 220, is the

number of remaining free parameters. We compute the bound of the commutator, in which ĥL
is amongst the first 220 − 16 elements of L|(p,j,k), and obtain

||[[ĥL(p, j, k),
∑

ĥL′∈L|(p,j,k);L′>L

ĥL′ ], ĥL(p, j, k)]||

≤ 4||ĥL(~np, j, k)||2 · || −1

2a4−dg2
(

2∑
α,β,γ,δ=1

ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)|| = 4 · 16

a12−3dg6
=

64

a12−3dg6
.

(4.244)

Since the last sixteen terms all have different color indices αβγδ, they do not commute with each
other in general. Thus, the bound for the last 16 terms is

1∑
q=15

4 · ||ĥL(~np, j, k)|| · ||q · ĥL′(~np, j, k)|| · ||ĥL(~np, j, k)|| = 480||ĥL(~np, j, k)||3 =
480

a12−3dg6
(4.245)

Therefore, the bound for case-(i) terms is

Ld
d(d− 1)

2
[(220 − 16)

64

a12−3dg6
+

480

a12−3dg6
] =

33554160Ldd(d− 1)

a12−3dg6
, (4.246)

We divide case (ii) into two types; those where (i) ĥL and ĥL′ act on neighboring plaquettes
with different parities on the same two-dimensional plane, and those where (ii) ĥL and ĥL′ act
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(p, k, l), k < l colliding tuples # tuples

1 (p, k, j), j > l d− l
2 (p, l, j), j > l d− l
3 (p, j, l), k < j < l l − k − 1

4 (p′, k, j), j > l d− l
5 (p′, l, j), j > l d− l
6 (p′, j, l), k < j < l l − k − 1

Table 4.5: The number of tuples that share a dimension with (p, k, l) and are implemented after
(p, k, l) in the ordered list L. Each term ĥL ∈ L partially labelled by (p, k, l) collides on two
links with two ĥL′ terms, respectively, labelled with tuples in the second column. Here, p, p′ ∈
{even, odd} and p 6= p′. Therefore, the total number colliding tuples is given by

∑d−1
k=1

∑d
l>k 8d−

4(l + k)− 4 = 2d3 − 6d2 + 4d.

on plaquettes that share only one common dimension. In type (i), the number of pairs of ĥL and

ĥL′ is the number of two-dimensional planes, d(d−1)
2 . Since we have chosen to implement even

terms before odd terms, each commutator is bounded by

4 · ||ĥL(~ne, j, k)||2 · ||4 · 16ĥL′(~no, j, k)|| = 256

a12−3dg6
, (4.247)

where in the second norm expression, the factor of 4 is due to the fact that there are four ĥL′(~no)
terms acting on the four links, which form the plaquette that ĥL(~ne) acts on, and the factor of
16 is the number of different color indices of the magnetic operators. There are 2d3 − 6d2 + 4d
pairs of ĥL and ĥL′ in type (ii). See Table 4.5 for the explanation. Each commutator is bounded
by

4 · ||ĥL(~np, j, k)||2 · ||2 · 16ĥL′(~n
′
p, j
′, k′)|| = 128

a12−3dg6
, (4.248)

where in the second norm expression, the factor of 2 is due to the fact that there are two ĥL′ that
collide with each ĥL. Therefore, the bound for case-(ii) terms is given by

220L
d

2
[

256

a12−3dg6

d(d− 1)

2
+

128

a12−3dg6
(2d3 − 6d2 + 4d)] =

67108864Ld

a12−3dg6
(2d3 − 5d2 + 3d) (4.249)

In total, C1,8 is bounded by

Ld

a12−3dg6
(134217728d3 − 301990160d2 + 167772432d). (4.250)

Next, we analyze the second sum in (2.8), which is given by∑
i

||[[Ĥi,
∑
j>i

Ĥj ],
∑
k>i

Ĥk]|| ≤
12∑
n=1

||C2,n||, (4.251)
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where

C2,1 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

D̂
(E)
~n′′ ],

C2,2 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

T̂
(K)
~n′′ ],

C2,3 =[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ],

C2,4 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

T̂
(K)
~n′′ ],

C2,5 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ],

C2,6 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

T̂
(K)
~n′′ ],

C2,7 =[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ],

C2,8 =
∑
ĥT∈T

[[ĥT ,
∑

ĥT ′∈T;T ′>T

ĥT ′ ],
∑

ĥT ′′∈T;T ′′>T

ĥT ′′ ],

C2,9 =
∑
ĥT∈T

[[ĥT ,
∑

ĥT ′∈T;T ′>T

ĥT ′ ],
∑
~n

L̂
(B)
~n ],

C2,10 =
∑
ĥT∈T

[[ĥT ,
∑
~n′

L̂
(B)
~n′ ],

∑
ĥT ′∈T;T ′>T

ĥT ′ ],

C2,11 =
∑
ĥT∈T

[[ĥT ,
∑
~n

L̂
(B)
~n ],

∑
~n′

L̂
(B)
~n′ ],

C2,12 =
∑
ĥL∈L

[[ĥL,
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]. (4.252)

108



For C2,1, we obtain the bound

||[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

D̂
(E)
~n′′ ]||

≤ ||
∑
~n

d∑
l=1

2∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n) + h.c.)]

,
g2

2ad−2
Ê2(~n, l)]||

≤ 4dLd|| g2

2ad−2

1

4
[(j + 1± 1)2 − (j + 1)2][

m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂))

,
1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n) + h.c.)]||

≤ 4dLd
g2

8ad−2
(4Λ + 3)||[m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n) + h.c.)]||

≤ dLdg2(4Λ + 3)

2ad−2
2||m|| · ||1

a
|| = mdLdg2(4Λ + 3)

ad−1
, (4.253)

where, in the first inequality, we used the fact that the mass terms at ~n, ~n + l̂, of which the
respective colors are not α, β, commute with the kinetic term with color indices αβ.

For C2,2, we divide the commutators up into two types; type (i) where the kinetic terms in the

inner commutator T̂
(K)
~n′ , and outer commutator T̂

(K)
~n′′ act on the same links, and type (ii) where

T̂
(K)
~n′ and T̂

(K)
~n′′ act on different links. We evaluate the bound for type (i), and obtain

||
∑
~n

d∑
l=1

2∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
1

2a

∑
α′β′

(Ûα′,β′(~n, l)σ̂
−
α′(~n)σ̂+

β′(~n+ l̂) + h.c.)]|| ≤ 4dLd · 4||m|| · ||1
a
|| · ||31

a
|| = 48mdLd

a2
, (4.254)

where the factor of three in the third norm expression in the last line is due to the fact that
one of the four kinetic terms commute with the inner commutator. In particular, if α′ = α or
β′ = β, then the fermionic part of the outer kinetic term does not commute with the mass term.
However, if α′β′ and αβ do not share any common color, then the fermionic operators in the inner
and outer commutators act on different registers representing fermionic sites of different colors,
the two gauge field operators commute due to (4.168), and thus the commutator vanishes.

We split type (ii) into two cases. Suppose the color indices of T̂
(K)
~n′ is αβ. Then, in case (i),

T̂
(K)
~n′′ has color indices βα, and in case (ii), T̂

(K)
~n′′ has color indices ββ or αα. The bound for case
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(i) is as follows:

||
∑
~n

d∑
l=1

2∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
4d− 2

2a
(Ûβασ̂

−
β σ̂

+
α + h.c.)]|| ≤ 4dLd · 4||m|| · ||1

a
|| · ||(4d− 2)

a
|| = (64d2 − 32d)mLd

a2
, (4.255)

where the factor of 4d − 2, in front of the third term of the commutator, is the number of
Ûβασ̂

−
β σ̂

+
α + h.c. that collide with each Ûαβσ̂

−
α σ̂

+
β + h.c.. The bound for case (ii) is

||
∑
~n

d∑
l=1

2∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
2d− 1

2a

αα∑
α′β′=ββ

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)]|| ≤ 4dLd · 4||m|| · ||1

a
|| · ||2(2d− 1)

a
|| = (64d2 − 32d)mLd

a2
,

(4.256)

where the factor of 2d − 1, in front of the third term of the commutator, is the number of
Ûα′β′ σ̂

−
α′ σ̂

+
β′ + h.c., with α′β′ = ββ or αα, that collide with each Ûαβσ̂

−
α σ̂

+
β + h.c.. Adding up the

bounds for type (i) and (ii), we obtain the bound for the C2,2 as follows:

(128d2 − 16d)mLd

a2
. (4.257)

The bound for C2,3 is given by

||[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]||

≤ ||
∑
~n

d∑
l=1

2∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
∑
~n′′

L̂
(B)
~n′′ ]||

≤ 4dLd · 4||m|| · ||1
a
|| · ||2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)|| ≤ 256mLd(d2 − d)

a5−dg2
, (4.258)

where 2(d− 1) is the number of plaquettes that consist of the link (~n, l).
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Next, we consider C2,4. We divide the commutators up into two cases the same way we did
for C2,2. The bound for case (i), where the kinetic terms act on the same links, is given by

||
∑
~n

d∑
l=1

2∑
α,β=1

[[
g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
1

2a

2∑
α′,β′=1

(Ûα′β′(~n, l)σ̂
−
α′(~n)σ̂+

β′(~n+ l̂) + h.c.)]||

≤ 4dLd · 2||[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]||

· || 1

2a

2∑
α′,β′=1

(Ûα′β′(~n, l)σ̂
−
α′(~n)σ̂+

β′(~n+ l̂) + h.c.)||

≤ 8dLd
g2

8ad−1
(4Λ + 3) · 4

a
=

4g2dLd(4Λ + 3)

ad
, (4.259)

where we have used (4.232) to evaluate the first norm expression in the first inequality. As in
C2,2, we separate case (ii), where the kinetic terms act on different links, into two types. The
bound for type (i), where the color indices for the outer kinetic term is βα, is given by

||
∑
~n

d∑
l=1

2∑
α,β=1

[[
g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
4d− 2

2a
(Ûβασ̂

−
β σ̂

+
α + h.c.)]||

≤ 4dLd · 2 g2

8ad−1
(4Λ + 3) · 4d− 2

a
=

(4d2 − 2d)Ldg2(4Λ + 3)

ad
. (4.260)

For type (ii), where the color indices for the outer kinetic term is ββ or αα, we obtain the following
bound:

||
∑
~n

d∑
l=1

2∑
α,β=1

[[
g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
2d− 1

2a

αα∑
α′β′=ββ

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)]||

≤ 4dLd · 2 g2

8ad−1
(4Λ + 3) · 2(2d− 1)

a
=

(4d2 − 2d)Ldg2(4Λ + 3)

ad
. (4.261)

Therefore, the bound for C2,4 is

8d2Ldg2(4Λ + 3)

ad
. (4.262)
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We proceed to evaluate the bound for C2,5 as follows:

[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]

≤ ||
∑
~n

d∑
l=1

2∑
α,β=1

[[
g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)],
∑
~n′′

L̂
(B)
~n′′ ]||

≤ 4dLd · 2||[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]||

· ||2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 4dLd · 2 g2

8ad−1
(4Λ + 3) · 32(d− 1)

a4−dg2
=

32d(d− 1)Ld(4Λ + 3)

a3
, (4.263)

where in the second inequality, we have used (4.232) and the fact that there are 2(d−1) plaquettes
consisting of the link (~n, l). The bound for the C2,6 is given by

||[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

T̂
(K)
~n′′ ]||

= ||[
∑
~n

d∑
i=1

d∑
j 6=i;j=1

[
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))

,
−1

2a4−dg2

2∑
α,β,γ,δ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)]

,
1

2a

2∑
α′,β′=1

[Ûα′β′(~n, i)σ̂
−
α′(~n)σ̂+

β′(~n+ î) + Ûα′β′(~n+ î, j)σ̂−α′(~n+ î)σ̂+
β′(~n+ î+ ĵ)

+ Ûα′β′(~n+ ĵ, i)σ̂−α′(~n+ ĵ)σ̂+
β′(~n+ ĵ + î) + Ûα′β′(~n, j)σ̂

−
α′(~n)σ̂+

β′(~n+ ĵ) + h.c.]]||

≤ Ldd(d− 1)

2
· 2 · ||8(4Λ + 3)

a2
|| · 4|| 1

2a

2∑
α′,β′=1

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)||

≤ Ldd(d− 1)

2
· 2 · ||8(4Λ + 3)

a2
|| · 4||4

a
|| = 128d(d− 1)Ld(4Λ + 3)

a3
, (4.264)

where we have used (4.234) to evaluate the first norm expression of the first inequality. The
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bound for C2,7 is given by

||[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]||

≤ ||[
∑
~n

d∑
i=1

d∑
j 6=i;j=1

[
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))

,
−1

2a4−dg2

2∑
α,β,γ,δ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)],
∑
~n′′

L̂
(B)
~n′′ ]||

≤ Ldd(d− 1)

2
· 2||8(4Λ + 3)

a2
|| · || 8d− 11

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ Ldd(d− 1)8(4Λ + 3)

a2
· (8d− 11)16

a4−dg2
=

(1024d3 − 2432d2 + 1408d)Ld(4Λ + 3)

a6−dg2
, (4.265)

where in the second inequality, we have used (4.234) to evaluate the first norm expression, and
the factor of 8d − 11 in the second norm term is the number of plaquettes that collide on links
with the plaquette acted on by the magnetic operators in the inner commutator, as explained in
the paragraph below (4.103).

Next we consider C2,8, and divide the commutators up into five cases: (i) ĥT , ĥT ′ and ĥT ′′ all

act on the same links, (ii) ĥT and ĥT ′ act on the same links, while ĥT ′′ acts on neighboring links
that are connected via the fermionic sites, (iii) ĥT and ĥT ′′ act on the same links, while ĥT ′ acts
on neighboring links that are connected via the fermionic sites, (iv) ĥT ′ and ĥT ′′ act on the same
links, while ĥT acts on neighboring links that are connected via the fermionic sites, and (v) ĥT ,
ĥT ′ and ĥT ′′ all act on different but connected links. We begin with case (i) by considering ĥT ,
ĥT ′ and ĥT ′′ that act on one link (~np, l) only. There are 26 such ĥT terms, each with different

parameters a, b, c,∆j, α, β in T. Since ĥT ′ and ĥT ′′ are terms that succeed ĥT in T, they can
have different or same color indices α, β as ĥT , if ĥT is among the first 26−4 terms of T, in which
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case the bound is given by

(26 − 4)
o∑
p=e

d∑
l=1

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
~np

ĥT ′(~np, l)],
∑

ĥT ′′∈T;T ′′>T

∑
~np

ĥT ′′(~np, l)]||

≤ (26 − 4)2d
∑
~np

4||ĥT (~np, l)|| · ||
∑

ĥT ′∈T;T ′>T

ĥT ′(~np, l)|| · ||
∑

ĥT ′′∈T;T ′′>T

ĥT ′′(~np, l)]||

≤ 240dLd||1
a
|| · || 1

2a

2∑
α,β=1

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)||2

≤ 240dLd

a
(
4

a
)2 =

3840dLd

a3
. (4.266)

If ĥT is one of the last four terms of T, then ĥT ′ and ĥT ′′ must have different color indices. As
a result of (4.168), if ĥT is the fourth-to-last term, which has αβ = 11, then the commutator
[[ĥT (~np, l), ĥT ′(~np, l)], ĥT ′′(~np, l)] is non-zero if both ĥT ′ , ĥT ′′ have color indices equal to either 12
or 21, in which case the bound is given by

dLd · 4||1
a
|| · ||21

a
||2, (4.267)

where the factor of two outside the fraction in the second norm expression reflects the fact
that ĥT ′ , ĥT ′′ can have αβ = 12, 21. If ĥT is the second- and third-to-last terms, which have
αβ = 12, 21, respectively, then the commutator [[ĥT (~np, l), ĥT ′(~np, l)], ĥT ′′(~np, l)] is non-zero if

ĥT ′ , ĥT ′′ have color indices equal to 22, in which each case the bound is given by

dLd · 4||1
a
||3. (4.268)

As such, the bound for case (i) is
3920dLd

a3
. (4.269)

Similarly, for case (ii), we analyze the first 26 − 4 and last 4 ĥT ∈ T separately. The bound for
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the first 26 − 4 terms is

(26 − 4)
o∑
p=e

d∑
l=1

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
~np

ĥT ′(~np, l)],
∑

ĥT ′′∈T;T ′′>T

ĥT ′′ ]||

≤ (26 − 4)2d
∑
~np

4||ĥT (~np, l)|| · ||
∑

ĥT ′∈T;T ′>T

ĥT ′(~np, l)|| · ||
∑

ĥT ′′∈T;T ′′>T

ĥT ′′ ||

≤ 240dLd||1
a
|| · || 1

2a

2∑
α,β=1

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)|| · ||4d− 1

2a

2∑
α,β=1

(Ûαβσ̂
−
α σ̂

+
β + h.c.)||

≤ 240dLd

a

4

a

4(4d− 1)

a
=

(15360d2 − 3840d)Ld

a3
, (4.270)

where the factor of 4d− 1 in the third norm expression of the second inequality is the number of
links connected to (~np, l), via the fermionic sites on both its ends. We admit that the constants can
be improved slightly by optimizing over the color indices. For instance, if the inner commutator
consists of only terms with αβ = 11, then it commutes with ĥT ′′ with αβ = 22, as they do act on
fermions of different colors on the ends of (~np, l), and it commutes with ĥT ′′ with αβ = 12, 21 on
one of the fermionic sites on the ends of (~np, l). Hereafter, we neglect this type of optimization,

unless specified. We now consider the fourth-to-last ĥT ∈ T, with αβ = 11, and compute its
bound in the following:

4dLd||1
a
|| · ||2

a
|| · ||2d− 1

a
8|| = (128d2 − 64d)Ld

a3
, (4.271)

where the 2 in the numerator of the second norm expression is due to the fact that ĥT does not
commute with two of the remaining terms, with αβ = 12, 21. For the the second- and third-to-last
ĥT ∈ T, with αβ = 12, 21, we compute the bound for each term as follows:

4dLd||1
a
|| · ||1

a
|| · ||2d− 1

a
8|| = (64d2 − 32d)Ld

a3
, (4.272)

where the second norm expression is due to the fact that ĥT does not commute with the remaining
term with αβ = 22. Therefore, the case (ii) is bounded by

(15616d2 − 3968d)Ld

a3
. (4.273)

We separate case (iii) into two types: type (i) consists of commutators where ĥT ′ acts on links
in the same direction, but of different parity, as ĥT , ĥT ′′ ; type (ii) consists of commutators where
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ĥT ′ acts on links in different directions from ĥT , ĥT ′′ . Consider type (i), since we implement the
even terms before the odd terms, the commutator bound for the first 26 − 4 ĥT is

(26 − 4)

d∑
l=1

||[[
∑
~ne

ĥT (~ne, l),
∑

ĥT ′∈T;T ′>T

∑
~no

ĥT ′(~no, l)],
∑

ĥT ′′∈T;T ′′>T

∑
~ne

ĥT ′′(~ne, l)]||

≤ (26 − 4)d
∑
~ne

4||ĥT (~ne, l)|| · ||2
1

2a

2∑
α,β=1

(Ûαβ(~no, l)σ̂
−
α (~no)σ̂

+
β (~no + l̂) + h.c.)||

· ||3 1

2a

2∑
α,β=1

(Ûαβ(~ne, l)σ̂
−
α (~ne)σ̂

+
β (~ne + l̂) + h.c.)]||

≤ 240d
Ld

2
||1
a
|| · ||8

a
|| · ||12

a
|| = 11520dLd

a3
, (4.274)

where in the first inequality, the factor of 2 in the second norm expression is the number of odd
links that are connected to each (~ne, l), and the factor of 3 in the third norm expression is the
number of links that collide with the original link, and are connected with the two odd links
connected to the original link. There are four non-trivial commutators for the last 4 ĥT ; if ĥT has
αβ = 11, then ĥT ′ must have αβ = 12, 21; if ĥT has αβ = 12, 21, then ĥT ′ must have αβ = 22.
Thus, each of the last four commutators is bounded by

d∑
l=1

∑
~ne

4||ĥT (~ne, l)|| · ||2
1

2a
(Ûαβ(~no, l)σ̂

−
α (~no)σ̂

+
β (~no + l̂) + h.c.)||

· ||3 1

2a

2∑
α,β=1

(Ûαβ(~ne, l)σ̂
−
α (~ne)σ̂

+
β (~ne + l̂) + h.c.)]|| = 48dLd

a3
, (4.275)

and thus, type (i) is bounded by
11712dLd

a3
. (4.276)
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Similarly, we obtain bound for the first 26 − 4 terms in type (ii) as follows

(26 − 4)

o∑
p,p′=e

∑
l′>l

d∑
l=1

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
~np′

ĥT ′(~np′ , l
′)],

∑
ĥT ′′∈T;T ′′>T

∑
~np

ĥT ′′(~np, l)]||

≤ (26 − 4)4
d(d− 1)

2

∑
~np

4||ĥT (~np, l)|| · ||2
1

2a

2∑
α,β=1

(Ûαβ(~n′p, l
′)σ̂−α (~n′p)σ̂

+
β (~n′p + l̂′) + h.c.)||

· || 1

2a

2∑
α,β=1

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)]||

≤ 240d(d− 1)Ld||1
a
|| · ||8

a
|| · ||4

a
|| = 7680(d2 − d)Ld

a3
, (4.277)

where in the first inequality, the factor of 2 in the second norm expression is the number of links
(~np′ , l) that are connected to each (~np, l). The bound for each of the last four commutators is
bounded by

o∑
p,p′=e

∑
l′>l

d∑
l=1

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
~np′

ĥT ′(~np′ , l
′)],

∑
ĥT ′′∈T;T ′′>T

∑
~np

ĥT ′′(~np, l)]||

≤ 4
d(d− 1)

2

∑
~np

4||ĥT (~np, l)|| · ||2
1

2a
(Ûαβ(~n′p, l

′)σ̂−α (~n′p)σ̂
+
β (~n′p + l̂′) + h.c.)||

· || 1

2a

2∑
α,β=1

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)]||

≤ 4d(d− 1)Ld||1
a
|| · ||2

a
|| · ||4

a
|| = 32(d2 − d)Ld

a3
. (4.278)

Therefore, the bound for case (iii) is given by

Ld

a3
(7808d2 + 3904d). (4.279)

We divide case (iv) into two types: type-(i) commutators are those where ĥT , ĥT ′ and ĥT ′′ act on
links in the same direction; and type-(ii) commutators are those where ĥT , ĥT ′ and ĥT ′′ act on
links in different directions. We consider type (i) first. Since even terms are implemented before
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odd terms, we obtain its bound as follows

26
d∑
l=1

||[[
∑
~ne

ĥT (~ne, l),
∑

ĥT ′∈T;T ′>T

∑
(~no,l)

ĥT ′(~no, l)],
∑

ĥT ′′∈T;T ′′>T

∑
(~no,l)

ĥT ′′(~no, l)]||

≤ 26d ·
∑
~ne

4||ĥT (~ne, l)|| · ||
2

2a

2∑
α,β=1

(Ûαβ(~no, l)σ̂
−
α (~no)σ̂

+
β (~no + l̂) + h.c.)||2

≤ 26dLd

2
4||1
a
|| · ||8

a
||2 =

8192dLd

a2
, (4.280)

where the factor of 2 in the numerator of the second norm expression of the second line is due
to the fact that (~ne, l) is connected to two (~no, l). Next, we evaluate the bound for type (ii) as
follows:

26
o∑

p,p′=e

d∑
l=1

∑
l′>l

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
(~np′ ,l

′)

ĥT ′(~np′ , l
′)],

∑
ĥT ′′∈T;T ′′>T

∑
(~np′ ,l

′)

ĥT ′′(~np′ , l
′)]||

≤ 26 · 4d(d− 1)

2
· 4
∑
~np

||ĥT (~np, l)|| · ||
2

2a

∑
αβ

(Ûαβ(~np′ , l
′)σ̂−α (~np′)σ̂

+
β (~np′ + l̂′) + h.c.)||2

≤ 27d(d− 1)
Ld

2
4||1
a
|| · ||8

a
||2 =

16384(d2 − d)Ld

a3
, (4.281)

where the factor of 2 in the numerator of the second norm expression of the second line is due to
the fact that the link (~np, l), acted on by ĥT , is connected to two links (~np′ , l

′), acted on by ĥT ′

and ĥT ′′ . Therefore, case (iv) is bounded by

(16384d2 − 8192d)Ld

a3
. (4.282)

Lastly, we obtain the bound for case (v)

26
∑
(p,l)

∑
(p′,l′);

(p′,l′)>(p,l)

∑
(p′′,l′′);

(p′′,l′′)>(p′,l′)

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;
T ′>T

∑
(~np′ ,l

′)

ĥT ′(~np′ , l
′)],

∑
ĥT ′′∈T;
T ′′>T

∑
(~np′′ ,l

′′)

ĥT ′′(~np′′ , l
′′)]||

≤ 26 4

3
(2d3 − 3d2 + d) · 4

∑
~np

||ĥT (~np, l)|| · ||
2

2a

∑
αβ

(Ûαβ(~np′ , l
′)σ̂−α (~np′)σ̂

+
β (~np′ + l̂′) + h.c.)||

· || 4

2a

∑
αβ

(Ûαβ(~np′′ , l
′′)σ̂−α (~np′′)σ̂

+
β (~np′′ + l̂′′) + h.c.)||

=
29Ld

3a
(2d3 − 3d2 + d)||8

a
|| · ||16

a
|| = Ld

3a3
(131072d3 − 196608d2 + 65536d), (4.283)
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where (p′, l′) > (p, l) means that (p′, l′) appears after (p, l) in T, and since there are 2d (p, l), the
triple sum outside the norm expression in the first line evaluates to

2d∑
q=1

(2d− q)(2d− q − 1) =
4

3
(2d3 − 3d2 + d). (4.284)

In the inequality, the factor of 2 in the numerator of the second norm expression is because of the
fact that (~np, l) is connected to at most 2 (~np′ , l

′), and thus, each of the inner commutators acts
on at most three links and four sites. Further, each of these four sites are connected to at most
one (~np′′ , l

′′), hence the factor of 4 in the numerator of the third norm expression. Note that the
constants can be further tightened by considering the color indices of the fermionic operators.
Finally, adding the bounds for all cases, we arrive at the bound for C2,8

(131072
d3

3
− 25728d2 + 52528

d

3
)
Ld

a3
. (4.285)

Now for C2,9, we separate the commutators into three cases. Case-(i) commutators consists

of ĥT and ĥT ′ that act on the same links. Case-(ii) commutators consists of ĥT and ĥT ′ that act
on links in the same directions, but of different parities. Case-(iii) commutators consists of ĥT
and ĥT ′ that act on links in different directions, but connected via fermionic sites. For case (i),
once again, we consider the first 26 − 4 and last 4 ĥT terms in T separately. The bound for the
first 26 − 4 ĥT terms is given by

(26 − 4)
o∑
p=e

d∑
l=1

[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
~np

ĥT ′(~np, l)],
∑
~n

L̂
(B)
~n ]

≤ (26 − 4)2d
∑
~np

4||ĥT (~np, l)|| · ||
1

2a

∑
αβ

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)||

· ||2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 60dLd · 4||1
a
|| · ||4

a
|| · ||32(d− 1)

a4−dg2
|| = (30720d2 − 30720d)Ld

a6−dg2
, (4.286)

where in the first inequality, the numerator 2(d − 1) in the third norm term is the number of
magnetic operators that act on link (~np, l). The last four ĥT terms contribute four commutators,

119



each of which is bounded by

4dLd||ĥT (~np, l)|| · ||
1

2a
(Ûαβ(~np, l)σ̂

−
α (~np)σ̂

+
β (~np + l̂) + h.c.)||

· ||2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 128(d2 − d)Ld

a6−dg2
. (4.287)

As such, the bound for case-(i) commutators is

31232(d2 − d)Ld

a6−dg2
. (4.288)

For case (ii), there are two types of commutators; those where (i) ĥT and ĥT ′ have color indices
αβ and βα, respectively, and thus, collide on two fermionic sites, and where (ii) ĥT and ĥT ′ have
color indices αβ and ββ or αα, respectively, and thus, collide on one fermionic sites. Thus,
considering type (i), the inner commutators act on three links, which collide with 3 · 2(d − 1)
magnetic operators. Since we implement the even terms before the odd terms, we obtain the
bound for the type-(i) commutators as follows:

26
d∑
l=1

4
∑
~ne

||ĥT (~ne, l)|| · ||
2

2a
(Ûβα(~no, l)σ̂

−
β (~no)σ̂

+
α (~no + l̂) + h.c.)||

· ||6(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 27dLd||1
a
|| · ||2

a
|| · ||96(d− 1)

a4−dg2
|| = 24576(d2 − d)Ld

a6−dg2
. (4.289)

For type (ii), the inner commutators act on two links, and thus collide with 2 · 2(d− 1) magnetic
operators. We obtain the bound for the type-(ii) commutators as follows:

26
d∑
l=1

4
∑
~ne

||ĥT (~ne, l)|| · ||
1

2a

αα∑
α′β′=ββ

(Ûα′β′(~no, l)σ̂
−
α′(~no)σ̂

+
β′(~no + l̂) + h.c.)||

· ||4(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 27dLd||1
a
|| · ||2

a
|| · ||64(d− 1)

a4−dg2
|| = 16384(d2 − d)Ld

a6−dg2
. (4.290)
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Thus, for case (ii), we obtain the bound

40960(d2 − d)Ld

a6−dg2
. (4.291)

In the third case, ĥT and ĥT ′ act on links in different directions. As in the second case, we
divide up case (iii) based on the color indices of ĥT and ĥT ′ . Focusing on the first type, the inner
commutators act on three links, which collide with 2 + 3 · 2(d− 2) = 6d− 10 magnetic operators,
where two of them act on all three links, and there are 2(d − 2) magnetic operators acting on
each one link, but not the other two links. Thus, we obtain the bound for type (i) commutators
as follows:

26
o∑

p,p′=e

d∑
l=1

∑
l′>l

4
∑
~np

||ĥT (~np, l)|| · ||
2

2a
(Ûβα(~np′ , l

′)σ̂−β (~np′)σ̂
+
α (~np′ + l̂′) + h.c.)||

· || 6d− 10

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 26 · 4d(d− 1)

2
· 4L

d

2
||1
a
|| · ||2

a
|| · ||32(3d− 5)

a4−dg2
|| = (49152d3 − 131072d2 + 81920d)

Ld

a6−dg2
.

(4.292)

Moving onto the second type, the inner commutators act on two links, which collide with 1 +
2 · 2(d − 2) = 4d − 7 magnetic operators, where one of them acts on both links, and there are
2(d − 2) magnetic operators acting on each one link, but not the other. Hence, we evaluate the
bound for type (ii), and obtain,

26
o∑

p,p′=e

d∑
l=1

∑
l′>l

4
∑
~np

||ĥT (~np, l)|| · ||
1

2a

γα∑
α′β′=βγ

(Ûα′β′(~np′ , l)σ̂
−
α′(~np′)σ̂

+
β′(~np′ + l̂) + h.c.)||

· || 4d− 7

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 26 · 4d(d− 1)

2
· 4L

d

2
||1
a
|| · ||2

a
|| · ||16(4d− 7)

a4−dg2
|| = (32768d3 − 90112d2 + 57344d)

Ld

a6−dg2
.

(4.293)

Therefore, the bound for case (iii) is

(81920d3 − 221184d2 + 139264d)
Ld

a6−dg2
. (4.294)
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Summing up the bounds for all three cases, we obtain the bound for C2,9

(81920d3 − 148992d2 + 67072d)
Ld

a6−dg2
. (4.295)

Now for C2,10, we divide the commutators up into cases and types, as we have done for C2,9.
The bound for case (i) of both the C2,9 and C2,10 is the same, and is given by

31232(d2 − d)Ld

a6−dg2
. (4.296)

The bound for case (ii) can be obtained from the case-(ii) bounds for C2,9 after some slight

modifications. First, since the kinetic operator ĥT only acts on one link, there are only 2(d− 1)
plaquette operators in the inner commutator that do not commute with each ĥT because the
plaquettes may lie on d− 1 two-dimensional planes and can be of two different parities. Second,
the kinetic operators ĥT ′ not only collide with ĥT via fermionic sites, but also with the magnetic
operators on links. Thus, we obtain the bound for type (i) of case (ii)

26
d∑
l=1

4
∑
~ne

||ĥT (~ne, l)|| · ||
2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 4

2a
(Ûβα(~no, l)σ̂

−
β (~no)σ̂

+
α (~no + l̂) + h.c.)||

≤ 27dLd||1
a
|| · ||32(d− 1)

a4−dg2
|| · ||4

a
|| = 16384(d2 − d)Ld

a6−dg2
, (4.297)

where a factor of 4 in the numerator of the third norm expression is due to the fact that two
ĥT ′ , of color indices βα, collide with each of ĥT , of color indices αβ, and the pair of plaquette
operators that lie on the same plane. The bound for the second type of case (ii) is

26
d∑
l=1

4
∑
~ne

||ĥT (~ne, l)|| · ||
2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 3

2a

αα∑
α′β′=ββ

(Ûα′β′(~no, l)σ̂
−
α′(~no)σ̂

+
β′(~no + l̂) + h.c.)||

≤ 27dLd||1
a
|| · ||32(d− 1)

a4−dg2
|| · ||6

a
|| = 24576(d2 − d)Ld

a6−dg2
, (4.298)

where the numerator 3 in the third norm expression is due to the fact that each ĥT ′ , of color
indices αα or ββ, collides with ĥT , of color indices αβ, and two ĥT ′ collide with the pair of
magnetic operators that lie on the same plane. Thus, for case (ii), the bound is given by

40960(d2 − d)Ld

a6−dg2
. (4.299)
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Now we consider the third case. Once again, we modify the case-(iii) bounds of C2,9. Thus, we
obtain the respective bounds for type (i) and (ii) commutators as follows:

26
o∑

p,p′=e

d∑
l=1

∑
l′>l

4
∑
~np

||ĥT (~np, l)|| · ||
2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 2

2a
(Ûβα(~np′ , l

′)σ̂−β (~np′)σ̂
+
α (~np′ + l̂′) + h.c.)||

≤ 26 · 4d(d− 1)

2
· 4L

d

2
||1
a
|| · ||32(d− 1)

a4−dg2
|| · ||2

a
|| = (16384d3 − 32768d2 + 16384d)

Ld

a6−dg2
,

(4.300)

and

26
o∑

p,p′=e

d∑
l=1

∑
l′>l

4
∑
~np

||ĥT (~np, l)|| · ||
2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 1

2a

γα∑
α′β′=βγ

(Ûα′β′(~np′ , l)σ̂
−
α′(~np′)σ̂

+
β′(~np′ + l̂) + h.c.)||

≤ 26 · 4d(d− 1)

2
· 4L

d

2
||1
a
|| · ||32(d− 1)

a4−dg2
|| · ||2

a
|| = (16384d3 − 32768d2 + 16384d)

Ld

a6−dg2
.

(4.301)

Therefore, the bound for case (iii) is

(32768d3 − 65536d2 + 32768d)
Ld

a6−dg2
. (4.302)

Summing up the bounds for all cases, we obtain the bound for C2,10

(32768d3 + 6656d2 − 39424d)
Ld

a6−dg2
. (4.303)
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We compute the bound for C2,11, and obtain∑
ĥT∈T

||[[ĥT ,
∑
~n

L̂
(B)
~n ],

∑
~n′

L̂
(B)
~n′ ]||

≤ 27d
Ld

2
· 4||ĥT (~np, l)|| · ||

2(d− 1)

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· ||14d− 20

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 28dLd

a

32(d− 1)

a4−dg2

16(14d− 20)

a4−dg2
=

(1835008d3 − 4456448d2 + 2621440d)Ld

a9−2dg4
, (4.304)

where in the first inequality, the factors of 2(d− 1) and 14d− 20 are explained in the paragraph
below (4.137).

Lastly, we consider C2,12, which consists of commutators between only magnetic operators.

The commutators are either intra-plaquette or inter-plaquette, where ĥL, ĥL′ and ĥL′′ act on the
same or different plaquettes, respectively. We consider intra-plaquette terms first. We remind
the readers that there are 220 ĥL(~np, j, k) terms acting on each plaquette (~np, j, k). We analyze

the commutators, where ĥT (~np, j, k) is among the first 220 − 16, and last 16 terms, separately.

When ĥT (~np, j, k) is among the first 220 − 16 terms, the bound is given by

(220 − 16)
d∑

k 6=j;k=1

d∑
j=1

∑
~np

o∑
p=e

||[[ĥL(~np, j, k),
∑

ĥL′∈L;L′>L

ĥL′(~np, j, k)],
∑

ĥL′′∈L;L′′>L

ĥL′′(~np, j, k)]||

≤ (220 − 16)d(d− 1)Ld

2
4||ĥL(~np, j, k)|| · || 1

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||2

≤ (221 − 32)d(d− 1)Ld|| 1

a4−dg2
|| · || 16

a4−dg2
||2 =

536862720(d2 − d)Ld

a12−3dg6
. (4.305)

When ĥL(~np, j, k) is among the last 16 terms, the bound is given by

d(d− 1)Ld

2
4|| 1

a4−dg2
|| ·

1∑
q=15

|| 16q

a4−dg2
||2 =

2480(d2 − d)Ld

a12−3dg6
. (4.306)

Thus, the bound for the intra-plaquette commutators is

536865200(d2 − d)Ld

a12−3dg6
. (4.307)
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We now proceed to analyze the inter-plaquette commutators. Since each ĥL′′ operator is non-
zero, the inner commutator [ĥL,

∑
ĥL′∈L;L′>L ĥL′ ] must be non-zero to guarantee a non-trivial

triple commutator

[[ĥL,
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ].

Given a non-zero inner commutator, we further divide the inter-plaquette commutators into three
types. Type (i) commutators satisfy

[ĥL,
∑

ĥL′∈L;L′>L

ĥL′ ] 6= 0, [ĥL,
∑

ĥL′′∈L;L′′>L

ĥL′′ ] 6= 0, [
∑

ĥL′∈L;L′>L

ĥL′ ,
∑

ĥL′′∈L;L′′>L

ĥL′′ ] 6= 0. (4.308)

Type (ii) commutators satisfy

[ĥL,
∑

ĥL′∈L;L′>L

ĥL′ ] 6= 0, [ĥL,
∑

ĥL′′∈L;L′′>L

ĥL′′ ] 6= 0, [
∑

ĥL′∈L;L′>L

ĥL′ ,
∑

ĥL′′∈L;L′′>L

ĥL′′ ] = 0. (4.309)

Type (iii) commutators satisfy

[ĥL,
∑

ĥL′∈L;L′>L

ĥL′ ] 6= 0, [ĥL,
∑

ĥL′′∈L;L′′>L

ĥL′′ ] = 0, [
∑

ĥL′∈L;L′>L

ĥL′ ,
∑

ĥL′′∈L;L′′>L

ĥL′′ ] 6= 0. (4.310)

In order to facilitate the counting of the commutators in each case, we provide a geometric
interpretation to the conditions for each type. For instance, the condition satisfied by all three
cases [ĥL,

∑
ĥL′∈L;L′>L ĥL′ ] 6= 0 implies that, some or all of the links of each plaquette, which

is acted on by ĥL, must also be acted on by each ĥL′ . As such, we can further infer that the
plaquettes acted on by ĥL and ĥL′ share at least one dimension. We extend this geometric
interpretation to compute the number of non-trivial commutators in each type.

For type (i), the plaquettes acted on by ĥL, collide with those acted on by ĥL′ and ĥL′′ , and
those acted on by ĥL′ also collide with those acted on by ĥL′′ . Suppose ĥL is labelled by (p, k, l).
The possible parity-location tuples that label ĥL′ and ĥL′′ are given in Table 4.6 and 4.7 for p =
even and odd, respectively. Consider first the case where p = even, and ĥL and ĥL′ are labelled
by items 1 − 4, 6 and 7 in Table 4.6. Then, each plaquette acted on by ĥL is acted on by two
ĥL′ as they share one dimension. Further, the plaquettes acted on by ĥL and ĥL′ are acted on
by either 2, 4, 6 or 8 ĥL′′ . In particular, if the plaquettes acted on by ĥL′′ (i) share one common
dimension with ĥL, and two common dimensions and parity with ĥL′ , or (ii) share one common
dimension with ĥL and a different dimension with ĥL′ , then ĥL and ĥL′ collide with two ĥL′′ . We
compute the number of combinations of parity-location labels that satisfy these conditions using
Table 4.6, and obtain

∑
l>k

d−1∑
k=1

12(d− l) + 2(l − k − 1) =
7

3
(d3 − 3d2 + 2d). (4.311)
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The bound in this case is given by

220||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 220 · 7
3

(d3 − 3d2 + 2d)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

=
Ld

3a12−3dg6
15032385536(d3 − 3d2 + 2d), (4.312)

where 220 is the number of ĥL terms per plaquette.

If the plaquettes acted on by ĥL′′ share only one dimension with both ĥL and ĥL′ , then ĥL and
ĥL′ collide with four ĥL′′ . Using Table 4.6, we find the number of combinations of parity-location
labels that satisfy this condition, i.e.

∑
l>k

d−1∑
k=1

(d− l)[8(d− l − 1) + 4(l − k − 1)] + (l − k − 1)[4(d− l) + 4(l − k − 2)]

=
4

3
(d4 − 6d3 + 11d2 − 6d). (4.313)

The bound in this case is given by

220||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 220 · 4
3

(d4 − 6d3 + 11d2 − 6d)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 4

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

=
Ld

3a12−3dg6
17179869184(d4 − 6d3 + 11d2 − 6d). (4.314)

If the plaquettes acted on by ĥL′′ share only one dimension with ĥL′ , and share both dimen-
sions, but not the parity, with ĥL, then ĥL and ĥL′ collide with six ĥL′′ . Once again, we use Table
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4.6 to obtain the number of combinations of parity-location labels that satisfy this condition, i.e.

∑
l>k

d−1∑
k=1

4(d− l) + 2(l − k − 1) = (d3 − 3d2 + 2d). (4.315)

The bound in this case is given by

220||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 220(d3 − 3d2 + 2d)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 6

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

=
Ld

a12−3dg6
6442450944(d3 − 3d2 + 2d). (4.316)

If the plaquettes acted on by ĥL′′ share only one dimension with ĥL, and share both dimen-
sions, but not the parity, with ĥL′ , then ĥL and ĥL′ collide with eight ĥL′′ . Once again, we
use Table 4.6 to obtain the number of combinations of parity-location labels that satisfy this
condition, i.e. ∑

l>k

d−1∑
k=1

4(d− l) + 2(l − k − 1) = (d3 − 3d2 + 2d). (4.317)

The bound in this case is given by

220||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 220(d3 − 3d2 + 2d)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 8

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

=
Ld

a12−3dg6
8589934592(d3 − 3d2 + 2d). (4.318)
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If ĥL′′ acts on plaquettes that share only one dimension with ĥL and ĥL′ , then ĥL and ĥL′

collide with eight ĥL′′ . There are∑
l>k

d−1∑
k=1

4(d− l) + 2(l − k − 1) = d3 − 3d2 + 2d (4.319)

combinations of parity-location labels that satisfy this condition. The bound in this case is given
by

220||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 220(d− 1)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 4

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 8

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

=
Ld

a12−3dg6
17179869184(d3 − 3d2 + 2d). (4.320)

Consider now the case where ĥL and ĥL′ collide on two dimensions, but have different parities,
i.e., item 5 in Table 4.6. Since we implement even terms before odd ones, the parities of ĥL and
ĥL′ are even and odd, respectively. Moreover, ĥL acting on a plaquette collides with four ĥL′ on
the four links. If ĥL′′ act on plaquettes that share one dimension with ĥL, and both dimensions
and the parity with those acted on by ĥL′ , then ĥL and ĥL′ collide with four ĥL′′ . There are

d−1∑
k=1

1 = d− 1 (4.321)

combinations of parity-location labels that satisfy this condition. The bound in this case is given
by

220||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 220(d− 1)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 4

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 4

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

=
Ld

a12−3dg6
8589934592(d− 1). (4.322)
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Therefore, type-(i) commutators, where ĥL acts on even plaquettes are bounded by

(17179869184
d4

3
+ 8589934592

d3

3
− 146028888064

d2

3
+ 146028888064

d

3
− 8589934592)

Ld

a12−3dg6
.

(4.323)
Similarly, we obtain the bound for the commutators where ĥL acts on odd plaquettes, i.e.,

(17179869184
d4

3
− 10737418240

d3

3
− 88046829568

d2

3
+ 81604378624

d

3
)

Ld

a12−3dg6
, (4.324)

by considering separately the cases, in which ĥL and ĥL′ collide with 2, 4, or 8 ĥL′′ , listed in
Table 4.7. Thus, the bound for all type-(i) commutators is

(34359738368
d4

3
− 2147483648

d3

3
− 234075717632

d2

3
+ 227633266688

d

3
− 8589934592)

Ld

a12−3dg6
.

(4.325)

We proceed to analyze type-(ii) commutators. By definition, ĥL does not commute with both
ĥL′ and ĥL′′ , but ĥL′ and ĥL′′ commute with each other. On the lattice, this implies that ĥL shares
one common dimension each with ĥL′ and ĥL′′ , but ĥL′ and ĥL′′ share no common dimension.
Thus, each plaquette acted on by ĥL is also acted on by two ĥL′ and ĥL′′ . Using table 4.8, we
obtain the number of combinations of parity-location labels that satisfy this condition as follows

∑
l>k

d−1∑
k=1

2(d− l)[4(l− k− 1) + 8(d− l− 1)] + 8(l− k− 1)(d− l) = 2d4− 12d3 + 11d2− 6d. (4.326)

Hence, the bound for all type-(ii) commutators is

220
o∑
p=e

||[[
∑
~np

ĥL(p, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 221(2d4 − 12d3 + 11d2 − 6d)
∑
~np

4 · ||ĥL(p, k, l)|| · || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

=
Ld

a12−3dg6
4294967296(2d4 − 12d3 + 11d2 − 6d). (4.327)

Last but not least, for type (iii) commutators, ĥL′ does not commute with both ĥL and
ĥL′′ , but ĥL and ĥL′′ commute with each other. On the lattice, this implies that ĥL′ share one
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common dimension each with ĥL and ĥL′′ , but ĥL and ĥL′′ share no common dimension. Thus,
each plaquette acted on by ĥL is also acted on by two ĥL′ , and each plaquette acted on by ĥL′

is in turn acted on by two ĥL′′ . Using table 4.9, we evaluate the number of combinations of
parity-location labels that satisfy this condition, and obtain

∑
j>l;
l>k

d−1∑
k=1

16(d−l)(d−j+l−k−1)+8(l−k−1)[(l−j−1)+(j−k−1)] =
2

5
(2d5−15d4+40d3−45d2+18d).

(4.328)
Hence, the bound for all type-(iii) commutators is

220
o∑
p=e

||[[
∑
~np

ĥL(p, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 222

5
(2d5 − 15d4 + 40d3 − 45d2 + 18d)

∑
~np

4 · ||ĥL(p, k, l)||·

· || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)|| · || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

=
Ld

a12−3dg6

8589934592

5
(2d5 − 15d4 + 40d3 − 45d2 + 18d). (4.329)

Finally, summing up the bounds for all three types of commutators, we obtain the bound for
C2,12,

(17179869184
d5

5
−17179869184

d4

3
+49392123904

d3

3
−322659435248

d2

3
+1207422766768

d

15
−8589934592)

Ld

a12−3dg6
.

(4.330)
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Table 4.6: The number of tuples, which label ĥL′ and ĥL′′ , such that (4.308) holds and ĥL is
labelled by (even, k, l) with k < l. The tuples that label ĥL′ are given in the numerically labelled
rows. The alphabetical rows, which immediately follow each numerically labelled row, but precede
the next one, list the tuples that label ĥL′′ . The number of tuples that label ĥL′ for each ĥL,
satisfying L′ > L, and that label ĥL′′ for each pair of ĥL and ĥL′ , satisfying L′′ > L, are given
in the fifth column. The sixth column indicates the number of common dimensions ĥL′ or ĥL′′

at each row share with ĥL. The seventh column denotes whether ĥL′ or ĥL′′ at each row acts
on plaquettes of the same parity as ĥL do. The eighth column indicates the number of common
dimensions ĥL′′ at each row shares with ĥL′ . The seventh column denotes whether ĥL′′ at each
row acts on plaquettes of the same parity as ĥL′ does. Combining the information in the sixth
to ninth columns, one can straightforwardly compute, for each combination of tuples that label
ĥL, ĥL′ and ĥL′′ , the number of links ĥL, ĥL′ and ĥL′′ collide on.

ĥL (even, k, l), k < l #
tuples

#
com-
mon
di-
men-
sions

same
par-
ity

1 ĥL′ (even, k, j), j > l d− l 1 Y #
com-
mon
di-
men-
sions

same
par-
ity

a ĥL′′ (even, k, i), i = j 1 1 Y 2 Y

b (even, k, i), i > l, i 6= j d−l−1 1 Y 1 Y

c (even, l, i), i = j 1 1 Y 1 Y

d (odd, k, i), i = j 1 1 N 2 N

e (odd, k, i), i = l 1 2 N 1 N

f (odd, k, i), i > l, i 6= j d−l−1 1 N 1 N

g (odd, l, i), i = j 1 1 N 1 N

2 ĥL′ (even, l, j), j > l d− l 1 Y

a ĥL′′ (even, k, i), i = j 1 1 Y 1 Y

b (even, i, l), k < i < l l−k−1 1 Y 1 Y

c (even, l, i), i = j 1 1 Y 2 Y

d (even, l, i), i > l, i 6= j d−l−1 1 Y 1 Y

Continued on next page
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Table 4.6 – continued from previous page

ĥL (even, k, l), k < l #
tuples

#
com-
mon
di-
men-
sions

same
par-
ity

e (odd, k, i), i = l 1 2 N 1 N

f (odd, k, i), i = j 1 1 N 1 N

g (odd, l, i), i = j 1 1 N 2 N

h (odd, l, i), i > l, i 6= j d−l−1 1 N 1 N

i (odd, i, l), k < i < l l−k−1 1 N 1 N

3 ĥL′ (even, j, l), k < j < l l−k−1 1 Y

a ĥL′′ (even, l, i), i > l d− l 1 Y 1 Y

b (even, i, l), i = j 1 1 Y 2 Y

c (even, i, l), k < i < l, i 6= j l−k−2 1 Y 1 Y

d (odd, l, i), i > l d− l 1 Y 1 Y

e (odd, k, i), i = l 1 2 N 1 N

f (odd, i, l), i = j 1 1 N 2 N

g (odd, i, l), k < i < l, i 6= j l−k−2 1 N 1 N

4 ĥL′ (odd, k, j), j > l d− l 1 N

a ĥL′′ (even, k, i), i = j 1 1 Y 2 N

b (even, k, i), i > l, i 6= j d−l−1 1 Y 1 N

c (even, l, i), i = j 1 1 Y 1 N

d (odd, k, i), i = j 1 1 N 2 Y

e (odd, k, i), i = l 1 2 N 1 Y

f (odd, k, i), i > l, i 6= j d−l−1 1 N 1 Y

g (odd, l, i), i = j 1 1 N 1 Y

5 ĥL′ (odd, k, j), j = l 1 2 N

a ĥL′′ (even, k, i), i > l d− l 1 Y 1 N

b (even, l, i), i > l d− l 1 Y 1 N

c (even, i, l), k < i < l l−k−1 1 Y 1 N

d (odd, k, i), i = l 1 2 N 2 Y

e (odd, k, i), i > l d− l 1 N 1 Y

f (odd, l, i), i > l d− l 1 N 1 Y

g (odd, i, l), k < i < l l−k−1 1 N 1 Y

6 ĥL′ (odd, l, j), j > l d− l 1 N

Continued on next page
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Table 4.6 – continued from previous page

ĥL (even, k, l), k < l #
tuples

#
com-
mon
di-
men-
sions

same
par-
ity

a ĥL′′ (even, k, i), i = j 1 1 Y 1 N

b (even, i, l), k < i < l l−k−1 1 Y 1 N

c (even, l, i), i = j 1 1 Y 2 N

d (even, l, i), i > l, i 6= j d−l−1 1 Y 1 N

e (odd, k, i), i = l 1 2 N 1 Y

f (odd, k, i), i = j 1 1 N 1 Y

g (odd, l, i), i = j 1 1 N 2 Y

h (odd, l, i), i > l, i 6= j d−l−1 1 N 1 Y

i (odd, i, l), k < i < l l−k−1 1 N 1 Y

7 ĥL′ (odd, j, l), k < j < l l−k−1 1 N

a ĥL′′ (even, l, i), i > l d− l 1 Y 1 N

b (even, i, l), i = j 1 1 Y 2 N

c (even, i, l), k < i < l, i 6= j l−k−2 1 Y 1 N

d (odd, l, i), i > l d− l 1 N 1 Y

e (odd, k, i), i = l 1 2 N 1 Y

f (odd, i, l), i = j 1 1 N 2 Y

g (odd, i, l), k < i < l, i 6= j l−k−2 1 N 1 Y
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Table 4.7: The number of tuples, which label ĥL′ and ĥL′′ , such that (4.308) holds and ĥL is
labelled by (odd, k, l) with k < l.

ĥL (odd, k, l), k < l #
tuples

#
com-
mon
di-
men-
sions

same
par-
ity

1 ĥL′ (even, k, j), j > l d− l 1 N #
com-
mon
di-
men-
sions

same
par-
ity

a ĥL′′ (even, k, i), i = j 1 1 N 2 Y

b (even, k, i), i > l, i 6= j d−l−1 1 N 1 Y

c (even, l, i), i = j 1 1 N 1 Y

d (odd, k, i), i = j 1 1 Y 2 N

e (odd, k, i), i > l, i 6= j d−l−1 1 Y 1 N

f (odd, l, i), i = j 1 1 Y 1 N

2 ĥL′ (even, l, j), j > l d− l 1 N

a ĥL′′ (even, k, i), i = j 1 1 N 1 Y

b (even, i, l), k < i < l l−k−1 1 N 1 Y

c (even, l, i), i = j 1 1 N 2 Y

d (even, l, i), i > l, i 6= j d−l−1 1 N 1 Y

e (odd, k, i), i = j 1 1 Y 1 N

f (odd, l, i), i = j 1 1 Y 2 N

g (odd, l, i), i > l, i 6= j d−l−1 1 Y 1 N

h (odd, i, l), k < i < l l−k−1 1 Y 1 N

3 ĥL′ (even, j, l), k < j < l l−k−1 1 N

a ĥL′′ (even, l, i), i > l d− l 1 N 1 Y

b (even, i, l), i = j 1 1 N 2 Y

c (even, i, l), k < i < l, i 6= j l−k−2 1 N 1 Y

d (odd, l, i), i > l d− l 1 Y 1 N

e (odd, i, l), i = j 1 1 Y 2 N

f (odd, i, l), k < i < l, i 6= j l−k−2 1 Y 1 N

Continued on next page
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Table 4.7 – continued from previous page

ĥL (odd, k, l), k < l #
tuples

#
com-
mon
di-
men-
sions

same
par-
ity

4 ĥL′ (odd, k, j), j > l d− l 1 Y

a ĥL′′ (even, k, i), i = j 1 1 N 2 N

b (even, k, i), i > l, i 6= j d−l−1 1 N 1 N

c (even, l, i), i = j 1 1 N 1 N

d (odd, k, i), i = j 1 1 Y 2 Y

e (odd, k, i), i > l, i 6= j d−l−1 1 Y 1 Y

f (odd, l, i), i = j 1 1 Y 1 Y

5 ĥL′ (odd, l, j), j > l d− l 1 Y

a ĥL′′ (even, k, i), i = j 1 1 N 1 N

b (even, i, l), k < i < l l−k−1 1 N 1 N

c (even, l, i), i = j 1 1 N 2 N

d (even, l, i), i > l, i 6= j d−l−1 1 N 1 N

e (odd, k, i), i = j 1 1 Y 1 Y

f (odd, l, i), i = j 1 1 Y 2 Y

g (odd, l, i), i > l, i 6= j d−l−1 1 Y 1 Y

h (odd, i, l), k < i < l l−k−1 1 Y 1 Y

6 ĥL′ (odd, j, l), k < j < l l−k−1 1 Y

a ĥL′′ (even, l, i), i > l d− l 1 N 1 N

b (even, i, l), i = j 1 1 N 2 N

c (even, i, l), k < i < l, i 6= j l−k−2 1 N 1 N

d (odd, l, i), i > l d− l 1 Y 1 Y

e (odd, i, l), i = j 1 1 Y 2 Y

f (odd, i, l), k < i < l, i 6= j l−k−2 1 Y 1 Y

Oracle errors

Here, we describe the direct syntheses of the kinetic and magnetic oracles, and compute the errors
incurred by the fixed point arithmetic circuits.

Syntheses of the kinetic oracles: The kinetic oracle, defined in (4.202), can be directly syn-
thesized as two controlled-diagonal gates, which impart the phases (−1)j

′
0fαβ(j,∆j,mL,mR) t

2a ,
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ĥL (p, k, l), k < l # tuples

1 ĥL′ (p′, k, j), j > l d− l
a ĥL′′ (p, i, l), k < i < l l − k − 1

b (p, l, i), i > l, i 6= j d− l − 1

c (p′, i, l), k < i < l l − k − 1

d (p′, l, i), i > l, i 6= j d− l − 1

2 ĥL′ (p′, l, j), j > l d− l
a ĥL′′ (p′, k, i), i > l, i 6= j d− l − 1

b (p, k, i), i > l, i 6= j d− l − 1

3 ĥL′ (p′, j, l), k < j < l l − k − 1

a ĥL′′ (p′, k, i), i > l d− l
b (p, k, i), i > l d− l

4 ĥL′ (p, k, j), j > l d− l
a ĥL′′ (p, i, l), k < i < l l − k − 1

b (p, l, i), i > l, i 6= j d− l − 1

c (p′, i, l), k < i < l l − k − 1

d (p′, l, i), i > l, i 6= j d− l − 1

5 ĥL′ (p, l, j), j > l d− l
a ĥL′′ (p′, k, i), i > l, i 6= j d− l − 1

b (p, k, i), i > l, i 6= j d− l − 1

6 ĥL′ (p, j, l), k < j < l l − k − 1

a ĥL′′ (p′, k, i), i > l d− l
b (p, k, i), i > l d− l

Table 4.8: The number of tuples, which label ĥL′ and ĥL′′ , such that (4.309) holds and ĥL is
labelled by (p, k, l) with k < l. Here, p 6= p′.

where fαβ(·) is defined in (4.191), for j′0 = 0, 1, if the control bits mL′
0 ,m

R′
0 , f

′
α,r, and f ′β,r+1 are all

ones. Without loss of generality, we consider the case where j′0 = 0. The implementation of the
diagonal phase gate is similar to that of the electric term. Before providing the details, we provide
a high-level description of the implementation. We begin by computing fαβ(j,∆j,mL,mR) into
an ancilla register, conditioned upon the values of the control bits. Then, by applying Rz gates
to the ancilla state

∣∣fαβ(j,∆j,mL,mR)
〉
, we induce the correct phase. Finally, we uncompute∣∣fαβ(j,∆j,mL,mR)

〉
. The computation of fαβ(j,∆j,mL,mR), each of which is the square root of

a fraction as defined in (4.191), can be broken down into five steps. In the first and second steps,
we compute the numerator and denominator, respectively. In the third step, we approximate
the inverse of the denominator, using the circuits in [136]. In the fourth step, we approximate
the argument of the square-root by multiplying together the numerator and the inverse of the
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ĥL (p, k, l), k < l # tuples

1 ĥL′ (p′, k, j), j > l d− l
a ĥL′′ (p, j, i), j < i d− j
b (p′, j, i), j < i d− j
c (p, i, j), k < i < l l − k − 1

d (p′, i, j), k < i < l l − k − 1

2 ĥL′ (p′, l, j), j > l d− l
a ĥL′′ (p, j, i), j < i d− j
b (p′, j, i), j < i d− j
c (p, i, j), k < i < l l − k − 1

d (p′, i, j), k < i < l l − k − 1

3 ĥL′ (p′, j, l), k < j < l l − k − 1

a ĥL′′ (p, j, i), j < i < l l − j − 1

b (p′, j, i), j < i < l l − j − 1

c (p, i, j), k < i < j j − k − 1

d (p′, i, j), k < i < j j − k − 1

4 ĥL′ (p, k, j), j > l d− l
a ĥL′′ (p, j, i), j < i d− j
b (p′, j, i), j < i d− j
c (p, i, j), k < i < l l − k − 1

d (p′, i, j), k < i < l l − k − 1

5 ĥL′ (p, l, j), j > l d− l
a ĥL′′ (p, j, i), j < i d− j
b (p′, j, i), j < i d− j
c (p, i, j), k < i < l l − k − 1

d (p′, i, j), k < i < l l − k − 1

6 ĥL′ (p, j, l), k < j < l l − k − 1

a ĥL′′ (p, j, i), j < i < l l − j − 1

b (p′, j, i), j < i < l l − j − 1

c (p, i, j), k < i < j j − k − 1

d (p′, i, j), k < i < j j − k − 1

Table 4.9: The number of tuples, which label ĥL′ and ĥL′′ , such that (4.310) holds and ĥL is
labelled by (p, k, l) with k < l. Here, p 6= p′.

denominator. Lastly, we approximate the square-root, using the circuits in [136]. Only the third
and last steps incur approximation errors. Hereafter, we use the logarithmic depth out-of-place
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adder developed in [148], unless one of the inputs is classically known in which case we use the
adder proposed in [137], and the multiplier proposed in [7].

We consider the computation of the numerator. First, we perform two additions or sub-
tractions between j and mL, and j and mR, which requires two (η + 1)-bit adders. They cost
40(η+1)−24blog(η + 1)c−8 T gates. Next, we divide the outputs by 2, which is accomplished by
shifting the decimal point. Then, for each output, we add or subtract an η-bit classically known
number, costing 4(η− 1) T gates. At this point, we have two numbers with at most (η+ 3) bits,
which we need to multiply together. We need to guarantee that both numbers are positive, which
implies the realness of the Clebsch-Gordan coefficients, and that the quantum numbers are within
the allowed ranges given in (4.162) and (4.163), i.e., j ≤ Λ,−j ≤ mL ≤ j,−j ≤ mR ≤ j. This can
be accomplished by applying a Toffoli to an ancilla bit, controlled by the bits representing the
signs of the two numbers, and then, apply the multiplication, conditioned upon the value of the
ancilla bit. The singly-controlled multiplication operation is implemented in two stages. First, we
copy one of the numbers into an ancilla register, controlled by the ancilla bit, which costs (η+ 3)
Toffoli gates and ancilla qubits. The Toffoli gates can be synthesized with 4η + 16 T gates [146].
Second, we apply a multiplier to the register that holds the controlled-copy, and the uncopied
number. This requires one (η+3)-bit multiplier, which costs 4(η+2)(12η−3blog(η + 3)c+23)+4
T gates. The number of ancilla qubits required to store the outputs is 5η+ 15, and that required
for the workspace is 3(η+3)−blog(η + 3)c−1. For the computation of the denominator, we have
to add a classical number to j with at most 2 bits twice, costing 8(η− 2) in total and resulting in
two (η+1)-bit numbers. Then, we multiply them together, which costs 4η(12η−3blog(η + 1)c)+4
T gates. The number of ancilla qubits required to store the outputs is 4η + 4, and that required
for the workspace is 3(η + 1)− blog(η + 1)c − 1.

Next, we consider the third step, where we compute the inverse of the denominator using
the algorithm in [136]. Briefly, the algorithm takes a fixed precision n-bit binary number w ≥ 1,
with the first m bits representing the integer part, and approximates 1

w by applying Newton’s
root-finding algorithm to f(x) = 1

w − x. This produces a sequence of estimates, according to the
recurrence equation

xi = −wx̃2
i−1 + 2x̃i−1, i = 1, 2, ..., s, (4.331)

where x̃i−1 is obtained by truncating xi−1 to b ≥ n bits after the decimal point. If the initial
estimate x̃0 = 2−p with p ∈ N and 2p > w ≥ 2p−1, and s = dlog(b)e, then the approximation
error is

|x̃s −
1

w
| ≤ 2 + log(b)

2b
. (4.332)

Since the input w, in this case, is the denominator, at most an (2η+2)−bit integer, the algorithmic
parameters n = m = 2η + 2. Thus, the preparation of the initial estimate requires 2η + 1 Toffoli
gates, which cost 4 T gates each [146], and one triply-controlled Toffoli gate, which costs 15 T
gates [145]. The evaluation of each iteration can be split into four steps: (i) squaring x̃i−1; (ii)
multiplying w and x̃2

i−1; (iii) appending a 0 to x̃i−1 to obtain 2x̃i−1; and (iv) adding 2x̃i−1 to
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the negated wx̃2
i−1. Using the fact that each estimate x̃i ≤ 1

w ≤ 1 is at most a b−bit number,
we obtain the T-gate count for inverting the denominator, i.e., dlog(b)e · [48b2 + 96b(2η + 2) −
12(b− 1)blog(b)c− 12(2η+ 1)blog(b)c− 152b− 32(2η+ 2)− 12blog(2b+ 2η + 2)c+ 104] + 8η+ 19.
Furthermore, the number of storage and workspace ancilla qubits required are dlog(b)e·(4η+7b+6)
and 6b− blog(6b)c − 1, respectively.

In the fourth step, we multiply the numerator and the inverse of the denominator, which are at
most (2η+ 6)−bit and b−bit numbers, respectively, to obtain the fraction. Assuming b ≥ 2η+ 6,
this costs 4b + 4(2η + 5)(12b − 3blog(b)c − 13) T gates, b + 2η + 6 storage ancilla qubits, and
3b − blog(b)c − 1 workspace ancilla qubits. In the fifth step, we compute the square-root of the
fraction using the algorithm in [136]. Briefly, given an n−bit input w ≥ 1 with an m-bit integer
part, the algorithm first calls the inverse algorithm to obtain x̃s ≈ 1

w . Then, it applies Newton’s
root-finding algorithm to f(y) = 1

y2
− 1

w to approximate
√
w via the recursive relation

yj =
1

2
(3ỹj−1 − x̃sỹ3

j−1), j = 1, 2, ..., s, (4.333)

where ỹj−1 is obtained by truncating yj−1 to c ≥ max{2m, 4} bits after the decimal point. If
ỹ0 = 2b(q−1)/2c with q ∈ N and 21−q > x̃s ≥ 2−q, and s = dlog(c)e, then the approximation error
is

|ỹs −
√
w| ≤

(
3

4

)c−2m

(2 + c+ log(c)). (4.334)

The output of the fourth step is at most a (b + 4η + 6)−bit fraction that is bounded above and
below by 1 and 0, respectively. Since the square-root algorithm requires an input w ≥ 1, we
shift the decimal point of the fraction (b + 4η + 6) times to obtain a (b + 4η + 6)−bit integer
w ≥ 1, and shift it back (b + 4η + 6)/2 times once we obtain the root. We assume without loss
of generality that we have chosen an even b in the third step. We divide the fifth step into three
stages: calling the inverse algorithm, preparing |ỹ0〉, and Newton’s iteration for |ỹs〉. The costs
of the inverse algorithm has been discussed above. The second stage requires d3c

2 e storage ancilla
qubits, d c2e Toffoli gates, d c2e − 1 triply-controlled Toffoli gates, and one quadruply-controlled
Toffoli gates. We further divide the third stage into four steps: (i) multiplying x̃s and ỹ0; (ii)
multiplying x̃sỹ0 and ỹ0; (iii) add 3 to the negated x̃sỹ

2
0; and (iv) multiplying 3 − x̃sỹ3

0 by ỹ0

and then, 1
2 . We use the fact that each estimate ỹi is at most a d3c

2 e−bit number to obtain
the total T-gate count, i.e., dlog(c)e · [528c2 + 96bc + 384cη − c(12blog(c)c + 12blog

(
d3c

2 e
)
c +

12blog
(
d5c

2 e
)
c + 18blog(1 + 4c)c) − 12bblog(2c)c − 48ηblog(2c)c + 12(blog(c)c + blog

(
d3c

2 e
)
c) −

60blog(2c)c + 12blog
(
d5c

2 e
)
c + 12blog(1 + 4c)c − 12blog(2c+ b+ 4η + 6)c + 50c − 32b − 128η −

28] + d19c
2 e + 4b + 16η + 43. The number of storage and workspace ancilla qubits required are

dlog(c)e · (d51c
2 e+ 8η + 2b+ 17) and 12c− blog(4c+ 2)c+ 5, respectively.

We impart the phase by applying Rz(2
k−cθ), where c is the number of digits after the decimal

point in the output of the square-root functions, and θ = t
2a , to the kth qubit of the ancilla state
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∣∣fαβ(j,∆j,mL,mR)
〉
. In order to implement the controlled version of this phase gate, we control

each Rz gate by the four control bits and the ancilla bit that checks the realness of the Clebsch-
Gordan coefficients. Each quintuply-controlled Rz gate requires two quintuply-controlled Toffoli
gates, which cost 31 T gates each [145], two Rz gates and one ancilla qubit [144]. Since the state
has at most d3c

2 e qubits and there are dLd links on the lattice, there are d3c
2 edLd multi-controlled

Rz gates to be applied.

We sum up the T-gate requirements for all the steps, and multiply the outcome by two to
account for the uncomputation costs. Conjugating each controlled Rz gate with a pair of CNOT
gates, where j′0 is the control bit, addresses both j′0 = 0, 1. As such, the T-gate count for one
oracle call, i.e.,

T (K) = 2dlog(c)e · [528c2 + 96bc+ 384cη − c(12blog(c)c+ 12blog

(
d3c

2
e
)
c+ 12blog

(
d5c

2
e
)
c

+ 18blog(1 + 4c)c)− 12bblog(2c)c − 48ηblog(2c)c+ 12(blog(c)c+ blog

(
d3c

2
e
)
c)

− 60blog(2c)c+ 12blog

(
d5c

2
e
)
c+ 12blog(1 + 4c)c − 12blog(2c+ b+ 4η + 6)c+ 50c

− 32b− 128η − 28] + 19c+ 8b+ 32η + 86 + 2dlog(b)e · [48b2 + 96b(2η + 2)

− 12(b− 1)blog(b)c − 12(2η + 1)blog(b)c − 152b− 32(2η + 2)− 12blog(2b+ 2η + 2)c
+ 104] + 16η + 38 + 8b+ 8(2η + 5)(12b− 3blog(b)c − 13) + 88η − 48blog(η + 1)c
+ (8η + 16)(12η − 3blog(η + 3)c+ 23) + 8η(12η − 3blog(η + 1)c) + 74 + 186c+ 32η − 48.

(4.335)

The number of storage ancilla qubits required is

dlog(c)e · (d49c

2
e+ 2b+ 8η + 17) + dlog(b)e · (4η + 7b+ 6) + b+ 9η + 19, (4.336)

and the number of workspace ancilla qubits required is

12c− blog(4c+ 1)c+ 5. (4.337)

There are two types of syntheses errors, i.e., arithmetic approximation errors and Rz syntheses
errors. The latter will be analyzed in Sec. 4.4.3. The arithmetic approximation errors per step
is given by

2 + log(b)

2b
+

(
3

4

)c−(2b+8η+12)

(2 + c+ log(c)). (4.338)

In total, the approximation errors are

ε(K) = r · 64dLd[
2 + log(b)

2b
+

(
3

4

)c−(2b+8η+12)

(2 + c+ log(c))], (4.339)
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where r is the number of Trotter steps, and 64dLd is the number of oracle calls. We divide the
approximation errors evenly such that

ε
(K)
b =

ε(K)

2r · 64dLd
, ε(K)

c =
ε(K)

2r · 64dLd
, (4.340)

and

ε
(K)
b ≥ 2 + log(b)

2b
, (4.341)

ε(K)
c ≥

(
3

4

)c−(2b+8η+12)

(2 + c+ log(c)). (4.342)

Note that this is not the optimal division of approximation errors. We let b = log

(
8

ε
(K)
b

)
. Then,

(4.341) is always satisfied for 0 < ε
(K)
b < 1. We proceed to compute the upper bound for c. Since

c ≥ 2b + 8η + 12 ≥ 12η + 24, and η ≥ 1, 44
36c ≥ 2 + c + log(c). Inserting this relation and our

choice of b into (4.342), we obtain

ε(K)
c ≥

(
3

4

)c−(2 log
(

8/ε
(K)
b

)
+8η+12) 44

36
c. (4.343)

Let

ε̃(K)
c = ε(K)

c ·
(

3

4

)2 log
(

8/ε
(K)
b

)
+8η+12 36

44
. (4.344)

Then, we want to find a c such that

c

(
3

4

)c
≤ ε̃(K)

c . (4.345)

Assuming that 0 < ε̃
(K)
c < 1, the choice

c = log 3
4

 ε̃
(K)
c

2.28

log 3
4
( ε̃

(K)
c

2.28 )

 (4.346)

satisfies (4.345). We have verified numerically with Mathematica that for 0 < ε̃oracle < 1, ε̃oracle−
c
(

3
4

)c
never exceeds 0.0431937, given our choice of c.

We mention in passing that the phase-inducing step can be parallelized. As in U(1), we first
divide the kinetic terms up into bulk and edge terms. Then, for each direction of the bulk or
edge terms, we implement O(Ld−Ld−1) or O(Ld−1) Rz(2

k−cθ) in parallel, using the weight-sum
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trick, and thus, exponentially reducing the number of Rz gates required to O(cd log
(
Ld
)
). In this

work, we focus on the resource analysis of the serial implementation, and will leave that of the
parallel implementation for future work.

Syntheses of the magnetic oracles: Similar to the implementation of the kinetic oracle,
we directly synthesize the magnetic oracle, defined in (4.208), as two controlled-diagonal gates,

which impart the phases
−fαβγδ
2a4−dg2

(−1)j
′
1,0 for j′1,0 = 0, 1, if the control bits mL′

1,0, mR′
1,0, j′2,0, mL′

2,0,

mR′
2,0, j′3,0, mL′

3,0, mR′
3,0, j′4,0, mL′

4,0, and mR′
4,0 are all ones. The function fαβγδ is defined in (4.207)

as a product of four functions, fαβ(j1,∆j1,m
L
1 ,m

R
1 ), fβγ(j2,∆j2,m

L
2 ,m

R
2 ), fγδ(j3,∆j3,m

L
3 ,m

R
3 ),

and fδα(j4,∆j4,m
L
4 ,m

R
4 ), where

∣∣ji,mL
i ,m

R
i

〉
represents the state for the ith link on a plaquette.

Without loss of generality, we consider the case where j′1,0 = 0. We begin by computing fαβγδ
into an ancilla register, conditioned upon the values of the control bits. Then, we induce the
correct phase by applying Rz gates to the ancilla state |fαβγδ〉. Finally, we uncompute |fαβγδ〉.
The computation of fαβγδ can be broken down into five steps. In the first and second steps,
we compute the numerator and denominator, respectively. In the third step, we approximate
the inverse of the denominator, using the circuits in [136]. In the fourth step, we approximate
the argument of the square-root by multiplying together the numerator and the inverse of the
denominator. Lastly, we approximate the square-root, using the circuits in [136]. Only the third
and last steps incur approximation errors. Hereafter, we use the logarithmic depth out-of-place
adder developed in [148], unless one of the inputs is classically known in which case we use the
adder proposed in [137], and the multiplier proposed in [7].

First, we consider the computation of the numerator. We start with computing the numerators
in the four functions that constitute fαβγδ. This costs four times as many T gates and storage
ancilla qubits as those required for the computation of the numerator in a kinetic oracle, i.e.,
16(η+2)(12η−3blog(η + 3)c+23)+240η−96blog(η + 1)c+208 and 20η+60, respectively, while
the reusable workspace ancilla qubit requirement remains the same, i.e., 3(η+3)−blog(η + 3)c−1.
The multiplication of the four numerators costs two (2η+6)-bit multipliers, and one (4η+12)−bit
multiplier. In total, the multipliers cost (16η+44)(48η−3blog(4η + 12)c+131)+(8η+20)(24η−
3blog(2η + 6)c+59)+(32η+96) T gates, 16η+48 storage ancilla qubits, and 12η−blog(4η + 12)c+
35 workspace ancilla qubits. Next, we compute the denominator. First, we perform two additions
of a classical number to an η−bit ji, for each i ∈ {1, 2, 3, 4}, which costs 32(η − 2)T gates, and
then, multiply together eight (η + 1)−bit numbers, which requires four (η + 1)−bit multipliers,
two (2η + 2)−bit multipliers, and one (4η + 4)−bit multiplier. This costs (16η + 12)(48η −
3blog(4η + 4)c+35)+(16η+8)(24η−3blog(2η + 2)c+11)+16η(12η−3blog(η + 1)c−1)+(48η+48)
T gates, 32η + 32 storage ancilla qubits, and 12η − blog(4η + 4)c+ 11 workspace ancilla qubits.

We now proceed to compute the inverse of the denominator using the algorithm in [136].
We refer readers to the kinetic oracle implementation for a detailed overview of the algorithm.
Here, we simply state the algorithmic parameters and costs. The input w is at most an (8η+ 8)-
bit integer. Truncating at b ≥ 8η + 8 bits after the decimal point, the approximation error is
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bounded from above by 2+log(b)
2b

. The T-gate count is dlog(b)e · (48b2 + 768bη − (12b + 96η −
12)blog(b)c + 616b − 256η − 12blog(2b+ 8η + 8)c − 84blog(2b)c − 152) + 32η + 43. The required
number of storage ancilla qubits is dlog(b)e · (7b+ 16η+ 18), and that of workspace ancilla qubits
is 6b − blog(2b)c − 1. Next, we multiply the numerator, an 8η + 24-bit number, and the inverse
of the denominator, a b-bit number to obtain the fraction. Assuming that b ≥ 8η+ 24, this costs
384bη−96ηblog(b)c+1108b−416η−276blog(b)c−1196 T gates, b+8η+24 storage ancilla qubits,
and 3b−blog(b)c−1 workspace ancilla qubits. Lastly, we compute the square-root function. The
output of the previous step is a (b + 8η + 24)-bit fraction, bounded above and below by 1 and
0, respectively. As in the kinetic oracle implementation, we shift it by b+ 8η + 24 bits to obtain
an integer input w, and shift it back by (b + 8η + 24)/2 bits once we obtain the root, assuming
without loss of generality that b is even. Let c ≥ 2b + 16η + 48. Then, we approximate

√
w,

up to
(

3
4

)c−2m
(2 + c+ log(c)) error. This costs dlog(c)e · [528c2 + 96bc+ 768cη − c(12blog(c)c+

12blog
(
d3c

2 e
)
c + 12blog

(
d5c

2 e
)
c + 18blog(1 + 4c)c) − 12bblog(2c)c − 96nblog(2c)c + 12blog(c)c +

12blog
(
d3c

2 e
)
c−276blog(2c)c+12blog

(
d5c

2 e
)
c+12blog(1 + 4c)c−12blog(2c+ b+ 8n+ 24)c+1778c−

32b−256η−604] + d19c
2 e+ 4b+ 32η+ 115 T gates, dlog(c)e · (d51c

2 e+ 2b+ 16η+ 53) storage ancilla
qubits, and 12c− blog(4c+ 1)c+ 5 workspace ancilla qubits.

We impart the phase by applying Rz(2
k−cθ), where c is the number of digits after the decimal

in the output of the square-root function, and θ = −1
2a4−dg2

, to the kth qubit of the ancilla state

|fαβγδ〉. In order to implement the controlled version of this phase gate, we control each Rz gate
by the eleven control bits and the four ancilla bits that check the realness of the Clebsch-Gordan
coefficients. Each multi-controlled Rz gate requires two Toffoli gates with fifteen controls, which
cost 119 T gates each [145], two Rz gates and one ancilla qubit [144]. Since the state has at most

d3c
2 e qubits and there are Ld d(d−1)

2 plaquettes on the lattice, there are 3cLd d(d−1)
2 multi-controlled

Rz gates to be applied.

We sum up the T-gate requirements for all the steps, and multiply the outcome by two to
account for the uncomputation costs. Conjugating each controlled Rz gate with a pair of CNOT
gates, where j′0 is the control bit, addresses both j′0 = 0, 1. As such, the T-gate count for one
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oracle call, i.e.,

T (B) = 1248η2 − 12η(dlog(2η + 6)e − 2dlog(2η + 2)e − 2dlog(η + 3)e+ 2dlog(η)e
+ 2dlog(4η + 12)e+ dlog(4η + 4)e) + 3844η − 6(2dlog(2η + 2)e+ 8dlog(η + 1)e
+ 8dlog(η + 3)e+ 5dlog(2η + 6)e+ 3dlog(4η + 4)e+ 11dlog(4η + 12)e) + 4270

+ 2dlog(b)e · (48b2 + 768bη − (12b+ 96η − 12)blog(b)c+ 616b− 256η

− 12blog(2b+ 8η + 8)c − 84blog(2b)c − 152) + 64η + 86

+ 768bη − 192ηblog(b)c+ 2216b− 832η − 552blog(b)c − 3624

+ 2dlog(c)e · [528c2 + 96bc+ 768cη − c(12blog(c)c+ 12blog

(
d3c

2
e
)
c+ 12blog

(
d5c

2
e
)
c

+ 18blog(2 + 4c)c)− 12bblog(2c)c − 96ηblog(2c)c+ 12blog(c)c+ 12blog

(
d3c

2
e
)
c

− 276blog(2c)c+ 12blog

(
d5c

2
e
)
c+ 12blog(2 + 4c)c − 12blog(2c+ b+ 8η + 24)c

+ 1762c− 32b− 256η − 596] + 19c+ 8b+ 64η + 96 + 714c+ 192η − 320. (4.347)

The number of storage ancilla qubits required is

dlog(c)e · (d49c

2
e+ 4b+ 32η + 101) + dlog(b)e · (7b+ 16η + 18) + b+ 76η + 164, (4.348)

and the number of workspace ancilla qubits required is

12c− blog(4c+ 1)c+ 5. (4.349)

There are two types of syntheses errors, i.e., arithmetic approximation errors and Rz syntheses
errors. The latter will be analyzed in Sec. 4.4.3. The arithmetic approximation errors per step
is given by

2 + log(b)

2b
+

(
3

4

)c−(2b+16η+48)

(2 + c+ log(c)). (4.350)

In total, the approximation errors are

ε(B) = r · 1048576 · d(d− 1)

2
Ld(

2 + log(b)

2b
+

(
3

4

)c−(2b+16η+48)

(2 + c+ log(c))), (4.351)

where r is the number of Trotter steps, and 1048576 · d(d−1)
2 Ld is the number of oracle calls. We

divide the approximation errors evenly such that

ε
(B)
b =

ε(B)

r · 1048576d(d− 1)Ld
, ε(B)

c =
ε(B)

r · 1048576d(d− 1)Ld
, (4.352)
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and

ε
(B)
b ≥ 2 + log(b)

2b
, (4.353)

ε(B)
c ≥

(
3

4

)c−(2b+16η+48)

(2 + c+ log(c)). (4.354)

Note that this is not the optimal division of approximation errors. We let b = log

(
8

ε
(B)
b

)
. Then,

(4.353) is always satisfied for 0 < ε
(B)
b < 1. We proceed to compute the upper bound for c. Since

c ≥ 2b + 16η + 48 ≥ 32η + 96, and η ≥ 1, 137
128c ≥ 2 + c + log(c). Inserting this relation and our

choice of b into (4.354), we obtain

ε(B)
c ≥

(
3

4

)c−(2 log
(

8/ε
(B)
b

)
+16η+48) 137

128
c. (4.355)

Let

ε̃(B)
c = ε(B)

c ·
(

3

4

)(2 log
(

8/ε
(B)
b

)
+16η+48) 128

137
. (4.356)

Then, we want to find a c such that

c

(
3

4

)c
≤ ε̃(B)

c . (4.357)

Assuming that 0 < ε̃
(B)
c < 1, the choice

c = log 3
4

 ε̃
(B)
c

2.28

log 3
4
( ε̃

(B)
c

2.28 )

 (4.358)

satisfies (4.357).

We mention in passing that the phase-inducing step can be parallelized. As in U(1), we can
implement the magnetic terms acting on the odd and even plaquettes on a given two dimensional
plane in parallel. In particular, we effect O(Ld) same-angle Rz gates, using the weight-sum trick,
for each bit of the ancilla state |±fαβγδ〉. Thus, the parallel implementation exponentially reduces
the Rz-gate count to O(cd2 log

(
Ld
)
). In this work, we focus on the resource analysis of the serial

implementation, and will leave that of the parallel implementation for future work.

We divide the oracle error εoracle evenly between the kinetic and magnetic oracles, i.e.,

ε(K) =
εoracle

2
, ε(B) =

εoracle

2
=⇒ εoracle = ε(K) + ε(B). (4.359)
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Synthesis errors

Here, we compute the synthesis errors for Rz gates required for the mass and electric term,
separately from those for the oracles required for the kinetic and magnetic terms. To start, we
consider the mass term. In this term, we have blog

(
2Ld

)
+ 1c Rz gates to implement. Therefore,

we incur for each mass term blog
(
2Ld

)
+1c · ε(Rz) amount of error, where ε(Rz) denotes the error

per Rz gate.

Next, we consider the electric term, which has 2(η + 1)blog
(
dLd

)
+ 1c Rz gates. Therefore,

each electric term incurs 2(η + 1)blog
(
dLd

)
+ 1c · ε(Rz) amount of error. If we instead use the

phase gradient operation, once the gadget state |ψM 〉 in (4.25) is prepared, each quantum adder
call to implement the operation does not incur any synthesis error. We come back to the error
incurred in preparing the gadget state itself in the next section.

The errors per Trotter step due to the Rz gates for the kinetic and magnetic terms are

64dLd · d3c(K)

2 e · ε(Rz) and 1048576 · d(d−1)
2 Ld · d3c(B)

2 e · ε(Rz), where we have and will continue

to denote the approximation parameter c for the kinetic and magnetic oracles as c(K) and c(B),
respectively.

We add the error incurred for the four terms to obtain the synthesis error εsynthesis. Note that,
as in the U(1) case, the implementation of the diagonal mass and electric terms can be optimized.
As in the U(1) case, there are r+ 1 diagonal mass and electric terms, and 2r off-diagonal kinetic
and magnetic terms to implement in total. Thus, εsynthesis is given by

εsynthesis = {(r + 1) · [blog
(

2Ld
)

+ 1c+ 2(η + 1)blog
(
dLd

)
+ 1c]

+ 2r · [96c(K)dLd + 786432c(B)d(d− 1)Ld]} · ε(Rz), (4.360)

where r, to reiterate for the convenience of the readers, is the total number of Trotter steps.

Complexity analysis

Having computed the Trotter, oracle and synthesis errors, we proceed to perform the complexity
analysis for the SU(2) LGT.

The total error is given by

εtotal = εTrotter + εoracle + εsynthesis. (4.361)

We choose to evenly distribute the total error between the Trotter, oracle, and synthesis errors.
Focusing on the Trotter error, we obtain the number of Trotter steps by

εTrotter =
εtotal

3
=⇒ r = dT

3/231/2ρ1/2

ε
1/2
total

e. (4.362)
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Next, we use the above relation and εoracle = εtotal
3 to obtain the expressions for c(K) and c(B).

c(K) is given by (4.346), where

ε̃(K)
c =

εtotal

12r · 64dLd

(
3

4

)2 log
(

8 12r·64dLd
εtotal

)
+8η+12 36

44
. (4.363)

c(B) is given by (4.358), where

ε̃(B)
c =

εtotal

6r · 1048576d(d− 1)Ld

(
3

4

)2 log

(
8
6r·1048576d(d−1)Ld

εtotal

)
+16η+48 128

137
. (4.364)

Finally, we compute the error each Rz gate can incur by

εsynthesis =
εtotal

3
=⇒

ε(Rz) =
εtotal

3
{(dT

3/231/2ρ1/2

ε
1/2
total

e+ 1) · [blog
(

2Ld
)

+ 1c+ 2(η + 1)blog
(
dLd

)
+ 1c]

+ 2dT
3/231/2ρ1/2

ε
1/2
total

e · [96c(K)dLd + 786432c(B)d(d− 1)Ld]}−1. (4.365)

With this, we obtain the number of T gates required to synthesize each Rz gate using RUS circuit
[135],

Cost(Rz) = 1.15 log

(
1

ε(Rz)

)
. (4.366)

Combining the T gates required for implementation of Rz gates and the T gates used elsewhere
in the circuit, we obtain the total number of T gates for the entire circuit as

{(dT
3/231/2ρ1/2

ε
1/2
total

e+ 1) · [blog
(

2Ld
)

+ 1c+ 2(η + 1)blog
(
dLd

)
+ 1c] + 2dT

3/231/2ρ1/2

ε
1/2
total

e · [96c(K)dLd

+ 786432c(B)d(d− 1)Ld]}Cost(Rz) + (dT
3/231/2ρ1/2

ε
1/2
total

e+ 1) · [4(2Ld −Weight(2Ld)) + 8dLd(η − 2)

+ 8dLdη(12η − 3blog(η + 1)c − 2) + (8η + 8)(dLd −Weight(dLd)) + dLd(32η − 48)] + 2dT
3/231/2ρ1/2

ε
1/2
total

e

· [64dLdT (K) + 213d(d− 1)Ld + 524288d(d− 1)LdT (B)], (4.367)

where T (K), T (B) are given in (4.335,4.347), respectively. The size of the ancilla register is given
by the maximum between the ancilla qubits required by the electric and magnetic Hamiltonian,

147



i.e.,

Qmax = max{(3η + 1)dLd + 3(η + 1)− blog(η + 1)c − 1 + dLd −Weight(dLd),

dlog(c)e·(d49c

2
e+4b+32η+101)+dlog(b)e·(7b+16η+18)+b+76η+12c−blog(4c+ 1)c+169}.

(4.368)

Taking this into account, we obtain the total number of qubits required for the simulation by
summing up those in the ancilla, fermionic and gauge-field registers, which is given by

2Ld + (3η + 2)dLd +Qmax. (4.369)

Note that in the case where the electric term is implemented using phase gradient operation,
the T-gate count changes by

(dT
3/231/2ρ1/2

ε
1/2
total

e+ 1) · [4dLd log

(
8πad−2

g2t

)
+O(dLd)− 2(η + 1)blog

(
dLd

)
+ 1c · Cost(Rz)

− (8η + 8)(dLd −Weight(dLd))] + Cost(|ψM 〉), (4.370)

where the Cost(Rz) needs to be modified, since ε(Rz) has changed to

ε(Rz) =
εtotal

3
{(dT

3/231/2ρ1/2

ε
1/2
total

e+ 1) · blog
(

2Ld
)

+ 1c

+ 2dT
3/231/2ρ1/2

ε
1/2
total

e · [192c(K)dLd + 1572864c(B)d(d− 1)Ld]}−1. (4.371)

Further, Cost(|ψM 〉), which denotes the one-time synthesis costs of the phase gradient gad-
get state. Here, we choose to use the synthesis method delineated in [147]. Briefly, we apply

Hadamard gates to the register |00...0〉, and then apply gates Z,Z−1/2, ..., Z−1/2M−1
. Each Zα

gates are synthesized using RUS circuits [135]. Let δ be the error of preparing the gadget state
|ψM 〉. Then, each gate can incur at most M/δ error, and thus, costs 1.15 log(M/δ), using RUS
circuits [135]. Thus, the gadget state preparation costs 1.15M log(M/δ).

Finally, in this case, the ancilla-qubit count is given by that of the maximum between the
mass term and the phase gradient state, and the magnetic term, i.e.,

Qmax = max{(2Ld −Weight(2Ld)) + log

(
8πad−2

g2t

)
, dlog(c)e · (d49c

2
e+ 4b+ 32η + 101)

+ dlog(b)e · (7b+ 16η + 18) + b+ 76η + 12c− blog(4c+ 1)c+ 169}. (4.372)

As such, the total qubit count is given by

2Ld + dLd(3η + 2) +Qmax. (4.373)
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4.5 Methodology for Simulating SU(3) Lattice Gauge Theory

In this section, we introduce the non-Abelian SU(3) lattice gauge theory, or lattice QCD. We
follow the same format as in the SU(2) case to guide the readers.

4.5.1 Preliminaries

As in the cases of U(1) and SU(2), we aim to simulate our system, governed by four types of
Hamiltonian, i.e., the electric Hamiltonian HE , magnetic Hamiltonian HB, mass Hamiltonian
HM and kinetic Hamiltonian HK . Once again, HE and HB act on the links that connect two
fermionic sites, HM acts on the fermions themselves, and HK act on nearest pairs of fermionic
sites and the links that connect the pairs. Thus, we consider two different types of qubit registers,
one for the fields (HE , HB, HK) and the other for the fermions (HM , HK).

To simulate this system, we again need to choose a good basis for each register, as in the
SU(2) case. For the fermionic register, we consider an occupation basis. Note however though,
in the current case of SU(3), the fermions may assume three different colors in the fundamental
representation. For instance, the mass Hamiltonian is now of the form

ĤM = m
∑
~n

3∑
α=1

(−1)~nψ̂†α(~n)ψ̂α(~n), (4.374)

where α ∈ {1, 2, 3} denotes the color. This means that we have three subregisters, each for the
three different colors, that comprise the full fermion register. For concreteness and simplicity, we
use the JW transformation [142] for the rest of this section to map the fermion operators to the
qubit operators.

For the link register, we once again write down the Gauss’ law,

Ĝa(~n) =
∑
k

(ÊaL(~n, k) + ÊaR(~n, k)) + Q̂a(~n), (4.375)

which, up to the charge operator, has the same form as the one for SU(2). The SU(3) charge
operator for the projection axis a is given by

Q̂a(~n) =

3∑
α,β=1

ψ̂†ατ
a
αβψ̂β, (4.376)

where τa, a = 1, ..., 8, are the eight generators of the fundamental representation of SU(3), which
satisfy

[τa, τ b] = i

8∑
c=1

fabcτ c, Tr[τaτ b] =
1

2
δab, (4.377)
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where fabc are the group structure constants of SU(3), the ψ̂†α and ψ̂α are the fermion creation
and annihilation operators of color α. Similar to the SU(2) case, the charge operators at each
vertex satisfy the SU(3) algebra

[Q̂a, ψ̂α] =
3∑

β=1

−τaαβψ̂β. (4.378)

On each link, the left and right electric fields each also forms SU(3) Lie algebras, and they
commute with each other, according to

[ÊaL, Ê
b
L] = i

8∑
c=1

fabcÊcL, (4.379)

[ÊaR, Ê
b
R] = i

8∑
c=1

fabcÊcR, (4.380)

[ÊaL, Ê
b
R] = 0. (4.381)

Once again, due to gauge-invariance, the SU(3) Hamiltonian commutes with all of the Gauss
operators Ĝa(~n).

The physical, gauge-invariant Hilbert spaceHG is defined through the eigenstates of the Gauss
operator:

HG = {|Ψ〉 ∈ HG | Ĝa(~n) |Ψ〉 = 0, ∀~n, a}. (4.382)

Due to the non-Abelian nature of SU(3), the electric fields and Gauss operators do not all
commute. Conventionally, the complete set of commuting observables on a link is given by
{Ê2, T̂L, T̂

z
L, ŶL, T̂R, T̂

z
R, ŶR}, where T̂i, T̂

z
i , Ŷi, with i = L,R for left and right, are physical quan-

tities, known as the isospin, z-component of the isospin, and hypercharge [154, 155], and Ê2 is
the Casimir operator defined by

Ê2 ≡
8∑

a=1

ÊaLÊ
a
L =

8∑
a=1

ÊaRÊ
a
R. (4.383)

In this basis, the states are labelled by eight quantum numbers

|p, q, TL, T zL, YL, TR, T zR, YR〉 , (4.384)

where p and q label the representation [155]. The eigenvalues of the Casimir operator are a
function of p and q given by [156]

Ê2 |p, q〉 =
1

3
[p2 + q2 + pq + 3(p+ q)] |p, q〉 ; p, q ∈ N, (4.385)

where the isospin and hypercharge labels are omitted for brevity.
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Finally, we can define the SU(3) parallel transporters, Ûαβ, in the basis defined above. Drop-
ping the link position index for notational convenience, they are given by

Ûαβ |p, q, TL, T zL, YL, TR, T zR, YR〉

=
∑

(p′,q′)

TL+tL∑
T ′L=|TL−tL|

TR+tR∑
T ′R=|TR−tR|

√
dim(p, q)

dim(p′, q′)

〈
p′, q′, T ′L, T

z
L
′, Y ′L

∣∣p, q, TL, T zL, YL; 1, 0, tL, t
z
L, yL

〉
×
〈
p′, q′, T ′R, T

z
R
′, Y ′R

∣∣p, q, TR, T zR, YR; 1, 0, tR, t
z
R, yR

〉 ∣∣p′, q′, T ′L, T zL′, Y ′L, T ′R, T zR′, Y ′R〉 , (4.386)

where (p′, q′) ∈ {(p+ 1, q), (p− 1, q + 1), (p, q − 1)}, 〈p′, q′, Ti′, T zi ′, Y ′i |p, q, Ti, T zi , Yi; 1, 0, ti, t
z
i , yi〉,

with i = L,R, are the Clebsch-Gordan coefficients for SU(3) in the fundamental representation,
i.e., (p = 1, q = 0), as provided in Table 4.11, the dimension of the representation (p, q) is given
by

dim(p, q) = (1 + p)(1 + q)(1 +
p+ q

2
), (4.387)

and the left and right isospin and hypercharge values (ti, t
z
i , yi)i=L,R depend on α, β, respectively,

as follows:

(tL/R, t
z
L/R, yL/R) =


(1

2 ,
1
2 ,

1
3), α/β = 1,

(1
2 ,−1

2 ,
1
3), α/β = 2,

(0, 0,−2
3), α/β = 3.

(4.388)

Further, the hypercharge Y ′i and z-component isospin T zi
′ values are obtained by

Y ′i = Yi + yi, (4.389)

T zi
′ = T zi + tzi , (4.390)

for i = L,R. Lastly, the ranges of values for the quantum numbers are given by

p = n, q = m; n,m ∈ N, (4.391)

Ti = 0,
1

2
, ...,

1

2
(p+ q), (4.392)

T zi = −1

2
(p+ q),−1

2
(p+ q) +

1

2
, ...,

1

2
(p+ q), (4.393)

Yi = −1

3
(q + 2p),−1

3
(q + 2p) +

1

3
, ...,

1

3
(p+ 2q), (4.394)

where i = L,R.

The above definition of Ûαβ operators can be used to directly verify the proper commutation
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relations

[ÊaL, Ûαβ] = −
3∑

γ=1

τaαγÛγβ, (4.395)

[ÊaR, Ûαβ] =

3∑
γ=1

Ûαγτ
a
γβ, (4.396)

where α, β, γ, δ ∈ {1, 2, 3}, required by the SU(3) lattice gauge theory. Note that Ûαβ are

elements of the unitary operator-valued matrix Û. Denoting the αβth element of Û as [Û]αβ, the

operators Ûαβ are related to Û by [Û]αβ = Ûαβ and thus, [Û†]αβ = Û †βα. It can be shown that in
the fundamental representation of SU(3), the parallel transporters satisfy the relation [156, 157]

〈0| [Û]αβ[Û†]γδ |0〉 = 〈0| ÛαβÛ †δγ |0〉 =
1

3
δαγδβδ, (4.397)

where |0〉 here is used to denote the basis state in (4.383) with all eight quantum numbers being
zeros.

Coefficient Formula

I11

√
Ω+

1 (Ω+
2 +6)

Γ1Υ1

I12 −
√
−Ω−1 (Ω−2 +6)(Ω−3 +6)

Γ1Υ2

I13

√
Ω−1 Ω+

1
Γ1Υ3

I21 −
√

(6−Ω−1 )Ω−2 (Ω+
3 +6)

Γ2Υ1

I22 −
√

(Ω+
1 −6)Ω+

2 (Ω−3 +6)
Γ2Υ2

I23

√
−Ω−2 Ω+

2
Γ2Υ3

I31 −
√

(Ω−1 −6)(Ω+
2 +6)Ω−3

Γ3Υ1

I32

√
−(Ω+

1 −6)(Ω−2 +6)Ω+
3

Γ3Υ2

I33

√
Ω+

3 Ω−3
Γ3Υ3

Table 4.10: The formulas for the Isoscalar factors Iαβ in the fundamental SU(3) representation,
where Ω±1 = 4p+2q±6Ti−3Yi+9±3, Ω±2 = 2p−2q±6Ti+3Yi−3±3, Ω±3 = 2p+4q±6Ti+3Yi+3±3,
Γ1 = (1 +p)(2 +p+ q), Γ2 = (1 +p)(1 + q), Γ3 = (1 + q)(2 +p+ q), Υ1 = 432(1 +Ti), Υ2 = 432Ti,
and Υ3 = 36, taken from [6], whose authors obtained these formulas efficiently classically with
methods developed in [8, 9].
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Coefficient ∆p ∆q ∆T ∆T z ∆Y Formula

C
(a)
11 1 0 1

2
1
2

1
3 I11c11

C
(b)
11 1 0 −1

2
1
2

1
3 I12c21

C
(a)
12 1 0 1

2 −1
2

1
3 I11c12

C
(b)
12 1 0 −1

2 −1
2

1
3 I12c22

C13 1 0 0 0 −2
3 I13

C
(a)
21 -1 1 1

2
1
2

1
3 I21c11

C
(b)
21 -1 1 −1

2
1
2

1
3 I22c21

C
(a)
22 -1 1 1

2 −1
2

1
3 I21c12

C
(b)
22 -1 1 −1

2 −1
2

1
3 I22c22

C23 -1 1 0 0 −2
3 I23

C
(a)
31 0 -1 1

2
1
2

1
3 I31c11

C
(b)
31 0 -1 −1

2
1
2

1
3 I32c21

C
(a)
32 0 -1 1

2 −1
2

1
3 I31c12

C
(b)
32 0 -1 −1

2 −1
2

1
3 I32c22

C33 0 -1 0 0 −2
3 I33

Table 4.11: The formulas for Clebsch-Gordan coefficients 〈p+∆p, q+∆q, Ti+∆T, T zi +∆T z, Yi+
∆Y | p, q, Ti, T zi , Yi; 1, 0,∆T,∆T z,∆Y 〉 may be obtained by combining the SU(2) Clebsch-Gordan
coefficients cαβ and Isoscalar factors Iαβ from Tables 4.4 and 4.10, respectively. When evaluating
cαβ, ∆T,∆T z are inserted in place of ∆j,∆m, respectively. See [6] for details, where the authors
computed these formulas classically efficiently with the methods developed in [8, 9].

4.5.2 Simulation circuit synthesis

The infinite-dimensional gauge-field register consists of eight subregisters, each representing a
quantum number. We import the encodings for |p〉, |q〉, |TL〉, |T zL〉, |YL〉, |TR〉, |T zR〉 and |YR〉
from [6]. In order to represent them on a finite quantum computer, we impose a cutoff on the
electric field. In particular, for a given link, we truncate both p and q at Λ, i.e.,

p, q ∈ {0, 1, ...,Λ}, Ti ∈ {0,
1

2
, ...,Λ},

T zi ∈ {−Λ,−Λ +
1

2
, ...,Λ}, Yi = {−Λ,−Λ +

1

3
, ...,Λ}, (4.398)

where i = L,R. In this basis, in order to import the encoding of the parallel transporters Ûαβ
from [6], we import and will slightly modify the definitions of the following useful operators from
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[6]:

P̂± =
Λ∑
p=0

|p± 1〉〈p| , Q̂± =
Λ∑
q=0

|q ± 1〉〈q| ,

T̂±i =

Λ∑
Ti=0

∣∣∣∣Ti ± 1

2

〉〈
Ti

∣∣∣∣ , T̂ z±i =

Λ∑
T zi =−Λ

∣∣∣∣T zi ± 1

2

〉〈
T zi

∣∣∣∣ ,
Ŷ ±i =

Λ∑
Yi=−Λ

∣∣∣∣Yi ± 1

3

〉〈
Yi

∣∣∣∣ , (4.399)

where i = L,R, and the quantum numbers p and q, Ti and T zi , and Yi are incremented and
decremented by 1, 1

2 and 1
3 at a time, respectively. The slight modification from the original

definitions in [6] is that we have introduced a periodic-wrapping term to the above ladder opera-
tors, such that they can be implemented as binary incrementers and decrementers on a quantum
computer. The undesirable effect of the periodic-wrapping terms can be removed by applying
circuits that include multiply controlled gates, similar to the U(1) case. We further import the
following diagonal Clebsch-Gordan operators,

Ĉ
i(a)
αβ =

∑
p,q,Ti,T zi ,Yi

C
(a)
αβ (p, q, Ti, T

z
i , Yi,∆p,∆q,∆Ti,∆T

z
i ,∆Yi) |p, q, Ti, T zi , Yi〉〈p, q, Ti, T zi , Yi| ,

for β = 1, 2,

Ĉ
i(b)
αβ =

∑
p,q,Ti,T zi ,Yi

C
(b)
αβ (p, q, Ti, T

z
i , Yi,∆p,∆q,∆Ti,∆T

z
i ,∆Yi) |p, q, Ti, T zi , Yi〉〈p, q, Ti, T zi , Yi| ,

for β = 1, 2,

Ĉiαβ =
∑

p,q,Ti,T zi ,Yi

Cαβ(p, q, Ti, T
z
i , Yi,∆p,∆q,∆Ti,∆T

z
i ,∆Yi) |p, q, Ti, T zi , Yi〉〈p, q, Ti, T zi , Yi| ,

for β = 3, (4.400)

where C
i(a)
αβ , C

i(b)
αβ , and Ciαβ are the SU(3) Clebsch-Gordan coefficients evaluated using the for-

mulas in Table 4.11, α ∈ {1, 2, 3}, i = L,R, the sums of p, q, Ti, T
z
i , Yi are over the ranges

defined in (4.398), and |p, q, Ti, T zi , Yi〉 is a tensor product of |p〉, |q〉, |Ti〉, |T zi 〉, |Yi〉. Further,
the SU(3) Clebsch-Gordan coefficients shown in Table 4.11 are real [154, 158]. However, since we
are summing over the ranges in (4.398), which include unphysical quantum numbers that violate
(4.391-4.394), the formulas in Table 4.11 could result in complex numbers. Thus, we set the
complex elements of the diagonal Clebsch-Gordan operator in (4.400) to zeros, thereby ensuring
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its Hermiticity. Next, using (4.399) and (4.400), the following operators can be defined:

Ĉiαβ =

{
T̂+
i Ĉ

i(a)
αβ + T̂−i Ĉ

i(b)
αβ , for β = 1, 2,

Ĉiαβ, for β = 3,
(4.401)

M̂ i
α =


T̂ z+i Ŷ +

i , for α = 1,

T̂ z−i Ŷ +
i , for α = 2,

(Ŷ −i )2, for α = 3,

(4.402)

where i = L,R. Moreover, the diagonal normalization operators are defined as

N̂α =


∑

p,q

√
dim(p,q)

dim(p+1,q) |p, q〉〈p, q| , for α = 1,∑
p,q

√
dim(p,q)

dim(p−1,q+1) |p, q〉〈p, q| , for α = 2,∑
p,q

√
dim(p,q)

dim(p,q−1) |p, q〉〈p, q| , for α = 3,

(4.403)

where dim(p, q) are given in (4.387). Finally, using (4.399), (4.400) and (4.403), we import the
encoding for Ûαβ from [6],

Ûαβ = M̂L
α M̂

R
β [P̂+ĈL1αĈR1βN̂1 + P̂−Q̂+ĈL2αĈR2βN̂2 + Q̂−ĈL3αĈR3βN̂3], (4.404)

which can be straightforwardly shown to satisfy (4.386).

In order to implement these operators on a quantum computer, we need to map the non-integer
quantum numbers Ti, T

z
i , Yi with i = L,R to positive full integers:

Ti 7→ 2Ti, T
z
i 7→ 2(T zi + Λ), Yi 7→ 3(Yi + Λ), (4.405)

such that
Ti ∈ {0, 1, ..., 2Λ}, T zi ∈ {0, 1, ..., 4Λ}, Yi = {0, 1, ..., 6Λ}, (4.406)

and

T̂±i 7→
2Λ∑
Ti=0

|Ti ± 1〉〈Ti| , T̂ z±i 7→
4Λ∑

T zi =0

|T zi ± 1〉〈T zi | , Ŷ ±i 7→
6Λ∑
Yi=0

|Yi ± 1〉〈Yi| . (4.407)

Thus, if the number of qubits required for each of |p〉 and |q〉 is η = log(Λ + 1), then that for |Ti〉,
|T zi 〉 and |Yi〉 are η + 1, η + 2 and dlog(6Λ + 1)e = η + 3. Since the quantum numbers have been
scaled, we have to apply the inverse of (4.405), i.e.,

Ti 7→
Ti
2
, T zi 7→

T zi
2
− Λ, Yi 7→

Yi
3
− Λ, (4.408)

before evaluating the Clebsch-Gordan coefficients in (4.400).
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Equipped with all the necessary operator definitions and qubit register structure, we now
decompose the Hamiltonian into separate parts. Specifically, just as in SU(2), we have for SU(3)
LGT

Ĥ =
∑
~n

[
D̂

(M)
~n + D̂

(E)
~n + T̂

(K)
~n + L̂

(B)
~n

]
, (4.409)

where

D̂
(M)
~n =

m

2
(−1)~n(Ẑ1(~n) + Ẑ2(~n) + Ẑ3(~n)), (4.410)

D̂
(E)
~n =

g2

2ad−2

d∑
l=1

Ê2(~n, l) (4.411)

are diagonal operators, where Ẑi(~n), with i ∈ {1, 2, 3}, are Pauli-z operators that act on the
fermion of color i at site ~n, and (−1)~n, is either +1 or −1 depending on whether ~n is a fermion
or anti-fermion site, respectively, reflective of the use of staggered fermions [105], and

T̂
(K)
~n =

1

2a

d∑
l=1

3∑
α,β=1

[Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂)ζ̂αβ,~n,l + h.c.] (4.412)

is an off-diagonal operator, which corresponds to kinetic Hamiltonian. The operators σ̂±α (~n) are
Pauli raising and lowering operators on the fermion of color α at site ~n. Further, the operators
ζ̂αβ,~n,l are tensor products of Ẑ, which arise from the JW transformation and have an additional
color-dependence when compared to the U(1) case. If we consider a d-dimensional Ld−site
lattice, the length of each ζ̂αβ,~n,l is O((3L)d−1). For brevity, we suppress the ζ̂αβ,~n,l operators
in the remaining part of the section. The second off-diagonal operator that corresponds to the
magnetic Hamiltonian is given by

L̂
(B)
~n = − 1

2a4−dg2

d∑
i=1

d∑
j 6=i;j=1

3∑
α,β,δ,γ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.).

(4.413)

Assuming we use Suzuki-Trotter formula [22] as our simulation method, each Trotter terms to

be implemented then are of the form eiD̂
(M)
~n

t, eiD̂
(E)
~n

t, eiT̂
(K)
~n

t, eiL̂
(B)
~n

t, where t is a sufficiently small
number to ensure the Trotter error incurred is within a pre-specified tolerance. In the remaining
part of this subsection, we discuss circuit synthesis for each of the four Trotter terms.

Mass term eiD̂
(M)
~n

t

The implementation of this term is straightforward. Three single-qubit Rz(θ) = exp
(
−iθẐ/2

)
gate, where θ = −m(−1)~nt, applied to the three qubits, which correspond to the three fermions
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at site ~n, in the site register suffices. As in the implementation of U(1) mass term, we once
again use the weight-sum trick [137, 138], except for SU(3), the number of same-angle Rz gates
increased by a factor of three. Again, briefly, if the original subcircuit applies the same angle Rz
gates on p qubits simultaneously, we can reduce the number of Rz gates to blog(p) + 1c, while
incurring p−Weight(p) ancilla qubits and at most 4(p−Weight(p)) T gates. For a d-dimensional
lattice with Ld lattice sites, p = 3Ld.

Electric term eiD̂
(E)
~n

t

Here, we present a method to implement the electric term, D̂
(E)
~n . It is a sum of d commuting

terms, and thus, its evolution can be implemented exactly as a product of d sub-evolutions,

eiD̂
(E)
~n

t =

d∏
l=1

e
i g2t

2ad−2 Ê
2(~n,l)

. (4.414)

Without loss of generality, we restrict our discussion to one sub-evolution. For notational conve-
nience, we drop the link location index. Since the eigenvalue equation in (4.385) only depends

on the subregisters |p〉 and |q〉, we implement the operator e
i g2t

2ad−2 Ê
2

according to the eigenvalue
equation,

e
i g2t

2ad−2 Ê
2 |p〉 |q〉 = e

i g2t

6ad−2 [p2+q2+pq+3(p+q)] |p〉 |q〉

= e
i g2t

6ad−2 [(p+q)(p+q+3)−pq] |p〉 |q〉 . (4.415)

Similar to the SU(2) electric term implementation, we first compute (p+ q)(p+ q + 3)− pq into
an ancilla register, then induce the phase on all links in parallel, using the weight-sum trick,
and finally uncomputing the ancilla register. The initial arithmetic operations create |p+ q〉
and |−pq〉 with an η−bit adder and multiplier, respectively, incurring 4(5η − 3blog(η)c − 4) and
4(η−1)(12η−3blog(η)c−12)+4 T gates, respectively [148, 7]. Next, we compute |p+ q + 3〉 into
the ancilla register by copying |p+ q〉 and then adding 3 with a 2η-bit adder, incurring 4(2η− 2)
T gates. Finally, we compute (p + q)(p + q + 3) − pq with a multiplier and (2η + 3)-bit adder,
incurring 4η(12η− 3blog(η + 2)c+ 10) + 4 and 4(10η− 3blog(2η + 3)c+ 11) T gates, respectively.
In total, the number of T gates required for computing and uncomputing of (p+q)(p+q+3)−pq
on all the links is 8dLd[(8η − 8) + (5η − 3blog(η)c − 4) + (η − 1)(12η − 3blog(η)c − 12) + 1 +
η(12η− 3blog(η + 2)c+ 10) + 1 + (10η− 3blog(2η + 3)c+ 11)]. The number of ancilla qubits used
to store |p+ q〉, |−pq〉, |p+ q + 3〉, |(p+ q)(p+ q + 3)〉 and |(p+ q)(p+ q + 3)− pq〉 for all the
links is dLd(8η+ 10). The number of reusable workspace ancilla qubits is 3(η+ 2)−blog(η + 2)c,
as required by the most expensive arithmetic step, the last multiplier.

We now discuss the phase induction. The correct phase can be induced by applying Rz(2
kθ),

where θ = g2t
6ad−2 , on the kth qubit of the (2η + 4)−bit ancilla state, |(p+ q)(p+ q + 3)− pq〉.
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Hence, there are (2η + 4) sets of dLd same-angle Rz rotations to implement, where each set can
be effected using the weight sum trick. Once again, we first compute Weight(dLd) into the ancilla
register, incurring 4(dLd−Weight(dLd)) T gates and dLd−Weight(dLd) ancilla qubits, and then,
applying blog

(
dLd

)
+ 1c Rz gates to the ancilla register to induce the right phase. Thus, the

number of Rz gates required to impart the phase is (2η + 4)blog
(
dLd

)
+ 1c.

As in the cases of U(1) and SU(2) electric terms, for simulations with a fixed t, d and g2,

where a can be chosen such that g2t
6ad−2 = π

2M
with a sufficiently large M > 1. Then, the electric

evolution can be implemented by

|p〉 |q〉 7→ e
−i π

2M
[(p+q)(p+q+3)−pq] |p〉 |q〉 . (4.416)

First, we compute [(p + q)(p + q + 3) − pq] into an ancilla register, then impart the phase by a
phase gradient operation, consisting of an M−bit addition on the phase gradient state in (4.25),
on the ancilla register, and finally uncompute the ancilla register. The arithmetic operations are
carried out one link at a time, and hence, the number of storage ancilla qubits is 8η + 10. The

phase gradient operations on all links cost 4dLd log
(

6ad−2π
g2t

)
+O(dLd) T gates in total.
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Kinetic term eiT̂
(K)
~n

t

In order to facilitate the circuit syntheses of terms involving the Ûαβ operators, we rewrite them
as

Û11 =
Λ∑

p,q=0

2Λ∑
TL,TR=0

4Λ∑
T zL,T

z
R=0

6Λ∑
YL,YR=0

∑
∆TL,∆TR∈{−1,1}

∑
(∆p,∆q)

f11(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL,∆TR)

|p+ ∆p, q + ∆q, TL + ∆TL, T
z
L + 1, YL + 1,

TR + ∆TR, T
z
R + 1, YR + 1〉 〈p, q, TL, T zL, YL, TR, T zR, YR| (4.417)

Û12 =
Λ∑

p,q=0

2Λ∑
TL,TR=0

4Λ∑
T zL,T

z
R=0

6Λ∑
YL,YR=0

∑
∆TL,∆TR∈{−1,1}

∑
(∆p,∆q)

f12(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL,∆TR)

|p+ ∆p, q + ∆q, TL + ∆TL, T
z
L + 1, YL + 1,

TR + ∆TR, T
z
R − 1, YR + 1〉 〈p, q, TL, T zL, YL, TR, T zR, YR| (4.418)

Û13 =

Λ∑
p,q=0

2Λ∑
TL,TR=0

4Λ∑
T zL,T

z
R=0

6Λ∑
YL,YR=0

∑
∆TL∈{−1,1}

∑
(∆p,∆q)

f13(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL,∆TR = 0)

|p+ ∆p, q + ∆q, TL + ∆TL, T
z
L + 1, YL + 1,

TR, T
z
R, YR − 2〉 〈p, q, TL, T zL, YL, TR, T zR, YR| (4.419)

Û21 =

Λ∑
p,q=0

2Λ∑
TL,TR=0

4Λ∑
T zL,T

z
R=0

6Λ∑
YL,YR=0

∑
∆TL,∆TR∈{−1,1}

∑
(∆p,∆q)

f21(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL,∆TR)

|p+ ∆p, q + ∆q, TL + ∆TL, T
z
L − 1, YL + 1,

TR + ∆TR, T
z
R + 1, YR + 1〉 〈p, q, TL, T zL, YL, TR, T zR, YR| (4.420)

Û22 =

Λ∑
p,q=0

2Λ∑
TL,TR=0

4Λ∑
T zL,T

z
R=0

6Λ∑
YL,YR=0

∑
∆TL,∆TR∈{−1,1}

∑
(∆p,∆q)

f22(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL,∆TR)

|p+ ∆p, q + ∆q, TL + ∆TL, T
z
L − 1, YL + 1,

TR + ∆TR, T
z
R − 1, YR + 1〉 〈p, q, TL, T zL, YL, TR, T zR, YR| (4.421)
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Û23 =

Λ∑
p,q=0

2Λ∑
TL,TR=0

4Λ∑
T zL,T

z
R=0

6Λ∑
YL,YR=0

∑
∆TL∈{−1,1}

∑
(∆p,∆q)

f23(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL,∆TR = 0)

|p+ ∆p, q + ∆q, TL + ∆TL, T
z
L − 1, YL + 1,

TR, T
z
R, YR − 2〉 〈p, q, TL, T zL, YL, TR, T zR, YR| (4.422)

Û31 =

Λ∑
p,q=0

2Λ∑
TL,TR=0

4Λ∑
T zL,T

z
R=0

6Λ∑
YL,YR=0

∑
∆TR∈{−1,1}

∑
(∆p,∆q)

f31(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL = 0,∆TR)

|p+ ∆p, q + ∆q, TL, T
z
L, YL − 2, TR + ∆TR,

T zR + 1, YR + 1〉 〈p, q, TL, T zL, YL, TR, T zR, YR| (4.423)

Û32 =

Λ∑
p,q=0

2Λ∑
TL,TR=0

4Λ∑
T zL,T

z
R=0

6Λ∑
YL,YR=0

∑
∆TR∈{−1,1}

∑
(∆p,∆q)

f32(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL = 0,∆TR)

|p+ ∆p, q + ∆q, TL, T
z
L, YL − 2, TR + ∆TR,

T zR − 1, YR + 1〉 〈p, q, TL, T zL, YL, TR, T zR, YR| (4.424)

Û33 =

Λ∑
p,q=0

2Λ∑
TL,TR=0

4Λ∑
T zL,T

z
R=0

6Λ∑
YL,YR=0

∑
(∆p,∆q)

f33(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL = 0,∆TR = 0)

|p+ ∆p, q + ∆q, TL, T
z
L, YL − 2, TR, T

z
R, YR − 2〉

〈p, q, TL, T zL, YL, TR, T zR, YR| , (4.425)

where the tuple (∆p,∆q) is summed over the elements in {(1, 0), (−1, 1), (0, 1)}. Hereafter, we
will omit some of the arguments of fαβ for brevity, whenever the context is clear. As in SU(2),
we split the sums over all the quantum numbers into series of even and odd quantum numbers,
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and define the operators Ûαβ using the diagonal operators,

D̂αβ(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL,∆TR)

=
1∑

pη−1...p1
qη−1...q1=0

1∑
TL;η ...TL;1

TR;η ...TR;1
=0

1∑
T zL;η+1...T

z
L;1

T zR;η+1...T
z
R;1

=0

1∑
YL;η+2...YL;2YL;k

YR;η+2...YR;2YR;k
=0

fαβ(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL,∆TR)

|pη−1...p1〉〈pη−1...p1| ⊗ |qη−1...q1〉〈qη−1...q1|
⊗ |TL;η...TL;1〉〈TL;η...TL;1| ⊗

∣∣T zL;η+1...T
z
L;1

〉〈
T zL;η+1...T

z
L;1

∣∣
⊗ |YL;η+2...YL;2YL;k〉〈YL;η+2...YL;2YL;k| ⊗ |TR;η...TR;1〉〈TR;η...TR;1|
⊗
∣∣T zR;η+1...T

z
R;1

〉〈
T zR;η+1...T

z
R;1

∣∣⊗ |YR;η+2...YR;2YR;k〉〈YR;η+2...YR;2YR;k| , (4.426)

where α, β ∈ {1, 2, 3}, ∆p,∆q,∆TL,∆TR ∈ {1, 0,−1}, and

YL/R;k =

{
YL/R;1 if α/β = 1, 2,

YL/R;0 if α/β = 3.
(4.427)

Because we consider all possible bit-strings that consist the zeroth digits of p, q, TL, T
z
L, TR, T

z
R

and kth digits of YL, YR separately one at a time, these bit-strings are classically known, and the
remaining digits are obtained from the qubits, and thus fαβ can be evaluated on a quantum com-
puter. In particular, fαβ, whose formula can be straightforwardly obtained from (4.404), are prod-
ucts of the Clebsch-Gordan coefficients in Table 4.11, and normalization factors in (4.403). For
brevity, we hereafter write the operator and diagonal elements in (4.426) as D̂αβ(∆p,∆q,∆TL,∆TR),
whenever the context is clear. Next, similar to the SU(2) kinetic term, we express the operators
Ûαβ in terms of the diagonal operators in (4.426), Pauli ladder operators, which act on the zeroth
qubits of p, q, TL, T

z
L, TR, T

z
R and kth qubits of YL, YR, and binary incrementers and decrementers

acting on the eight subregisters as follows:

Ûαβ + h.c. =
1∑

n1,n2,...,n8=0

(P̂+)n1(Q̂+)n2(T̂+
L )n3(T̂ z+L )n4(Ŷ +

L )δα,3+n5(T̂+
R )n6(T̂ z+R )n7(Ŷ +

R )δβ,3+n8

[
∑

(∆p,∆q)

∑
∆TL,∆TR

D̂αβ(∆p,∆q,∆TL,∆TR)P̂αβ(∆p,∆q,∆TL,∆TR) + h.c.]

(P̂−)n1(Q̂−)n2(T̂−L )n3(T̂ z−L )n4(Ŷ −L )δα,3+n5(T̂−R )n6(T̂ z−R )n7(Ŷ −R )δβ,3+n8 , (4.428)

where (∆p,∆q) ∈ {(1, 0), (−1, 1), (0, 1)}, ∆TL,∆TR ∈ {−1, 1} for α, β = 1, 2, respectively, and
∆TL,∆TR = 0 if α, β = 3. Further,

P̂αβ(∆p,∆q,∆TL,∆TR) = ⊗7
i=0σ̂i, (4.429)
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where the operator σ̂i ∈ {σ̂+, σ̂−, Î} depends on α, β, ∆p, ∆q, ∆TL, and ∆TR. In particular,
σ̂0, σ̂1, σ̂2, σ̂5 = σ̂+, σ̂−, Î if ∆p,∆q,∆TL,∆TR = 1,−1, 0, respectively. Moreover, σ̂3σ̂4 (σ̂6σ̂7) =
σ̂+σ̂+, σ̂−σ̂+, Î σ̂+ if α (β) = 1, 2, 3, respectively. Note that when σ̂i = Î, the corresponding
gauge-field subregister’s incrementer and decrementer cancel out. When α or β = 3, Ûαβ lowers

YL or YR by two, respectively. Hence, when α/β = 3, Ûαβ has an extra pair of incrementer and
decrementer, and the Pauli ladder operators act on the first bit of YL/R.

Using α, r and β, r+1 to denote two colors α, β at two sites r, r+1, without loss of generality,
we write

Ûαβσ̂
−
α,rσ̂

+
β,r+1 + h.c. =

1∑
n1,n2,...,n8=0

(P̂+)n1(Q̂+)n2(T̂+
L )n3(T̂ z+L )n4(Ŷ +

L )n5(T̂+
R )n6(T̂ z+R )n7(Ŷ +

R )n8

[
∑

(∆p,∆q)

∑
∆TL,∆TR

D̂αβ(∆p,∆q,∆TL,∆TR)F̂αβ(∆p,∆q,∆TL,∆TR)]

(P̂−)n1(Q̂−)n2(T̂−L )n3(T̂ z−L )n4(Ŷ −L )δα,3+n5(T̂−R )n6(T̂ z−R )n7(Ŷ −R )δβ,3+n8 ,
(4.430)

where F̂αβ = P̂αβσ̂
−
α,rσ̂

+
β,r+1 + h.c. act on both the gauge field and fermionic registers, of which

the gauge field part is defined via P̂αβ. Further, for notational convenience, we have dropped, and

will hereafter drop the arguments of D̂αβ, whenever the context is clear, since they are implied

by those of P̂αβ or F̂αβ. We approximate the kinetic evolution eitT̂
(K)
r as

eitT̂
(K)
r

≈
GC(28−1)∏

(n1,n2,...,n8)=GC(0)

(P̂+)n1(Q̂+)n2(T̂+
L )n3(T̂ z+L )n4(Ŷ +

L )n5(T̂+
R )n6(T̂ z+R )n7(Ŷ +

R )n8

2+(1⊕OR(n3,n4))∏
α=1

2+(1⊕OR(n6,n7))∏
β=1

{(Ŷ +
L )δα,3(Ŷ +

R )δβ,3 [
∏

(∆p,∆q),
∆TL,∆TR

ei
t
2a
D̂αβ(∆p,∆q,∆TL,∆TR)F̂αβ(∆p,∆q,∆TL,∆TR)]

(Ŷ −L )δα,3(Ŷ −R )δβ,3}(P̂−)n1(Q̂−)n2(T̂−L )n3(T̂ z−L )n4(Ŷ −L )n5(T̂−R )n6(T̂ z−R )n7(Ŷ −R )n8 , (4.431)

where we have minimized the number of binary incrementers and decrementers using the Gray
code encoding. Furthermore, the evolution operators with α = 3, β = 3 are included only
when 1 ⊕ OR(n3, n4) = 1, 1 ⊕ OR(n6, n7) = 1, respectively, where OR(·) is the bitwise OR
function, and ⊕ is the binary addition. This is because if α/β = 3, then ∆TL/R,∆T

z
L/R = 0,

meaning that
∣∣TL/R,0〉 , ∣∣∣T zL/R,0〉 are not acted on by Pauli ladder operators. Here we adopt the

same implementation strategy for the SU(2) kinetic term. Briefly, the strategy diagonalizes the
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Pauli ladder operators with CNOT and Hadamard gates, and then implements the diagonalized
operators as a phase oracle using either qRAM or quantum arithmetic circuits. The number of
oracle queries is determined by the number of terms in each Ûαβ, whereas the T-gate count is
decided by the number of binary incrementers and decrementers. Conjugated by the incrementers
and decrementers is a product of operators of the form

ei
t
2a
D̂αβ F̂αβ(∆p,∆q,∆TL,∆TR). (4.432)

Once again, as in the SU(2) case, we diagonalize the Pauli part F̂αβ using a CNOT network and
two Hadamard gates, mapping (4.432) to

ei
t
2a
D̂αβD̂αβ(∆p,∆q,∆TL,∆TR), (4.433)

where D̂αβ(∆p,∆q,∆TL,∆TR) refers to the diagonalized Pauli part. As in the SU(2) kinetic
term implementation, we implement the diagonalized operator as a phase oracle. Before defining
the oracle, we define the following useful notations and function. We denote a set of qubits of

the gauge-field registers by S0 ≡ {|p0〉, |q0〉, |TL,0〉,
∣∣∣T zL,0〉, |YL,k〉, |TR,0〉,

∣∣∣T zR,0〉, |YR,k〉}, where

YL/R,k are defined in (4.427), and the fermionic states by |fα,r〉, |fβ,r+1〉. Further, we define

B(D̂αβ(∆p,∆q,∆TL,∆TR)) = (−1)fα,rfβ,r+1

∏
j

bj , (4.434)

where {|bj〉} ⊆ S0 is the set of qubits in the gauge-field registers that are acted on nontrivially
by D̂αβ(∆p,∆q,∆TL,∆TR). Now we can define the phase oracle used to implement (4.433) as

Ô
(∆p,∆q,∆TL,∆TR)
αβ

∣∣p′0〉 ∣∣q′0〉 ∣∣T ′L,0〉 ∣∣T z′L,0〉 ∣∣Y ′L,k〉 ∣∣T ′R,0〉 ∣∣T z′R,0〉 ∣∣Y ′R,k〉 ∣∣f ′α,r〉 ∣∣f ′β,r+1

〉
7→ eifαβ [ t

2a
B(D̂αβ(∆p,∆q,∆TL,∆TR))]

∣∣p′0〉 ∣∣q′0〉 ∣∣T ′L,0〉 ∣∣T z′L,0〉 ∣∣Y ′L,k〉 ∣∣T ′R,0〉 ∣∣T z′R,0〉 ∣∣Y ′R,k〉 ∣∣f ′α,r〉 ∣∣f ′β,r+1

〉
,

(4.435)

where the function fαβ is defined in (4.426), and the primes are used to indicate that the states
have been acted on by the diagonalization circuit consisting of CNOT and Hadamard gates. Note
that we have chosen fα,r to be the target of the diagonalization circuit for concreteness. Further,
we note that the bit-value product, i.e. fβ,r+1

∏
j bj , from the function B(·) in the phase implies

that the qubits |fβ,r+1〉 and |bj〉 ∈ S0 are the controls of the oracle, since the phase is zero if any
of |fβ,r+1〉 and |bj〉 ∈ S0 is in the zero state. This phase oracle can be implemented either using
qRAM or quantum arithmetic circuits. As in the SU(2) case, we choose to synthesize this oracle
directly as a diagonal gate, which imparts the phase (−1)fα,rfαβ

t
2a , controlled by fβ,r+1, {bj}.

In particular, for each link, fαβ can be computed efficiently using fixed point arithmetic circuits
[136], and the phases can be induced using Rz gates. We refer readers to sec. 4.5.3 for the detailed
implementation.
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We proceed with the cost analysis of the kinetic term. We assume that the oracle incurs
the same costs C(K). We first consider a pair of the nearest-neighbor fermionic sites and the link
joining them. The number of binary incrementers and decrementers required is 28+4·2·26+4·24 =
832, out of which 28 come from the outermost incrementers and decrementers in (4.431), 4 · 2 · 26

are due to the fact that there are 4 tuples (α, β) with either α or β = 3, each of which leads
to 2 additional Ŷ ±L/R for each of the 26 tuples (n1, n2, ..., n8) that satisfy either OR(n3, n4) or

OR(n6, n7), respectively, and 4 · 24 is due to the fact that there is a tuple (α, β) with α, β = 3,
which requires 2 extra Ŷ ±L and Ŷ ±R , for each of the 24 tuples (n1, n2, ..., n8) that satisfy OR(n3, n4)
and OR(n6, n7). Without affecting complexity arguments, we assume that all the incrementers or
decrementers act on the largest registers of size η+3 qubits, and hence, each of them costs 4(η+1)
T gates [7]. In total, the incrementers and decrementers require at most 3328(η+ 1) T gates and
η+3 reusable ancilla qubits. Now, we calculate the number of oracle queries needed. 12·28 queries
are required for when both α and β 6= 3, since in these cases, there are twelve combinations of
(∆p,∆q),∆TL,∆TR for each (n1, n2, ..., n8). When either α or β = 3, 6 · 26 queries are needed
because there are six combinations of (∆p,∆q),∆TL,∆TR for each (n1, n2, ..., n8) satisfying one
of the two conditions, 1 ⊕ OR(n3, n4) = 1 and 1 ⊕ OR(n6, n7) = 1. When both α and β = 3,
3 · 24 queries are needed because there are three combinations of (∆p,∆q),∆TL,∆TR for each
(n1, n2, ..., n8) satisfying both 1⊕OR(n3, n4) = 1 and 1⊕OR(n6, n7) = 1. Therefore, the number
of oracle queries is 4 · 12 · 28 + 4 · 6 · 26 + 3 · 24 = 13872. Finally, we multiply both the T-gate
count and the number of oracle queries by the number of links dLd in order to obtain the costs
of the entire kinetic term.

Magnetic term eiL̂
(B)
~n

t

Here, we provide the implementation of the magnetic term, which is similar to that of the SU(2)
magnetic term. Once again, we drop the location indices for brevity. The magnetic term for a
single plaquette is given by

L̂(B)
r = − 1

2a4−dg2

3∑
αβδγ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.), (4.436)
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where Ûαβ is defined in (4.428). We now write express a single term in (4.436) as

ÛαβÛβγÛ
†
γδÛ

†
δα =

1∑
n1,n2,...,n32=0

(P̂+
1 )n1(Q̂+

1 )n2(T̂+
L,1)n3(T̂ z+L,1)n4(Ŷ +

L,1)δα,3+n5 ...(T̂+
R,4)n30(T̂ z+R,4)n31

(Ŷ +
R,4)δα,3+n32

 ∑
~θ1,~θ2,~θ3,~θ4

D̂αβγδ(~θ1, ~θ2, ~θ3, ~θ4)P̂αβγδ(~θ1, ~θ2, ~θ3, ~θ4)


(P̂−1 )n1(Q̂−1 )n2(T̂−L,1)n3(T̂ z−L,1)n4(Ŷ −L,1)δα,3+n5 ...(T̂−R,4)n30(T̂ z−R,4)n31(Ŷ −R,4)δα,3+n32 ,

(4.437)

where the subindices i = 1, 2, 3, 4 denote the four links around a plaquette, ~θi are the parameters
(∆p,∆q,∆TL,∆TR) for link i, and the definitions of D̂αβγδ and P̂αβγδ are given by

D̂αβγδ(~θ1, ~θ2, ~θ3, ~θ4) = D̂αβ(~θ1)D̂βγ(~θ2)D̂γδ(~θ3)D̂δα(~θ4), (4.438)

where D̂αβ is defined in (4.426), and

P̂αβγδ(~θ1, ~θ2, ~θ3, ~θ4) = P̂αβ(~θ1)P̂βγ(~θ2)P̂γδ(~θ3)P̂δα(~θ4) + h.c., (4.439)

where P̂αβ is a Pauli operator of the form ⊗iσ̂±i , which acts on at most eight qubits, as defined
in (4.429). Similar to the kinetic term, we can minimize the number of binary incrementers and

decrementers in the implementation of eiL̂
(B)
r t using the Gray code ordering, i.e.,

eiL̂
(B)
r t

≈
GC(232−1)∏

(n1,n2,...,n32)=GC(0)

(P̂+
1 )n1(Q̂+

1 )n2(T̂+
L,1)n3(T̂ z+L,1)n4(Ŷ +

L,1)n5 ...(T̂+
R,4)n30(T̂ z+R,4)n31(Ŷ +

R,4)n32

N(n30,n31,n3,n4)∏
α=1

N(n6,n7,n11,n12)∏
β=1

N(n14,n15,n19,n20)∏
γ=1

N(n22,n23,n27,n28)∏
δ=1

{(Ŷ +
L,1)δα,3(Ŷ +

R,1)δβ,3(Ŷ +
L,2)δβ,3(Ŷ +

R,2)δγ,3(Ŷ +
L,3)δγ,3(Ŷ +

R,3)δδ,3(Ŷ +
L,4)δδ,3(Ŷ +

R,4)δα,3[ ∏
~θ1,~θ2,~θ3,~θ4

e
i −t
2a4−dg2

D̂αβγδP̂αβγδ(~θ1,~θ2,~θ3,~θ4)
]

(Ŷ −L,1)δα,3(Ŷ −R,1)δβ,3(Ŷ −L,2)δβ,3(Ŷ −R,2)δγ,3(Ŷ −L,3)δγ,3(Ŷ −R,3)δδ,3(Ŷ −L,4)δδ,3(Ŷ −R,4)δα,3}
(P̂−1 )n1(Q̂−1 )n2(T̂−L,1)n3(T̂ z−L,1)n4(Ŷ −L,1)n5 ...(T̂−R,4)n30(T̂ z−R,4)n31(Ŷ −R,4)n32 , (4.440)

where the function N(ni, nj , nk, nl) = 2 + (1 ⊕ OR(OR(ni, nj), OR(nk, nl))) evaluates to 3 if
and only if all of ni, nj , nk, nl = 0. Since the operator P̂αβγδ is a Pauli operator of the form
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⊗iσ̂±i +h.c., e
it −1

2a4−dg2
D̂αβγδP̂αβγδ can be diagonalized efficiently using CNOT and Hadamard gates

into an operator of the form

e
it −1

2a4−dg2
D̂αβγδD̂αβγδ(~θ1,~θ2,~θ3,~θ4)

, (4.441)

where D̂αβγδ is the diagonalized P̂αβγδ. As in the case of SU(2), we implement this diagonal
operator, using either qRAM or quantum arithmetic circuits. Before defining the oracle, we
define some useful notations. We denote the state of a plaquette as

⊗4
i=1

∣∣pi, qi, TL,i, T zL,i, YL,i, TR,i, T zR,i, YR,i〉 , (4.442)

where the values of i represent the four links around a plaquette. We denote a set of qubits of the

subregisters by S2
0 ≡ {|pi,0〉, |qi,0〉, |TL,i,0〉,

∣∣∣T zL,i,0〉, |YL,i,k〉, |TR,i,0〉,
∣∣∣T zR,i,0〉, |YR,i,k〉}4i=1, where∣∣YL/R,i,k〉 is the kth qubit of

∣∣YL/R,i〉 as defined in (4.427). Further, we define

B(D̂αβγδ(~θ1, ~θ2, ~θ3, ~θ4)) = (−1)bi
∏
j

bj , (4.443)

where {|bi〉 , |bj〉} ⊆ S2
0 are acted on nontrivially by D̂αβγδ(~θ1, ~θ2, ~θ3, ~θ4), and

fαβγδ = fαβ(~θ1)fβγ(~θ2)fγδ(~θ3)fδα(~θ4). (4.444)

As such, the phase oracle is defined as

Ô
(~θ1,~θ2,~θ3,~θ4)
αβγδ ⊗4

i=1

∣∣p′i, q′i, T ′L,i, T z′L,i, Y ′L,i, T ′R,i, T z′R,i, Y ′R,i〉
7→ e

ifαβγδ [(
−1

2a4−dg2
B(D̂αβγδ(~θ1,~θ2,~θ3,~θ4)))] ⊗4

i=1

∣∣p′i, q′i, T ′L,i, T z′L,i, Y ′L,i, T ′R,i, T z′R,i, Y ′R,i〉 , (4.445)

where the primed states are the states that have been acted on by the diagonalization circuit con-
sisting of CNOT and Hadamard gates. As in the kinetic term implementation, we can implement
this diagonal operator as a phase oracle using qRAM, or directly synthesize it using quantum
arithmetic circuits. Once again, we compute ±fαβγδ into the ancilla register, conditioned upon
the values of the control bits, and induce the approximate phases using Rz gates. See 4.5.3 for
the implementation details.

We proceed with the resource analysis of magnetic term. We first focus on a single plaquette.
The number of binary incrementers and decrementers outside the braces in (4.440) is 232, while the
number of incrementers and decrementers inside the brackets depends on the values of α, β, γ, δ.
Let c(n) be the number of tuples (α, β, γ, δ) with n entries equal to 3. Then, the number of
incrementers and decrementers inside the bracket for a given n is given by c(n) · 232−4n · 4n.
This is so because for every (α, β, γ, δ) with n entries equal to 3, there are 2n incrementers and
decrementers with exponents equal to one, whereas the rest have exponents equal to zero, and they
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are iterated over 232−4n tuples (n1, n2, ..., n32) that satisfy the N(·) functions in the upperbound
of the products over α, β, γ, δ. As such, the number of binary incrementers and decrementers is
given by 232 +

∑
n c(n) ·232−4n ·4n = 232 +32 ·228 ·4+24 ·224 ·8+8 ·220 ·12+216 ·16 = 41977643008.

We assume without affecting complexity arguments that all the incrementers and decrementers
act on the largest register with η+3 qubits. Then, each incrementer or decrementer costs 4(η+1)
T gates. Thus, the binary incrementers and decrementers required for a single plaquette incurs
at most 167910572032(η + 1) T gates, and η + 3 reusable ancilla qubits. Assuming the costs of
the oracle, C(B), are the same for all parameters, we compute the number of oracle queries. Once
again, we consider separate cases based on the number of entries, n, in (α, β, γ, δ) that are equal
to 3 because the number of parameters ~θi and tuples (n1, n2, ..., n32) that are iterated over depend
on n. For n = 0, there are 16 tuples (α, β, γ, δ). For each tuple, the pairs (α, β), (β, γ), (γ, δ)
and (δ, α) lead to 12 ~θi with i ∈ {1, 2, 3, 4}, as explained in (4.426) and (4.428), and hence, 124

tuples (~θ1, ~θ2, ~θ3, ~θ4). As such, there are 124 distinct e
i −t
2a4−dg2

D̂αβγδP̂αβγδ(~θ1,~θ2,~θ3,~θ4)
that need to be

applied, which are then iterated over 232 tuples (n1, n2, ..., n32). Thus, for n = 0, 16 · (12 · 28)4

oracle queries are needed. For n = 1, there are 32 tuples (α, β, γ, δ), each of which gives rise

to 62 · 122 tuples (~θ1, ~θ2, ~θ3, ~θ4) and hence, e
i −t
2a4−dg2

D̂αβγδP̂αβγδ(~θ1,~θ2,~θ3,~θ4)
that are iterated over 228

tuples (α, β, γ, δ). Thus, for n = 1, 32 · (6 · 26)2 · (12 · 28)2 oracle queries are needed. For n = 2,
there are 16 tuples (α, β, γ, δ) such that one of the pairs (α, β), (β, γ), (γ, δ) and (δ, α) has both
entries equal to 3, in which case there are 3 · 62 · 12 tuples (~θ1, ~θ2, ~θ3, ~θ4). Further, there are 8
tuples (α, β, γ, δ) such that all (α, β), (β, γ), (γ, δ) and (δ, α) have one entry equal to 3, in which

case there are 64 tuples (~θ1, ~θ2, ~θ3, ~θ4). All e
i −t
2a4−dg2

D̂αβγδP̂αβγδ(~θ1,~θ2,~θ3,~θ4)
with n = 2 are iterated

over 224 tuples (n1, n2, ..., n32). Thus, for n = 2, (16 · 3 · 62 · 12 + 8 · 64) · 224 oracle queries are
required. Similarly, we obtain the number of oracle queries for n = 3, 4 as 8 · 32 · 62 · 220, 34 · 216,
respectively. We sum up the number of oracle queries for n = 1 − 4 to obtain that for a single
plaquette: 1470021852266496. In order to obtain the T-gate count and oracle queries required for
the entire magentic term, we multiply the costs of a single plaquette by the number of plaquettes,
Ld d(d−1)

2 .

4.5.3 Resource requirement estimates

In this section, we analyze the algorithmic and synthesis errors for our simulations. In Sec. 4.5.3
we compute the algorithmic error for the Suzuki-Trotter formula for our SU(3) Hamiltonian.
Therein we show our result first, then show a full derivation of it for completeness. In Sec. 4.5.3
we compute the Rz synthesis error. In Sec. 4.5.3 we combine the two errors discussed in Secs. 4.5.3
and 4.5.3 to report the gate and query complexity, and ancilla requirements.
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Trotter errors

As in the simulation algorithms for U(1) and SU(2), we choose to use the second-order PF as
our simulation algorithm, and evaluate the commutator bound for the error given in (2.8). The
result is

||e−iĤT − Û r2 (t)|| ≤ r
(
T

r

)3

ρ ≡ εTrotter, (4.446)

where

ρ =
1

12

[36dLdm2

a
+
dLdg4(4 + 3Λ)2

4a2d−3
+

18Ld(d2 − d)g2(4 + 3Λ)2

ad
+

Ld

a6−dg2
8989056(d2 − d)

+
(332928d2 + 832320d)Ld

a3
+

Ld

a12−3dg6
(476287080134344704d3 − 1190717700335861760d2

+ 714430620201517056d)
]

+
1

24

[3mdLdg2(4 + 3Λ)

ad−1
+

(432d2 + 108d)mLd

a2
+

5832mLd(d2 − d)

a5−dg2

+
(36d2 + 9d)Ldg2(4Λ + 3)

ad
+

486d(d− 1)Ld(4Λ + 3)

a3
+

1944d(d− 1)Ld(3Λ + 4)

a3
+ (34992d3

− 83106d2 + 48114d)
Ld(3Λ + 4)

a6−dg2
+

(143824896d3 − 170792064d2 + 85396032d)Ld

a3

+
(125846784d3 − 197759232d2 + 71912448d)Ld

a6−dg2
+

(53934336d3 + 44945280d2 − 98879616d)Ld

a6−dg2

+ (10193589504d3 − 24755860224d2 + 14562270720d)
Ld

a9−2dg4
+ (308634027927055368192

d5

5

− 102878009309018456064d4 + 295774276763428061184d3 − 1932177612335002877952d2

+ 7230395091749453365248
d

5
− 154317013963527684096)

Ld

a12−3dg6

]
. (4.447)

For completeness, we show below a full derivation of the results shown above. Readers interested
in how the results compare with the size of the synthesis error and how, together, they affect our
simulation gate complexity should proceed to Secs. 4.5.3 and 4.5.3.

We start our derivation by first ordering the terms in the Hamiltonian Ĥ. As in the U(1) and
SU(2) simulations, we implement the diagonal mass and electric terms first, then the off-diagonal
kinetic and magnetic terms. Due to the similarity between the SU(2) and SU(3) simulation
algorithms, we adopt the same notation used in Sec. 4.4.3. We first discuss the kinetic terms.
The ordering of the kinetic term is given by the ordered list, i.e.

T = {(p, l)} × {n1, n2, ..., n8} × {(∆p,∆q),∆TL,∆TR} × {α, β}, (4.448)

168



where × is an order-preserving Cartesian product. Further, the exponents of the incrementers
and decrementers n1, n2, ..., n8 are ordered by the Gray code, and the color indices α, β ∈ {1, 2, 3}
are ordered simply in the ascending order in the ternary representation of a three-digit number.
Here, the values that the parameters (∆p,∆q),∆TL,∆TR and n1, n2, ..., n8 can assume depend
on the values of α, β. Suppose α, β 6= 3. There are 4 of such tuples (α, β). The elements ĥT
that satisfy α, β 6= 3 can assume 12 combinations of (∆p,∆q),∆TL,∆TR, and 28 combinations
of n1, n2, ..., n8. Thus, the number of elements ĥT in T with α, β 6= 3 is

|T|α,β 6=3 = 2d · 28 · 12 · 4 = 24576d. (4.449)

Suppose either α or β is 3. There are 4 such tuples. The elements ĥT that satisfy α or β = 3 can
assume 6 combinations of (∆p,∆q),∆TL,∆TR, and 26 combinations of n1, n2, ..., n8. Thus, the
number of elements in T with α or β = 3 is

|T|α/β=3 = 2d · 26 · 6 · 4 = 3072d. (4.450)

Suppose (α, β) = (3, 3). The elements ĥT that satisfy (α, β) = (3, 3) can assume 3 combinations
of (∆p,∆q),∆TL,∆TR, and 24 combinations of n1, n2, ..., n8. Thus, the number of elements in T
with (α, β) = (3, 3) is

|T|α,β=3 = 2d · 24 · 3 = 96d. (4.451)

Therefore, the total number of elements in T is given by

|T| = |T|α,β 6=3 + |T|α/β=3 + |T|α,β=3 = 27744d. (4.452)

The ordering of the magnetic terms is given by the following ordered list,

L = {(p, j, k)} × {n1, n2, ..., n32} × {∆~θ1,∆~θ2,∆~θ3,∆~θ4} × {α, β, γ, δ}, (4.453)

where the exponents of the incrementers and decrementers q1, q2, ..., q32 are ordered using the
Gray code, and the color indices α, β, γ, δ are ordered in the ascending order in the ternary
representation of a three-digit number. We remind the readers that ∆~θi denotes the parameters
(∆p,∆q),∆TL,∆TR for the ith link on each plaquette. Similar to the kinetic terms, the values
that the parameters ∆~θi, with i = 1, 2, 3, 4, and n1, n2, ..., n32 can assume depend on the values
of the color indices α, β, γ, δ. Let n be the number of color indices that are equal to 3. First,
we consider the tuples (α, β, γ, δ) with n = 0. The number of such tuples is 16. Each element
ĥL with n = 0 can assume 124 combinations of ∆~θi with i = 1, 2, 3, 4, and 232 combinations of
n1, n2, ..., n32. Thus, the number of elements ĥL in L with n = 0 is

|L|n=0 = 2 · d(d− 1)

2
· 16 · 124 · 232. (4.454)
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The number of tuples (α, β, γ, δ) with n = 1 is 32. Each element ĥL with n = 1 can assume
62 · 122 combinations of ∆~θi with i = 1, 2, 3, 4, and 228 combinations of n1, n2, ..., n32. Thus, the
number of elements ĥL in L with n = 1 is

|L|n=1 = 2 · d(d− 1)

2
· 32 · 62 · 122 · 228. (4.455)

We now consider the tuples (α, β, γ, δ) with n = 2, which can be separated into two cases. The
first case consists of the tuples, where one of the pairs (α, β), (β, γ), (γ, δ), and (δ, α) has both
entries equal to 3. There are 16 of such tuples. Moreover, each element ĥL labelled by these tuples
can assume 3 ·62 ·12 combinations of ∆~θi with i = 1, 2, 3, 4, and 224 combinations of n1, n2, ..., n32.
For each tuples in the second case, each pair (α, β), (β, γ), (γ, δ), and (δ, α) has one entry equal to
3. There are 8 of such tuples. Moreover, each element ĥL labelled by these tuples can assume 64

combinations of ∆~θi with i = 1, 2, 3, 4, and 224 combinations of n1, n2, ..., n32. Thus, the number
of elements ĥL in L with n = 2 is

|L|n=2 = 2 · d(d− 1)

2
· (16 · 3 · 62 · 12 + 8 · 64) · 224. (4.456)

There are 8 tuples with n = 3. Each element labelled by these tuples can assume 32 ·62 combina-
tions ∆~θi with i = 1, 2, 3, 4, and 220 combinations of n1, n2, ..., n32. Then, the number of elements
ĥL in L with n = 3 is

|L|n=3 = 2 · d(d− 1)

2
· 8 · 32 · 62 · 220. (4.457)

Lastly, there is 1 tuple with n = 4. Each element labelled by this tuple can assume 34 combinations
∆~θi with i = 1, 2, 3, 4, and 216 combinations of n1, n2, ..., n32. Then, the number of elements ĥL
in L with n = 4 is

|L|n=4 = 2 · d(d− 1)

2
· 34 · 216. (4.458)

Thus, the number of elements in L is given by

|L| =
4∑

k=0

|L|n=k = 2 · d(d− 1)

2
· 735010926133248. (4.459)

Finally, the ordering of the terms in the Hamiltonian Ĥ is given by the following ordered list:

{Ĥx} = {
∑
~n

D̂
(M)
~n ,

∑
~n

D̂
(E)
~n } ∪T ∪ L, (4.460)

where ∪ is denotes the order-preserving union.

We now evaluate the Trotter error incurred by the second-order PF, which is given in (2.8).
Due to the similarities between the SU(2) and SU(3) simulation algorithms, throughout the
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following analysis, we will make use of the notations and relevant results from the SU(2) analysis,
and highlight the differences whenever necessary.

In the following, we derive useful expressions, similar to (4.221-4.230) in the SU(2) case. As
in SU(2) LGTs, we have

||Ûαβ|| ≤ 1, (4.461)

||Ûαβ + Û †αβ|| ≤ 2, (4.462)

||Ûαβσ̂−α σ̂+
β + Û †αβσ̂

+
α σ̂
−
β || ≤ 2. (4.463)

We note that the norm of each term in the block-diagonal decomposition of Ûαβσ̂
−
α σ̂

+
β +Û †αβσ̂

+
α σ̂
−
β ,

as shown in (4.430), is upper-bounded by 2. The reason is that, for each term in the decomposi-
tion, the norms of the incrementers, decrementers and Pauli ladder operators are bounded from
above by one, and that of the diagonal part D̂αβ, of which the elements are defined via fαβ, is
also upper-bounded by one. This implies that

||ĥT (~np, l)|| ≤
1

a
, (4.464)

because ĥT (~np, l) is, up to a multiplicative factor of 1
2a , a term in the block-diagonal decomposi-

tion.

Furthermore, we consider the terms ĥT (~n, l), which act on a pair of nearest-neighbor sites and
the link that connects them, i.e., (~n, l). We denote this set of terms as T|(~n,l). Then,

∑
ĥT (~n,l)∈T|(~n,l)

ĥT (~n, l) =
1

2a

3∑
α,β=1

Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c., (4.465)

which we combine with (4.463) to get

||
∑

ĥT (~n,l)∈S;
S⊆T|(~n,l)

ĥT (~n, l)|| ≤ || 1

2a

3∑
α,β=1

Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c.|| ≤ 9

a
. (4.466)

Similarly, for the magnetic term, we obtain the following bound:

||ÛαβÛβγÛ †γδÛ
†
δα + h.c.|| ≤ 2||ÛαβÛβγÛ †γδÛ

†
δα|| ≤ 2||Ûαβ||4 ≤ 2, (4.467)

As in the kinetic term, the norm of each term in the block-diagonal decomposition of ÛαβÛβγÛ
†
γδÛ

†
δα+

h.c., as shown in (4.430), is bounded by 2. The reason is that the norms of the incrementers,
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decrementers and Pauli ladder operators are bounded from above by one, and that of the di-
agonal part D̂αβγδ, of which the elements are defined via fαβγδ, as defined in (4.444), is also
upper-bounded by one. This implies that

||ĥL(~np, i, j)|| ≤
1

a4−dg2
(4.468)

because each ĥL(~np, i, j) is a product between 1
2a4−dg2

and a term in (4.430).

Lastly, we consider the terms ĥL(~n, i, j), which act on a single plaquette, denoted by (~n, i, j).
Let these terms form a set L|(~n,i,j). Then,

∑
ĥL(~n,i,j)∈L|(~n,i,j)

ĥL(~n, i, j) =
1

2a4−dg2

3∑
α,β,γ,δ=1

Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c..

(4.469)
Using the above relation and (4.467), we obtain

||
∑

ĥL(~n,i,j)∈S;
S⊆L|(~n,i,j)

ĥL(~n, i, j)|| ≤ || 1

2a4−dg2

3∑
α,β,γ,δ=1

Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.||

≤ 1

2a4−dg2

3∑
α,β,γ,δ=1

||Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.||

≤ 1

2a4−dg2
81 · 2 =

81

a4−dg2
. (4.470)

Whenever these expressions are used, we use them without explicit references for brevity.

Next, we analyze the first sum in (2.8), which is a sum of eight terms, i.e., ||C1,n|| with
n = 1, ..., 8, according to (4.219,4.220). First, C1,1 and C1,3 both evaluate to zero because the
mass term commutes with both the electric and mass terms. C1,2 is bounded by

||[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n

D̂
(M)
~n ]||

≤
∑
~n

d∑
l=1

||[[D̂(M)
~n + D̂

(M)

~n+l̂
,

1

2a

3∑
α,β=1

(Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c.)], D̂

(M)
~n + D̂

(M)

~n+l̂
]||

≤ dLd
3∑

α,β=1

||[[m
2

((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),
1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂))] ≤ dLd · 4||m||2 · 9

a
=

36dLdm2

a
, (4.471)
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where in the first two inequalities, we have used the fact that only the fermionic sites of colors
α, β at ~n, ~n+ l̂, respectively, acted on by the kinetic term with color indices αβ.

Before evaluating C1,4, we provide some useful properties about the kinetic operators 1
2a

(Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂)+h.c.). At the fermionic sites ~n and ~n+ l̂ of color α and β, respectively,

the kinetic operator takes a computational basis state to another basis state. Acting on the gauge
field on the link (~n, l), it maps the subregisters |p〉 |q〉 7→ {|p± 1〉 |q〉 , |p∓ 1〉 |q ± 1〉 , |p〉 |q ± 1〉},
where j ∈ [0,Λ], up to a multiplicative constant. Therefore, if we evaluate the commutator
between an electric and kinetic operator acting on the same link, we obtain

||[ g2

2ad−2
Ê2(~n, l),

1

2a

3∑
α,β=1

(Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c.)]||

7→



g2

6ad−2 [(p± 1 + q)(p± 1 + q + 3)− (p± 1)q − (p+ q)(p+ q + 3) + pq]

·∑3
α,β=1 || 1

2a(Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c.)||, if |p〉 |q〉 7→ |p± 1〉 |q〉

g2

6ad−2 [(p± 1 + q ∓ 1)(p± 1 + q ∓ 1 + 3)− (p± 1)(q ∓ 1)− (p+ q)(p+ q + 3) + pq]

·∑3
α,β=1 || 1

2a(Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c.)||, if |p〉 |q〉 7→ |p± 1〉 |q ∓ 1〉

g2

6ad−2 [(p+ q ± 1)(p+ q ± 1 + 3)− p(q ± 1)− (p+ q)(p+ q + 3) + pq]

·∑3
α,β=1 || 1

2a(Ûαβ(~n, l)σ̂−α (~n)σ̂+
β (~n+ l̂) + h.c.)||, if |p〉 |q〉 7→ |p〉 |q ± 1〉

≤
{

g2

6ad−1 ||4 + 2p+ q|| · 9
a , if |p〉 |q〉 7→ |p+ 1〉 |q〉

g2

6ad−1 ||4 + p+ 2q|| · 9
a , if |p〉 |q〉 7→ |p〉 |q + 1〉

=
3g2

2ad−1
(4 + 3Λ), (4.472)

where for the first inequality, we have used (4.415) and listed the cases where the norm is maxi-
mized. Using this equation, we evaluate the bound for C1,4, and obtain

||[[
∑
~n

D̂
(E)
~n ,

∑
~n

T̂
(K)
~n′ ],

∑
~n

D̂
(E)
~n ]||

≤
∑
~n

d∑
l=1

3∑
α,β=1

||[[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)],
g2

2ad−2
Ê2(~n, l)]||

7→
∑
~n

d∑
l=1

3∑
α,β=1

g2

6ad−2
(4 + 3Λ)||[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]||

≤ dLd g2

6ad−2
(4 + 3Λ)

3g2

2ad−1
(4 + 3Λ)

=
dLdg4(4 + 3Λ)2

4a2d−3
, (4.473)
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where we have used (4.472) for the last inequality.

In order to compute the bound for C1,5, it is useful to evaluate the bound for the commutator
between the electric and magnetic operators acting on a single plaquette, which is given by

||[ g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))

,− 1

2a4−dg2

3∑
α,β,δ,γ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)]||

≤ 4

3∑
α,β,δ,γ=1

||[ g2

2ad−2
Ê2,− 1

2a4−dg2
(ÛαβÛβγÛ

†
γδÛ

†
δα + h.c.)]||

≤ 4
3∑

α,β,δ,γ=1

||4 + 3Λ

12a2
(ÛαβÛβγÛ

†
γδÛ

†
δα + h.c.)||

≤ 54

a2
(4 + 3Λ), (4.474)

where in the first inequality, we have dropped the location indices for brevity, since the commu-
tator between any of the four electric terms and the magnetic terms shares the same bound, in
the second inequality, we have used (4.472), and in the last inequality, we have used (4.470). Now
we use the above relation to compute the bound for C1,5, and obtain

||[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n

D̂
(E)
~n ]||

≤ ||
∑
~n

d∑
i=1

d∑
j 6=i;j=1

[[
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))

,− 1

2a4−dg2

3∑
α,β,δ,γ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)]

,
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))]||

≤ Ldd(d− 1)

2
4|| g2

6ad−2
(4 + 3Λ)[

g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))

,− 1

2a4−dg2

3∑
α,β,δ,γ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)]||

≤ Ldd(d− 1)

2
4

g2

6ad−2
(4 + 3Λ)

54

a2
(4 + 3Λ) =

18Ldd(d− 1)g2(4 + 3Λ)2

ad
, (4.475)
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where in the second inequality, we have used the fact that there are Ld d(d−1)
2 plaquettes on the

lattice, and in the last inequality, we have used (4.474).

Next, we evaluate the bound for C1,6, and obtain∑
ĥT∈T

||[[ĥT ,
∑
~n

L̂
(B)
~n ], ĥT ]||

≤
∑
ĥT∈T

||[[
∑
~np

ĥT (~np, l),
∑
~n

L̂
(B)
~n ],

∑
~np

ĥT (~np, l)]||

≤ 27744d
Ld

2
4||ĥT (~np, l)|| · ||

2(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)|| · ||ĥT (~np, l)||

≤ 27744d · 2Ld||1
a
||2 · ||162

d− 1

a4−dg2
|| = 8989056d(d− 1)Ld

a6−dg2
, (4.476)

where in the second inequality, the factor of 27744d outside the norm expression is the cardinality
of T, Ld

2 is the number of even or odd sites ~np, 2(d − 1) is due to the fact that each link (~np, l)
is acted on concurrently by a kinetic term and 2(d − 1) plaquette operators, and we have used
(4.70).

Next, we analyze C1,7. As in the SU(2) case, we divide the commutators up into two types;
those between (i) terms acting on the same link, and (ii) terms acting on neighboring links that
are connected via the sites. We denote the subset of T that consists of elements with a fixed
parity and direction by T|(p,l). The number of elements in T|(p,l) is the number of free parameters:
13872. Then, for type (i), the bound is given by

13872||
o∑
p=e

d∑
l=1

[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T|(p,l);T ′>T

ĥT ′ ], ĥT (~np, l)]||

≤ 13872 · 2d · 4 · ||ĥT (~np, l)||2 · ||
∑

ĥT ′∈T|(p,l);T ′>T

ĥT ′ ||

≤ 13872 · 2d · 4 · ||ĥT (~np, l)||2 · ||
1

2a

3∑
α,β=1

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)||

≤ 13872 · 2d · 4 · ||1
a
||2 · ||9

a
|| = 998784d

a3
, (4.477)

where in the second inequality, we used (4.466), and the fact that each ĥT (~np, l) collides on a
link with at most nine kinetic operators of different color indices to obtain the second norm
expression. Next, we analyze type (ii), which we further divide into two cases. Case (i) con-
sists of d commutators, where ĥT , ĥT ′ act on links in the same direction, but sites of dif-
ferent parities, whereas ĥT , ĥT ′ , in case (ii), act on links in different directions. There are
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∑o
p′,p=e

∑d
l=1

∑d
l′>l,l′=1 = 2d2 − 2d commutators in case (ii). In both types, ĥT and ĥT ′ could

collide on one or two sites, depending on their respective color indices. If ĥT and ĥT ′ are labelled
by αβ and βα, respectively, then each ĥT collides with two ĥT ′ on sites of both colors α, β. If ĥT
is lablled by αβ, and ĥT ′ is labelled by βγ with γ 6= β, or γα with γ 6= α, then each ĥT collides
with one ĥT ′ , on the site labelled by β or α, respectively. For each ĥT labelled by αβ, there is
one βα, two βγ with γ 6= α, and two γα with γ 6= β that label ĥT ′ . Thus, the bound for each
commutator, where there is a collision on two sites, is

4 · ||ĥT (~np, l)||2 · ||2 ·
1

2a
(Ûβασ̂

−
β σ̂

+
α + h.c.)|| ≤ 8

a3
, (4.478)

The bound for each commutator, where there is a collision on one site, is

4 · ||ĥT (~np, l)||2 · ||
1

2a

γα∑
α′β′=βγ

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)|| ≤ 16

a3
. (4.479)

The bound for the commutators in type (ii) is thus

8 + 16

a3
|T|(p,l) · (2d2 − 2d+ d)

Ld

2
=

24

a3
13872 · (2d2 − d)

Ld

2
=

(332928d2 − 166464d)Ld

a3
. (4.480)

As such, the bound for C1,7 is

(332928d2 + 832320d)Ld

a3
. (4.481)

Finally, we consider C1,8, which consists of the commutators between magnetic terms. As
in the SU(2) case, we separate the terms into two cases: case (i) and (ii) consists of intra- and
inter-plaquette commutators. We first examine case (i). We denote the subset of L that consists
of elements with a fixed parity and two-dimensional plane by L|(p,j,k). As such, the number of
elements in L|(p,j,k), 735010926133248, is the number of remaining free parameters. We compute
the bound of the commutators in case (i), and obtain

735010926133248Ld
d(d− 1)

2
||[[ĥL(~np, j, k),

∑
ĥL′∈L|(p,j,k);L′>L

ĥL′ ], ĥL(~np, j, k)]||

≤ 735010926133248Ld
d(d− 1)

2
· 4 · ||ĥL(~np, j, k)||2|| −1

2a4−dg2

3∑
α,β,γ,δ=1

ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.||

= 735010926133248Ld
d(d− 1)

2
· 4 · 81

a12−3dg6
=

119071770033586176(d2 − d)Ld

a12−3dg6
, (4.482)

where in the second norm expression in the first inequality, we have used the fact that each
ĥL(~np, j, k) can collide with at most 81 magnetic operators with different color indices.
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We divide case (ii) into two types; those where (i) ĥL and ĥL′ act on neighboring plaquettes
with different parities on the same two-dimensional plane, and those where (ii) ĥL and ĥL′ act on

plaquettes that share one common dimension. In type (i), there are d(d−1)
2 pairs of ĥL and ĥL′ ,

which is the same as the number of two-dimensional planes. Since we have chosen to implement
even terms before odd terms, each commutator is bounded by

4 · ||ĥL(~ne, j, k)||2 · ||4 ·
∑

ĥL′∈L|(o,j,k);L′>L

ĥL′(~no, j, k)|| = 16 · 81

a12−3dg6
=

1296

a12−3dg6
, (4.483)

where in the second norm expression, the factor of 4 is due to the fact that there are four ĥL′(~no)
terms acting on the four links, which form the plaquette that ĥL(~ne) acts on, and the factor of
81 is the number of different color indices of the magnetic operators. There are 2d3 − 6d2 + 4d
type-(ii) pairs of ĥL and ĥL′ . See Table 4.5. Each commutator is bounded by

4 · ||ĥL(~np, j, k)||2 · ||2 ·
∑

ĥL′∈L|(p′,j′,k′);L′>L

ĥL′(~n
′
p, j
′, k′)|| = 8 · 81

a12−3dg6
=

648

a12−3dg6
, (4.484)

where in the second norm expression, the factor of 2 is due to the fact that there are two ĥL′ that
collide with ĥL on a link. Therefore, the bound for case-(ii) terms is given by

735010926133248
Ld

2
[

1296

a12−3dg6

d(d− 1)

2
+

648

a12−3dg6
(2d3 − 6d2 + 4d)]

=
Ld

a12−3dg6
238143540067172352(2d3 − 5d2 + 3d). (4.485)

In total, C1,8 is bounded by

Ld

a12−3dg6
(476287080134344704d3 − 1190717700335861760d2 + 714430620201517056d). (4.486)

Next, we analyze the second sum in (2.8), which is a sum of twelve terms, i.e. ||C2,n|| with
n = 1, ..., 12, according to (4.251,4.252). For C2,1, we obtain the bound

||[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

D̂
(E)
~n′′ ]||

≤ ||
∑
~n

d∑
l=1

3∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n) + h.c.)],
g2

2ad−2
Ê2(~n, l)]||

≤ dLd g2

6ad−2
(4 + 3Λ)

3∑
α,β=1

||[m
2

((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),
1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n) + h.c.)]||

≤ dLdg2(4 + 3Λ)

6ad−2
2||m|| · 9

a
=

3mdLdg2(4 + 3Λ)

ad−1
, (4.487)

177



where in the second inequality, we used the fact that the mass terms at ~n, ~n + l̂, of which the
respective colors are not α, β, commute with the kinetic term with color indices αβ.

For C2,2, we divide the commutators up into two types as in the SU(2) analysis. We evaluate
the bound for type (i), where the kinetic terms act on the same links, and obtain

||
∑
~n

d∑
l=1

3∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
1

2a

3∑
α′,β′=1

(Ûα′,β′(~n, l)σ̂
−
α′(~n)σ̂+

β′(~n+ l̂) + h.c.)]||

≤ dLd · 4||m|| · ||9
a
|| · ||9

a
|| = 324mdLd

a2
. (4.488)

We split type (ii) into two cases. Suppose the color indices of T̂
(K)
~n′ is αβ. Then, in case (i),

T̂
(K)
~n′′ has color indices βα, and in case (ii), it has color indices βγ with γ 6= α, or γα with γ 6= β.

The bound for case (i) is as follows:

||
∑
~n

d∑
l=1

3∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
4d− 2

2a
(Ûβασ̂

−
β σ̂

+
α + h.c.)]||

≤ 4dLd
3∑

α,β=1

||m|| · || 1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)|| · ||4d− 2

2a
(Ûβα(~n, l)σ̂−β (~n)σ̂+

α (~n+ l̂) + h.c.)||

= (16d− 8)dLdm

3∑
α,β=1

|| 1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)||2

= (16d− 8)dLdm
9

a2
=

(144d2 − 72d)mLd

a2
, (4.489)

where the factor of 4d − 2, in front of the third term of the commutator, is the number of
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Ûβασ̂
−
β σ̂

+
α + h.c. that collide with each Ûαβσ̂

−
α σ̂

+
β + h.c.. The bound for case (ii) is

||
∑
~n

d∑
l=1

3∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
2d− 1

2a

γα∑
α′β′=βγ

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)]||

= dLd · 4(2d− 1)||m||
3∑

α,β=1

|| 1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)|| · || 1

2a

γα∑
α′β′=βγ

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)||

= mLd(8d2 − 4d) · 9 · 1

a

4 · 2
2a

=
mLd(288d2 − 144d)

a2
(4.490)

where the factor of 2d − 1, in front of the third term of the nested commutator, is the number
of Ûα′β′ σ̂

−
α′ σ̂

+
β′ + h.c., with α′β′ = βγ or γα, that collide with each Ûαβσ̂

−
α σ̂

+
β + h.c.. In the last

equality, we have accounted for the different bounds of Ûαβσ̂
−
α σ̂

+
β + h.c. for each αβ, and the

number of α′β′ = βγ or γα, where γ 6= α, β. Adding up the bounds for type (i) and (ii), we
obtain the bound for the C2,2 as follows:

(432d2 + 108d)mLd

a2
. (4.491)

The bound for C2,3 is given by

||[[
∑
~n

D̂
(M)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]||

≤ ||
∑
~n

d∑
l=1

3∑
α,β=1

[[
m

2
((−1)~nẐα(~n) + (−1)~n+l̂Ẑβ(~n+ l̂)),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)],
∑
~n′′

L̂
(B)
~n′′ ]||

≤ dLd · 4||m|| · 9

a
· ||2(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)|| ≤ 5832mLd(d2 − d)

a5−dg2
. (4.492)

Now we consider C2,4. We divide the commutators up into two cases the same way we did
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C2,2. The bound for case (i), where the kinetic terms act on the same links, is given by

||
∑
~n

d∑
l=1

3∑
α,β=1

[[
g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]

,
1

2a

3∑
α′,β′=1

(Ûα′β′(~n, l)σ̂
−
α′(~n)σ̂+

β′(~n+ l̂) + h.c.)]||

≤ dLd · 2
3∑

α,β=1

||[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]||

· || 1

2a

3∑
α′,β′=1

(Ûα′β′(~n, l)σ̂
−
α′(~n)σ̂+

β′(~n+ l̂) + h.c.)|| ≤ 2dLd
3g2

2ad−1
(3Λ + 4) · 9

a
=

27g2dLd(3Λ + 4)

ad
,

(4.493)

where we have used (4.472) to evaluate the first norm expression in the first inequality. As in
C2,2, we separate case (ii), where the kinetic terms act on different links, into two types. The
bound for type (i), where the color indices for the outer kinetic term is βα, is given by

||
∑
~n

d∑
l=1

3∑
α,β=1

[[
g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)],
4d− 2

2a
(Ûβασ̂

−
β σ̂

+
α + h.c.)]||

≤ dLd · 2 g2

6ad−2
(4 + 3Λ) ·

3∑
α,β=1

|| 1

2a
(Ûαβσ̂

−
α σ̂

+
β + h.c.)|| · ||4d− 2

2a
(Ûβασ̂

−
β σ̂

+
α + h.c.)||

≤ (4d2 − 2d)Ldg2(3Λ + 4)

3ad−2

3∑
α,β=1

|| 1

2a
(Ûαβσ̂

−
α σ̂

+
β + h.c.)||2

≤ (4d2 − 2d)Ldg2(3Λ + 4)

3ad−2

9

a2
=

(12d2 − 6d)Ldg2(3Λ + 4)

3ad
. (4.494)

For type (ii), where the color indices for the outer kinetic term is βγ with γ 6= α, or γα with
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γ 6= β, we obtain the following bound:

||
∑
~n

d∑
l=1

3∑
α,β=1

[[
g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)],
2d− 1

2a

γα∑
α′β′=βγ

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)]||

≤ dLd · 2 g2

6ad−2
(4 + 3Λ) ·

3∑
α,β=1

|| 1

2a
(Ûαβσ̂

−
α σ̂

+
β + h.c.)|| · ||2d− 1

2a

γα∑
α′β′=βγ

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)||

≤ (2d2 − d)Ldg2

3ad−2
(4 + 3Λ) ·

3∑
α,β=1

|| 1

2a
(Ûαβσ̂

−
α σ̂

+
β + h.c.)|| · || 1

2a

γα∑
α′β′=βγ

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)||

≤ (2d2 − d)Ldg2

3ad−2
(4 + 3Λ) · 9 · 1

a
· 4

a
=

(24d2 − 12d)Ldg2

ad
(4 + 3Λ). (4.495)

Therefore, the bound for C2,4 is

(36d2 + 9d)Ldg2(4Λ + 3)

ad
. (4.496)

We proceed to evaluate the bound for C2,5 as follows:

[[
∑
~n

D̂
(E)
~n ,

∑
~n′

T̂
(K)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]

≤ ||
∑
~n

d∑
l=1

3∑
α,β=1

[[
g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)],
∑
~n′′

L̂
(B)
~n′′ ]||

≤ dLd · 2
3∑

α,β=1

||[ g2

2ad−2
Ê2(~n, l),

1

2a
(Ûαβ(~n, l)σ̂−α (~n)σ̂+

β (~n+ l̂) + h.c.)]||

· ||2(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ dLd · 2 3g2

2ad−1
(3Λ + 4) · 162(d− 1)

a4−dg2
=

486d(d− 1)Ld(4Λ + 3)

a3
, (4.497)

where in the second inequality, we have used (4.472) and the fact that there are 2(d−1) plaquettes
consisting of the link (~n, l) to evaluate the first norm expression. The bound for the C2,6 is given

181



by

[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

T̂
(K)
~n′′ ]

= ||[
∑
~n

d∑
i=1

d∑
j 6=i;j=1

[
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))

,
−1

2a4−dg2

3∑
α,β,γ,δ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)]

,
1

2a

3∑
α′,β′=1

[Ûα′β′(~n, i)σ̂
−
α′(~n)σ̂+

β′(~n+ î) + Ûα′β′(~n+ î, j)σ̂−α′(~n+ î)σ̂+
β′(~n+ î+ ĵ)

+ Ûα′β′(~n+ ĵ, i)σ̂−α′(~n+ ĵ)σ̂+
β′(~n+ ĵ + î) + Ûα′β′(~n, j)σ̂

−
α′(~n)σ̂+

β′(~n+ ĵ) + h.c.]]||

≤ Ldd(d− 1)

2
· 2 · ||54

a2
(4 + 3Λ)|| · 4|| 1

2a

3∑
α′,β′=1

(Ûα′β′ σ̂
−
α′ σ̂

+
β′ + h.c.)||

≤ Ldd(d− 1)

2
· 2 · ||54

a2
(4 + 3Λ)|| · 4||9

a
|| = 1944d(d− 1)Ld(3Λ + 4)

a3
, (4.498)

where we have used (4.474) to evaluate the first norm expression of the first inequality. The
bound for C2,7 is given by

||[[
∑
~n

D̂
(E)
~n ,

∑
~n′

L̂
(B)
~n′ ],

∑
~n′′

L̂
(B)
~n′′ ]||

≤ ||[
∑
~n

d∑
i=1

d∑
j 6=i;j=1

[
g2

2ad−2
(Ê2(~n, i) + Ê2(~n+ î, j) + Ê2(~n+ ĵ, i) + Ê2(~n, j))

,
−1

2a4−dg2

3∑
α,β,γ,δ=1

(Ûαβ(~n, i)Ûβγ(~n+ î, j)Û †γδ(~n+ ĵ, i)Û †δα(~n, j) + h.c.)],
∑
~n′′

L̂
(B)
~n′′ ]||

≤ Ldd(d− 1)

2
· 2||54

a2
(4 + 3Λ)|| · || 8d− 11

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ Ldd(d− 1)54(3Λ + 4)

a2
· 81(8d− 11)

a4−dg2
=
Ld(3Λ + 4)

a6−dg2
(34992d3 − 83106d2 + 48114d), (4.499)

where in the second inequality, we have used (4.474) to evaluate the first norm expression, and
the factor of 8d − 11 in the second norm term is the number of plaquettes that collide on links
with the plaquette acted on by the magnetic operators in the inner commutator, as explained in
the paragraph below (4.103).
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Next we consider C2,8. As in the case of SU(2), we divide the commutators up into five cases:

(i) ĥT , ĥT ′ and ĥT ′′ all act on the same links, (ii) ĥT and ĥT ′ act on the same links, while ĥT ′′ acts
on neighboring links that are connect via the fermionic sites, (iii) ĥT and ĥT ′′ act on the same
links, while ĥT ′ acts on neighboring links that are connect via the fermionic sites, (iv) ĥT ′ and
ĥT ′′ act on the same links, while ĥT acts on neighboring links that are connect via the fermionic
sites, (i) ĥT , ĥT ′ and ĥT ′′ all act on different but connected links. We begin with case (i) by
considering ĥT , ĥT ′ and ĥT ′′ that act on one link (~np, l) only. There are 13872 such ĥT terms,
each with different parameters a, b, c,∆j, α, β , in T. Thus, the bound for case (i) is given by

13872

o∑
p=e

d∑
l=1

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
~np

ĥT ′(~np, l)],
∑

ĥT ′′∈T;T ′′>T

∑
~np

ĥT ′′(~np, l)]||

≤ 13872 · 2d
∑
~np

4||ĥT (~np, l)|| · ||
∑

ĥT ′∈T;T ′>T

ĥT ′(~np, l)|| · ||
∑

ĥT ′′∈T;T ′′>T

ĥT ′′(~np, l)]||

≤ 55488dLd|| 1

2a
|| · ||1

a

3∑
α,β=1

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)||2

≤ 55488dLd

a
(
9

a
)2 =

4494528dLd

a3
. (4.500)

The bound for case (ii) is

13872
o∑
p=e

d∑
l=1

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
~np

ĥT ′(~np, l)],
∑

ĥT ′′∈T;T ′′>T

ĥT ′′ ]||

≤ 13872 · 2d
∑
~np

4||ĥT (~np, l)|| · ||
∑

ĥT ′∈T;T ′>T

ĥT ′(~np, l)|| · ||
∑

ĥT ′′∈T;T ′′>T

ĥT ′′ ||

≤ 55488dLd

a
· || 1

2a

3∑
α,β=1

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)|| · ||4d− 1

2a

3∑
α,β=1

(Ûαβσ̂
−
α σ̂

+
β + h.c.)||

≤ 55488dLd

a

9

a

9(4d− 1)

a
=

4494528(4d2 − d)Ld

a3
, (4.501)

where the factor of 4d− 1 in the third norm expression of the second inequality is the number of
links connected to (~np, l), via the fermionic sites on both its ends.

We separate case (iii) into two types: type (i) consists of commutators where ĥT ′ act on links
in the same direction, but of different parity, as ĥT , ĥT ′′ ; type (ii) consists of commutators where
ĥT ′ act on links in different directions from ĥT , ĥT ′′ . Consider type (i), since we implement the
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even terms before the odd terms, the commutator bound is

13872
d∑
l=1

||[[
∑
~ne

ĥT (~ne, l),
∑

ĥT ′∈T;T ′>T

∑
~no

ĥT ′(~no, l)],
∑

ĥT ′′∈T;T ′′>T

∑
~ne

ĥT ′′(~ne, l)]||

≤ 13872d
∑
~ne

4||ĥT (~ne, l)|| · ||2
1

2a

3∑
α,β=1

(Ûαβ(~no, l)σ̂
−
α (~no)σ̂

+
β (~no + l̂) + h.c.)||

· ||3 1

2a

3∑
α,β=1

(Ûαβ(~ne, l)σ̂
−
α (~ne)σ̂

+
β (~ne + l̂) + h.c.)]||

≤ 55488d
Ld

2
||1
a
|| · ||18

a
|| · ||27

a
|| = 13483584dLd

a3
, (4.502)

where in the first inequality, the factor of 2 in the second norm expression is the number of odd
links that are connected to each (~ne, l), and the factor of 3 in the third norm expression is the
number of links that collide with (~ne, l) or are connected with the two odd links connected to
(~ne, l). Similarly, we obtain the bound for type (ii)

13872

o∑
p,p′=e

∑
l′>l

d∑
l=1

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
~np′

ĥT ′(~np′ , l
′)],

∑
ĥT ′′∈T;T ′′>T

∑
~np

ĥT ′′(~np, l)]||

≤ 13872 · 4d(d− 1)

2

∑
~np

4||ĥT (~np, l)|| · ||2
1

2a

3∑
α,β=1

(Ûαβ(~n′p, l
′)σ̂−α (~n′p)σ̂

+
β (~n′p + l̂′) + h.c.)||

· || 1

2a

3∑
α,β=1

(Ûαβ(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)]||

≤ 55488d(d− 1)Ld||1
a
|| · ||18

a
|| · ||9

a
|| = 8989056(d2 − d)Ld

a3
. (4.503)

Therefore, the bound for case (iii) is

(8989056d2 + 22472640d)Ld

a3
. (4.504)

We divide case (iv) into two types: type-(i) commutators are those where ĥT , ĥT ′ and ĥT ′′

act on links in the same direction; and type-(ii) commutators are those where ĥT , ĥT ′ and ĥT ′′

act on links in different directions. We consider type (i) first. Since even terms are implemented
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before odd terms, we obtain its bound as follows

13872

d∑
l=1

||[[
∑
~ne

ĥT (~ne, l),
∑

ĥT ′∈T;T ′>T

∑
(~no,l)

ĥT ′(~no, l)],
∑

ĥT ′′∈T;T ′′>T

∑
(~no,l)

ĥT ′′(~no, l)]||

≤ 13872d ·
∑
~ne

4||ĥT (~ne, l)|| · ||
2

2a

3∑
α,β=1

(Ûαβ(~no, l)σ̂
−
α (~no)σ̂

+
β (~no + l̂) + h.c.)||2

≤ 13872dLd

2
4||1
a
|| · ||18

a
||2 =

8989056dLd

a2
, (4.505)

where the factor of 2 in the numerator of the second norm expression of the second line is due
to the fact that (~ne, l) is connected to two (~no, l). Next, we evaluate the bound for type (ii) as
follows:

13872
o∑

p,p′=e

∑
l′>l

d∑
l=1

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
(~np′ ,l

′)

ĥT ′(~np′ , l
′)],

∑
ĥT ′′∈T;T ′′>T

∑
(~np′ ,l

′)

ĥT ′′(~np′ , l
′)]||

≤ 13872 · 4d(d− 1)

2
· 4
∑
~np

||ĥT (~np, l)|| · ||
2

2a

3∑
α,β=1

(Ûαβ(~np′ , l
′)σ̂−α (~np′)σ̂

+
β (~np′ + l̂′) + h.c.)||2

≤ 27744d(d− 1)
Ld

2
4||1
a
|| · ||18

a
||2 =

17978112(d2 − d)Ld

a3
, (4.506)

where the factor of 2 in the numerator of the second norm expression of the second line is due to
the fact that the link (~np, l), acted on by ĥT , is connected to two links (~np′ , l

′), acted on by ĥT ′

and ĥT ′′ . Therefore, case (iv) is bounded by

8989056(2d2 − d)Ld

a3
. (4.507)

Lastly, we obtain the bound for case (v)

13872
∑

(p′′,l′′);
(p′′,l′′)>(p′,l′)

∑
(p′,l′);

(p′,l′)>(p,l)

∑
(p,l)

||[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;
T ′>T

∑
(~np′ ,l

′)

ĥT ′(~np′ , l
′)],

∑
ĥT ′′∈T;
T ′′>T

∑
(~np′′ ,l

′′)

ĥT ′′(~np′′ , l
′′)]||

≤ 13872
4

3
(2d3 − 3d2 + d) · 4

∑
~np

||ĥT (~np, l)|| · ||
2

2a

3∑
α,β=1

(Ûαβ(~np′ , l
′)σ̂−α (~np′)σ̂

+
β (~np′ + l̂′) + h.c.)||

· || 4

2a

3∑
α,β=1

(Ûαβ(~np′′ , l
′′)σ̂−α (~np′′)σ̂

+
β (~np′′ + l̂′′) + h.c.)||

=
110976Ld

a
(2d3 − 3d2 + d)||18

a
|| · ||36

a
|| = Ld

a3
71912448(2d3 − 3d2 + d), (4.508)
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where (p′, l′) > (p, l) means that (p′, l′) appears after (p, l) in T, and since there are 2d (p, l), the
triple sum outside the norm expression in the first line evaluates to

2d∑
q=1

(2d− q)(2d− q − 1) =
4

3
(2d3 − 3d2 + d). (4.509)

In the second inequality, the factor of 2 in the numerator of the second norm expression is because
of the fact that (~np, l) is connected to at most 2 (~np′ , l

′), and thus, each of the inner commutators
acts on at most three links and four sites. Further, each of these four sites are connected to at
most one (~np′′ , l

′′), hence the factor of 4 in the numerator of the third norm expression. Note that
constants can be further tightened by considering the color indices of the fermionic operators.
Finally, adding the bounds for all cases, we arrive at the bound for C2,8

(143824896d3 − 170792064d2 + 85396032d)
Ld

a3
. (4.510)

Now for C2,9, we separate the commutators into three cases. Case-(i) commutators consists

of ĥT and ĥT ′ that act on the same links. Case-(ii) commutators consists of ĥT and ĥT ′ that act
on links in the same directions, but of different parities. Case-(iii) commutators consists of ĥT
and ĥT ′ that act on links in different directions, but connected via fermionic sites. The bound
for case (i) is given by

13872
o∑
p=e

d∑
l=1

[[
∑
~np

ĥT (~np, l),
∑

ĥT ′∈T;T ′>T

∑
~np

ĥT ′(~np, l)],
∑
~n

L̂
(B)
~n ]

≤ 13872 · 2d
∑
~np

4||ĥT (~np, l)|| · ||
1

2a

3∑
α,β=1

(Ûα,β(~np, l)σ̂
−
α (~np)σ̂

+
β (~np + l̂) + h.c.)||

· ||2(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 13872dLd · 4||1
a
|| · ||9

a
|| · ||162(d− 1)

a4−dg2
|| = 80901504(d2 − d)Ld

a6−dg2
, (4.511)

where in the first inequality, the numerator 2(d − 1) in the third norm term is the number of
magnetic operators that act on link (~np, l).

For case (ii), there are two types of commutators; those where (i) ĥT and ĥT ′ have color
indices αβ and βα, respectively, and thus, collide on two fermionic sites, and where (ii) ĥT and
ĥT ′ have color indices αβ and βγ with γ 6= α or γα with γ 6= β, respectively, and thus, collide on
one fermionic sites. Thus, considering type (i), the inner commutators act on three links, which

186



collide with 3 · 2(d − 1) magnetic operators. Since we implement the even terms before the odd
terms, we obtain the bound for the type-(i) commutators as follows:

13872

d∑
l=1

4
∑
~ne

||ĥT (~ne, l)|| · ||
2

2a
(Ûβα(~no, l)σ̂

−
β (~no)σ̂

+
α (~no + l̂) + h.c.)||

· ||6(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 27744dLd||1
a
|| · ||2

a
|| · ||486(d− 1)

a4−dg2
|| = 26967168(d2 − d)Ld

a6−dg2
. (4.512)

For type (ii), the inner commutators act on two links, and thus collide with 2 · 2(d− 1) magnetic
operators. We obtain the bound for the type-(ii) commutators as follows:

13872

d∑
l=1

4
∑
~ne

||ĥT (~ne, l)|| · ||
1

2a

γα∑
α′β′=βγ

(Ûα′β′(~no, l)σ̂
−
α′(~no)σ̂

+
β′(~no + l̂) + h.c.)||

· ||4(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 27744dLd||1
a
|| · ||4

a
|| · ||324(d− 1)

a4−dg2
|| = 35956224(d2 − d)Ld

a6−dg2
, (4.513)

where in the last inequality, the numerator 4 in the second norm expression in the number of
α′β′ = βγ, or γα with γ 6= α, β. Thus, for case (ii), we obtain the bound

62923392(d2 − d)Ld

a6−dg2
. (4.514)

In the third case, ĥT and ĥT ′ act on links in different directions. As in the second case, we
divide up case (iii) based on the color indices of ĥT and ĥT ′ . Focusing on the first type, the inner
commutators act on three links, which collide with 2 + 3 · 2(d− 2) = 6d− 10 magnetic operators,
where two of them act on all three links, and there are 2(d − 2) magnetic operators acting on
each one link, but not the other two links. Thus, we obtain the bound for type (i) commutators
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as follows:

13872
o∑

p,p′=e

∑
l′>l

d∑
l=1

4
∑
~np

||ĥT (~np, l)|| · ||
2

2a
(Ûβα(~np′ , l

′)σ̂−β (~np′)σ̂
+
α (~np′ + l̂′) + h.c.)||

· || 6d− 10

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 13872 · 4d(d− 1)

2
· 4L

d

2
||1
a
|| · ||2

a
|| · ||81(6d− 10)

a4−dg2
||

= (53934336d3 − 143824896d2 + 89890560d)
Ld

a6−dg2
. (4.515)

Moving onto the second type, the inner commutators act on two links, which collide with 1 +
2 · 2(d − 2) = 4d − 7 magnetic operators, where one of them acts on both links, and there are
2(d − 2) magnetic operators acting on each one link, but not the other. Hence, we evaluate the
bound for type (ii), and obtain,

13872
o∑

p,p′=e

∑
l′>l

d∑
l=1

4
∑
~np

||ĥT (~np, l)|| · ||
1

2a

γα∑
α′β′=βγ

(Ûα′β′(~np′ , l)σ̂
−
α′(~np′)σ̂

+
β′(~np′ + l̂) + h.c.)||

· || 4d− 7

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 13872 · 4d(d− 1)

2
· 4L

d

2
||1
a
|| · ||4

a
|| · ||81(4d− 7)

a4−dg2
||

= (71912448d3 − 197759232d2 + 125846784d)
Ld

a6−dg2
. (4.516)

Therefore, the bound for case (iii) is

(125846784d3 − 341584128d2 + 215737344d)
Ld

a6−dg2
. (4.517)

Summing up the bounds for all three cases, we obtain the bound for C2,9

(125846784d3 − 197759232d2 + 71912448d)
Ld

a6−dg2
. (4.518)

Now for C2,10, we divide the commutators up into cases and types, as we have done for C2,9.
The bound for case (i) of both C2,9 and C2,10 is the same, and is given by

80901504(d2 − d)Ld

a6−dg2
. (4.519)
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The bound for case (ii) can be obtained from the case-(ii) bounds for C2,9 after some slight

modifications. First, since the kinetic operator ĥT only act on one link, there are only 2(d − 1)
plaquette operators in the inner commutator that do not commute with each ĥT because the
plaquettes may lie on d− 1 two-dimensional planes and can be of two different parities. Second,
the kinetic operators ĥT ′ not only collide with ĥT via fermionic sites, but also with the magnetic
operators on links. Thus, we obtain the bound for type (i) of case (ii)

13872
d∑
l=1

4
∑
~ne

||ĥT (~ne, l)|| · ||
2(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 4

2a
(Ûβα(~no, l)σ̂

−
β (~no)σ̂

+
α (~no + l̂) + h.c.)||

≤ 27744d(d− 1)Ld||1
a
|| · || 162

a4−dg2
|| · ||4

a
|| = 17978112(d2 − d)Ld

a6−dg2
, (4.520)

where the numerator 4 in the third norm expression is due to the fact that two ĥT ′ collides with
each of ĥT , and the pair of magnetic operators that lie on the same plane. The bound for type
(ii) of case (ii) is

13872
d∑
l=1

4
∑
~ne

||ĥT (~ne, l)|| · ||
2(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 3

2a

γα∑
α′β′=βγ

(Ûα′β′(~no, l)σ̂
−
α′(~no)σ̂

+
β′(~no + l̂) + h.c.)||

≤ 27744d(d− 1)Ld||1
a
|| · || 162

a4−dg2
|| · ||3 · 4

a
|| = 53934336(d2 − d)Ld

a6−dg2
, (4.521)

where the numerator 3 in the third norm expression is due to the fact that for a fixed pair of
color indices α′β′, one ĥT ′ collides with ĥT , and two with the pair of magnetic operators that lie
on the same plane. Thus, for case (ii), the bound is given by

71912448(d2 − d)Ld

a6−dg2
. (4.522)

Now we consider the third case. Once again, we modify the case-(iii) bounds of C2,9. Thus, we
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obtain the respective bounds for type (i) and (ii) commutators as follows:

13872
o∑

p,p′=e

∑
l′>l

d∑
l=1

4
∑
~np

||ĥT (~np, l)|| · ||
2(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 2

2a
(Ûβα(~np′ , l

′)σ̂−β (~np′)σ̂
+
α (~np′ + l̂′) + h.c.)||

≤ 13872 · 4d(d− 1)

2
· 4L

d

2
||1
a
|| · ||162(d− 1)

a4−dg2
|| · ||2

a
|| = 17978112(d3 − 2d2 + d)

Ld

a6−dg2
, (4.523)

and

13872
o∑

p,p′=e

∑
l′>l

d∑
l=1

4
∑
~np

||ĥT (~np, l)|| · ||
2(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 1

2a

γα∑
α′β′=βγ

(Ûα′β′(~np′ , l)σ̂
−
α′(~np′)σ̂

+
β′(~np′ + l̂) + h.c.)||

≤ 13872 · 4d(d− 1)

2
· 4L

d

2
||1
a
|| · ||162(d− 1)

a4−dg2
|| · ||4

a
|| = 35956224(d3 − 2d2 + d)

Ld

a6−dg2
. (4.524)

Therefore, the bound for case (iii) is

53934336(d3 − 2d2 + d)
Ld

a6−dg2
. (4.525)

Summing up the bounds for all cases, we obtain the bound for C2,10

(53934336d3 + 44945280d2 − 98879616d)
Ld

a6−dg2
. (4.526)

We compute the bound for C2,11, and obtain∑
ĥT∈T

||[[ĥT ,
∑
~n

L̂
(B)
~n ],

∑
~n′

L̂
(B)
~n′ ]||

≤ 13872dLd · 4||ĥT (~np, l)|| · ||
2(d− 1)

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· ||14d− 20

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ 55488dLd

a

162(d− 1)

a4−dg2

162(7d− 10)

a4−dg2
=

(10193589504d3 − 24755860224d2 + 14562270720d)Ld

a9−2dg4
,

(4.527)

190



where in the first inequality, the factors of 2(d− 1) and 14d− 20 are explained in the paragraph
below (4.137).

Lastly, we consider C2,12, which consists of commutators between only magnetic operators.

The commutators are either intra-plaquette or inter-plaquette, where ĥL, ĥL′ and ĥL′′ act on the
same or different plaquettes, respectively. We consider intra-plaquette terms first. We remind
the readers that there are NL ≡ 735010926133248 different ĥL(~np, j, k) terms acting on each
plaquette (~np, j, k). The bound for the intra-plaquette commutators is given by

NL

d∑
k 6=j;k=1

d∑
j=1

∑
~np

o∑
p=e

||[[ĥL(~np, j, k),
∑

ĥL′∈L;L′>L

ĥL′(~np, j, k)],
∑

ĥL′′∈L;L′′>L

ĥL′′(~np, j, k)]||

≤ NLd(d− 1)Ld

2
4||ĥL(~np, j, k)|| · || 1

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||2

≤ 2NLd(d− 1)Ld|| 1

a4−dg2
|| · || 81

a4−dg2
||2

=
Ld

a12−3dg6
9644813372720480256(d2 − d). (4.528)

We now proceed to analyze the inter-plaquette commutators. Since each ĥL′′ operator is non-
zero, the inner commutator [ĥL,

∑
ĥL′∈L;L′>L ĥL′ ] must be non-zero to guarantee a non-trivial

triple commutator

[[ĥL,
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ].

Given a non-zero inner commutator, we further divide the inter-plaquette commutators into three
types. Type (i), (ii) and (iii) commutators satisfy (4.308),(4.309) and (4.310), respectively.

For type (i), the plaquettes acted on by ĥL, collide with those acted on by ĥL′ and ĥL′′ , and
those acted on by ĥL′ also collide with those acted on by ĥL′′ . Suppose ĥL is labelled by (p, k, l).
The possible parity-location tuples that label ĥL′ and ĥL′′ are given in Table 4.6 and 4.7 for p =
even and odd, respectively. Consider first the case where p = even, and ĥL and ĥL′ are labelled
by items 1 − 4, 6 and 7 in Table 4.6. Then, each plaquette acted on by ĥL is acted on by two
ĥL′ as they share one dimension. Further, the plaquettes acted on by ĥL and ĥL′ are acted on
by either 2, 4, 6 or 8 ĥL′′ . In particular, if the plaquettes acted on by ĥL′′ (i) share one common
dimension with ĥL, and two common dimensions and parity with ĥL′ , or (ii) share one dimension
with ĥL and a different dimension with ĥL′ , then ĥL and ĥL′ collide with two ĥL′′ . We compute
the number of combinations of parity-location labels that satisfy these conditions using Table 4.6,
and obtain ∑

l>k

d−1∑
k=1

12(d− l) + 2(l − k − 1) =
7

3
(d3 − 3d2 + 2d). (4.529)
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NL||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ NL · 7
3

(d3 − 3d2 + 2d)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 2

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 2

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ Ld

a12−3dg6
90018258145391149056(d3 − 3d2 + 2d), (4.530)

where NL is the number of ĥL terms per plaquette.

If the plaquettes acted on by ĥL′′ share only one dimension with both ĥL and ĥL′ , then ĥL and
ĥL′ collide with four ĥL′′ . Using Table 4.6, we find the number of combinations of parity-location
labels that satisfy this condition, i.e.

∑
l>k

d−1∑
k=1

(d− l)[8(d− l − 1) + 4(l − k − 1)] + (l − k − 1)[4(d− l) + 4(l − k − 2)]

=
4

3
(d4 − 6d3 + 11d2 − 6d). (4.531)

The bound in this case is given by

NL||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ NL · 4
3

(d4 − 6d3 + 11d2 − 6d)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 2

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 4

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ Ld

a12−3dg6
102878009309018456064(d4 − 6d3 + 11d2 − 6d). (4.532)

If the plaquettes acted on by ĥL′′ share only one dimension with ĥL′ , and share both dimen-
sions, but not the parity, with ĥL, then ĥL and ĥL′ collide with six ĥL′′ . Once again, we use Table
4.6 to obtain the number of combinations of parity-location labels that satisfy this condition, i.e.

∑
l>k

d−1∑
k=1

4(d− l) + 2(l − k − 1) = (d3 − 3d2 + 2d). (4.533)
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The bound in this case is given by

NL||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ NL(d3 − 3d2 + 2d)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 2

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 6

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ Ld

a12−3dg6
115737760472645763072(d3 − 3d2 + 2d). (4.534)

If the plaquettes acted on by ĥL′′ share only one dimension with ĥL, and share both dimen-
sions, but not the parity, with ĥL′ , then ĥL and ĥL′ collide with eight ĥL′′ . Once again, we
use Table 4.6 to obtain the number of combinations of parity-location labels that satisfy this
condition, i.e. ∑

l>k

d−1∑
k=1

4(d− l) + 2(l − k − 1) = (d3 − 3d2 + 2d). (4.535)

The bound in this case is given by

NL||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ NL(d3 − 3d2 + 2d)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 2

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 8

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ Ld

a12−3dg6
154317013963527684096(d3 − 3d2 + 2d). (4.536)

If ĥL′′ acts on plaquettes that share only one dimension with ĥL and ĥL′ , then ĥL and ĥL′

collide with eight ĥL′′ . There are

∑
l>k

d−1∑
k=1

4(d− l) + 2(l − k − 1) = d3 − 3d2 + 2d (4.537)
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combinations of parity-location labels that satisfy this condition. The bound in this case is given
by

NL||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ NL(d− 1)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 4

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 8

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ Ld

a12−3dg6
308634027927055368192(d3 − 3d2 + 2d). (4.538)

Consider now the case where ĥL and ĥL′ collide on two dimensions, but have different parities,
i.e., item 5 in Table 4.6. Since we implement even terms before odd ones, the parities of ĥL and
ĥL′ are even and odd, respectively. Moreover, ĥL acting on a plaquette collides with four ĥL′ on
the four links. If ĥL′′ act on plaquettes that share one dimension with ĥL, and both dimensions
and the parity with those acted on by ĥL′ , then ĥL and ĥL′ collide with four ĥL′′ . There are

d−1∑
k=1

1 = d− 1 (4.539)

combinations of parity-location labels that satisfy this condition. The bound in this case is given
by

NL||[[
∑
~ne

ĥL(e, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ NL(d− 1)
∑
~ne

4 · ||ĥL(e, k, l)|| · || 4

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 4

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ Ld

a12−3dg6
154317013963527684096(d− 1). (4.540)
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Therefore, type (i) commutators, where ĥL acts on even plaquettes are bounded by

(102878009309018456064d4 + 51439004654509228032d3 − 874463079126656876544d2

+ 874463079126656876544d− 154317013963527684096)
Ld

a12−3dg6
. (4.541)

Similarly, we obtain the bound for the commutators where ĥL acts on odd plaquettes, i.e.,

(102878009309018456064d4 − 64298755818136535040d3

− 527249797708719587328d2 + 488670544217837666304d)
Ld

a12−3dg6
. (4.542)

by considering separately the cases, in which ĥL and ĥL′ collide with 2, 4, or 8 ĥL′′ , listed in
Table 4.7. Thus, the bound for all type-(i) commutators is

(205756018618036912128d4 − 12859751163627307008d3 − 1401712876835376463872d2

+ 1363133623344494542848d− 154317013963527684096)
Ld

a12−3dg6
. (4.543)

We proceed to analyze type-(ii) commutators. By definition, ĥL does not commute with both
ĥL′ and ĥL′′ , but ĥL′ and ĥL′′ commute with each other. On the lattice, this implies that ĥL share
one common dimension each with ĥL′ and ĥL′′ , but ĥL′ and ĥL′′ share no common dimension.
Thus, each plaquette acted on by ĥL is also acted on by two ĥL′ and ĥL′′ . Using table 4.8, we
obtain the number of combinations of parity-location labels that satisfy this condition as follows∑
l>k

d−1∑
k=1

2(d− l)[4(l− k− 1) + 8(d− l− 1)] + 8(l− k− 1)(d− l) = 2d4− 12d3 + 11d2− 6d. (4.544)

Hence, the bound for all type-(ii) commutators is

NL

o∑
p=e

||[[
∑
~np

ĥL(p, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 2NL(2d4 − 12d3 + 11d2 − 6d)
∑
~np

4 · ||ĥL(p, k, l)|| · || 2

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 2

2a4−dg2

3∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

≤ Ld

a12−3dg6
(154317013963527684096d4 − 925902083781166104576d3

+ 848743576799402262528d2 − 462951041890583052288d). (4.545)
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Last but not least, for type (iii) commutators, ĥL′ does not commute with both ĥL and
ĥL′′ , but ĥL and ĥL′′ commute with each other. On the lattice, this implies that ĥL′ share one
common dimension each with ĥL and ĥL′′ , but ĥL and ĥL′′ share no common dimension. Thus,
each plaquette acted on by ĥL is also acted on by two ĥL′ , and each plaquette acted on by ĥL′

is in turn acted on by two ĥL′′ . Using table 4.9, we evaluate the number of combinations of
parity-location labels that satisfy this condition, and obtain

∑
j>l

∑
l>k

d−1∑
k=1

16(d−l)(d−j+l−k−1)+8(l−k−1)[(l−j−1)+(j−k−1)] =
2

5
(2d5−15d4+40d3−45d2+18d).

(4.546)
Hence, the bound for all type-(iii) commutators is

NL

o∑
p=e

||[[
∑
~np

ĥL(p, k, l),
∑

ĥL′∈L;L′>L

ĥL′ ],
∑

ĥL′′∈L;L′′>L

ĥL′′ ]||

≤ 4NL

5
(2d5 − 15d4 + 40d3 − 45d2 + 18d)

∑
~np

4 · ||ĥL(p, k, l)|| · || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

· || 2

2a4−dg2

2∑
α,β,γ,δ=1

(ÛαβÛβγÛ
†
γδÛ

†
δα + h.c.)||

= (308634027927055368192
d5

5
− 462951041890583052288d4 + 1234536111708221472768d3

− 1388853125671749156864d2 + 2777706251343498313728
d

5
)

Ld

a12−3dg6
. (4.547)

Finally, summing up the bounds for the intra-plaquette and all three types of inter-plaquette
commutators, we obtain the bound for C2,12,

(308634027927055368192
d5

5
− 102878009309018456064d4 + 295774276763428061184d3

− 1932177612335002877952d2 + 7230395091749453365248
d

5
− 154317013963527684096)

Ld

a12−3dg6
.

(4.548)

Oracle errors

Here, we describe the direct syntheses of the kinetic and magnetic oracles, and compute the errors
incurred by the fixed point arithmetic circuits.
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Syntheses of the kinetic oracles: The kinetic oracle, defined in (4.435), can be directly
synthesized as two controlled-diagonal gates, which impart the phases fαβ

t
2a(−1)fα,rfβ,r+1

∏
j bj ,

for fα,r = 0, 1, if the control bits fβ,r+1 and bj ’s are all ones. Recall that the function

fαβ(p, q, TL, T
z
L, YL, TR, T

z
R, YR,∆p,∆q,∆TL,∆TR)

are the matrix elements of the diagonal operator defined in (4.426). The number of control
bits, and costs of implementation for each oracle depend on the parameters of the function fαβ.
In order to estimate the implementation costs, we first construct fαβ from the Clebsch-Gordan
coefficients in Table 4.11, and normalization factors in (4.403), and then, obtain its arguments
using (4.408) to invert the encoding of the quantum numbers onto the registers. Here, for the
sake of complexity analysis, we only estimate the costs of the most expensive oracle, where
αβ = 11, and (∆p,∆q,∆TL,∆TR) = (0,−1, 1, 1). In terms of SU(3) Clebsch-Gordan coefficients
and normalization factor, we write

f11(p, q, TL, T
z
L, YL, TR, T

z
R, YR, 0,−1, 1, 1) = CL31C

R
31N3 = IL31c

L
11I

R
31c

R
11N3, (4.549)

where C31 is a SU(3) Clebsch-Gordan coefficient from Table 4.11, I31 is an isoscalar factor defined
in Table (4.10), c11 is a SU(2) Clebsch-Gordan coefficient from Table 4.4, andN3 is a normalization
factor in (4.403). Hereafter, we denote this function as f11(0,−1, 1, 1). Now we apply the mapping
in (4.408) to obtain the relations

Ii31 =

√
(4p+ 2q − 3Ti − Yi + 3Λ)(2p− 2q + 3Ti + Yi − 3Λ + 6)(2p+ 4q − 3Ti + Yi − 3Λ)

(1 + q)(2 + p+ q)(432 + 216Ti)

(4.550)

ci11 =

√
(Ti+T zi )

2 − Λ + 1

Ti + 1
(4.551)

N3 =

√
(1 + q)(2 + p+ q)

q(1 + p+ q)
. (4.552)

Without loss of generality, we consider the case where fα,r = 0. Then, we implement the diag-
onal phase gate by computing f11(0,−1, 1, 1) into an ancilla register, conditioned upon the values
of the control bits. Then, by applying Rz gates to the ancilla state |f11(0,−1, 1, 1)〉, we induce
the correct phase. Finally we uncompute |f11(0,−1, 1, 1)〉. The computation of f11(0,−1, 1, 1),
can be broken down into five steps. In the first and second steps, we compute the numerator
and denominator, respectively. In the third step, we approximate the inverse of the denominator,
using the fixed-point circuits in [136]. In the fourth step, we approximate the argument of the
square-root by multiplying together the numerator and the inverse of the denominator. Lastly,
we approximate the square-root, using the fixed-point circuits in [136]. Only the third and last
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steps incur approximation errors. Hereafter, we use the logarithmic depth out-of-place adder
developed in [148], unless one of the inputs is classically known in which case we use the adder
proposed in [137], and the multiplier proposed in [7].

We consider the computation of the numerator. We compute the numerators of IL31, cL11, IR31,
and cR11, separately. The numerator of N3 cancels out with the part of the denominator of IL31.
First, we compute the numerator of IL31. |4p〉 and |2q〉 can be computed by two ancilla qubits
to |p〉 and one to |q〉, costing no T gates. |3TL〉 can be computed by adding |2TL〉 and |TL〉,
using an (η + 2)-bit adder since TL is an (η + 1)-bit number. Computing 4p + 2q and 3TL − YL
requires an (η + 2) and (η + 3)-bit adder. Computing 4p + 2q − 3TL − YL costs one (η + 4)-bit
adder, and adding 3Λ requires 4(η+ 3) T gates. Therefore, computing (4p+ 2q− 3TL−YL + 3Λ)
costs 84η− 12(2blog(η + 2)c+ blog(η + 3)c+ blog(η + 4)c) + 216 T gates, 5η + 21 storage ancilla
qubits, and η − blog(η + 4)c+ 4 workspace ancilla qubits. The computation of (2p+ 4q − 3TL +
YL − 3Λ) has the same costs. Similarly, we compute (2p + 2q + 3TL + YL − 3Λ + 6), using
84η− 12(blog(η + 1)c+ blog(η + 2)c+ blog(η + 3)c+ blog(η + 4)c) + 196 T gates, 5η+ 20 storage
ancilla qubits, and η−blog(η + 4)c+4 workspace ancilla qubits. Next, we multiply together these
three (η+5)-bit numbers, using two multipliers, costing (12η+60)+(4η+16)(36η−3blog(η + 5)c−
3blog(2η + 10)c+154 T gates, 5η+25 storage ancilla qubits, and 6η−blog(2η + 10)c+29 workspace
ancilla qubits. The computation of the numerator for IR31 incurs the same costs. The computation
of the numerator of cL11 requires an (η + 2)-bit adder, since T zL is an (η + 2)-bit number. The
division by 2 is done by shifting the decimal point, and the addition of −Λ + 1 requires η + 3
ancilla qubits, and 4(η + 1) T gates. Therefore, the total costs are 24η − 12blog(η + 2)c + 40
T gates, 2η + 6 storage ancilla qubits, and η − blog(η + 2)c + 2 workspace ancilla qubits. The
computation of the numerator for cR11 incurs the same costs. We now have to multiply together
two (3η+15)-bit numbers and two (η+3)-bit numbers to obtain the numerator of f11(0,−1, 1, 1),
conditioned upon the fact that they are all positive. The positivity condition guarantees that the
Clebsch-Gordan coefficients and isoscalar factors are real [154, 158], since in their definitions, the
denominators in the square roots are positive. This can be implemented by controlling one of the
three multiplications to be done by the sign bits of the four inputs. The first multiplication is
between two (3η + 15)-bit numbers; the second one is between two (η + 3)-bit numbers; and the
last one is between the outputs from the previous two multiplications, which result in a (6η+ 30)
and (2η+6)-bit number. The total costs of the three multipliers are 40η+192+4(2η+5)(12(6η+
30)−3blog(6η + 30)c−13)+ 4(3η+14)(12(3η+15)−3blog(3η + 15)c−13) +4(η+3)(12(η+2)−
12blog(η + 3)c− 13) T gates, 16η+ 72 storage ancilla qubits, and 3(6η+ 30)−blog(6η + 30)c− 1
workspace ancilla qubits. We control the multiplication of the second multiplier by the four sign
bits. As discussed in the SU(2) oracle implementation, the quadruply-controlled multiplication
additionally costs a quadruply-controlled Toffoli gate and η + 3 Toffoli gates, which amount to
4η + 35 T gates, η + 3 storage ancilla qubits, and a reusable workspace ancilla qubit.

Next, we consider the computation of the denominator, i.e., (1+q)(2+p+q)(432+216TL)(432+
216TR)(TL + 1)(TR + 1)q(1 + p+ q). Computing p+ q requires an η-bit adder, and then, adding 1
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requires η+2 storage ancilla qubits and 4(η−1) T gates. We then obtain q(1+p+q) by multiplying
(1+p+q) by q. The computation of q(1+p+q) costs 4(η+2)+4(η−1)(12η−3blog(η + 2)c+11)
T gates, 2η+2 storage ancilla qubits, and 3η−blog(η + 2)c+5 workspace ancilla qubits. We then
compute (1+q)(2+p+q) by adding 2+p+2q to q(1+p+q). Computing p+2q costs an (η+1)-bit
adder, and the addition of 2 costs (η+3) ancilla qubits and 4(η+1) T gates. Thus, adding 2+p+2q
to q(1+p+q) costs a (2η+2)-bit adder. Then, we multiply together q(1+p+q) and (1+q)(2+p+q).
As such, calculating q(1 + p + q)(1 + q)(2 + p + q) incurs (8η + 4)(24η − 3blog(2η + 3)c + 23) +
(4η − 4)(12η − 3blog(η + 2)c + 11) + 100η − 12(blog(η)c + blog(η + 1)c + blog(2η + 2)c) + 68 T
gates, 12η+ 18 storage ancilla qubits, and 6η− blog(2η + 3)c+ 8 workspace ancilla qubits. Since
(432 + 216TL) = 23(25 − 22 − 20)(2 + TL), we obtain (432 + 216TL) in three steps. First, we
compute 2 + TL, incurring η + 2 storage ancilla qubits and 4(η − 1) T gates. Then, we compute
25(2 + TL) and 22(2 + TL) by copying 2 + TL to two ancilla registers, and then appending extra
ancilla qubits for the multiplications. Finally, we use an (η+4)-bit adder and an (η+7)-bit adder
to compute (25 − 22 − 20)(2 + TL), and then, append three ancilla qubits to obtain the desired
output. Thus, calculating (432+216TL) costs 48η−12(blog(η + 4)c+blog(η + 7)c)+204 T gates,
5η + 26 storage ancilla qubits, and η − blog(η + 7)c + 7 workspace ancilla qubits. Computing
(432 + 216TR) incurs the same costs. (432 + 216TL) and (432 + 216TR) are both (η + 11)-bit
numbers. Thus, evaluating their product costs 4η + 44 + (4η + 40)(12η − 3blog(η + 11)c + 119)
T gates, 2η + 22 storage ancilla qubits, and 3η − blog(η + 11)c + 30 workspace ancilla qubits.
Calculating (TL + 1) and (TR + 1) cost 2η + 4 storage ancilla qubits, and 8(η − 1) T gates. We
compute their product using 4η + 8 + (4η + 4)(12η − 3blog(η + 2)c+ 11) T gates, 2η + 4 storage
ancilla qubits, and 3η − blog(η + 2)c + 5 workspace ancilla qubits. We then multiply together
(432+216TL)(432+216TR), a (2η+22)-bit number, and (TL+1)(TR+1), a (2η+4)-bit number,
which costs (8η + 12)(24η − 3blog(2η + 22)c + 251) + 8η + 88 T gates, 4η + 26 storage ancilla
qubits, and 6η−blog(2η + 22)c+65 workspace ancilla qubits. Finally, we obtain the denominator
by multiplying the (4η + 26)-bit output to q(1 + p+ q)(1 + q)(2 + p+ q), a (4η + 5)-bit number,
which requires (4η+ 16)(48η−3blog(4η + 26)c+ 299) + 16η+ 104 T gates, 8η+ 31 storage ancilla
qubits, and 12η − blog(4η + 26)c+ 77 workspace ancilla qubits.

We proceed to compute the inverse of the denominator using the algorithm in [136]. We refer
the readers to the SU(2) kinetic oracle implementation in Sec. 4.4.3 for a detailed overview of the
algorithm. Here, we simply state the algorithmic parameters and costs. The input w is at most
an (8η+31)-bit integer. Truncating at b ≥ 8η+31 bits after the decimal point, the approximation

error is bounded from above by 2+log(b)
2b

. The T-gate count is dlog(b)e·(48b2+768bη−(12b+360η−
12)blog(b)c+2824b−256η−12blog(2b+ 8η + 31)c−96blog(2b)c−888)+32η+135. The required
number of storage ancilla qubits is dlog(b)e · (7b+ 16η+ 64), and that of workspace ancilla qubits
is 6b − blog(2b)c − 1. Next, we multiply the numerator, an 8η + 36-bit number, and the inverse
of the denominator, a b-bit number to obtain the fraction. Assuming that b ≥ 8η+ 36, this costs
384bη−96ηblog(b)c+1684b−416η−420blog(b)c−1820 T gates, b+8η+36 storage ancilla qubits,
and 3b−blog(b)c−1 workspace ancilla qubits. Lastly, we compute the square-root function. The
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output of the previous step is a (b+ 8η + 36)-bit fraction, bounded above and below by 1 and 0,
respectively. Since the algorithm require an input that is larger than 1, we shift it by b+ 8η+ 36
bits to obtain an integer input w. Once we obtain the root, we shift it back by (b+8η+36)/2 bits,
assuming without loss of generality that b is even. Let c ≥ 2b+ 16η + 72. Then, we approximate√
w, up to

(
3
4

)c−(2b+16η+72)
(2 + c + log(c)) error. This costs dlog(c)e · [528c2 + 96bc + 768cη −

c(12blog(c)c+ 12blog
(
d3c

2 e
)
c+ 12blog

(
d5c

2 e
)
c+ 18blog(1 + 4c)c)− 12bblog(2c)c − 96nblog(2c)c+

12(blog(c)c+ blog
(
d3c

2 e
)
c− 35blog(2c)c+ blog

(
d5c

2 e
)
c+ blog(1 + 4c)c− blog(2c+ b+ 8n+ 36)c) +

2930c − 32b − 256η − 988] + d19c
2 e + 4b + 32η + 163 T gates, dlog(c)e · (d49c

2 e + 2b + 16η + 77)
storage ancilla qubits, and 12c− blog(4c+ 1)c+ 5 workspace ancilla qubits.

We impart the phase by applying Rz(2
k−cθ), where c is the number of digits after the decimal

point in the output of the square-root functions, and θ = t
2a , to the kth qubit of the ancilla state

|fαβ〉. In order to implement the controlled version of this phase gate, we control each Rz gate
by nine control bits, as required by the costliest kinetic oracle, and the ancilla bit that checks the
realness of the Clebsch-Gordan coefficients and isoscalar factors. Each Rz gate with ten controls
requires two Toffoli gates with ten controls, which cost 71 T gates each [145], two Rz gates and
one ancilla qubit [144]. Since the state has at most d3c

2 e qubits and there are dLd links on the
lattice, there are d3c

2 edLd multi-controlled Rz gates to be applied.

We sum up the T-gate requirements for all the steps, and multiply the outcome by two to
account for the uncomputation costs. Conjugating each controlled Rz gate with a pair of CNOT
gates, where fα,r is the control bit, addresses both fα,r = 0, 1. As such, the T-gate count for one
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oracle call, i.e.,

T (K) = 2dlog(c)e · [528c2 + 96bc+ 768cη − c(12blog(c)c+ 12blog

(
d3c

2
e
)
c+ 12blog

(
d5c

2
e
)
c

+ 18blog(1 + 4c)c)− 12bblog(2c)c − 96ηblog(2c)c+ 12(blog(c)c+ blog

(
d3c

2
e
)
c

− 35blog(2c)c+ blog

(
d5c

2
e
)
c+ blog(1 + 4c)c − blog(2c+ b+ 8η + 36)c) + 2930c

− 32b− 256η − 980] + 19c+ 8b+ 64η + 326

+ 768bη − 192ηblog(b)c+ 3368b− 832η − 840blog(b)c − 3640

+ 2dlog(b)e · (48b2 + 768bη − (12b+ 360η − 12)blog(b)c+ 2824b− 256η

− 12blog(2b+ 8η + 31)c − 96blog(2b)c − 888) + 64η + 270

+ 4128η2 − η(48blog(2 + η)c+ 96blog(3 + η)c+ 48blog(5 + η)c+ 24blog(11 + η)c
+ 48blog(3 + 2η)c+ 48blog(10 + 2η)c+ 48blog(22 + 2η)c+ 72blog(15 + 3η)c
+ 24blog(26 + 4η)c+ 48blog(30 + 6η)c)− (24blog(η)c+ 72blog(1 + η)c
+ 288blog(2 + η)c+ 432blog(3 + η)c+ 192blog(4 + η)c+ 192blog(5 + η)c
+ 48blog(7 + η)c+ 240blog(11 + η)c+ 24blog(2 + 2η)c+ 24blog(3 + 2η)c
+ 192blog(10 + 2η)c+ 72blog(22 + 2η)c+ 336blog(15 + 3η)c+ 96blog(26 + 4η)c
+ 120blog(30 + 6η)c) + 30952η + 54156 + 426c+ 96η + 80. (4.553)

The number of storage ancilla qubits required is

dlog(c)e · (d49c

2
e+ 2b+ 16η + 77) + dlog(b)e · (16η + 7b+ 64) + b+ 89η + 667, (4.554)

and the number of workspace ancilla qubits required is

12c− blog(4c+ 1)c+ 5. (4.555)

There are two types of syntheses errors, i.e., arithmetic approximation errors and Rz syntheses
errors. The latter will be analyzed in Sec. 4.5.3. The arithmetic approximation errors per step
is given by

2 + log(b)

2b
+

(
3

4

)c−(2b+16η+72)

(2 + c+ log(c)). (4.556)

In total, the approximation errors are

ε(K) = r · 13872dLd[
2 + log(b)

2b
+

(
3

4

)c−(2b+16η+72)

(2 + c+ log(c))], (4.557)
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where r is the number of Trotter steps, and 13872dLd is the number of oracle calls. We divide
the approximation errors evenly such that

ε
(K)
b =

ε(K)

2r · 13872dLd
, ε(K)

c =
ε(K)

2r · 13872dLd
, (4.558)

and

ε
(K)
b ≥ 2 + log(b)

2b
, (4.559)

ε(K)
c ≥

(
3

4

)c−(2b+16η+72)

(2 + c+ log(c)). (4.560)

Note that this is not the optimal division of approximation errors. We let b = log

(
8

ε
(K)
b

)
. Then,

(4.559) is always satisfied for 0 < ε
(K)
b < 1. We proceed to compute the upper bound for c. Since

c ≥ 2b+ 16η + 72 ≥ 32η + 144, and η ≥ 1, 186
176c ≥ 2 + c+ log(c). Inserting this relation and our

choice of b into (4.560), we obtain

ε(K)
c ≥

(
3

4

)c−(log
(

8/ε
(K)
b

)
+16η+72) 186

176
c. (4.561)

Let

ε̃(K)
c = ε(K)

c ·
(

3

4

)log
(

8/ε
(K)
b

)
+16η+72 176

186
. (4.562)

Then, we want to find a c such that

c

(
3

4

)c
≤ ε̃(K)

c . (4.563)

Assuming that 0 < ε̃
(K)
c < 1, the choice

c = log 3
4

 ε̃
(K)
c

2.28

log 3
4
( ε̃

(K)
c

2.28 )

 (4.564)

satisfies (4.563). We have verified numerically with Mathematica that for 0 < ε̃oracle < 1, ε̃oracle−
c
(

3
4

)c
never exceeds 0.0431937, given our choice of c.

We mention in passing that the phase-inducing step can be parallelized. As in U(1), we first
divide the kinetic terms up into bulk and edge terms. Then, for each direction of the bulk or
edge terms, we implement O(Ld−Ld−1) or O(Ld−1) Rz(2

k−cθ) in parallel, using the weight-sum
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trick, and thus, exponentially reducing the number of Rz gates required to O(cd log
(
Ld
)
). In this

work, we focus on the resource analysis of the serial implementation, and will leave that of the
parallel implementation for future work.

Syntheses of the magnetic oracles: Similar to the implementation of the kinetic oracle,
we directly synthesize the magnetic oracle, defined in (4.445), as two controlled-diagonal gates,

which impart the phases
−fαβγδ
2a4−dg2

(−1)bk for bk = 0, 1, if the control bits ∈ {|bj〉} are all ones. Recall

that {|bk〉 , |bj〉} ⊆ S2
0 ≡ {

∣∣∣p′i,0〉,
∣∣∣q′i,0〉,

∣∣∣T ′L,i,0〉,
∣∣∣T z′L,i,0〉,

∣∣∣Y ′L,i,k〉,
∣∣∣T ′R,i,0〉,

∣∣∣T z′R,i,0〉,
∣∣∣Y ′R,i,k〉}4i=1,

where i denotes the ith link on a plaquette, and
∣∣∣Y ′L/R,i,k〉 is the kth qubit of

∣∣∣Y ′L/R,i〉 as defined in

(4.427). The function fαβγδ is defined in (4.444) as a product of four functions, fαβ, fβγ , fγδ, and
fδα. Here, we consider the costliest fαβγδ, which is the product of four f11(0,−1, 1, 1) considered
in the kinetic oracle. In this case, all registers are acted on, and thus, {|bk〉 , |bj〉} = S2

0 . We
choose bk = p′1,0. Without loss of generality, we consider the case where p′1,0 = 0. We begin
by computing fαβγδ into an ancilla register, conditioned upon the values of the control bits.
Then, we induce the correct phase by applying Rz gates to the ancilla state |fαβγδ〉. Finally, we
uncompute |fαβγδ〉. The computation of fαβγδ can be broken down into five steps. In the first
and second steps, we compute the numerator and denominator, respectively. In the third step,
we approximate the inverse of the denominator, using the circuits in [136]. In the fourth step,
we approximate the argument of the square-root by multiplying together the numerator and the
inverse of the denominator. Lastly, we approximate the square-root, using the circuits in [136].
Only the third and last steps incur approximation errors. Hereafter, we use the logarithmic depth
out-of-place adder developed in [148], unless one of the inputs is classically known in which case
we use the adder proposed in [137], and the multiplier proposed in [7].

First, we consider the computation of the numerator. We begin by computing the numerators
in the four functions that constitute fαβγδ. This costs four times the T gates and storage ancilla
qubits required for computing the numerator in a kinetic oracle, i.e.,

5376η2 − η(192blog(η + 3)c+ 96blog(η + 5)c+ 96blog(2η + 10)c+ 144blog(3η + 15)c
+ 96blog(6η + 30)c) + 40656η − 96blog(η + 1)c − 576blog(η + 2)c − 864blog(η + 3)c
− 288blog(η + 4)c − 384blog(η + 5)c − 384blog(2η + 10)c − 672blog(3η + 15)c
− 240blog(6η + 30)c+ 73340 + 96η + 224

and 41η + 174, respectively. We then multiply the four outputs with two (8η + 36)-bit multi-
pliers, and one (16η + 72)−bit multiplier. The multipliers cost 18432η2 − 192η(blog(8η + 36)c+
blog(16η + 72)c)−840blog(8η + 36)c−852blog(16η + 72)c+ 162816η+ 359580 T gates, 64η+ 288
storage ancilla qubits, and 48η − blog(16η + 72)c+ 215 workspace ancilla qubits. We proceed to
compute the denominator. First, we compute the denominators in the four functions that consti-
tute fαβγδ. This costs four times the T gates and storage ancilla qubits required for computing
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the denominator in a kinetic oracle, i.e.,

720η2 − η(24blog(η + 2)c+ 12blog(η + 11)c+ blog(2η + 3)c+ 24blog(2η + 22)c
+ 12blog(4η + 26)c) + 5312η − 12blog(η)c − 12blog(1 + η)c − 24blog(η + 4)c
− 24blog(η + 7)c − 120blog(η + 11)c − 12blog(2η + 2)c − 12blog(2η + 3)c
− 36blog(2η + 22)c − 48blog(4η + 26)c+ 8743,

and 160η + 628, respectively. We then multiply the four outputs with two (8η + 31)-bit multi-
pliers, and one (16η + 62)−bit multiplier. The multipliers cost 18432η2 − 192η(blog(8η + 31)c+
blog(16η + 62)c)−720blog(8η + 31)c−732blog(16η + 62)c+139776η+265020+96η−96 T gates,
64η + 248 storage ancilla qubits, and 48η − blog(16η + 62)c+ 185 workspace ancilla qubits.

We now proceed to compute the inverse of the denominator using the algorithm in [136]. We
refer the readers to the SU(2) kinetic oracle implementation in Sec. 4.4.3 for a detailed overview
of the algorithm. Here, we simply state the algorithmic parameters and costs. The input w is at
most an (32η + 124)-bit integer. Truncating at b ≥ 32η + 124 bits after the decimal point, the

approximation error is bounded from above by 2+log(b)
2b

. The T-gate count is dlog(b)e · (48b2 +
3072bη− (12b+ 384η− 12)blog(b)c+ 11752b− 1024η− 12blog(2b+ 32η + 124)c− 1476blog(2b)c−
3864)+128η+507. The required number of storage ancilla qubits is dlog(b)e·(7b+64η+250), and
that of workspace ancilla qubits is 6b−blog(2b)c− 1. Next, we multiply together the numerator,
an 32η + 144-bit number, and the inverse of the denominator, a b-bit number to obtain the
fraction. Assuming that b ≥ 32η + 144, this costs 1536bη − 384ηblog(b)c + 6868b − 1664η −
1716blog(b)c− 7436 T gates, b+ 32η+ 144 storage ancilla qubits, and 3b−blog(b)c− 1 workspace
ancilla qubits. Lastly, we compute the square-root function. The output of the previous step is a
(b+ 32η+ 144)-bit fraction, bounded above and below by 1 and 0, respectively. As in the kinetic
oracle implementation, we shift it by b + 32η + 144 bits to obtain an integer input w, and shift
it back by (b + 32η + 144)/2 bits once we obtain the root, assuming without loss of generality

that b is even. Let c ≥ 2b+ 64η+ 288. Then, we approximate
√
w, up to

(
3
4

)c−2m
(2 + c+ log(c))

error. This costs dlog(c)e · [528c2 +96bc+3072cη− c(12blog(c)c+12blog
(
d3c

2 e
)
c+12blog

(
d5c

2 e
)
c+

18blog(1 + 4c)c) − 12bblog(2c)c − 384ηblog(2c)c + 12blog(c)c + 12blog
(
d3c

2 e
)
c − 1716blog(2c)c +

12blog
(
d5c

2 e
)
c+ 12blog(1 + 4c)c − 12blog(2c+ b+ 32n+ 144)c+ 13298c− 32b− 1024η − 4444] +

d19c
2 e + 4b + 128η + 595 T gates, dlog(c)e · (23c + 2b + 64η + 293) storage ancilla qubits, and

12c− blog(4c+ 2)c+ 5 workspace ancilla qubits.

We impart the phase by applying Rz(2
k−cθ), where c is the number of digits after the decimal

in the output of the square-root function, and θ = −1
2a4−dg2

, to the kth qubit of the ancilla state

|fαβγδ〉. In order to implement the controlled version of this phase gate, we control each Rz gate
by 31 control bits, as required by the costliest magnetic oracle, and the four ancilla bits that
check the realness of the Clebsch-Gordan coefficients and isoscalar factors. Each multi-controlled
Rz gate requires two Toffoli gates with 31 controls, which cost 239 T gates each [145], two Rz

204



gates and one ancilla qubit [144]. Since the state has at most d3c
2 e qubits and there are Ld d(d−1)

2

plaquettes on the lattice, there are 3cLd d(d−1)
2 multi-controlled Rz gates to be applied.

We sum up the T-gate requirements for all the steps, and multiply the outcome by two to
account for the uncomputation costs. Conjugating each controlled Rz gate with a pair of CNOT
gates, where p1,0 is the control bit, addresses both p1,0 = 0, 1. As such, the T-gate count for one
oracle call, i.e.,

T (B) = 2 · [42960η2 − η(192blog(η + 3)c+ 96blog(η + 5)c+ 96blog(2η + 10)c+ 144blog(3η + 15)c
+ 96blog(6η + 30)c+ 192blog(8η + 36)c+ 192blog(16η + 72)c+ 24blog(η + 2)c
+ 12blog(η + 11)c+ blog(2η + 3)c+ 24blog(2η + 22)c+ 12blog(4η + 26)c
+ 192blog(8η + 31)c+ 192blog(16η + 62)c) + 348560η − 96blog(η + 1)c − 576blog(η + 2)c
− 864blog(η + 3)c − 288blog(η + 4)c − 384blog(η + 5)c − 384blog(2η + 10)c
− 672blog(3η + 15)c − 240blog(6η + 30)c − 840blog(8η + 36)c − 852blog(16η + 72)c
− 12blog(η)c − 12blog(1 + η)c − 24blog(η + 4)c − 24blog(η + 7)c − 120blog(η + 11)c
− 12blog(2η + 2)c − 12blog(2η + 3)c − 36blog(2η + 22)c − 48blog(4η + 26)c
− 720blog(8η + 31)c − 732blog(16η + 62)c+ 706683]

+ 2 · dlog(b)e · (48b2 + 3072bη − (12b+ 384η − 12)blog(b)c+ 11752b− 1024η

− 12blog(2b+ 32η + 124)c − 1476blog(2b)c − 3864) + 256η + 1014

+ 3072bη − 768ηblog(b)c+ 13736b− 3328η − 3432blog(b)c − 14872

+ 2 · dlog(c)e · [528c2 + 96bc+ 3072cη − c(12blog(c)c+ 12blog

(
d3c

2
e
)
c+ 12blog

(
d5c

2
e
)
c

+ 18blog(1 + 4c)c)− 12bblog(2c)c − 384ηblog(2c)c+ 12blog(c)c+ 12blog

(
d3c

2
e
)
c

− 1716blog(2c)c+ 12blog

(
d5c

2
e
)
c+ 12blog(1 + 4c)c − 12blog(2c+ b+ 32n+ 144)c

+ 13298c− 32b− 1024η − 4444] + 19c+ 8b+ 256η + 694 + 372 + 384η + 320. (4.565)

The number of storage ancilla qubits required is

dlog(c)e · (d49c

2
e+ 2b+ 64η + 293) + dlog(b)e · (7b+ 64η + 250) + b+ 361η + 1482, (4.566)

and the number of workspace ancilla qubits required is

12c− blog(4c+ 1)c+ 5. (4.567)

There are two types of syntheses errors, i.e., arithmetic approximation errors and Rz syntheses
errors. The latter will be analyzed in Sec. 4.4.3. The arithmetic approximation errors per step
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is given by

2 + log(b)

2b
+

(
3

4

)c−(2b+64η+288)

(2 + c+ log(c)). (4.568)

In total, the approximation errors are

ε(B) = r ·1470021852266496· d(d− 1)

2
Ld(

2 + log(b)

2b
+

(
3

4

)c−(2b+64η+288)

(2+c+log(c))), (4.569)

where r is the number of Trotter steps, and 1470021852266496 · d(d−1)
2 Ld is the number of oracle

calls. We divide the approximation errors evenly such that

ε
(B)
b =

ε(B)

r · 1470021852266496d(d− 1)Ld
, ε(B)

c =
ε(B)

r · 1470021852266496d(d− 1)Ld
, (4.570)

and

ε
(B)
b ≥ 2 + log(b)

2b
, (4.571)

ε(B)
c ≥

(
3

4

)c−(2b+64η+288)

(2 + c+ log(c)). (4.572)

Note that this is not the optimal division of approximation errors. We let b = log

(
8

ε
(B)
b

)
. Then,

(4.571) is always satisfied for 0 < ε
(K)
b < 1. We proceed to compute the upper bound for c. Since

c ≥ 2b+ 64η+ 288 ≥ 128η+ 576, and η ≥ 1, 716
704c ≥ 2 + c+ log(c). Inserting this relation and our

choice of b into (4.572), we obtain

ε(B)
c ≥

(
3

4

)c−(log
(

8/ε
(B)
b

)
+64η+288) 716

704
c. (4.573)

Let

ε̃(B)
c = ε(B)

c ·
(

3

4

)log
(

8/ε
(B)
b

)
+64η+288 704

716
. (4.574)

Then, we want to find a c such that

c

(
3

4

)c
≤ ε̃(B)

c . (4.575)

Assuming that 0 < ε̃
(B)
c < 1, the choice

c = log 3
4

 ε̃
(B)
c

2.28

log 3
4
( ε̃

(B)
c

2.28 )

 (4.576)
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satisfies (4.575).

We mention in passing that the phase-inducing step can be parallelized. As in U(1), we can
implement the magnetic terms acting on the odd and even plaquettes on a given two dimensional
plane in parallel. In particular, we effect O(Ld) same-angle Rz gates, using the weight-sum trick,
for each bit of the ancilla state |±fαβγδ〉. Thus, the parallel implementation exponentially reduces
the Rz-gate count to O(cd2 log

(
Ld
)
). In this work, we focus on the resource analysis of the serial

implementation, and will leave that of the parallel implementation for future work.

We divide the oracle error εoracle evenly between the kinetic and magnetic oracles, i.e.,

ε(K) =
εoracle

2
, ε(B) =

εoracle

2
=⇒ εoracle = ε(K) + ε(B). (4.577)

Synthesis errors

Here, we compute the synthesis errors for Rz gates required for the mass and electric term,
separately from those for the oracles required for the kinetic and magnetic terms. To start, we
consider the mass term. In this term, we have blog

(
3Ld

)
+ 1c Rz gates to implement. Therefore,

we incur for each Trotter step blog
(
3Ld

)
+ 1c · ε(Rz) amount of error, where ε(Rz) denotes the

error per Rz gate.

Next, we consider the electric term, which has (2η + 4)blog
(
dLd

)
+ 1c Rz gates. Therefore,

each Trotter step incurs (2η + 4)blog
(
dLd

)
+ 1c · ε(Rz) amount of error. If we instead use the

phase gradient operation, once the gadget state |ψM 〉 in (4.25) is prepared, each quantum adder
call to implement the operation does not incur any synthesis error. We come back to the error
incurred in preparing the gadget state itself in the next section.

The errors per Trotter step due to the Rz gates for the kinetic and magnetic terms are

13872dLd · d3c(K)

2 e · ε(Rz) and 1470021852266496 · d(d−1)
2 Ld · d3c(B)

2 e · ε(Rz), where we have and will

continue to denote the approximation parameter c for the kinetic and magnetic oracles as c(K)

and c(B), respectively.

We add the error incurred for the four terms to obtain the synthesis error εsynthesis. Note that,
as in the U(1) case, the implementation of the diagonal mass and electric terms can be optimized.
As in the U(1) case, there are r+ 1 diagonal mass and electric terms, and 2r off-diagonal kinetic
and magnetic terms to implement in total. Thus, εsynthesis is given by

εsynthesis = {(r + 1) · [blog
(

3Ld
)

+ 1c+ (2η + 4)blog
(
dLd

)
+ 1c] + 2r · [20808c(K)dLd

+ 1102516389199872c(B)d(d− 1)Ld]} · ε(Rz), (4.578)

where r, to reiterate for the convenience of the readers, is the total number of Trotter steps.
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Complexity analysis

Having computed the Trotter, oracle and synthesis errors, we proceed to perform the complexity
analysis for the SU(3) LGT.

The total error is given by

εtotal = εTrotter + εoracle + εsynthesis. (4.579)

We choose to evenly distribute the total error between the Trotter, oracle, and synthesis errors.
Focusing on the Trotter error, we obtain the number of Trotter steps by

εTrotter =
εtotal

3
=⇒ r = dT

3/231/2ρ1/2

ε
1/2
total

e. (4.580)

Next, we use the above relation and εoracle = εtotal
3 to obtain the expressions for c(K) and c(B).

c(K) is given by (4.564), where

ε̃(K)
c =

εtotal

12r · 13872dLd

(
3

4

)2 log
(

8 12r·13872dLd
εtotal

)
+16η+72 176

186
. (4.581)

c(B) is given by (4.576), where

ε̃(B)
c =

εtotal

6r · 1470021852266496d(d− 1)Ld

(
3

4

)2 log

(
8
6r·1470021852266496d(d−1)Ld

εtotal

)
+64η+288 704

716
.

(4.582)

Finally, we compute the error each Rz gate can incur by

εsynthesis =
εtotal

3
=⇒

ε(Rz) =
εtotal

3
{(dT

3/231/2ρ1/2

ε
1/2
total

e+ 1) · [blog
(

3Ld
)

+ 1c+ (2η + 4)blog
(
dLd

)
+ 1c]

+ 2dT
3/231/2ρ1/2

ε
1/2
total

e · [20808c(K)dLd + 1102516389199872c(B)d(d− 1)Ld]}−1. (4.583)

With this, we obtain the number of T gates required to synthesize each Rz gate using RUS circuit
[135],

Cost(Rz) = 1.15 log

(
1

ε(Rz)

)
. (4.584)
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Combining the T gates required for implementation of Rz gates and the T gates used elsewhere
in the circuit, we obtain the total number of T gates for the entire circuit as

(dT
3/231/2ρ1/2

ε
1/2
total

e+ 1) · [blog
(

3Ld
)

+ 1c+ (2η + 4)blog
(
dLd

)
+ 1c] + 2dT

3/231/2ρ1/2

ε
1/2
total

e

· [20808c(K)dLd + 1102516389199872c(B)d(d− 1)Ld] · Cost(Rz) + (dT
3/231/2ρ1/2

ε
1/2
total

e+ 1)

· [4(3Ld −Weight(3Ld)) + 8dLd[(8η − 8) + (5η − 3blog(η)c − 4) + (η − 1)(12η − 3blog(η)c − 12)

+ 1 + η(12η − 3blog(η + 2)c+ 10) + 1 + (10η − 3blog(2η + 3)c+ 11)] + (8η + 16)(dLd

−Weight(dLd)) + 3328(η + 1)dLd] + 2dT
3/231/2ρ1/2

ε
1/2
total

e · [13872dLdT (K)

+ 83955286016(η + 1)Ldd(d− 1) + 735010926133248d(d− 1)LdT (B)], (4.585)

where T (K), T (B) are given in (4.553,4.565), respectively.

The size of the ancilla register is given by the maximum between the ancilla qubits required
by the electric and magnetic Hamiltonian, i.e.,

Qmax = max{(8η + 10)dLd + 3(η + 2)− blog(η + 2)c+ dLd −Weight(dLd),

dlog(c)e·(d49c

2
e+2b+64η+293)+dlog(b)e·(7b+64η+250)+b+361η+12c−blog(4c+ 1)c+1487}.

(4.586)

Taking this into account, we obtain the total number of qubits required for the simulation by
summing up those in the ancilla, fermionic and gauge-field registers, which is given by

3Ld + (8η + 12)dLd +Qmax. (4.587)

Note that in the case where the electric term is implemented using phase gradient operation,
the T-gate count changes by

(dT
3/231/2ρ1/2

ε
1/2
total

e+ 1) · [4dLd log

(
6πad−2

g2t

)
+O(dLd)− (2η + 4)blog

(
dLd

)
+ 1c · Cost(Rz)

− 4(2η + 4)(dLd −Weight(dLd))] + Cost(|ψM 〉), (4.588)

where the Cost(Rz) needs to be modified, since ε(Rz) has changed to

ε(Rz) =
εtotal

3
{(dT

3/231/2ρ1/2

ε
1/2
total

e+ 1) · blog
(

3Ld
)

+ 1c+ 2dT
3/231/2ρ1/2

ε
1/2
total

e · [20808c(K)dLd

+ 1102516389199872c(B)d(d− 1)Ld]}−1. (4.589)
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Further, Cost(|ψM 〉), which denotes the one-time synthesis costs of the phase gradient gad-
get state. Here, we choose to use the synthesis method delineated in [147]. Briefly, we apply

Hadamard gates to the register |00...0〉, and then apply gates Z,Z−1/2, ..., Z−1/2M−1
. Each Zα

gates are synthesized using RUS circuits [135]. Let δ be the error of preparing the gadget state
|ψM 〉. Then, each gate can incur at most M/δ error, and thus, costs 1.15 log(M/δ), using RUS
circuits [135]. Thus, the gadget state preparation costs 1.15M log(M/δ).

Finally, in this case, the ancilla-qubit count is given by that of the maximum between the
mass term and the phase gradient state, and the magnetic term, i.e.,

Qmax = max{(3Ld −Weight(3Ld)) + log

(
6πad−2

g2t

)
, dlog(c)e · (d49c

2
e+ 2b+ 64η + 293)

+ dlog(b)e · (7b+ 64η + 250) + b+ 361η + 12c− blog(4c+ 1)c+ 1487}. (4.590)

As such, the total qubit count is given by

3Ld + dLd(8η + 12) +Qmax. (4.591)

4.6 Improvements over previous work

In this section, we demonstrate the algorithmic improvements achieved in this work over previous
works, [6] and [7]. In particular, we use the asymptotic scaling, with respect to L, Λ, and ε,
assuming d, a, g, and m are fixed, of T gates required for a single Trotter step as the comparison
metric.

4.6.1 U(1) case:

Here we compare our algorithm with those proposed in [6] and [7]. We first provide a brief overview
of the simulation methods in [6]. Similar to our method, as described in 4.3.2, the authors applied
a truncation Λ to the electric eigenbasis |E〉 on each link such that E ∈ {−Λ,−Λ + 1, ...,Λ}, and
the gauge-field operators Ê, Û , and Û † become finite-dimensional. Then, they mapped |E〉 to
qubits using an unary encoding. In particular, an integer −Λ ≤ j ≤ Λ is represented on an unary
(2Λ + 1)−qubit register as the state where the jth qubit is |0〉 and the remaining qubits are all
|1〉. As such, the gauge-field operators are represented as follows:

Ê =
Λ∑

l=−Λ

l
(Ẑl + Îl)

2
, (4.592)

Û =
Λ−1∑
l=−Λ

σ̂+
l σ̂
−
l+1, (4.593)
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where the subscript l denotes the qubit index for each link register |E〉.

Using the above relations, the evolution of each link due to the electric Hamiltonian e
it g2

2ad−2 Ê
2

can be implemented, up to a global phase, as

Λ∏
l=−Λ

e
it g2

2ad−2
l2

2
Ẑl , (4.594)

which requires O(Λ) Rz gates. Therefore, for a d-dimensional cubic lattice with Ld sites, the
evolution due to the electric Hamiltonian costs O(dLdΛ) Rz gates in total. Hereafter, we suppose
an error budget ε is allocated for synthesizing all the required Rz gates, and we use RUS circuits
[135] to synthesize them. Then, O(dLdΛ log

(
dLdΛ/ε

)
) T gates are needed. In comparison, our

algorithm (see Sec. 4.3.2 for details) requires O(log
(
dLd

)
log(Λ)) Rz gates and O(dLd(log(Λ))2) T

gates. This amounts to O(log
(
dLd

)
log(Λ) log

(
log
(
dLd

)
log(Λ)/ε

)
+ dLd(log(Λ))2) total T gates.

As a result, our algorithm reduces the Λ-dependence from linear to quadratic logarithmic.

Next, we discuss the evolution of each plaquette due to the magnetic Hamiltonian

e
−i t

2a4−dg2
(ÛÛÛ†Û†+h.c.)

, which can be Trotterized to first order as,

Λ−1∏
j,k,l,m=−Λ

e
−i t

2a4−dg2
(σ̂+
j σ̂
−
j+1σ̂

+
k σ̂
−
k+1σ̂

−
l σ̂

+
l+1σ̂

−
mσ̂

+
m+1+h.c.)

. (4.595)

This can be implemented as O(Λ4) unitary operations of the form e−iθ(⊗kσ̂k+h.c.), each of which, as
shown in Sec. 4.3.2, requires O(1) Rz gate. The magnetic term for a d-dimensional lattice, where
there are O(d2Ld) plaquettes, costs O(d2LdΛ4 log

(
d2LdΛ4/ε

)
) T gates in total. In comparison,

our algorithm (see Sec. 4.3.2 for details) requires O(d2 log
(
Ld
)
) Rz gates and O(d2 log(Λ)Ld) T

gates, which amount to O(d2[log
(
Ld
)

log
(
d2 log

(
Ld
)
/ε
)

+ log(Λ)Ld]) total T gates. As such, our
algorithm scales exponentially better in Λ.

In addition to the improvements in T gate count, our algorithm also scales more favorably in
terms of qubit count. In particular, their method requires O(dLdΛ) qubits, whereas our algorithm
requires O(dLd log(Λ)) qubits.

Next, we apply our algorithm to a one-dimensional lattice, and compare it to that in [7]. Both
algorithms encode the gauge-field operators to qubits using binary encoding, and use Jordan-
Wigner transformation to map fermions to qubits. The main difference is the parallelization
techniques, i.e. , the weight-sum trick, used in our algorithm, which reduce the number of Rz
gates incurred. Given the similarity between our algorithms, we simply report the T gate counts
for a Trotter step due to each term of the Hamiltonian. Their algorithm requires O(L log(L/ε)),
O(L[log(Λ) log(L log(Λ)/ε) + (log(Λ))2]), and O(L[log(L/ε) + log(Λ)]) T gates for the mass,
electric, and kinetic terms, respectively. Our algorithm requires O(L + log(L) log(log(L)/ε)),
O(log(L) log(Λ) log(log(L) log(Λ)/ε)+L(log(Λ))2), and O(log(L) log(log(L)/ε)+L log(Λ)) T gates
for the mass, electric, and kinetic terms, respectively.
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4.6.2 SU(2) case:

Here we provide a comparison between our algorithm and that in [6]. Briefly, we describe the
method in [6]. Similar to our algorithm, as described in Sec. 4.4.2, a truncation is applied to the
basis

∣∣j,mL,mR
〉
, such that, for a given link, j ∈ {0, 1

2 , ...,Λ} and mL,mR ∈ {−Λ,−Λ + 1
2 , ...,Λ}.

As in the U(1) case, they map |j〉,
∣∣mL

〉
, and

∣∣mR
〉

to qubit using an unary encoding. In
particular, k ∈ {−Λ,−Λ+ 1

2 , ...,Λ} is represented on an unary (4Λ+1)-qubit register as the state
where the 2kth qubit is |0〉 and the remaining qubits are all |1〉. k ∈ {0, 1

2 , ...,Λ} is represented
similarly on a (2Λ + 1)-qubit register.

Using this unary encoding, the operator Ê2, which satisfies the relation in (4.162), i.e.,
Ê2
∣∣j,mL,mR

〉
= j(j + 1)

∣∣j,mL,mR
〉
, can be represented as

Ê2 =
2Λ∑
l=0

l(l + 1)
(Ẑl + Îl)

2
, (4.596)

where the subscript l denotes the qubit index in the register |j〉 for a given link. Then, the

evolution of each link due to the electric Hamiltonian e
it g2

2ad−2 Ê
2

can be implemented, up to a
global phase, with O(Λ) Rz gates. Therefore, for a d-dimensional cubic lattice with Ld sites, the
evolution due to the electric Hamiltonian costs O(dLdΛ) Rz gates in total, which, using RUS
circuits, translate to O(dLdΛ log

(
dLdΛ/ε

)
) total T gates. In comparison, our algorithm (see

Sec.4.4.2 for details) requires O(log
(
dLd

)
log(Λ)) Rz gates and O(dLd(log(Λ))2) T gates, which

amounts to O(log
(
dLd

)
log(Λ) log

(
log
(
dLd

)
log(Λ)/ε

)
+ dLd(log(Λ))2) T gates in total. As in the

U(1) case, our algorithm reduces the Λ-dependence from linear to quadratic logarithmic.

We now proceed to discuss the magnetic evolution for each plaquette, i.e.,

e
−i t

2a4−dg2
(ÛαβÛβγ Û

†
γδÛ

†
δα+h.c.)

. Briefly, the Ûαβ operators in (4.173) are defined in terms of raising
and lowering operators on |j〉, and

∣∣mL/R
〉
, which, in the unary encoding, are given by

Ĵ+ =
2Λ−1∑
l=0

σ̂+
l σ̂
−
l+1, Ĵ

− = (Ĵ+)† (4.597)

M̂
L/R
1 =

2Λ−1∑
l=−2Λ

σ̂+
l σ̂
−
l+1, M̂

L/R
2 = (M̂

L/R
1 )† (4.598)

respectively, where, l denotes the qubit index, and diagonal operators, N̂α in (4.170) and ĉ
L/R
αβ in

(4.172) that encode the normalization factors and SU(2) Clebsch-Gordan coefficients, respectively.
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Then, the Ûαβ operators can be expressed as

Ûαβ = M̂L
α M̂

R
β [Ĵ+ĉL1αĉ

R
1βN̂1 + Ĵ−ĉL2αĉ

R
2βN̂2]

=
2Λ−1∑

i,k=−2Λ

2Λ−1∑
l=0

σ̂si σ̂
s
i+1σ̂

q
kσ̂

q
k+1[σ̂+

l σ̂
−
l+1ĉ

L
1αĉ

R
1βN̂1 + σ̂−l σ̂

+
l+1ĉ

L
2αĉ

R
2βN̂2]

=
2Λ−1∑

i,k=−2Λ

2Λ−1∑
l=0

σ̂si σ̂
s
i+1σ̂

q
kσ̂

q
k+1[cL1α(

l

2
,
i

2
)cR1β(

l

2
,
k

2
)

√
l + 1

l + 2
σ̂+
l σ̂
−
l+1

+ cL2α(
l

2
,
i

2
)cR2β(

l

2
,
k

2
)

√
l + 1

l
σ̂−l σ̂

+
l+1], (4.599)

where i, k, l are qubit indices for registers
∣∣mL

〉
,
∣∣mR

〉
, |j〉, respectively, and s, q ∈ {+,−} de-

pend on α, β, respectively. Moreover, in the third equality, we are able deduce the unique state
each string of Pauli operators, i.e.,

⊗
r σ̂

r with r ∈ {+,−}, acts on, and thus, the Clebsch-
Gordan coefficient and normalization factor induced by the diagonal operators. Using this
expression, there are O(Λ12)

⊗
r σ̂

r + h.c. operators in each ÛαβÛβγÛ
†
γδÛ

†
δα + h.c. operator.

Since each eit(⊗rσ̂
r+h.c.) costs O(1) Rz gate, each evolution operator e

−i t

2a4−dg2
(ÛαβÛβγ Û

†
γδÛ

†
δα+h.c.)

costs O(Λ12) Rz gates. Therefore, the magnetic term for the entire d-dimensional lattice costs
O(d2LdΛ12 log

(
d2LdΛ12/ε

)
) T gates in total. In comparison, our algorithm requiresO(d2Ld log(Λ))

T gates, O(cd2Ld) Rz gates, and O(d2Ld) queries to arithmetic oracles, each of which costs

O(c2 log(c)+(log(Λ))2) T gates. From Sec. 4.4.3, we obtain that c = O(log
(
d2LdΛ
ε

)
+log

(
log
(
d2LdΛ
ε

))
).

Hence, omitting O(log log
(
ε−1
)
) and O(log log(Λ)) factors, our algorithm has a quadratically

worse ε−1-dependence, i.e., (log
(
ε−1
)
)2 versus log

(
ε−1
)
, but a superpolynomial improvement in

the Λ-dependence, i.e, (log(Λ))2 versus Λ12.

4.6.3 SU(3) case:

Once again, we provide a comparison between our algorithm and that in [6]. Briefly, we describe
the method in [6]. Similar to our algorithm, as described in Sec. 4.5.2, a truncation is applied
to the basis |p, q, TL, T zL, YL, TR, T zR, YR〉, such that, for a given link, p, q ∈ {0, 1, ...,Λ}, Ti ∈
{0, 1

2 , ...,Λ}, T zi ∈ {−Λ,−Λ + 1
2 , ...,Λ}, Yi = {−Λ,−Λ + 1

3 , ...,Λ}, where i = L,R. As in the U(1)
and SU(2) cases, they map |p〉, |q〉, |Ti〉, |T zi 〉, and |Yi〉 to qubit using an unary encoding. In
particular, k ∈ {0, 1, ...,Λ} is represented on an unary (Λ + 1)-qubit register as the state where
the kth qubit is |0〉 and the remaining qubits are all |1〉. Similarly, k ∈ {−Λ,−Λ + 1

2 , ...,Λ} is
represented on an unary (4Λ + 1)-qubit register as the state where the 2kth qubit is |0〉 and the
remaining qubits are all |1〉, while k ∈ {0, 1

2 , ...,Λ} is represented similarly on a (2Λ + 1)-qubit
register. Finally, k ∈ {−Λ,−Λ + 1

3 , ...,Λ} is represented on an unary (6Λ + 1)-qubit register as
the state where the 3kth qubit is |0〉 and the remaining qubits are all |1〉.
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Using this unary encoding, the operator Ê2, which satisfies the relation in 4.385, i.e., Ê2 |p, q〉 =
1
3 [p2 + q2 + pq + 3(p+ q)] |p, q〉, can be represented as

Ê2 =

Λ∑
l,m=0

1

3
[l2 +m2 + lm+ 3(l +m)]

(Ẑl + Îl)

2

(Ẑm + Îm)

2
, (4.600)

where the subscripts l,m denote the qubit indices in the registers |p〉, |q〉, respectively, for a

given link. Then, the evolution of each link due to the electric Hamiltonian e
it g2

2ad−2 Ê
2

can be
implemented, up to a global phase, with O(Λ2) Rz gates. Therefore, for a d-dimensional cubic
lattice with Ld sites, the electric term costs O(dLdΛ2) Rz gates in total, which using RUS circuits,
translate to O(dLdΛ2 log

(
dLdΛ2/ε

)
) total T gates. In comparison, our algorithm (see Sec.4.5.2

for details) requires O(log
(
dLd

)
log(Λ)) Rz gates and O(dLd(log(Λ))2) T gates, which amounts

to O(log
(
dLd

)
log(Λ) log

(
log
(
dLd

)
log(Λ)/ε

)
+ dLd(log(Λ))2) T gates in total. Our algorithm

reduces the Λ-dependence from quadratic to quadratic logarithmic.

Finally, we discuss the magnetic term for each plaquette, i.e., e
−i t

2a4−dg2
(ÛαβÛβγ Û

†
γδÛ

†
δα+h.c.)

.
Briefly, the Ûαβ operators in (4.404) are defined in terms of raising and lowering operators on |p〉,
|q〉, |Ti〉, |T zi 〉, and |Yi〉, where i = L,R, and diagonal operators that encode the normalization
factors and SU(3) Clebsch-Gordan coefficients. As in the U(1) and SU(2) case, in the unary encod-
ing, each raising and lowering operator is a sum O(Λ) σ̂+σ̂− operators. Similar to the SU(2) case,
the Ûαβ operators consist of O(Λ8) strings of Pauli operators, i.e.,

⊗
r σ̂

r with r ∈ {+,−}. Hence,

there are O(Λ32)
⊗

r σ̂
r+h.c. in each ÛαβÛβγÛ

†
γδÛ

†
δα+h.c. operator. Since each eit(⊗rσ̂

r+h.c.) costs

O(1) Rz gate, each evolution operator e
−i t

2a4−dg2
(ÛαβÛβγ Û

†
γδÛ

†
δα+h.c.)

costs O(Λ32) Rz gates. There-
fore, the magnetic term for the entire d-dimensional lattice costs O(d2LdΛ32 log

(
d2LdΛ32/ε

)
) T

gates in total. Our algorithm has the same scaling as in the SU(2) case. As such, it requires
O(d2Ld log(Λ)) T gates, O(cd2Ld) Rz gates, and O(d2Ld) queries to arithmetic oracles, each

of which costs O(c2 log(c) + (log(Λ))2) T gates, where c = O(log
(
d2LdΛ
ε

)
+ log

(
log
(
d2LdΛ
ε

))
).

Hence, omitting O(log log
(
ε−1
)
) and O(log log(Λ)) factors, our algorithm has a quadratically

worse ε−1-dependence, i.e., (log
(
ε−1
)
)2 versus log

(
ε−1
)
, but a superpolynomial improvement in

the Λ-dependence, i.e, (log(Λ))2 versus Λ32.
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Chapter 5

A Resource-Efficient Approach for
Quantum and Classical Simulations
of U(1) Lattice Gauge Theories

In this chapter, we provide a resource-efficient approach that facilitates the quantum simulation
of lattice gauge theories (LGTs) in more than one spatial dimension that would otherwise be
out of reach for current and near-term quantum hardware. Indeed, our approach is crucial
to our proposal for near-term quantum simulations in [1] and chapter 3. We aim to address the
important problem of reaching the continuum limit, i.e., when the lattice spacing approaches zero,
with finite computational resources. Taking the continuum limit is in general computationally
expensive. MCMC methods, for instance, have an intrinsic problem of auto-correlations that
become more and more severe at decreasingly small lattice spacing. This drawback in turn leads
to a significant increase in the computational cost, and limits the smallest value of the lattice
spacing that can be reached. While Hamiltonian-based approaches, such as quantum simulation,
circumvent this problem, they face the challenge that for continuous (Abelian and non-Abelian)
gauge groups, local gauge degrees of freedom are defined in an infinite dimensional Hilbert space.
As a consequence, any simulation – classical or quantum – requires a truncation of the gauge
fields.

We present a practical solution to overcome this crucial bottleneck and to allow for resource-
efficient simulations of lattice quantum electrodynamics (QED) Hamiltonian. Although our ap-
proach is applicable to any dimension, we consider two-dimensional QED as a benchmark example.
In lattice QED, truncation of the gauge fields is typically performed in the ‘electric basis’, i.e.
the basis in which the electric Hamiltonian and Gauss’ law are diagonal, as discussed in chapters
3 and 4. While a heavily truncated electric basis can result in an accurate description of the
system in the strong-coupling regime, at weaker coupling or smaller lattice spacing, where the
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magnetic contributions dominate, the number of states that have to be included in the electric
basis grows dramatically. Therefore, truncation of the gauge fields is at conflict with continuum
extrapolation.

A plausible solution to simulate the weak coupling regime is to use the so-called magnetic
basis, i.e., the basis in which magnetic interactions are diagonal. The magnetic basis can be
obtained by Fourier-transforming the electric basis over the considered gauge group [106, 159].
However, the fact that the magnetic degrees of freedom are continuous variables with a gapless
spectrum poses intricate challenges for a resource-efficient truncation scheme, that have yet (to
the best of our knowledge) to be addressed. In this work, we provide a practical solution in
the case of lattice QED by combining state truncation with a gauge group discretisation that is
dynamically adjusted to the value of the coupling. This approach allows for controlled simulations
at all values of the bare coupling. As a proof-of-principle of this new approach and its ability
to faithfully simulate non-perturbative phenomena, we target the renormalised coupling in QED
in 2 + 1 dimensions. In particular, as previously done in the pioneering work by Creutz [160],
we study the bare coupling dependence of the local plaquette operator, which does not require
large-scale simulations on both classical and quantum computers. This quantity allows us to
benchmark our formalism and to demonstrate that a smooth connection between the weak and
the strong coupling regimes can be established. In addition, our method allows for estimating
the precision with which a given truncation approximates the untruncated results.

In Sec. 5.1, we review lattice QED in (2+1) dimensions with periodic boundary conditions. By
eliminating redundant gauge degrees of freedom, we obtain an effective Hamiltonian description
that allows for simulations at a low computational cost. In Sec. 5.2, we introduce a new magnetic
representation of lattice QED that is equipped with a regularisation in terms of a Z2L+1 group
and an efficient truncation scheme. In Sec. 5.3, we study the performance of our method and
benchmark its precision by calculating the expectation value of the plaquette operator on a
periodic plaquette. We show that both the truncation cut-off parameter, i.e. the number of
basis states included in the simulation, and L, the dimension of the Z2L+1 group, can be used
as adjustable variational parameters. Both are used to optimise the simulation and estimate its
accuracy. In Sec. 5.4, we present the generalisation to an arbitrary, two-dimensional periodic
lattice with dynamical matter. Finally, we outline the prospects of this method for classical and
quantum simulations in Sec. 5.5

5.1 Minimal encoding of U(1) LGTs

We review the standard Kogut-Susskind Hamiltonian subject to Gauss’ law (the local constraints
ensuring gauge invariance) in Sec. 5.1.1, considering QED on a square lattice as a paradig-
matic example. In Sec. 5.1.2, we proceed to provide a minimal formulation of the lattice QED
Hamiltonian, in which redundant degrees of freedom have been removed.
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5.1.1 QED in two dimensions

In LGTs [14], the charges occupy the sites n = (nx, ny) of the lattice while the electromagnetic
fields are defined on the links. The links are denoted by their starting site n and their direction
eµ (µ = x, y), as shown in Fig. 5.1. The electric interactions are defined in terms of the electric
field operator Ên,eµ , which acts on the link connecting the sites n and n + eµ. For each link,

one further defines a parallel transport operator Ûn,eµ , as the lowering operator for the electric

field, [Ên,eµ , Ûn′,eν ] = −δn,n′δµ,νÛn,eµ . The parallel transport operator measures the phase
proportional to the bare coupling g acquired by a unit charge moved along the link (n, eµ) of
length a, i.e. Ûn,eµ ∼ exp{iagÂµ(n)}. The magnetic interactions are given by (oriented) products
of parallel transport operators on the links around the plaquettes of the lattice. These operators
are used to construct the Kogut-Susskind Hamiltonian as Ĥ = Ĥgauge + Ĥmatter. Let us discuss
first the pure gauge part

Ĥgauge = ĤE + ĤB,

ĤE =
g2

2

∑
n

(
Ê2
n,ex + Ê2

n,ey

)
,

ĤB = − 1

2g2a2

∑
n

(
P̂n + P̂ †n

)
. (5.1)

Here, the sums run over both components of the sites n = (nx, ny) and

P̂n = Ûn,exÛn+ex,ey Û
†
n+ey ,exÛ

†
n,ey (5.2)

is the plaquette operator. It is easy to check that (5.1) reduces to the pure gauge U(1) Hamiltonian
in the continuum, Ĥ ∝

∫
dxE(x)2 +B(x)2, when the lattice spacing a is sent to zero [161]. The

Hamiltonian in (5.1) is gauge-invariant as it commutes with the lattice version of Gauss’ law[ ∑
µ=x,y

(
Ên,eµ − Ên−eµ,eµ

)
− q̂n − Q̂n

]
|Φ〉 = 0 ∀n ⇐⇒ |Φ〉 ∈ {physical states}, (5.3)

that determines what states are physical for a given distribution of charges. Here, q̂n is the
operator measuring the dynamical charge on the site n and |Φ〉 represents the state of the whole
lattice, including both links and sites. Furthermore, the operators Q̂n denote possible static
charges which we set to zero in the following. The eigenstates of the electric field operators

Ên,eµ
∣∣En,eµ〉 = En,eµ

∣∣En,eµ〉 , En,eµ ∈ Z (5.4)

form a basis for the link degrees of freedom. In particular, the physical states can be easily
identified in this basis via (5.3).
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In QED, charges are represented by Dirac fermions. In the staggered fermion representa-
tion [105], their Hamiltonian is Ĥmatter = ĤM +ĤK , where ĤM and ĤK are the mass and kinetic
contributions, respectively

ĤM = m
∑
n

(−1)nx+nyΨ̂†nΨ̂n, (5.5)

ĤK = κ
∑
n

∑
µ=x,y

[
Ψ̂†n

(
Û †n,eµ

)
Ψ̂n+eµ + h.c.

]
. (5.6)

Here, m the fermionic mass parameter, κ the kinetic strength and Ψ̂
(†)
n the fermionic lowering

(raising) operator for site n. Since ĤM identifies the Dirac vacuum with the state with all
odd sites occupied, creating (destroying) a particle at even (odd) site is equivalent to creating
a fermion (anti-fermion) in the Dirac vacuum. Thus, the gauge-invariant tunneling processes in
the kinetic term correspond to the creation or annihilation of particle-antiparticle pairs and the
corresponding change in the electric field connecting them. The charge operator q̂n is given by

q̂n =

(
Ψ̂†nΨ̂n −

1

2
[1− (−1)nx+ny ]

)
. (5.7)

5.1.2 QED Hamiltonian for physical states

As outlined in the previous section, gauge-invariance constrains the dynamics to the physical
states only, i.e. those satisfying Gauss’ law in (5.3). The unphysical states not only contaminate
the spectrum of the Hamiltonan, but they also incur a memory overhead for classical and quan-
tum simulations. They may be suppressed via energy penalties [66, 162, 163], in which case, the
memory overhead remains. Alternatively, one can eliminate the redundant degrees of freedom by
solving the constraint at each lattice site. In one dimension, such a procedure allows one to com-
pletely eliminate the gauge field, yielding an effective Hamiltonian containing only matter terms
with long-range interactions [112, 81]. A similar approach is applicable in higher dimensions,
with the difference that the gauge fields cannot be completely eliminated. Here, we show how
to formulate an effective Hamiltonian that directly incorporates the Gauss’ law constraints by
employing a convenient parametrization of the physical states that yields an intuitive description
of the system.

For the sake of clarity, we consider the minimal instance of a periodic two-dimensional lattice,
namely, a square lattice formed by four lattice points. The generalisation to an arbitrary periodic
two-dimensional lattice is derived in Sec. 5.4. Due to the periodic boundary conditions, this
minimal system can equivalently be represented as a torus with four faces, or as four distinct
plaquettes consisting of eight links [see Fig. 5.1(b)]. Due to charge conservation

∑
n q̂n = 0, only

three out of the four constraints given by Gauss’ law [(5.3)] are independent. Consequently, three
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Figure 5.1: Two-dimensional lattice gauge theory with periodic boundary conditions.
A single cell of the periodic 2D lattice in (a) is made of four links, oriented towards the positive
x and y directions. Each lattice site is indicated by a unique vector n, which marks the lower
left corner of each single plaquette. The associated operator P̂n accounts for the electric field
quanta circulating along the sketched path. The periodic lattice spans the surface of a torus,
shown in the middle, whose minimal instance is assembled by four sites and the corresponding
electric fields [thick lines, same color coding as in (a)]. Unwrapping this minimal torus yields the
geometry shown in (b). We identify the strings R̂x and R̂y and the four rotators R̂j , j = 1, 2, 3, 4.
The eigenstates of the strings and three of the rotators (we arbitrarily remove R̂4, dashed loop)
form a basis for the physical states of the pure gauge theory. To describe the physical states for
a generic charge configuration we add three charge strings (dotted green arrows) that correspond
to a conventional physical state for the given charge configuration.

of the eight gauge fields on the lattice are redundant, and the Hamiltonian in (5.1) can be solely
expressed in terms of the remaining five (see App. B.1 in [3] for details).

Describing the system in terms of these five gauge fields, however, entails serious drawbacks.
The resulting effective Hamiltonian contains many-body interactions (see App. B.1 in [3]) which
are prohibitively expensive to implementation using current quantum hardware. To circumvent
this problem, we consider a natural basis for the physical states in terms of small loops around
each plaquette, and large electric loops around the whole lattice. In such a basis, the electric
and magnetic Hamiltonians take a simpler form, and are expressed in terms of a set of operators,
rotators and strings (see Fig. 5.1), that are diagonal in the loop basis.

With the notation and conventions presented in Fig. 5.1, rotators and strings are given by
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the relations

Ê(0,0),ex = R̂1 + R̂x − (q̂(1,0) + q̂(1,1)),

Ê(1,0),ex = R̂2 − R̂3 + R̂x,

Ê(1,0),ey = R̂1 − R̂2 − q̂(1,1),

Ê(1,1),ey = −R̂3,

Ê(0,1),ex = −R̂1,

Ê(1,1),ex = R̂3 − R̂2,

Ê(0,0),ey = R̂2 − R̂1 + R̂y − q̂(0,1),

Ê(0,1),ey = R̂3 + R̂y, (5.8)

where the charges q̂n are inserted to satisfy the Gauss’ law. An intuitive way to understand the
effect of the charge terms in (5.8) is to consider them as sources of additional electric strings , as
displayed by the green lines in Fig. 5.1(b).

By recalling the plaquette operator P̂n in (5.2), it becomes clear why R̂i and R̂µ are a con-
venient choice to represent the electric gauge field components. The operator P̂n increases the
anticlockwise quanta of the electric field circulating in the n-th plaquette. Consequently, it does
not act on strings and takes the form of the lowering operator of the associated rotator. This fact
can be formally proven by examining the raising and lowering operators of rotators and strings.
From the commutation relations of the links and the relations shown in (5.8), it follows that[

R̂i, P̂j
]

=δi,jP̂j ,[
R̂x, Û(0,0),exÛ(1,0),ex

]
=Û(0,0),exÛ(1,0),ex ≡ P̂x,[

R̂y, Û(0,0),ey Û(0,1),ey

]
=Û(0,0),ey Û(0,1),ey ≡ P̂y, (5.9)

where P̂j , j = 1, 2, 3 is the plaquette operator of plaquette j as denoted in Fig. 5.1. Moreover,
we defined the string lowering operators P̂x ≡ Û(0,0),exÛ(1,0),ex and P̂y ≡ Û(0,0),ey Û(0,1),ey .

The magnetic Hamiltonian for the periodic plaquette in Fig. 5.1(b),

ĤB = − 1

2g2a2

(
P̂1 + P̂2 + P̂3 + P̂4 + h.c.

)
, (5.10)

is proportional to the sum of four plaquette operators, while there are only three independent
rotators. The fourth rotator can be written as a combination of the others, since the effect
of lowering (raising) all other rotators, i.e. R̂1, R̂2 and R̂3, amounts to raising (lowering) R̂4.
In particular, one can verify using (5.8) that lowering all of the three rotators R̂1, R̂2 and R̂3
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is equivalent to raising the electric fields on the links constituting R̂4. As such, the magnetic
Hamiltonian becomes

ĤB = − 1

2g2a2

(
P̂1 + P̂2 + P̂3 + P̂ †3 P̂

†
2 P̂
†
1 + h.c.

)
, (5.11)

while, by inserting (5.8) into (5.1), the electric term takes the form:

ĤE = g2

{
2
[
R̂2

1 + R̂2
2 + R̂2

3 − R̂2(R̂1 + R̂3)
]

+ R̂2
x + R̂2

y + (R̂1 + R̂2 − R̂3)R̂x

− (R̂1 − R̂2 − R̂3)R̂y −
[
q̂(1,0)(R̂1 + R̂x) + q̂(0,1)(R̂2 − R̂1 + R̂y)

+ q̂(1,1)(2R̂1 − R̂2 + R̂x)
]

+
q̂2

(1,0) + q̂2
(0,1) + 2q̂(1,1)(q̂(1,0) + q̂(1,1))

2

}
. (5.12)

Next, we consider the matter Hamiltonian Ĥmatter = ĤM + ĤK . While the mass term in
(5.5) is independent of the gauge fields, the kinetic contribution has to be modified. The kinetic
contribution in (5.6) corresponds to the creation or annihilation of a particle-antiparticle pair
on neighbouring lattice sites and the simultaneous adjustment of the electric field on the link in
between. The green lines in Fig. 5.1(b) mark the fields Ê(0,0),ex , Ê(0,0),ey and Ê(1,0),ey which are
automatically adjusted when charges are created. This fact follows from our choice of enforcing the
three Gauss’ law constraints on exactly those links. For any other link, we require combinations
of raising and lowering operators P̂j and P̂µ (j = 1, 2, 3 and µ = x, y) such that the specific link
is adjusted, while all others remain unchanged. As an example, let us consider the generation
of a particle in position (1, 1) and an antiparticle in (1, 0). This choice implies either that the
electric field Ê(1,0),ey has to decrease , or that the electric field Ê(1,1),ey has to increase and hence

the rotator R̂3 has to decrease. However, this action changes the electric fields Ê(1,1),ex , Ê(0,1),ey

and Ê(1,0),ex as well. To remedy that, we lower the rotator R̂2, adjusting Ê(1,1),ex and Ê(1,0),ex ,

and raise the string R̂y to compensate for the change in Ê(0,1),ey . Following the same procedure,
the rules for translating the kinetic Hamiltonian of (5.6) into the language of rotators and strings
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read

Ψ̂†(0,0)Û
†
(0,0),ex

Ψ̂(1,0) → Ψ̂†(0,0)Ψ̂(1,0),

Ψ̂†(1,0)Û
†
(1,0),ex

Ψ̂(0,0) → Ψ̂†(1,0)P̂
†
xΨ̂(0,0),

Ψ̂†(1,0)Û
†
(1,0),ey

Ψ̂(1,1) → Ψ̂†(1,0)Ψ̂(1,1),

Ψ̂†(1,1)Û
†
(1,1),ey

Ψ̂(1,0) → Ψ̂†(1,1)P̂
†
y P̂2P̂3Ψ̂(1,0),

Ψ̂†(0,1)Û
†
(0,1),ex

Ψ̂(1,1) → Ψ̂†(0,1)P̂1Ψ̂(1,1),

Ψ̂†(1,1)Û
†
(1,1),ex

Ψ̂(0,1) → Ψ̂†(1,1)P̂
†
xP̂2Ψ̂(0,1),

Ψ̂†(0,0)Û
†
(0,0),ey

Ψ̂(0,1) → Ψ̂†(0,0)Ψ̂(0,1),

Ψ̂†(0,1)Û
†
(0,1),ey

Ψ̂(0,0) → Ψ̂†(0,1)P̂
†
y Ψ̂(0,0). (5.13)

Inserting these into (5.6), we obtain the kinetic contribution to the total Hamiltonian as

ĤK = κ
[
Ψ̂†(0,0)(1+ P̂x)Ψ̂(1,0) + Ψ̂†(0,1)(P̂1 + P̂ †2 P̂x)Ψ̂(1,1)

+Ψ̂†(0,0)(1+ P̂y)Ψ̂(0,1) + Ψ̂†(1,0)(1+ P̂ †2 P̂
†
3 P̂y)Ψ̂(1,1) + h.c.

]
. (5.14)

The effective Hamiltonian we derive here for a periodic plaquette can be extended to a torus of
arbitrary size [see Sec. 5.4.2]. We will use the just derived Hamiltonian to compute the expectation
value of the plaquette operator

〈2〉 = −g
2a2

V
〈Ψ0| ĤB |Ψ0〉 , (5.15)

where |Ψ0〉 is the ground state, and V the number of plaquettes in the lattice, V = 4 in this case.
The expectation value of the operator 2 is defined as a dimensionless number, which is bounded
by ±1 and proportional to the magnetic energy.

5.2 Transformation into the magnetic representation

In the following, we describe a transformation between the so-called electric representation, where
ĤE is diagonal, to the magnetic one, where ĤB is diagonal. We demonstrate it for the minimal
periodic system introduced in Sec. 5.1.2 and consider its generalisations in Sec. 5.4.

We consider the pure gauge Hamiltonian, which is the sum of (5.11,5.12), where all charges

q̂n in (5.12) are set to zero. Furthermore, we observe that the lowering (raising) operators P̂
(†)
x
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and P̂
(†)
y acting on the strings are solely contained in the now absent kinetic Hamiltonian in

(5.14). Therefore, the considered Hamiltonian commutes with R̂x and R̂y, i.e. [Ĥgauge, R̂x] =
[Ĥgauge, R̂y] = 0, and thus, the strings are constants of motion. The dynamics induced by the
pure gauge Hamiltonian are then restricted to different subspaces defined by R̂µ |rµ〉 = rµ |rµ〉,
for µ = x, y. In Sec. 5.3, we will be interested in a ground state property, and thus, we restrict
ourselves to the subspace where both strings are confined to the vacuum, i.e, rµ = 0. The effective
Hamiltonian of this subspace can be readily obtained by setting R̂x = R̂y = 0 in (5.11,5.12), which
yields

Ĥ(e) = Ĥ
(e)
E + Ĥ

(e)
B ,

Ĥ
(e)
E = 2g2

[
R̂2

1 + R̂2
2 + R̂2

3 − R̂2(R̂1 + R̂3)
]
,

Ĥ
(e)
B = − 1

2g2a2

[
P̂1 + P̂2 + P̂3 + P̂1P̂2P̂3 + h.c.

]
, (5.16)

where we introduced the superscript (e) to denote the electric representation.

Since the three rotators possess discrete but infinite spectra, any numerical approach for
simulating the Hamiltonian in (5.16) requires a truncation of the Hilbert space. In the following,
l denotes the cut-off value which is identified by

R̂j |rj〉 = rj |rj〉 ∀ rj = −l,−l + 1, . . . , l. (5.17)

Thus, the action of the truncated lowering operators is given as

P̂j |rj〉 =

{
|rj − 1〉 , if rj > −l
0, if rj = −l.

(5.18)

Note that the total dimension of the Hilbert space is reduced to (2l+ 1)3. The challenge remains
that calculations in the weak coupling regime typically require large values of l, leading to a large
memory requirement, and until now, no practical methods to solve this issue have been available.

Let us now introduce a formulation that allows for an efficient representation of the Hamil-
tonian’s eigenstates in the weak coupling regime, where g � 1. It is based on the exchange of
the continuous U(1) group with the discrete group Z2L+1, which provides a discrete basis for the
vector potential operators Ân,eµ and enables a direct transformation into this dual basis via a
Fourier transform. The approach is motivated by the key observation that, in the electric rep-
resentation, the Hamiltonians of the continuous U(1) group and the discrete Z2L+1 group after
truncation (l < L) are equivalent. The group Z2L+1 consists of 2L+1 elements, thus the parame-
ter L indicates the size of the Hilbert space. In particular, the rotators R̂j and lowering (raising)
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operators P̂
(†)
j (j = 1, 2, 3) take the form

R̂j |rj〉 = rj |rj〉 ∀ rj = −L, . . . , L

P̂j |rj〉 =

{
|rj − 1〉 , if rj > −L
|L〉 , if rj = −L.

(5.19)

The only difference between the truncated U(1) group and untruncated Z2L+1 group is the cyclic
property of the lowering (raising) operator, which maps |L〉 to |−L〉 (and vice versa). However,
after a truncation of Z2L+1 with l < L, this property is lost, meaning that (5.18,5.19) correspond
to each other and the two truncated groups become equivalent.

We begin by considering the Hamiltonian which employs the complete Z2L+1 group. Impor-
tantly, the relations in (5.19) resort to a compact description of the electric field since the spectra
of the rotators and strings are constrained to the compact interval [−L,L]. We now introduce
the following replacement rules for these operators,

R̂ 7→
2L∑
ν=1

fsν sin

(
2πν

2L+ 1
R̂

)
,

R̂2 7→
2L∑
ν=1

f cν cos

(
2πν

2L+ 1
R̂

)
+
L(L+ 1)

3
1, (5.20)

which reassemble Fourier series expansions. Crucially, this replacement is exact, i.e. there is no
truncation of the Fourier series. Using the fact that the spectrum of R̂ is discrete and integer-
valued, the periodicity of the trigonometric functions can be exploited, which allows one to
perform a summation over all coefficients where the sine (cosine) is equivalent. Hence, a finite
number of 2L coefficients remain, which take the form

fsν =
(−1)ν+1

2π

[
ψ0

(
2L+ 1 + ν

2(2L+ 1)

)
− ψ0

(
ν

2(2L+ 1)

)]
(5.21)

f cν =
(−1)ν

4π2

[
ψ1

(
ν

2(2L+ 1)

)
− ψ1

(
2L+ 1 + ν

2(2L+ 1)

)]
. (5.22)

Here, ψk(·) is the k-th polygamma function. Let us further remark that these rules can be
extended to higher powers in the variables R̂ than considered in (5.20).

This replacement turns out to be convenient for the basis transformation explained below.
Introducing the convention |r〉 = |r1〉 |r2〉 |r3〉 and recalling (5.19), the electric contribution from
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(5.16) reads

Ĥ
(e)
E = 2g2

L∑
r=−L

2L∑
ν=1

{
f cν

3∑
j=1

cos

(
2πν

2L+ 1
rj

)
− fsν sin

(
2πν

2L+ 1
r2

) 2L∑
µ=1

fsµ

[
sin

(
2πµ

2L+ 1
r1

)

+ sin

(
2πµ

2L+ 1
r3

)]}
|r〉〈r| . (5.23)

Note that we use the notation
∑L
r=−L to indicate that the sum collects all combinations of rj ,

where rj ∈ [−L,L], j = 1, 2, 3 and we neglected the constant energy shifts introduced by (5.20).

The Z2L+1 magnetic Hamiltonian Ĥ
(e)
B can be obtained by substituting the cyclic P̂j of (5.19)

into (5.16).

We can now perform the transformation to the dual basis. It can be straightforwardly verified
that

F̂2L+1P̂
γF̂†2L+1 =

L∑
r=−L

exp−i
2π

2L+1
γr |r〉〈r| , (5.24)

where γ ∈ Z 1. Moreover, for any N − 1 ≥ J ∈ N, we have that

F̂⊗J2L+1

[
J⊗
j=1

P̂ γj

]
(F̂†2L+1)⊗J

=
L∑

r=−L
exp−i

2π
2L+1

γr |r〉〈r| , (5.25)

where r = (r1, r2, . . . , rJ)T, γ = (γ1, γ2, . . . , γJ)T, and the tensor product of the Fourier trans-
forms act on the separate N − 1 spaces. Note that, in particular (P̂ γ)† = P̂−γ and therefore:

(F̂2L+1)⊗J
[ J⊗
j=1

P̂ γj ±
J⊗
j=1

P̂−γj

]
(F̂†2L+1)⊗J

= 2

L∑
r=−L

cos
(

2πrγ
2L+1

)
|r〉〈r| for +

−i sin
(

2πrγ
2L+1

)
|r〉〈r| for−

. (5.26)

1This relation is quite clear from the perspective of quantum arithmetic. Note that operationally, P̂ γ performs
a modulo-(2L+1) addition of a classical number on a quantum state, i.e., |a〉 → |a+ γ〉. As pointed out in in [164],
modular addition can be implemented efficiently as bit-wise phase gates on |a〉 in the Fourier basis.

225



Hence, by applying the discrete Fourier transform to the pure gauge Hamiltonian we diagonalise
the magnetic contributions, while sacrificing the diagonal structure in the electric part, i.e.

Ĥ
(b)
E = g2

2L∑
ν=1

{
f cν

3∑
j=1

P̂ νj +
fsν
2

[
P̂ ν2 − (P̂ †2 )ν

] 2L∑
µ=1

fsµ

[
P̂µ1 + P̂µ3

]}
+ h.c., (5.27)

and

Ĥ
(b)
B =

−1

g2a2

L∑
r=−L

[
cos

(
2π(r1 + r2 + r3)

2L+ 1

)
+

3∑
i=1

cos

(
2πri

2L+ 1

)]
|r〉〈r| , (5.28)

where the superscript (b) refers to the magnetic representation of the Hamiltonian. Using this
representation, computations in the weak coupling regime g � 1 can be performed efficiently, as
a truncation l now dictates the cut-off for the magnetic field energy. We emphasize that although
we employed the rotator formulation of the Hamiltonian, the just presented procedure is likewise
valid for the link formulation utilizing the electric field operators. Indeed, the replacement rules
in (5.20) are then formulated in terms of Ê instead of R̂ and inserted into the Hamiltonian in
(5.1). The corresponding magnetic representation is analogously obtained via an application of
the Fourier transform.

The parameter L now affects the accuracy of the simulation. In fact, while L is completely
irrelevant in the electric representation (truncated U(1) and truncated Z2L+1 are equivalent), it
strongly influences the results derived in the magnetic representation. The relationship between
L and l is examined in more detail in Sec. 5.3. In the following, we qualitatively discuss our
procedure to simulate the U(1) group with the two representations of Z2L+1. In the electric
representation, for any g, we can always formulate a sequence of approximating representations
for any quantum state of the system in the computational basis defined by |r〉, i.e.,

|ψ(e)(g)〉 =
∞∑

r=−∞
pU(1)(g, r) |r〉 ≈

L∑
r=−L

pZ2L+1
(g, r) |r〉 ≈

l∑
r=−l

p(e)(g, r) |r〉 . (5.29)

Here, p(e) denotes the expansion coefficients in the electric representation, with the subscript
indicating the group to which they are referring to (no subscript stands for the truncated Z2L+1).
The first approximation in (5.29) is due to the approximation from U(1) to the Z2L+1 group,
while the second approximation represents the truncation from (2L+1)3 down to (2l+1)3 states.

The same scheme exists for the magnetic representation, where the weights p(b)(g, r, L) are
used for the state

∣∣ψ(b)(g, L)
〉
. In this case, however, the choice of L is important. While the trun-

cated electric representation directly corresponds to the truncated and compact U(1) formulation,
the magnetic representation is crucially affected by the level of discretisation L. This relation
is examined further in Sec. 5.3.1, where we study the convergence of the two representations to
U(1) for intermediate values of the coupling g.
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Figure 5.2: Discrete approximation of a continuous distribution of states in the mag-
netic representation. The ability to approximate a state is related to the quotient l/L. For a
given l, L controls the resolution of the approximation, which is always centred around the vac-
uum |0〉. Black circles represent the U(1) group, the violet 2L+1 edged polygon the Z2L+1 group.
Blue lines (solid and dashed) mark the 2L+1 states of Z2L+1, while only the 2l+1 states indicated
with the solid lines are kept after truncating. Red and green markers are pictorial representations
of states in U(1) while the light blue areas correspond to their binned approximation.

The interplay of the parameters L and l can be intuitively understood by employing a geo-
metrical illustration. In Fig. 5.2, the black circles represent the continuous U(1) group, which is
approximated by 2L+ 1 possible states (blue lines) of the Z2L+1 group. For l = L, we faithfully
describe the untruncated Z2L+1 group, and use both the solid and the dashed blue lines in the
figure. By choosing l < L, we select the states marked with solid blue lines that lie symmetrically
around |r = 0〉 and achieve a binned approximation of any continuous pU(1) lying in the grey area.
Furthermore, for any fixed l, the parameter L controls the spread of the available basis states (or
bins) around |0〉. Since we are interested in the convergence of the truncated Z2L+1 to U(1) which
occurs for L → ∞, we only consider the 2l + 1 states that are important for the dynamics. In
particular, we disregard cyclic effects from the lowering operator P̂ that are a distinctive feature
of Z2L+1 with respect to U(1) [see (5.19)].

As an example of this relationship between l and L, consider the two distributions drawn
from U(1), represented by the red and green dashed lines in Fig. 5.2. Clearly, the combination
L = 3, l = 1 is insufficient to approximate the broad red distribution. Hence, we increase l to
completely cover the target distribution within the grey shaded area. By increasing L to 6, our
binned approximation has a higher resolution around the zero state. However, depending on the
target distribution, one may also need a higher l. For instance, for L = 6, l = 2 approximates
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the green state better than l = 1. To summarise, L is determined by the spread of the target
distribution, while l determines the number of bins stored in the simulation. In practice, l will
be limited by the amount of memory of a classical or quantum computer.

5.3 Performance and application of the new approach

In the previous section we outlined the transformation from the electric to the magnetic represen-
tation, suited to describe the strong and the weak coupling limits, respectively. Here, we develop
a protocol which allows for assessing convergence of the truncated representations.

Hereafter, we set the lattice spacing a = 1, but emphasise that the following results hold for
other values of a.

5.3.1 Fidelity and convergence of the two representations

This section is devoted to a convergence analysis, which examines the agreement between the two
representations. Although we have developed a scheme that allows one to represent, discretise
and truncate the Hamiltonian in the weak coupling regime, the optimal choice of the parameter L
is not clear a priori. Clearly, l should usually be chosen according to the availability of the com-
putational resources, which then determines the most suitable L depending on the bare coupling.
Furthermore, it is unclear which representation to choose if one is not explicitly considering one
of the extremal regimes, g � 1 and g � 1.

We first develop a criteria to estimate the agreement of the two representations. Therefore, we
employ their relation via a unitary transformation and define the Fourier fidelity Ff with respect
to the same state derived in both representations, e.g. an eigenstates belonging to the same eigen-
value of some observable, such as the ground state derived in both (truncated) representations
for a fixed value of g. We write Ff as

Ff(l) = max
L>l

∣∣∣〈ψ(b)(L, l)
∣∣∣ F̂(L, l)

∣∣∣ψ(e)(l)
〉∣∣∣2 , (5.30)

where the Fourier transform

F̂(L, l) =

 1√
2L+ 1

l∑
k,j=−l

ei
2π

2L+1
jk |j〉〈k|

⊗3

(5.31)

is truncated, i.e. the indices of the sums are limited by ±l instead of ±L2. Due to the truncation,
the features captured in both states are not necessarily equivalent which results in low values

2Note that this is a consequence of the truncated Hilbert space. However, the operator in (5.31) not being
unitary is no limitation, since the states in (5.30) could be embedded in the Hilbert space required by the full
Fourier transform. Here, the coefficients for each basis element cn with n > l are set to zero in both representations.
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of the Fourier fidelity. Vice versa, high values indicate that – for the considered state – the
representations are equivalent and yield the same result. Note that this further suggests that the
result is close to the hypothetical one derived within the untruncated theory, since the unification
of both representations nearly covers the total Hilbert space3.

A low Fourier fidelity, however, is not the only decisive criteria whether a derived result is
robust against changes in l or L, especially in the extremal regimes of the bare coupling where
the truncation effects of the unsuitable representation are severe. We thus employ the so called
sequence Fidelity Fs, which measures the overlap of the same state (in the chosen representation)
derived within successive values of truncations l − 1 and l,

F (µ)
s (l, L) =

l−1∑
r=−l+1

〈
ψ(µ)(l − 1, L)

∣∣∣r〉〈r∣∣∣ψ(µ)(l, L)
〉
. (5.32)

Here, µ = e, b indicates considered representation while L is only present in the magnetic case
(in the electric representation we can use the truncated U(1) model). Since the truncated models
converge to the untruncated U(1) model in the limit l → ∞, high values of Fs indicate, under
a suitable assumption, that the chosen truncation l is able to capture the whole distribution of
the wave vector (as for the case l = 2, L = 3 in Fig. 5.2). Such a conclusion cannot be drawn in
the case where the distribution is multimodal with disjoint fractions that lay outside the covered
space. Then, the sequence fidelity yields high values for subsequent values of l but would not
for larger differences of the considered truncation. Nevertheless, this represents a common issue
present in all approaches employing truncation techniques that lack the exact true solution.

Let us now return to the ground state of the pure gauge model. Due to their diagonal forms,
the electric (magnetic) representation yields more accurate results in the strong (weak) coupling
regime. In the intermediate regime g ≈ 1, we use the Fourier fidelity as an indicator as to whether
the chosen representation and truncation is enough to capture the properties of the ground state.
Fig. 5.3(a) illustrates the Fourier infidelity 1 − Ff(l) of the ground state for different values of
g−2. The global minimum of the Fourier infidelity implies that the truncation l and resolution L
are big enough to both contain and resolve the details of the state’s distribution. For example,
in Fig. 5.2, it becomes clear that an increase in resolution L reduces the available domain to
accommodate a distribution with too high spread if l is not increased accordingly.

In the remainder of this section, we will focus on the strong and weak coupling regime where
the Fourier fidelity is not meaningful due to the inability of both representations to express the
state within a truncated basis. For the electric representation, the sequence Fidelity has a simple
interpretation (L is absent here) as it quantifies the overlap between the ground state obtained
with different truncations. Since the energy spectrum is fixed and does not depend upon L, a unit

3Recall that under the Fourier transform, local features are transformed into global ones and vice versa, e.g. a
Gaussian is transformed into a Gaussian with inverse width.
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Figure 5.3: Convergence analysis of the basis representations. In (a), the Fourier infidelity
in the intermediate region is decreasing with l as the whole wave function can be captured by
the truncation. The sequence infidelities in (b) and (c) illustrate convergence to the U(1) theory
and the freezing effect respectively. The values of L optimizing the sequence fidelities of (c) are
displayed in (d). Here, freezing is detected by curves similar to the black dashed lines.

value of F
(e)
s (l) implies that the considered state is unaffected by an increase in l. This suggests

that higher truncations do not improve the result and that the model converged to the untruncated

U(1) ground state, which can be further motivated by examining the behaviour of 1− F (e)
s (l) in

Fig. 5.3(b). As expected, in the strong coupling regime the sequence Fidelity approaches unity,
indicating convergence to the untruncated model, where it is helpful to recall that the ground
state in this limit is given by a single basis state, |0〉. Approaching the intermediate regime g ≈ 1,

F
(e)
s (l) reduces to a l-dependent constant value, which indicates that the truncation is insufficient

to describe all features of the ground state appropriately.

In the magnetic representation, the situation is substantially more complicated, since the
approximation of the continuous U(1) group with the discrete Z2L+1 group introduces the intricate
interplay of l and L. As mentioned above, higher values of L allow for a better local approximation
of the state which comes at the expense of the tails, which are cut off if l is too small (see Fig. 5.2).

In terms of the sequence fidelity F
(b)
s (l, L), this implies that for each value of l there exists a unique

optimal value Lopt of L. Let us stress that this is only true for the ground state of the pure gauge
theory considered here. In a more general setting, possibly including matter and higher excited
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states, F
(b)
s (l, L) might have multiple optimal values of L.

Another complication is given by the fact that Lopt does not necessarily corresponds to the
global maximum of the sequence fidelity. In particular, a freezing effect can occur for highly
localised distributions, where the resolution L is insufficient to capture any of its features. Conse-
quently

∣∣ψ(b)(l, L)
〉

and
∣∣ψ(b)(l + 1, L)

〉
are practically the same state and thus yield high values

of the sequence fidelity in (5.32). In the scenario examined here, the freezing mechanism can be
observed in the weak coupling regime, where the ground state is highly localised around |0〉. If
L is too small, i.e. the bin belonging to the latter state is to wide, all population is accumulated
there and the state does not change if g is decreased while L is kept constant. However, it is

possible to identify the freezing effect by an educated interpretation of F
(b)
s .

Fig. 5.3(c) illustrates that the sequence infidelity 1−F (b)
s (l, Lopt) in both regimes saturates at

a l-dependent value. Analogous to the electric representation, it saturates in the strong coupling
regime (g � 1), however the saturation for weak coupling stems from the limited ability to
approximate a continuous approximation with a fixed number of discrete levels. To be more
precise, for every l the optimal Lopt is chosen as the best compromise of resolution around |0〉
and a proper representation of the tails of the distribution. In Fig. 5.3(d), We demonstrate
numerically that Lopt increases as g is decreased (see App. F in [3] for more details). Moreover,

the black dashed line in Fig. 5.3(c) corresponds to the global maximum of F
(b)
s (l = 1, L) for

all g−2. It does not saturate and vanishes in the limit g−2 → ∞. Comparison with the black
dashed line in Fig. 5.3(d), which indicates that Lopt ≡ l+ 1, reveals this as a characteristic of the
mentioned freezing effect.

In conclusion, both the Fourier and the sequence fidelities in (5.30,5.32) can be used to assess
the convergence of and agreement between the two representations. While the sequence fidelity
must be applied in the extremal regimes, the Fourier fidelity yields a valuable quantification of
the combined capabilities of the two representations for intermediate values of the bare coupling.

5.3.2 Estimation of 〈2〉

We now apply the tools developed in Sec. 5.3.1 to calculate the expectation value 〈2〉 as defined
in (5.15). The value of 〈2〉 with respect to the system’s ground state is an important quantity in
LGTs, as it can be related to the running of the coupling (see [1] and Sec. 3.3.3).

In the absence of dynamical matter, the total Hamiltonian solely consists of the two gauge
field contributions. Therefore, we may determine a value gm separating the regimes where either
of the respective representations is advantageous. Let gm be the value of g for which the Fourier
fidelity in (5.30) is maximal with respect to the ground state, i.e.

Fgm(l) = max
L>l
g

∣∣∣〈GS(b)(L, l, g)
∣∣∣ F̂(L, l)

∣∣∣GS(e)(l, g)
〉∣∣∣ . (5.33)
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Since the electric (magnetic) representation shows exceeding performance in the strong (weak)
coupling regime, we can assume that for a given truncation l, the best approximation is achieved
by considering the electric representation in the range g ∈ [gm,∞) and the magnetic one for
g ∈ [0, gm] (compare also Sec. 5.3.1 and Fig. 5.3).

Fig. 5.4 shows 〈2〉 for various truncations, derived both in the electric [panel (a)] and magnetic
[panel (b)] representation. In the latter, we obtained the Lopt values via the sequence fidelity
as described above. From here, the true curve as it would be obtained from the untruncated
U(1) theory can be estimated via the asymptotic values of the different representations when
the truncation l is increased, since in the limit l → ∞ both representations converge to the full
theory. We exemplify such an estimation with the inset in Fig. 5.4(a), that contains the results
for different l at g−2 = 10. The convergence can be clearly observed, and both representations
yield the same result up to the fourth decimal at l = 10 (〈2〉 = 0.9572± 0.0001). Note that this
convergence is not necessarily monotonic. However, in the extremal regimes, we observe that the
expectation value of 2 increases with the truncation l when employing the electric representation,
while it decreases with the magnetic one. (An in-depth analytical analysis is given in App. D of
[3])

To summarize this section, we recall that a naive approximation of U(1) with Z2L+1 (with
L fixed) leads to dramatically increasing computational costs when working on a wide range of
g-values. As explained intuitively in Sec. 5.2, the problem originates from the fact that Z2L+1

converges pointwise to U(1). For fixed resolution L and fixed computational resources l, there
is always a coupling g small enough such that the Z2L+1 description displays freezing and hence
cannot approximate the U(1) continuum physics accurately. This can be understood by noting
that the magnetic field Hamiltonian is gapless in both the continuum theory and in the U(1)-
lattice description, but gapped in the Z2L+1-formulation. If the energy in the system becomes
comparable to the gap, the difference between Z2L+1 and the true gauge group U(1) becomes
noticeable, which leads to the freezing effect (see Fig. 5.3). Crucially, working with a value of L
suitable for the regime g � 1 will lead to exploding computational costs, i.e. will require very
large values of l, in the intermediate coupling regime g ≈ 1 to capture the relevant physics there.
Our solution to this problem is the dynamical adjustment of the parameter L with the coupling
g, that allows us to approximate U(1) well for a wide range of couplings while including only a
minimal number of states in our simulation (see Fig. 5.2).

5.4 Generalisations: Dynamical matter and arbitrary torus

In the following, we extend the results presented in Sec. 5.3 by including staggered fermions
in the numerical simulations. In particular, we show that fermionic matter does not introduce
any fundamental complication for the formulation introduced in Sec. 5.1. Moreover, to pave the
way for further developments in the field, we derive the Hamiltonian for an arbitrary number of

232



Figure 5.4: Estimation the plaquette operator. Panel (a) displays the obtained curves in
the electric representation, where the line styles correspond to different values of the truncation l.
For the magnetic representation in panel (b), each point has been obtained via the optimisation
of the sequence fidelity over L. We stress the considerably higher resource requirements (l) of the
electric representation for calculations in the regime g−2 > 1. The inset in (a) shows the values
for the different representations for all values of l shown here when g−2 = 10.

plaquettes on a torus with matter and periodic boundary conditions, and explain how to include
static charges.

5.4.1 Including dynamical charges

Since the completely compact formulation only affects the gauge fields, the inclusion of matter is
straightforward. Recall first the electric Hamiltonian in (5.12) and the substitution rules in (5.20).
By using the relations for the Fourier transform derived in (5.26), the magnetic representation of
the electric term in (5.12) is found to be

Ĥ
(b)
E = g2

2L∑
ν=1

{
f cν

[
K̂ν1 + K̂ν2 + K̂ν3 +

K̂νx + K̂νy
2

]
+ fsν

 2L∑
µ=1

fsµ

{
1

2
L̂µ2
(
L̂ν1 + L̂ν3

)
−1

4
L̂µx
(
L̂ν1 + L̂ν2 − L̂ν3

)
+

1

4
L̂µy
(
L̂ν1 − L̂ν2 − L̂ν3

)}
+i
q̂(1,0)

2

(
L̂ν1 + L̂νx

)
+i
q̂(0,1)

2

(
L̂ν2 − L̂ν1 + L̂νy

)
+i
q̂(1,1)

2

(
2L̂ν1 − L̂ν2 − L̂νx

)]}
+g2

q̂2
(1,0) + q̂2

(0,1) + 2q̂(1,1)[q̂(1,0) + q̂(1,1)]

2
. (5.34)
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For the sake of clarity, we defined the shorthand notations

K̂νj = P̂ νj + (P̂ †j )ν and L̂νj = P̂ νj − (P̂ †j )ν . (5.35)

The magnetic field Hamiltonian Ĥ
(b)
B remains the same as in (5.28), since it does not involve

fermionic terms. However, the kinetic Hamiltonian in (5.14) is modified in the presence of matter,
yielding

Ĥ
(b)
K = κ

L∑
r=−L

[
Ψ̂†(0,0)

(
1 + e−i

2π
2L+1

rx
)

Ψ̂(1,0) + Ψ̂†(0,1)

(
e−i

2π
2L+1

r1 + ei
2π

2L+1
(r2−rx)

)
Ψ̂(1,1)+

Ψ̂†(0,0)

(
1 + e−i

2π
2L+1

ry
)

Ψ̂(0,1) + Ψ̂†(1,0)

(
1 + ei

2π
2L+1

(r2+r3−ry)
)

Ψ̂(1,1) + h.c.
]
|r〉〈r| . (5.36)

In order to simulate fermionic matter, we recall the Jordan-Wigner transformation [124]

Ψ̂†n 7→
∏
l<n

(iσ̂lz)σ̂
n
−, (5.37)

where the vectorial relation l < n is defined by (0, 0) < (0, 1) < (1, 1) < (1, 0) to satisfy the
fermionic commutation relations. While we do not insert these equations into (5.36), we remark
that the mass Hamiltonian in (5.5) is simplified to

ĤM =
m

2

(
σ̂1
z − σ̂2

z + σ̂3
z − σ̂4

z

)
, (5.38)

which is independent of the chosen representation.

Since these simulations are costly, i.e. the dimension of the truncated Hilbert space is given by
24(2l + 1)5 (four charges, three rotators and two strings), we estimate the plaquette expectation
value employing a harsh truncation of l = 2, while fixing L to the optimal values Lopt found in
Sec. 5.3.1 for the pure gauge case. We further introduce the mass and kinetic energy parameters
as m = κ = 10. In Fig. 5.5, we display the ground state expectation value 〈2〉 as a function
of g−2, together with the Fourier infidelity 1 − Ff(l). In the asymptotic regimes g � 1 and
g � 1, there is no qualitative difference in comparison to the pure gauge case. However, in the
intermediate regime, there are novel features in both the electric and magnetic representations,
such as the appearance of a negative dip. Nevertheless, we stress that conclusions drawn from
this plot have to be taken with care, as the employed truncation limits the Fourier fidelity below
90%. While we have demonstrated that our method is suitable to tackle simulations with matter,
a detailed analysis of novel effects and an accompanying study of the convergence is beyond the
scope of this manuscript and left for future works.
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Figure 5.5: Plaquette expectation value in the presence of dynamical charges. Panel
(a) displays the expectation value for l = 2 and (b) the Fourier fidelity derived in this case. The
red dashed line in (a) corresponds to results derived in the magnetic representation, while the
solid line is a result of the electric representation. For all curves we set m = κ = 10.

5.4.2 Hamiltonian for an arbitrary torus and charges

Here, we generalise the Hamiltonian of the minimal system considered in Sec. 5.1.2 to any two-
dimensional lattice with periodic boundary conditions. As shown in Fig. 5.6, we extend the
strategy used above to a torus of size (Nx, Ny). By removing redundant degrees of freedom, we
obtain the effective Hamiltonian in terms of two strings and NxNy − 1 rotators. As before, we
indicate each plaquette with its bottom-left site n = (nx, ny), where nx(ny) = 0, . . . , Nx−1 (Ny−
1). In addition, the rotator associated with the plaquette n is denoted by R̂n, and the two strings
by R̂x and R̂y (see Fig. 5.6). This leads to NxNy pairwise expressions for the electric fields,

Ên,ex = δny ,0R̂x + R̂n − R̂n−ey + q̂n,x,

Ên,ey = δnx,0R̂y + R̂n−ex − R̂n + q̂n,y, (5.39)

where δn,m = 1 for n = m, and zero otherwise. Moreover, q̂n,x and q̂n,y are the electric field’s
corrections due to the presence of dynamical charges, in accordance with Gauss’ law. Since there
are multiple ways to implement Gauss’ law, a possible choice for q̂n,x and q̂n,y is (see the green
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Figure 5.6: Periodic torus with charges. We extend the construction of the periodic plaquette
to a generic torus. We fix the rotator at (0, Ny−1) to zero and choose the links’ corrections to the
electric field introduced by charges in accordance with the green dotted line. In particular, for
any charge q̂r, we connect the origin to the site r by moving first horizontally and then vertically.

lines in Fig. 5.6)

q̂n,x = −
Nx−1∑

rx=nx+1

Ny−1∑
ry=0

δny ,0q̂r,

q̂n,y = −
Nx−1∑
rx=0

Ny−1∑
ry=ny+1

δrx,nx q̂r, (5.40)

where q̂n is the charge operator as defined in (5.7). Note that also in this general case it is
convenient to explicitly fix one of the rotators to zero, for instance R̂(0,Ny−1) = 0.

Moving to the kinetic term, we employ the string convention presented in (5.40), which yields
the replacement rules (for details, see App. B.3 in [3] )

Ψ̂†nÛ
†
n,exΨ̂n+ex 7→ Ψ̂†n

P̂−δnx,Nx−1
x

ny−1∏
ry=0

P̂(nx,ry)

 Ψ̂n+ex ,

Ψ̂†nÛ
†
n,eyΨ̂n+ey 7→ Ψ̂†n

P̂ †y Nx−1∏
rx=nx

Ny−1∏
ry=0

P̂(rx,ry)

δny,Ny−1

Ψ̂n+ey . (5.41)
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From the above equations and from (5.39), we can calculate the components of the gauged
Hamiltonian in the rotator and string basis as

ĤE =
g2

2

∑
n

Ê2
n,ex + Ê2

n,ey ,

ĤB = − 1

2g2a2

 ∏
n6=(0,Ny−1)

P̂n +
∑

n 6=(0,Ny−1)

P̂n

+ h.c.,

ĤK = κ
∑
n

Ψ̂†n

Ψ̂n+exP̂
−δnx,Nx−1
x

ny−1∏
ry=0

P̂(nx,ry) + Ψ̂n+ey

P̂ †y Nx−1∏
rx=nx

Ny−1∏
ry=0

P̂(rx,ry)

δny,Ny−1


+ h.c.,

ĤM = m
∑
n

(−1)nx+nyΨ̂†nΨ̂n. (5.42)

We note that the kinetic term contains string terms that depend on the choice of the background
strings (see Fig. 5.6). Importantly, employing the relations derived in (5.26), one can transform
between the electric and magnetic representations.

5.5 Conclusion

We developed a new strategy for studying gauge theories. Our method is suited for quantum and
classical simulations of fundamental particle interactions in all coupling regimes in a resource-
efficient manner. As a testbed, we applied our method to the Hamiltonian formulation of lattice
QED in (2 + 1) dimensions.

The key insight is the approximation of the continuous U(1) gauge group with finite trunca-
tions of the Z2L+1 group, where L ∈ N can be arbitrarily large and is scaled with the value of
the bare coupling g. This strategy allows us to work with fewer computational resources than
just employing a truncated U(1) group. At weak couplings we truncate the gauge fields in the
magnetic representation of Z2L+1, while the truncation is performed in the electric representation
for strong coupling. We benchmarked this novel regularisation scheme by computing the expec-
tation value of the plaquette operator on a small periodic lattice, with and without dynamical
matter, and estimated the accuracy of the computation. Since our methods allows us to work at
all values of g and therefore at arbitrarily small values of the lattice spacing a, it provides the
perspective to access, in principle, non-perturbative physics close to the continuum limit.

237



Chapter 6

A (3+1)D Topological θ–term in the
Hamiltonian formulation of Lattice
Gauge Theories

Lattice gauge theories (LGTs) with topological θ-terms are an important class of sign-problem
afflicted problems [19, 165] due to their relevance to the strong CP problem [35]. Briefly, this
problem describes the mystery in QCD: while the θ-term, which violates the combined charge
conjugation and parity (CP) symmetry, could contribute to the observed matter-anti-matter
asymmetry, there is minimal experimental evidence for CP violation in QCD. Indeed, measure-
ments of the neutron electric dipole moment [166, 167] constrain the parameter of the θ-term
to be smaller than ∼ 10−10, which results in a fine-tuning problem. LGTs with θ-terms are
largely inaccessible to Markov chain Monte Carlo (MCMC) simulations but can be simulated
using tensor networks (TNs) and quantum simulations performed on classical and quantum com-
puters, respectively. Indeed, (1+1)D LGTs with topological θ-terms have been simulated using
TNs [168, 169, 170, 171] and a digital quantum computer [60]. Both approaches can in principle
be extended to higher dimensions. TNs have successfully simulated U(1) LGTs in (2+1)D [172]
and (3+1)D [173]. Recently, efficient quantum algorithms for simulating Abelian and non-Abelian
LGTs in any dimensions on universal quantum computers have been developed [2, 107]. Given
the rapid developments of sign-problem-free algorithms for LGTs in higher dimensions, it is
therefore of timely importance to explore lattice θ-terms beyond (1+1)D. Unlike conventional
MCMC LGT simulations, quantum simulations and many TN methods rely on the Hamiltonian
formulation. Here, we fill a gap in the literature and present the first derivation of the Hamilto-
nian 3+1D θ-term for Abelian and non-Abelian lattice gauge theories, using the transfer matrix
method [153].

In Sec. 6.1, we review the transfer matrix derivation of the Kogut-Susskind Hamiltonian
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from Wilson’s lattice action. In Sec. 6.2, from the Lagrangian definition in [174], we derive the
topological θ-term for generic (3+1)D (non-)Abelian lattice gauge theories in the Hamiltonian
formulation, using the transfer matrix method. In Sec. 6.4, we focus on a particular example and
perform numerical calculations for a (3+1)D compact U(1) lattice gauge theory in the Hamilto-
nian formulation using exact diagonalization for a single cube. Our numerical results indicate a
phase transition at constant values of θ. In Sec. 6.4, we summarize and compare our results to
relevant analytical and numerical studies. In Sec. 6.5, we discuss our findings in light of recent
developments in tensor network and quantum simulations.

Throughout this chapter, we disregard the Einstein notation and explicitly display all sums. In
order to distinguish the variables in the Lagrangian formulation and operators in the Hamiltonian
formulation, we express the latter with a hat (ˆ) symbol.

6.1 Lattice formulation: from Lagrangian to Hamiltonian

In this section, for the convenience of readers who are unfamiliar with lattice gauge theories, we re-
view two standard approaches to lattice gauge theory, namely Wilson’s Lagrangian approach [14]
and Kogut-Susskind’s Hamiltonian approach [105]. Moreover, we review the derivation of the
Kogut-Susskind Hamiltonian from Wilson’s lattice action using the transfer matrix method [153],
since it will also be used for the derivation of the topological θ-term.

In the Lagrangian formulation, the standard approach introduced by Wilson [14] defines gauge
theories on a hypercubic lattice with spacing a in Euclidean spacetime. The sites are labelled by
a four-vector n ≡∑3

µ=0 nµµ̂, where n0 denotes the temporal component, ni with i ∈ {1, 2, 3} are
the spatial components, and µ̂ is a unit vector in the direction µ. In the Hamiltonian formulation,
time is continuous, and thus, gauge theories are defined on a cubic lattice. The links are denoted
by their originating sites n and directions µ. On the lattice, the vector potential, which starts
from site n and points to direction µ, is represented by An,µ =

∑
bA

b
n,µλ

b, where Abn,µ are real-

valued vector fields that correspond to the generators λb of the gauge group [161]. Then, the
discretized field strength tensor is defined as

F bn,µν ≡
1

a

(
Abn+µ̂,ν −Abn,ν −Abn+ν̂,µ +Abn,µ

)
. (6.1)

Using these degrees of freedom, one defines a link variable

Un,µ ≡ eiga
∑
b A

b
n,µλ

b
. (6.2)

In terms of the link variable, we construct a gauge-invariant plaquette variable

Un,µν ≡ Un,µUn+µ̂,νU
†
n+ν̂,µU

†
n,ν = eiga

2
∑
b F

b
n,µνλ

b
, (6.3)
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which is a product of link variables around a closed loop on the lattice (see the right panel of

Fig. 6.1 for an illustration). Using the fact that F bn,µν = −F bn,νµ, one can show that U †n,µν = Un,νµ.
In terms of the plaquette variables, the gauge-invariant Wilson’s gauge-field action on the lattice
reads [14]

SW = − 1

2g2

∑
n

∑
µ,ν;ν>µ

Tr
[
Un,µν + U †n,µν

]
. (6.4)

For small a, we can expand the plaquette variables as an exponential function of a, as defined in
(6.3), and obtain

SW = − 1

2g2

∑
n

∑
µ,ν

Tr [Un,µν ]

−−→
a≈0

a4

4

∑
n,µ,ν,b

F bn,µνF
b
n,µν

−−−→
a→0

1

4

∫
d4x

∑
µ,ν,b

F bµν(x)F bµν(x), (6.5)

where in the first line, we have used the fact that U †n,µν = Un,νµ, and in the second line, the linear
term vanishes in the expansion due to F bn,µν = −F bn,νµ. Thus, only the quadratic term in the
action survives. In the continuum limit, where a→ 0, the sum becomes an integral and therefore
yields the correct continuum expression.

In the following, we reproduce the derivation of the Kogut-Susskind Hamiltonian using the
transfer matrix method [153]. The action and the Hamiltonian are related by the partition
function, which is defined as

Z =

∫
DUe−S = Tr

[(
e−a0Ĥ

)N]
, (6.6)

where
∫
DU is an integral over the gauge group [161], a0 is the temporal lattice spacing, and

N is the number of time steps. Since, in the Hamiltonian formulation, time and space are not
treated isotropically, we hereafter denote the temporal and spatial lattice spacing as a0 and a,
respectively. The transfer matrix is defined as

T̂ ≡ e−a0Ĥ . (6.7)

The Hamiltonian is defined through the transfer matrix in the temporal continuum limit, where
N → ∞ and a0 → 0 with t = Na0 fixed. The transfer matrix can be expressed in a complete
and orthonormal product basis

{|U〉 =
∏
n,i

|Un,i〉}, (6.8)
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where |Un,i〉 is an element of the gauge group on the link (n, i). The inner product and the
completeness relation in this basis are given by〈

U ′
∣∣U〉 =

∏
n,i

δ(U ′n,i, Un,i),

∫
DU |U〉〈U | = 1. (6.9)

In this basis, we prove the relation in (6.6)

Z =

∫
DUe−S

=

∫
DU 〈Ut| T̂ |Ut−2a0〉 〈Ut−a0 | T̂ |Ut−a0〉 ... 〈Ua0 | T̂ |U0〉

=

∫
DU 〈U | T̂N |U〉 = Tr[T̂N ], (6.10)

where in the second equality, we split the Euclidean path integral e−S into N infinitesimal Eu-
clidean evolution operators, i.e., the transfer matrix, and in the last two equalities, we have used
the completeness relation and imposed periodic boundary conditions in the temporal direction
such that |Ut〉 = |U0〉.

Working in the temporal gauge Ûn,0 = 1, the elements of the transfer matrix, which satisfy
(6.10), are

〈
U ′
∣∣ T̂ |U〉 = e

a
2g2a0

∑
n,i Tr

[
U ′n,iU

†
n,i+U

†′
n,iUn,i

]
e

a0
2g2a

∑
n,j,k Tr

[
Un,jk+U†n,jk

]
, (6.11)

where U ′n,i and Un,i are link variables from consecutive time slices. Then, we express the transfer
matrix in terms of the matrix operators

Ûn,i |U〉 = Un,i |U〉 , (6.12)

which are diagonal in the product basis |U〉, and the unitary operators

R̂n,i(g) |U〉 =
∣∣U ′〉 , (6.13)

where only |Un,i〉 is changed in |U〉, i.e.,∣∣U ′n,i〉 = |gn,iUn,i〉 . (6.14)

Here, gn,i is an element in our unitary group, which is parametrized as

gn,i = ei
∑
b x

b
n,iλ

b

, (6.15)
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where xbn,i ∈ R are the group parameters, and the group generators for the fundamental repre-
sentation are normalized such that

Tr[λaλb] = δab. (6.16)

Now, the unitary operators can be parametrized as

R̂n,i(gn,i) ≡ ei
∑
b x

b
n,iÊ

b
n,i , (6.17)

where we have introduced the electric field operators Êbn,i that act on the links (see right panel

of Fig. 6.1 for an illustration) and are conjugate to the link operators Ûn,i. They satisfy the
commutation relations [

Êan,i, Ê
b
n,i

]
= i
∑
c

fabcÊcn,i, (6.18)[
Êan,i, Ûn,i

]
= −λaÛn,i, (6.19)

where fabc are the structure constants of the gauge group. In a U(1) theory, there is only one
generator λa = 1 for the fundamental representation and one operator Êan,i = Ên,i, and the
structure constants vanish. Thus, (6.18) becomes trivial, and (6.19) can be simplified. In terms
of these operators, we can write the transfer operator as

T̂ =
∏
n,i

∫
g∈G

dgn,iR̂n,i(gn,i)e
a

2g2a0
Tr
[
gn,i+g

†
n,i

]
e

a0
2g2a

∑
n,j,k Tr

[
Ûn,jk+Û†n,jk

]

=
∏
n,i

∫ (∏
b

dxbn,i

)
ei
∑
b x

b
n,iÊ

b
n,ie

a
2g2a0

Tr[2 cos(
∑
b x

b
n,iλ

b)]
e

a0
2g2a

∑
n,j,k Tr

[
Ûn,jk+Û†n,jk

]
. (6.20)

In the continuum limit, as a0 → 0, the integral is dominated by the maximum of Tr
[
2 cos

(∑
b λ

bxbn,i

)]
.

Expanding around xbn,i = 0, where the maximum is located, we have

Tr

[
2 cos

(∑
b

λbxbn,i

)]
≈ 2D −

∑
b

xbn,ix
b
n,i, (6.21)

where D is the dimension of the group generators. Inserting the expansion into the integral, we
obtain a Gaussian integral, which evaluates to

T̂ ∝ e
−a0

(
g2

2a

∑
n,i,b Ê

b
n,iÊ

b
n,i−

1
2g2a

∑
n,j,k Tr

[
Ûn,jk+Û†n,jk

])
. (6.22)

From this, we can directly read off the Kogut-Susskind pure gauge Hamiltonian [105]

ĤKS =
g2

2a

∑
n,i,b

Êbn,iÊ
b
n,i −

1

2g2a

∑
n,j,k

Tr
[
Ûn,jk + Û †n,jk

]
. (6.23)
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6.2 (3+1)D topological terms in the Hamiltonian formulation

In this section, we derive a lattice definition of the (3+1)D topological θ-term in the Hamiltonian
formulation, using the transfer matrix method [153]. This novel derivation complements the
well-known lattice definitions of the (3+1)D θ-term in the Lagrangian formulation (see [175] for
a review).

In terms of the field strength tensor, the continuum topological θ-term in the Lagrangian
formulation reads

θQ(x) =
θg2

16π2

∑
µ,ν

Fµν(x)F̃µν(x)

=
θg2

32π2

∑
µ,ν,ρ,σ

εµνρσFµν(x)Fρσ(x)

=
θg2

8π2

∑
i,j,k

εijkF0i(x)Fjk(x)

=
θg2

8π2

∑
i,j,k,b

εijkTr
[
F b0i(x)F bjk(x)

]
, (6.24)

where Q(x) is the topological charge, εµνρσ is the 4D Levi-Civita symbol, Fµν(x) =
∑

b F
b
µν(x)λb

is the field strength tensor, F̃µν(x) = 1
2

∑
ρ,σ εµνρσFρσ(x) is the Hodge dual of Fµν(x), and θ is an

angular variable that can be shifted by θ → θ + n2π, n ∈ Z , keeping the Lagrangian invariant.
In the third equality, we used the fact that both the Levi-Civita symbol and the field strength
tensor gain minus signs when exchanging two of their indices, which cancel out.

In order to derive the generic structure of the θ-term on the lattice in the Hamiltonian formu-
lation, we start with Peskin’s original lattice definition of the topological charge in the Lagrangian
formulation [176, 174],

Qn = − 1

32π2

∑
µ,ν,ρ,σ

εµνρσ Tr [Un,µνUn,ρσ] , (6.25)
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and perform an expansion of the first plaquette variable,

Qn = − 1

32π2

∑
µ,ν,ρ,σ,b

εµνρσTr
[(

1 + igaµaνF
b
n,µνλ

b + . . .
)
Un,ρσ

]
= − 1

16π2

∑
i,j,k,b

εijkTr
[(

1 + igaa0

(
F bn,0i − F bn,i0

)
λb + . . .

)
Un,jk

]
= − 1

8π2

∑
i,j,k,b

εijk Tr
[(

1 + igaa0E
b
n,iλ

b + . . .
)
Un,jk

]
= − igaa0

8π2

∑
i⊥j⊥k,b

Tr
[
Ebn,iλ

b
(
Un,jk − U †n,jk

)
+ . . .

]
, (6.26)

where aµ = a0 for µ = 0, and aµ = a otherwise. At first sight, it seems as if this naive expansion
does not yield the correct prefactor for the θ-term in the Hamiltonian formulation. Similarly,
it seems as if a naive expansion of Wilson’s lattice action in (6.4) does not yield the correct
prefactors for the electric and magnetic terms of the Kogut-Susskind Hamiltonian in (6.23). From
the transfer matrix derivation in Sec. 6.1 we know that the magnetic term in the Hamiltonian
formulation has the same 1/g2 prefactor as in the Lagrangian formulation, but the electric term
acquires a g2 prefactor through the Gaussian integration in (6.22). This apparent deviation can be
explained by the fact that the electric fields in the Hamiltonian and Lagrangian formulations are
defined differently. In particular, these two electric fields are related via Êbn,i = (a2/g)Ebn,i [159].
In order to demonstrate that this is indeed the case [see (6.34)], we will derive the topological
θ-term using the transfer matrix method in the following.

The Euclidean lattice action, including the topological charge in (6.25) with a vacuum angle
θ, is [177]

S = SW + iθ
∑
n

Qn, (6.27)

where the topological charge picks up a factor of i when going from Minkowski to Euclidean
spacetime [178].

Just as in the second line of (6.26), we isolate the temporal components of Qn in the action,

Tr [Un,0iUn,jk − Un,i0Un,jk]
= Tr

[
Un,0iUn,jk − U †n,0iUn,jk

]
= Tr

[
(Un,0i − U †n,0i)Un,jk

]
, (6.28)

such that we can write the action as

S = SW −
iθ

16π2

∑
n,i,j,k

εijkTr
[(
Un,0i − U †n,0i

)
Un,jk

]
. (6.29)
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Working in the temporal gauge, we write the transfer matrix elements, which satisfy (6.10), as〈
U ′
∣∣ T̂ |U〉 = e

a
2g2a0

∑
n,i Tr

[
U ′n,iU

†
n,i+U

†′
n,iUn,i

]
e

iθ
16π2

∑
n,i,j,k εijkTr

[(
U ′n,iU

†
n,i−U

†′
n,iUn,i

)
Un,jk

]

× e
a0

2g2a

∑
n,j,k Tr

[
Un,jk+U†n,jk

]
.

(6.30)

In terms of the operators defined in (6.12) and (6.17), we write the transfer matrix as

T̂ =
∏
n,i

∫
g∈G

dgn,iR̂n,i(gn,i)e
a

2g2a0
Tr
[
gn,i+g

†
n,i

]
e

iθ
16π2

∑
j,k εijkTr

[(
gn,i−g†n,i

)
Ûn,jk

]

× e
a0

2g2a

∑
n,j,k Tr

[
Ûn,jk+Û†n,jk

]

=
∏
n,i

∫ (∏
b

dxbn,i

)
ei
∑
b x

b
n,iÊ

b
n,ie

a
2g2a0

Tr[2 cos(
∑
b x

b
n,iλ

b)]

× e
iθ

16π2

∑
j,k εijkTr[2i sin(

∑
b x

b
n,iλ

b)Ûn,jk]e
a0

2g2a

∑
n,j,k Tr

[
Ûn,jk+Û†n,jk

]
. (6.31)

In the continuum limit, as a0 → 0, the integral is dominated by the maximum of the cosine term.
Expanding the cosine and sine terms around xbn,i = 0, we obtain

T̂ ≈
∏
n,i

∫ (∏
b

dxbn,i

)
e
i
∑
b x

b
n,iÊ

b
n,i−

a
2g2a0

∑
b x

b
n,ix

b
n,ie

−θ
8π2

∑
j,k,b εijkx

b
n,iTr[λbÛn,jk]

× e
a0

2g2a

∑
n,j,k Tr

[
Ûn,jk+Û†n,jk

]
. (6.32)

This Gaussian integral evaluates to

T̂ ∝ e−a0{ĤKS−
ig2θ

8π2a

∑
n,i,j,k,b εijkTr[Êbn,iλbÛn,jk]}. (6.33)

We note that at first sight, it seems as if the Gaussian integration yields an O(θ2) term, which
comes from squaring the exponent in the second line of (6.32). However, this term is proportional
to
∑
n,i,j,k,l,m εijkεilmTr[λbÛn,jk]Tr[λbÛn,lm], where i is an index of the integral variable. This

term cancels exactly due to
∑

i εijkεilm = δjlδkm−δjmδkl. Thus, we obtain the topological θ-term
in the Hamiltonian formulation,1

θQ̂ = − ig
2θ

8π2a

∑
n,i,j,k,b

εijkTr
[
Êbn,iλ

bÛn,jk

]
= − ig

2θ

4π2a

∑
n,b

∑
(i,j,k)∈even

Tr
[
Êbn,iλ

b
(
Ûn,jk − Û †n,jk

)]
. (6.34)

1While our numerical calculations were already running, we became aware of a recent arXiv paper [100] that
independently derived a result similar to (6.34) in a different context. We added a comparison between our
derivation and the one in [100] to App. A in [4].
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In the last line, (i, j, k) is summed over the set of even permutations, and we have used Ûn,jk =

Û †n,kj .

To improve the definition in (6.34), for each site n, we replace the outgoing electric field Êbn,i
with an average of the incoming and outgoing electric fields, which better approximates the field
at each site, and obtain

θQ̂ = − ig
2θ

8π2a

∑
n,b

∑
(i,j,k)∈even

Tr
[(
Êb
n−î,i + Êbn,i

)
λb
(
Ûn,jk − Û †n,jk

)]
. (6.35)

Note that the θ-term is not invariant under the CP transformation Ûn,i → Û †n,i, since the topo-
logical charge changes its sign. This is due to the totally antisymmetric εijk symbol in (6.34),
which changes its sign when reversing two indices, corresponding to a parity transformation. This
CP violation manifests in the pseudovector nature of the magnetic field, Bi = −1

2εijkFjk, which
appears in the θ-term, θQ ∝ εµνρσFµνFρσ ∝ E · B. As explained in the introduction, the CP
violating nature of the θ-term is the origin of the strong CP problem, which is the problem that
QCD does not seem to distinguish matter from antimatter [35].

Since continuous gauge groups lead to infinite-dimensional Hilbert spaces, in order to simulate
the Hamiltonian on a finite-sized classical or quantum computer, it is necessary to truncate these
to render the problem finite-dimensional. For any finite or compact Lie group, this can be
accomplished by expanding the electric field and link operators in the group representation basis,
and truncating the irreducible representation labels. This method is detailed in [106]. In this
work, we choose to focus on the simplest non-trivial truncation of the U(1) gauge group.

6.3 Model and methods

As a particular example for the generic expression derived in (6.35), we now numerically investi-
gate a (3+1)D U(1) lattice gauge theory. We use a single cube with periodic boundary conditions
(see Fig. 6.1) and explore the theory in the Hamiltonian formulation at non-vanishing θ using
exact diagonalization. In our computations, we set the lattice spacing a = 1 and consider the
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Figure 6.1: Left: Sketch of the 3D cube with periodic boundary conditions. The upper right corner
shows the cube with bold black lines, where the colored circles with black outlines correspond
to the 8 different vertices at the corners. To illustrate the periodic boundary conditions, the
original 8 vertices are mirrored in every direction with mirrored vertices indicated by the same
color as the original ones but with grey outlines. The 24 links are indicated as solid black lines
with the arrows indicating the orientation of the links. The dashed grey lines correspond to
mirrored links due to the periodic boundary conditions. Right: Illustration of a cut through the
middle layer of the cube along the 1-2 plane, which is highlighted in light blue in the left panel.
For illustration purposes, we show a link operator (green), an electric field operator (orange),
and a plaquette operator (black) corresponding to the product of the link operators around the
plaquette as indicated by the circular arrow.

Hamiltonian

Ĥ = ĤE + ĤB + θ̃Q̂, (6.36)

ĤE =
1

2β

∑
n

3∑
j=1

Ê2
n,j , (6.37)

ĤB = −β
2

∑
n

3∑
j,k=1;k>j

(Ûn,jk + Û †n,jk), (6.38)

θ̃Q̂ = −i θ̃
β

∑
n

∑
(i,j,k)∈even

(Ên−î,i + Ên,i)(Ûn,jk − Û †n,jk), (6.39)

where θ̃ = θ/8π2, β = 1/g2, (i, j, k) is summed over the set of even permutations, and the link
operators satisfy the commutation relation

[Ên,j , Ûn′,j′ ] = δn,n′δj,j′Ûn,j . (6.40)
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The eigenstates of the electric field operators

Ên,j |En,j〉 = En,j |En,j〉 , En,j ∈ Z (6.41)

form a basis for the Hilbert space of the gauge fields. In this basis, the gauge field operators can
be represented as

Ên,j =
∑

En,j∈Z
En,j |En,j〉〈En,j | , (6.42)

Ûn,j =
∑

En,j∈Z
|En,j − 1〉〈En,j | . (6.43)

It can be checked straightforwardly that these operators satisfy the commutation relation in
(6.40). In order to represent the infinite-dimensional gauge-field operators on a finite-size com-
puter, their Hilbert space must be truncated at a cutoff, s. Thus, the gauge field operators
become

Ên,j =
s∑

En,j=−s
En,j |En,j〉〈En,j | , (6.44)

Ûn,j =

s∑
En,j=−s+1

|En,j − 1〉〈En,j | . (6.45)

Throughout this work, we choose the simplest nontrivial symmetric truncation corresponding to
s = 1.

Furthermore, the Hamiltonian is gauge invariant because it commutes with the Gauss’ law
operators

Ĝn =

3∑
i=1

(Ên,i − Ên−î,i), ∀n. (6.46)

The gauge-invariant physical states |Ψ〉 are constrained by the Gauss’ law operators via the
relation

Ĝn |Ψ〉 = 0, ∀n. (6.47)

However, the Hamiltonian acts on a Hilbert space that contains many unphysical states, which
violate the gauge-invariance condition in (6.47). Therefore, the spectrum of the Hamiltonian,
without enforcing Gauss’ law, will be contaminated by unphysical states. A possible way to
suppress the unphysical states is to diagonalize Ĥ + r

∑
n Ĝ

2
n with r � 1, where the squared

Gauss’ law operators are included as a penalty term [66, 162]. Since the physical states lie in
the kernel of the Gauss’ law operators, they will be unaffected by the penalty. We choose to use
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an alternative and more resource-efficient way to incorporate Gauss’ law into our Hamiltonian,
following [3]. In particular, we treat (6.47) as a set of constraints on the electric operators

3∑
i=1

(Ên,i − Ên−î,i) = 0, ∀n, (6.48)

and solve this as a system of equations over the electric operators. Since the sum of all the Gauss’
law constraints evaluates to zero,

∑N
n=1 Ĝn = 0, there are only N−1 independent constraints on a

lattice with N sites. Hence, we can eliminate N−1 arbitrary electric field operators by expressing
them in terms of the remaining ones [3]. Since the eliminated electric field operators no longer
contribute directly to the dynamics, their corresponding link operators become identities. In one
dimension with open boundary conditions, this method allows one to completely eliminate the
gauge fields, leaving only matter degrees of freedom [112, 179, 180]. This method can be applied
to higher dimensions, as discussed in [181, 159, 182], and has recently been demonstrated on a
(2+1)D lattice gauge theory [3]. For a 3D cubic lattice with periodic boundary conditions, where
N = L3, L3− 1 out of 3L3 link degrees of freedom are eliminated, and thus, the Hamiltonian can
be expressed solely in terms of the gauge field operators acting on the remaining 2L3 − 1 links.
Here, L denotes the number of sites along each direction. Compared to the penalty method,
where the dimensions of the Hamiltonian remain unchanged, this method reduces the number of
basis states from (2s+ 1)3L3

to (2s+ 1)2L3−1.

6.4 Results

Here, we report our numerical findings in [4]. We use exact diagonalization to compute the
low-lying spectrum of the Hamiltonian in (6.39) on a single periodic cube. We focus on the
θ-dependence of the energy spectrum and of the ground-state expectation value of various ob-
servables. In particular, we study the plaquette expectation value

〈P〉 = − 1

V β
〈Ψ0|ĤB|Ψ0〉, (6.49)

where V is the number of plaquettes in the lattice and |Ψ0〉 is the ground state, the bare topological
charge density

〈Q〉 = − β
V
〈Ψ0|Q̂|Ψ0〉, (6.50)

and the bare electric energy density 〈
E2
〉

=
β

V
〈Ψ0|ĤE |Ψ0〉. (6.51)

249



−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

−0.6 −0.4 −0.2 0 0.2 0.4 0.6

〈Q
〉

θ̃

β = 0.75
β = 0.5
β = 0.3
β = 0.1

β = 0.05
β = 0.01
β = 0.005

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

−0.6 −0.4 −0.2 0 0.2 0.4 0.6
〈E

2
〉

θ̃

(a) (b)

10−6

10−5

10−4

10−3

10−2

10−1

100

−0.6 −0.4 −0.2 0 0.2 0.4 0.6

〈P
〉

θ̃

4×10−5

6×10−5

8×10−5

1×10−4

2×10−4

−0.6−0.4−0.2 0 0.2 0.4 0.6
0.1

0.2

0.3

0.4

〈P
〉

θ̃

(c) (d)

Figure 6.2: (a) Bare topological charge density, (b) bare electric energy density, and (c) plaquette
expectation value as a function of θ̃ for β ≤ 0.75. (d) The plaquette expectation values for
β = 0.01 (left y-axis) and 0.75 (right y-axis) are shown in greater detail to highlight the change
in the behavior as β increases. Note that in panels (a) and (b) the lines for β = 0.1, 0.05, 0.01 are
covered by the red line.
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We summarize our results for the topological charge density, the electric energy density,
and the plaquette expectation value in Fig. 6.2. We simulated a wide range of couplings β ∈
[0.005, 0.75], and for each value of β, a range of values θ̃ ∈ [−0.5, 0.5]. Both the topological
charge density and the electric energy density exhibit discontinuities at |θ̃| ≈ 0.333 when β ≤ 0.3,
as shown in Figs. 6.2(a) and 6.2(b). The plaquette expectation value displays spikes at these
points, as depicted in Figs. 6.2(c) and 6.2(d). These abrupt changes point towards a phase
transition occurring at |θ̃| ≈ 0.333. Also shown in Fig. 6.2, these distinct features vanish as β
increases beyond 0.3, suggesting the disappearance of the phase transition in this regime.

Our observed phase transition most likely corresponds to the theoretically predicted phase
transition at θ = π [183, 184]. The main reason is that this transition, to our knowledge, is the
only analytically predicted constant-θ transition in a compact U(1) gauge theory. Furthermore,
in agreement with our observed transition, the analytical studies [183, 184] predict the occurrence
of this transition for small β, which vanishes at large β as one approaches the Coulomb phase.
However, since we only simulate a single cube, which is the minimal volume in 3+1D, harsh
finite-volume effects are expected. In particular, we attribute the shift in our observed transition
point from θ = π and the lack of the predicted 2π-periodicity in θ [183, 184] to finite-volume
effects. For evidences, we turn to related numerical studies of 1+1D U(1) models with a θ-
term [185, 168, 169, 170], since, to our knowledge, similar studies to ours in 3+1D do not exist.
A lack of periodicity in θ and noticeable shifts of the θ = π transition point to larger θ-values
were reported for simulations of lattices with only a few sites, i.e., . 10 [185, 170]. In [169], a
discontinuity in the topological charge density emerged only when the lattice size reached 64 sites,
and was not observed in lattices with ≤ 32 sites. Only in simulations of larger lattices with & 100
sites are both the 2π-periodicity and the θ = π transition point fully restored [185, 168, 169, 170].
As such, in 3+1D, we expect to recover both the periodicity and the correct transition point in
larger lattices as well. In the future, this could be verified by including our θ-term in the TN
simulations for 3+1D U(1) LGTs [173], as well as eventual quantum simulations of LGTs. We
note in passing that the truncation of electric fields could have plausibly played a role in the
lack of periodicity and the shift in transition point. However, such truncation effects were shown
to be neglibigle in [4]. Additionally, we note that in our simulations, the observables obey the
following symmetries: 〈P(θ)〉 = 〈P(−θ)〉,

〈
E2(θ)

〉
=
〈
E2(−θ)

〉
, and 〈Q(θ)〉 = −〈Q(−θ)〉. Similar

symmetries were observed in [185, 168, 169]. We remark that these symmetries can be directly

inferred from the fact that the CP transformation Un,i → U †n,i flips the sign of the topological
charge but not that of the plaquette expectation and electric energy density.

Next, we investigate the order of the quantum phase transition, which is unknown from
analytical predictions [186, 183]. We focus on the low-lying energy spectrum of the Hamiltonian
at β = 0.3 and near the transition point θ̃ ≈ 0.333. Our results for the first four energy levels,
shown in Fig. 6.3, reveal an avoided level-crossing between the ground state and the first excited
state at the transition point. These findings rule out a first-order transition, where one would
expect a level crossing. Instead, the spectrum suggests that a second or higher-order phase
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Figure 6.3: Low-lying spectrum as a function of θ̃ for β = 0.3. The ground state and the first
excited state show an avoided level-crossing at θ̃ ≈ 0.333.

transition is causing the sudden changes in the observables in Fig. 6.2.

6.5 Outlook

Using the TN methods developed for 3+1D LGTs in [173], our numerical results can be readily
cross-checked and extended to larger lattices. Furthermore, in the light of the recently developed
quantum algorithms for LGTs [2, 107], we envision future fault-tolerant quantum simulations of
3+1D LGTs including our θ-term. To build towards this vision, one can create efficient quantum
circuits to simulate our θ-term following [2]. One begins by expanding the electric field and link
operators in the group representation basis [6, 106], as we have done in this work for the U(1)
case. The electric field operators in this basis for the SU(2) and SU(3) cases were shown in [151]
and [187], respectively. The SU(2) and SU(3) link operators in the fundamental representation
in this basis can be found in [6]. As such, the circuit synthesis techniques in [2] can be applied
to construct gate-by-gate quantum circuits to simulate our θ-term.
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Chapter 7

Conclusion and future directions

In this thesis, we contributed to three aspects of quantum simulation of LGTs, namely, algorithms,
resource estimation and model-building.

In chapter 2, we introduced the Kogut-Susskind Hamiltonian formulation of LGTs, the vari-
ational quantum eigensolver and the product-formula approach to simulate quantum dynamics,
and provided a general framework for fault-tolerant resource estimation of product-formula quan-
tum simulation.

In chapter 3, we considered the simulation of quantum electrodynamics on a two-dimensional
lattice using the variational quantum eigensolver. We found small variational quantum circuits
that are able to obtain the ground states of quantum electrodynamics on the smallest two-
dimensional lattices, namely a plaquette with open boundary conditions and periodic boundary
conditions. While the results were obtained via classical simulations of the circuits, we showed
that quantum electrodynamics beyond one spatial dimension can be potentially solved on a near-
term quantum device.

In chapter 4, we constructed explicit gate-by-gate quantum algorithms, based on second-
order product formula, to simulate lattice quantum electrodynamics and chromodynamics, which
are described by the Kogut-Susskind Hamiltonians for U(1), SU(2), and SU(3) LGTs. These
algorithms are efficient in the simulation time, lattice size, desired precision, and the truncation
of the bosonic gauge fields. Furthermore, we evaluated commutator bounds for product formulas,
and provided concrete estimations of T-gate and qubit counts for simulations of LGTs in any
spatial dimension and lattice size.

In chapter 5, we developed a memory-efficient basis to simulate lattice quantum electrody-
namics. In this basis, the U(1) Kogut-Susskind Hamiltonian is compressed into a smaller effective
Hamiltonian. We numerically showed that this approach enabled accurate simulations with much
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less memory. Furthermore, this approach made possible the small variational quantum circuits
used in chapter 3.

In chapter 6, we derived for the first time a (3 + 1)D topological θ-term, directly relevant to
the strong CP problem in particle physics, in the Hamiltonian formulation. Furthermore, we nu-
merically showed a phase transition induced by the θ-term in a U(1) LGT. Lattice gauge theories
with a θ-term are an important class of problems that are difficult to simulate classically using
Monte Carlo methods due to the infamous sign problem. We provided a concrete starting point
for Hamiltonian-based sign-problem-free simulations, such as classical tensor network simulation
and quantum simulation, of LGTs with a θ-term.

7.1 Looking forward

In this section, we present our perspectives on the challenges ahead in quantum simulation of
LGTs.

While VQEs are a potentially useful application of current noisy quantum devices, all the
realized or proposed VQEs that we are aware of were cross-checked against classical circuit sim-
ulators and/or exact diagonalization (ED) results. In order to achieve any practical quantum
advantage via VQEs, this reliance on classical results must somehow be weaned off. Otherwise,
once the size of the simulated system grows beyond the reach of classical circuit simulators or ED,
which can be easily done, the results obtained from VQEs can no longer be trusted. Moreover,
the intended value of VQEs as a computational tool is lost. However, there may be useful insights
that can be drawn from VQEs, even if such reliance remains. For instance, perhaps the designs
for VQE ansatzes may provide hints for constructing good initial state preparation oracles, the
access to which is typically assumed, in fault-tolerant ground-state preparation algorithms.

While analog quantum simulation is not the focus of this thesis, its potential applications
should not be overlooked, particularly in light of analog simulators’ success in simulating con-
densed matter systems [188, 189, 190, 191] and Abelian LGTs [43, 44, 45, 46]. In analog sim-
ulations, the dynamics (Hamiltonian) of the native hardware are engineered to closely mimic
that of the simulated model. Analog simulations of LGTs are typically more sophisticated and
require more engineering than those of condensed matter systems. This is because the hardware
Hamiltonians resemble condensed matter systems more than LGTs. For instance, two-qubit Ising
interactions are commonplace in spin systems and various hardware platforms, such as trapped-
ion and Rydberg quantum devices. However, many-body interactions that arise in the kinetic and
magnetic parts of LGTs are not native to any hardware, and thus require more engineering. On
the one hand, it is encouraging to see that LGT interactions can in theory be engineered on analog
simulators. See section 1.3 for references to experimental and theoretical papers on analog quan-
tum simulations of LGTs. On the other hand, since analog simulators are not error-corrected,
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and given the experimental complexities of analog LGT simulations, it seems appropriate to raise
the following questions: Under the influence of decoherence and errors, how long can a LGT sim-
ulation last before we can no longer reliably and accurately extract useful physical insights from
it? What are the appropriate measures of accuracy and reliability for analog simulators? Within
the reliable simulation time, is it possible to perform a simulation and extract information, which
would be otherwise intractable via classical simulations?

Looking forward to the future, we will offer some ideas on how to alleviate the enormous re-
source overhead for fault-tolerant LGT simulations in light of the results presented in chapter 4.
One way is to improve the error analyses in chapter 4. Recently shown in [107], the Trotter error
bounds for simulating certain bosonic systems, including U(1) and SU(2) LGTs, can in principle
be tightened by reasonably assuming knowledge of the initial state. Another way is to come up
with simulation algorithms with better gate complexities, as further shown in [107]. However,
when applied to finite-size problems, the resource required for an algorithm with a better asymp-
totic complexity may not be lower. The constant overhead of for instance circuit synthesis has
to be taken into account. Indeed, product formula algorithms can incur a lower gate count than
quantum signal processing for simulating spin chains [26]. Therefore, it is important to construct
more efficient circuit implementation of various simulation algorithms. Compared to simulations
of systems with binary local degrees of freedom, i.e., fermions and spin-1/2 particles, simulations
of systems with larger local degrees of freedom like bosons are far less studied. Therefore, it is
likely that the algorithms for bosonic simulations and their implementations are far from optimal,
and have ample room for improvements.

It is also interesting to wonder what kind of a hardware will be running these LGT simula-
tions in the future. Assuming the algorithms in the future, similar to ours, will heavily rely on
arithmetic operations, the hardware will have to be able to execute quantum arithmetic circuits
accurately and at a similar rate to modern classical computers, in order to execute fast and re-
liable LGT simulations. While we cannot think of any physical laws forbidding that, that is an
unwieldy task from where we stand currently in quantum computing. More specifically, as a result
of the large spatial and temporal overhead of implementing fault-tolerance and error correction
based on the current state of the art, the clock-speed, which roughly translates to time per logical
operation, of quantum computers are far slower than that of classical computers. Therefore, in
order to meet this requirement, reaching fault-tolerance is only the first step. Eventually, we will
need to figure out how to significantly streamline the implementation of fault-tolerance.
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[79] D. González-Cuadra, E. Zohar, and J. I. Cirac. Quantum simulation of the Abelian-Higgs
lattice gauge theory with ultracold atoms. New Journal of Physics, 19(6):063038, 2017.

261



[80] Y. Kuno, S. Sakane, K. Kasamatsu, I. Ichinose, and T. Matsui. Quantum simulation of
(1 + 1)-dimensional u(1) gauge-higgs model on a lattice by cold bose gases. Phys. Rev. D,
95:094507, 2017.

[81] C. Muschik et al. U(1) Wilson lattice gauge theories in digital quantum simulators. New
Journal of Physics, 19(10):103020, 2017.

[82] E. Zohar, A. Farace, B. Reznik, and J. I. Cirac. Digital quantum simulation of z 2 lattice
gauge theories with dynamical fermionic matter. Physical review letters, 118(7):070501,
2017.

[83] E. Rico, M. Dalmonte, P. Zoller, D. Banerjee, M. Bögli, P. Stebler, and U.-J. Wiese. So(3)
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