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Abstract

In general, submodular maximization is relevant in many problems in controls, robotics
and machine learning, because it models many computationally di�cult problems. A
simple greedy strategy can provide strong approximation guarantees for many of these
problems. We wish to expand the set of scenarios where submodular maximization can
be applied. More specifically, in this thesis we study submodular maximization problems
where decision-makers are subject to information constraints.

The first type of information constraint we explore is when decision-makers can only
partially observe the submodular objective function. This scenario can arise when an
objective function is expensive to compute or physical constraints prevent the evaluation
of the objective function. We formalize the problem and then show that in general, strong
performance cannot be guaranteed. We then present two di↵erent greedy strategies that
provide strong approximation guarantees when only having limited access to the objective
under additional assumptions about the submodular objective.

The second information constraint we explore is in the context of distributed submod-
ular maximization. In these scenarios, a team of agents wishes to maximize a submodular
objective collaboratively but are constrained to make decisions based on a subset of the
other agents’ actions. We are interested in what types of functions are challenging for
agents to optimize given their information structure. We explore how submodular func-
tions that exhibit worst-case performance can be formulated through a linear program.
This approach provides a means to numerically compute worst-case performance bounds
as well as functions where a team of agents will exhibit their worst-case performance. Us-
ing this technique, we provide theoretical performance bounds based on their information
structure that are tighter than the known bounds in the literature.
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Chapter 1

Introduction

Submodular maximization has recently generated interest in many decision-making prob-
lems, as it can provide strong performance guarantees for computationally di�cult prob-
lems. Submodular functions are set functions that exhibit the property of diminishing
returns. Submodular optimization is a well-studied subject, as these function model many
real-world problems in controls [32, 41], robotics [42, 26, 55], data processing and machine
learning [45, 44, 40]. It is well known that maximizing a submodular function subject to a
cardinality constraints is NP-hard, but if the function is normalized and monotone, then a
greedy algorithm provides an approximation factor of (1� 1/e) in polynomial time [37]. A
significant portion of the research in this domain involves expanding the set of applications
where submodular maximization can applied to solve hard problems. This work, primarily
focuses on submodular maximization problems where the decision-makers are subject to
information constraints.

One practical di�culty in implementing algorithms for submodular maximization in
complex settings is that the required function evaluations are computationally expensive.
This can be attributed to the large-scale characteristics of the system [1], application-
specific constraints such as communication constraints [5], or the type of data the objective
function is evaluating [27]. In its most common form, a submodular function is treated as
a value oracle, which is repeatedly queried by a greedy strategy to maximize the function.
Therefore, it is inherently assumed that one can evaluate the function for sets of any size.
In practice, however, it may only be possible to evaluate the function on smaller set sizes
due to computational costs or limitations imposed. Consider the setting where a company
is selecting locations for several new retail stores. The total revenue received by a set
of store locations can be modelled as a submodular function: As more stores are added,
the marginal benefit of adding a new store is reduced. In the classical greedy algorithm
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for submodular maximization, we assume we have access to a value oracle to evaluate
subsets of store locations. Armed with this oracle, we iteratively add a new store sk to
existing set {s1, . . . , sk�1} by selecting the location sk that maximizes the marginal benefit
f(s1, . . . , sk�1, s) � f(s1, . . . , sk�1). To evaluate the quantity, the oracle must accurately
model the revenue of k stores, which can be challenging in practice due to their complex
interactions: for example sk may reduce the revenue at some store si, which then may
a↵ect some other store’s revenue.

Motivated by the lack of access to the full value oracle in practical settings, we seek to
determine how well we can approximate the maximum value of a submodular function when
we have access to a limited set of function values. For the main chapter of this thesis, we
focus on the case where we can access function values for single elements f(si) and for pairs
of elements f(si, sj). We refer to this as pairwise information. In the motivating example,
this corresponds to knowing the total revenue for a single store and the total revenue for
any two stories together and nothing more. Note that this restriction on information is
severe. A submodular function on a base set of N elements can be represented as a look up
table with 2N values. If only pairwise information is available, this means we have access
to only N(N + 1)/2 values. While we focus on pairwise information, we also extend most
results to the case of k-wise information, where we can evaluate the value of any set with
size at most k.

Information constraints also arrive in the context of distributed systems problems.
Suppose there are a team of agents that wish to maximize a collaborative objective. Often,
there are communication constraints, that limit the information available to each of the
agents. We focus on the scenario where the agents’ objective function is submodular. This
problem has been in explored in [12, 15, 16, 5]. The main focus of these works are to
provide performance guarantees for agents executing an adapted greedy strategy. In the
second main contribution of this thesis, we take an alternative approach to this problem.

A large portion of the theoretical research in the domain of submodular maximization is
concerned with providing approximation guarantees. It is common that the greedy strate-
gies for maximization perform better in practice than the theoretical guarantees. With
this in mind, we are interested in answering the following question: Is it possible to find
a submodular function f such that the solution produced by the greedy strategy exhibits
its worst-case approximation ratio? Typically, it is challenging to find such examples, and
we want to know if such examples can be programmatically found. In this work, we estab-
lish a connection between submodular functions and feasible regions of linear constraints.
We use linear programming to find these worst-case function examples. A similar linear
programming technique was used to provide approximation guarantees in the foundational
paper by Nemhauser et. al [37]. The authors upper bound the optimal value of the problem
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and then find the minimum value of the greedy solution by utilizing a linear program. In
our work, we are interested in generalizing these methods as well as finding the particular
functions that exhibit the worst-case values.

We directly apply this approach to provide performance guarantees to the distributed
submodular maximization problem. To elaborate further on the distributed settings we
have in mind, we consider the problem where each agent must a select an action from their
own set of available actions, to maximize the objective. The agents make choices based
on a subset of actions selected by other agents. Since the agents cannot observe all of
the other agents actions they are forced to make decisions under partial information. The
agents make their choices by greedily maximizing their own marginal objective value given
the information available to them.

This problem is studied in [12, 15], and is analogous to maximizing a submodular
function over the partition matroid, with an additional information constraint. When
the agents share a common action set to select from, the problem becomes analogous to
maximizing over the uniform matroid. For the uniform matroid, the centralized greedy
strategy provides an approximation guarantee of (1�1/e) of optimal compared to the par-
tition matroid, where the same strategy provides an approximation guarantee of 1/2 [25].
In [12, 15], the authors primarily focus on providing guarantees for the scenario where
agents each have their own action set. We are interested in knowing, if the agents share
an action set, can a tighter approximation bound be achieved. We are also interested in
how the performance is characterized in terms of the agents’ information structure.

1.1 Thesis Contributions

The following are the key contributions of this thesis:

• In Chapter 4, we introduce the problem of submodular maximization with limited
function access. We provided inapproximability results for the problem. In light
of this, we propose two main algorithms to provide approximation guarantees to
the problem by leveraging additional assumptions about the underlying objective
function. The work in Chapter 4 is under review for a journal publication and can
be found in [8].

• In Chapter 5, we establish a connection between linear programming and submodular
functions, and apply this connection to provide approximation guarantees for the
distributed submodular maximization problem. The work in Chapter 5 is under
review for a journal publication.
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1.2 Thesis Outline

The remainder of the thesis is structured as follows:

Chapter 2 reviews the relevant research literature that relates to the contributions
presented in this thesis.

Chapter 3 reviews topics and notation that are used throughout Chapters 4 and 5.

In Chapter 4, we introduce the problem of maximizing a submodular function with
limited function access. During this chapter, we provide inapproximability results for the
problem. We then propose two algorithms which have limited access to the objective, where
under a set of assumptions both provide approximation guarantees for the problem. We
also discuss a method to measure approximation performance using limited information
about the objective. The pairwise algorithm can be computed e�ciently which allow for
design trade-o↵s between approximation performance and time e�ciency. We end the
chapter with an experiment using real-world data, which highlights the e↵ectiveness of the
algorithms.

In Chapter 5, we establish a connection between linear programming and submodular
maximization. We then utilize a linear programming approach to provide performance
guarantees for the distributed submodular maximization problem. We finally, provide
empirical evidence that the new guarantees are stronger than guarantees found in the
previous literature.

Chapter 6 summarizes the work presented in thesis, as well as discusses future work.
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Chapter 2

Literature Review

2.1 Submodular Maximization

2.1.1 Approximate Value Oracles and Surrogate Function Max-
imization

In some applications it is challenging to compute the submodular objective function. In
these scenarios, the submodular objective function can be substituted with a surrogate
objective, which is maximized instead [53]. The goal would be to select a surrogate func-
tion that can be e�ciently computed. This method can still provide strong approximation
guarantees if the surrogate function su�ciently represents the original objective function.
The surrogate function can be treated as an approximate value oracle. An approximate
value oracle is a black-box that takes as input a set of elements and outputs an approxi-
mation of the original function evaluated on the input set. The ratio between the oracle’s
values for greedily selected elements and the original objective values for the same elements
can be used to derive approximation bounds [14, 53]. The ratios used to derive the bounds
are called approximation factors.

2.1.2 Time Complexity of Greedy Strategy

An important aspect of submodular maximization is the computational e�ciency of the
greedy strategy [35, 1, 57, 36]. Under the assumption that the strategy has access to a
value oracle for the submodular function, that can be computed in constant time, the
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time complexity of the greedy strategy is O(|X| · n) [35]. Where X is the base set of
elements optimized over and n the number of element selected. Even though the time
complexity is polynomial, for X with large cardinality, the greedy strategy can become
prohibitively expensive to execute. Consequently, alternative implementations are available
for the greedy strategy, which improves computational e�ciency to handle situations where
X is large.

A common technique used to improve e�ciency is utilizing lazy evaluation of the func-
tion combined with sampling of the base set. Together these techniques reduce the overall
number of computations required to execute the greedy strategy [28, 35]. Parallel and
steaming algorithms have been developed for applications where the X is too large to be
stored in memory. The parallel algorithm utilizes a Map-Reduce style computation where
X is split up across multiple machines, and each machine computes a partial solution to
the problem. A central machine then combines the partial solutions to produce the final
solution [36]. The streaming algorithms use elaborate thresholding techniques to select
elements while passing over X once [1, 23]. Alternative algorithms realize the set X as a
tree. Nodes of the tree are then pruned to reduce the number of elements that are opti-
mized over [57]. These techniques come at the cost of reduced approximation performance,
ultimately providing trade-o↵s between performance and e�ciency. In practical applica-
tions, there exist a computational cost in computing the submodular function. Most of
these techniques reduce the search space being optimized over but do not address the
computational cost of computing the objective.

2.1.3 E↵ects of Curvature on Approximation Performance

An important submodular function property for optimization purposes is curvature. The
curvature characterizes the maximum rate at which the marginal returns diminish as the
size of the subset taken with respect to grows. Curvature essentially describes how “sub-
modular” a function is. A foundational result from [4] shows that the greedy strategy
provides stronger approximation guarantees than originally presented in [37] when as-
sumptions about the curvature are made. It was also shown that any algorithm that can
guarantee an approximation bound better than the one found in [4] would require an ex-
ponential number of queries to the submodular function [51]. This means that the best
approximation bound that one can hope for without additional assumptions are the bounds
provided in [51].

In general, the curvature is useful when analyzing the performance bounds of greedy
algorithms in various submodular maximization problems. Curvature is used to provide
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bounds for maximizing specific submodular objectives as well as in guarantees for more
complex submodular maximization problems. For example, curvature for functions that
arise in sensor selection for Kalman filtering [17] and entropy minimization [44] have been
thoroughly studied. An example of a more complex submodular maximization problem is
robust and sequential submodular maximization [39, 49]. In these problems, a submod-
ular maximization problem is iteratively solved where after each iteration, an adversary
removes a subset of the elements to minimize the value of the solution. The curvature of
the objective has a strong e↵ect on the approximation guarantees for an adapted greedy
strategy in this scenario.

2.1.4 Information Constrained Greedy Strategies

Recently, information constraints are considered in the context of distributed submodular
maximization. In these scenarios, a team of agents are attempting to collaboratively max-
imize a submodular objective function. Each agent has access to their own set of actions
and can observe a limited number of decisions made by other agents [12, 5, 15, 16, 46].
In these settings, the agents sequentially make decisions maximizing their marginal con-
tribution with respect to a subset of decisions made by previous agents. In [12, 15, 5], the
information available to the agents is encoded in a directed acyclic graph which is called the
communication graph. In [12, 15], the team’s performance is bounded by properties of the
communication graph such as the clique number and the fractional independence number.
Alternatively in [5], the team’s performance is characterized by the maximum redundancy
between pairs of agents’ that do not share an edge in the communication graph.

In [16], a similar scenario is explored where agents can also pass a subset of their ob-
servations to agents that appear later in the communication graph. The authors showed
that message passing could be exploited to improve the team’s overall performance. Au-
thors have also explored how the performance is a↵ected when subsets of agents have to
make decisions in parallel [46]. In all of the above distributed scenarios, the approximation
performance of the agents degrade as communication between the agents is reduced.

2.2 Applications of Submodular Maximization

2.2.1 Classic Submodular Maximization Problems

There is a large number of problems that can be modeled by submodular functions. Some
classical submodular functions that have been extensively explored include, graph cut [29],
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entropy [44], mutual information [25], set cover [9], and facility location [25]. Some com-
mon constraints that are imposed on the problems include, cardinality [37], knapsack [20],
budget [43, 29], and matroid constraints [2, 18, 11]. In many of the following problems
involve combining the above objectives and constraints to solve problems in real-world
applications.

2.2.2 Sensor Placement and Coverage

Submodular objectives arise in many sensing and coverage problems. Given a set of sen-
sors, with each sensor having its own sensing footprint, the goal is to place a set of sensors
such that their combined sensing area is maximized. Area coverage exhibits the dimin-
ishing returns property because when a sensor is placed, its footprint could overlap with
another sensor’s footprint, reducing its marginal gain. Coverage objectives have been used
in planning UAV trajectories for 3D scanning of large structures [42], wireless sensor net-
works [34, 47], video surveillance, and sensor scheduling [52].

Sensing objectives can also be modelled from an information-theoretic perspective [28].
Suppose we have a set of random variables we wish to observe with a finite number of
sensors. For example, suppose we wish to measure temperatures at various locations in a
building with a set of sensors. To choose a set of locations to place sensors, we can select a
configuration that maximizes the mutual information between the random variables at the
locations where the sensors are placed and random variables at locations where sensors are
not placed [28, 24]. This particular mutual information objective exhibits submodularity,
and therefore the greedy strategy can be used to optimize it.

2.2.3 Data Summarizing and Data Processing

Submodular maximization has become useful in data summarization and prepossessing.
When working with large text documents or data sets, it is useful to filter the data into
smaller subsets that are easier to work with [54]. Submodular functions are good models
for summarization and diversity measures [40, 36, 31, 29, 30]. One application of the
summarization objectives is to perform automatic summarization on large text documents
and multi-document libraries [31, 29]. In these problems, the sentences in the documents
are modeled as a graph where the nodes are sentences and the edges represent the similarity
between pairs of sentences. A modified graph cut function is then greedily maximized to
generate a summary of the documents. The modified graph cut function is submodular
and maximizing it produces a subset of sentences that summarize the data set. The graph
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cut objective measures the similarity between a selected set of sentences and the sentences
that are not selected, which is e↵ectively a measure of summarization.

Similarly, submodular maximization is useful for machine learning applications, espe-
cially when working with large data sets. In [36], the authors want to perform exemplar-
based clustering where they wish to select a subset of the data that is representative of
the entire data set. This objective can be formulated as a submodular function, and as
previously mentioned, the authors proposed a parallel greedy strategy to accomplish their
goal. The greedy strategy is often much more e�cient than other methods which makes
it applicable for problems with massive data sets. The greedy strategy has also been used
in data set prepossessing to select the best data points to train machine learning mod-
els on [54]. Some other machine learning applications of submodular maximization is in
recommender systems [45], image segmentation [40], and clustering [21].

2.2.4 Controls and Path planning

Submodularity has many applications in controls. As shown in [3, 17], the mean squared
error of a Kalman filter is approximately submodular with respect to the set of sensors
observing the system. The marginal gain of adding an individual sensor for state estimation
diminishes as more sensors are added. Even though the mean squared error for Kalman
filtering is only approximately submodular, the authors in [17] provide approximation
guarantees for a greedy sensor selection strategy. In a related problem, the author of [50] use
greedy optimization of a submodular objective to select actuators to ensure controlability
of a system. These greedy techniques have also been extended for robust target tracking
applications [49, 48, 56].

Submodularity has also played a role in informative path planning. As described
in [22, 6], suppose an agent is attempting to plan a path to maximize the information
retrieved from an environment. The authors present strategies where the agents utilize
a submodular objective that describe the information captured by a path to guide path
planning. Submodular functions model these systems well and using greedy optimization
techniques, provide guarantees for the quality of the paths planned.
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Chapter 3

Background

3.1 Preliminaries

3.1.1 Submodular Functions

Let X be a set of base elements, and let 2X be the power set of the base set X which is
the set containing all of the subsets of X.

Definition 3.1.1 (Submodularity). A set function f : 2X ! R is submodular if for all
A ✓ B ✓ X and x 2 X\B, we have

f(A [ {x})� f(A) � f(B [ {x})� f(B). (3.1)

An alternative but, equivalent definition of a submodularity is provided in the following
lemma.

Lemma 3.1.2. A set function f : 2X ! R is submodular if and only if 8A,B ✓ X, we
have

f(A) + f(B) � f(A [ B) + f(A \ B).

These definitions are used interchangeably in the literature.

For x, y 2 X and A ✓ X, we refer to f(A [ {x}) � f(A) as the marginal return of x
given A, denoted by f(x|A). We denote the objective value of a singleton f({x}) by f(x).
We also denote the pairwise marginal return of x given y as f(x|y).

We will also consider submodular functions which possess the two following properties.
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Definition 3.1.3 (Monotonicity). A set function f : 2X ! R is monotonic if for all
A ✓ B ✓ X, we have

f(A)  f(B).

Definition 3.1.4 (Normalized). A set function f : 2X ! R is normalized if we have,

f(;) = 0.

We can write the values of a submodular function in terms of a telescoping sum of the
marginal returns. Let f : 2X ! R and S = {x1, . . . , xn} ⇢ X and Si = {x1, . . . , xi}, then

f(S) =
nX

i=1

f(xi|Si�1).

This identity is a useful when working with submodular functions. We also have the
following inequality for submodular functions,

nX

i=1

f(xi|Si�1) 
nX

i=1

f(xi). (3.2)

A set function is consider to be modular if (3.2) holds with equality.

Another property of a submodular function that is relevant to this work is curvature.

Definition 3.1.5 (Curvature). Let f be a submodular function then, the curvature c of f
is defined as

c = 1� min
S✓X,x2X\S

f(x|S)

f(x)
. (3.3)

The curvature of a submodular function reflects how much the marginal values of f(x|S)
can decrease as a function of S.

3.1.2 Linear Programming

Linear programs are optimization problems where the objective function and constraints
are linear. A general linear program in standard form can be expressed as

min
x2Rn

c>x, (3.4)

s.t. Ax  b,

x � 0.
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where c 2 Rn, A 2 Rm⇥n, b 2 Rm. By [7], if the program has an optimal solution with finite
objective value, then x 2 Rn can be found using a polynomial algorithm. Given a linear
program in standard form, a black-box solver can be used to e�ciently find a solution.

3.1.3 Graph Theory

Let G = (V,E) be a directed graph with vertices V and edges E. A directed acyclic graph
(DAG), is a directed graph, where no cycles exist. Every DAG can be topologically sorted
such that there exist a labeling of vertices such that i < j for all (i, j) 2 E. The following
are three definitions that this work will utilize:

Definition 3.1.6 (Complete). A directed acyclic graph G = (V,E) is complete if no edge
can be added to E without introducing a cycle into the graph.

Definition 3.1.7 (Clique). A clique of a graph G = (V,E) is a sub-graph that is complete.

Definition 3.1.8 (Clique Number). Given a graph G = (V,E) the clique number of the
graph !(G) is the size of the largest clique.

In general, finding the maximum clique is di�cult. The decision version of the problem
called the clique problem is NP-complete [7]. Note, the number of cliques in a graph can
be exponential in the number of vertices.

3.2 Submodular Maximization Problem

3.2.1 Basic Problem

Suppose that you have a base set X and a monotone, normalized and submodular function
f : 2X ! R. We wish to solve the following problem.

max
S✓X

f(S) (3.5)

s.t. |S|  n

This is the classic problem of maximizing a submodular function subject to a cardinal-
ity constraint. We generalize the constraints using the following definition, which is a
generalization of independence.

12



Definition 3.2.1 (Matroid). Let X be a finite set and I a non-empty collection of subsets
of X called the independent sets. The system M = (X, I) is called a matroid if:

1. A ✓ B ✓ X and B 2 I =) A 2 I

2. 8A,B 2 I and |A| < |B| =) 9 x 2 B\A such that A [ {x} 2 I.

Let M = (X, I) be a matroid, then a generalized version of Problem 3.5 can be stated
as follows.

max
S✓I

f(S) (3.6)

s.t. |S|  n

Problem 3.5 maximizes f over the uniform matroid. Another common matroid constraint
as seen in [12, 36, 5] is the maximizing over the partition matroid. Let {Xi}

n
i=1 be a

sequence of disjoints sets and X = [ni=1Xi. Then we wish to solve the following program.

max
S✓X

f(S) (3.7)

s.t. |S \Xi|  k

8i 2 {1, . . . , n}

In general maximizing a submodular function subject to a cardinality constraint is a NP-
hard problem [33]. On the other hand, minimizing a submodular function can be done in
polynomial time [19].

3.2.2 The Greedy Algorithm

The primary algorithm that this work is based o↵ is the greedy algorithm for submodular
maximization. To produce an approximate solution S = {x1, . . . , xn} ✓ X to Problem 3.5,
we utilized the following algorithm.
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Algorithm 1: Greedy Algorithm for Submodular Maximization
Input: Base set X, submodular function f and cardinality constraint n
Result: Approximate solution S ✓ X

1 Si  ; for all i 2 {0, . . . , n};
2 for i 1, . . . , n do
3 xi  argmaxx2X\Si�1

f(x|Si�1);

4 Si  Si�1 [ {xi};
5 end
6 S  Sn

This algorithm is basis for much of the research in submodular maximization, including
this work.

Approximation Performance

We recall, the result that we build o↵ throughout this work [37].

Theorem 3.2.2. (Nemhauser et. al 1978) Let f : 2X ! R be a normalized monotone
submodular function, S ✓ X be the solution produced by Algorithm 1 and S⇤

✓ X be the
solution to Problem 3.5, then

f(S) � (1� 1
e)f(S

⇤).

In general, this is the best approximation we can achieve for maximizing an arbitrary
submodular function subject to a cardinality constraint. In fact, the authors in [9] show
that no algorithm that uses a polynomial number of calls to the value oracle f can achieve a
better approximation factor than (1� 1

e) unless P = NP . To achieve tighter approximation
results we must make stronger assumptions about the function f . For example, if we assume
the function f has a curvature c, then we can achieve an approximation ratio of 1

c (1� e�c)
using the greedy strategy [51]. In general, for Problem 3.6 the greedy strategy provides a
1/2 approximation ratio and an approximation ratio of 1/(1 + c) given the curvature of f .

Time Complexity

Assuming that we have a value oracle for the function f which takes O(1) time to compute,
the classical greedy strategy takes O(|X| · n) time to execute. This is because during each
iteration of the algorithm, f(x|Si�1) must be computed for each x 2 X\Si�1 which takes
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O(|X|) time. This set of operations is done n times to generate the solution, giving an
overall time complexity of O(|X| · n). As described in [28] and [35], the total number of
operations can be reduced by exploiting submodularity and lazy evaluations. Although, it
is faster to run, the algorithm still can have a worst-case time complexity of O(|X| · n) for
particular problem instances.

In practical applications, it is not possible to assume that f is a value oracle and
requires an algorithm to compute. We let Teval : N ! R+ be the cost of computing f on
S ✓ X of size n 2 N. Then, the total worst case time complexity of the greedy strategy is
O(|X| · n · Teval(n)).
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Chapter 4

Submodular Maximization with
Limited Function Access

In this chapter we introduce the new problem of submodular maximization with limited
function access. We highlight the challenges the problem pose as well as present properties
of submodular functions that can be utilized to make the problem tractable. We purpose
multiple algorithms that prove to be e↵ective from a theoretical and experimental perspec-
tive. The main results for this chapter were submitted for publication and can be found
in [8].

4.1 Problem Definition

A key focus is to understand the limitations of algorithms that only have access to partial
information about the objective function. We make this precise in the next definition.

Definition 4.1.1 (k-wise Information). Given a submodular function f : 2X ! R, the
k-wise information is defined as the set of tuples {(S, f(S))|S ✓ X, |S|  k}, where k 2 N
and k  |X|. When k = 2, we refer to this set as pairwise information.

An algorithm that has access to k-wise information can use evaluations of f on sets
of size k or less to form decisions. We denote the class of such algorithms by ⇧k-wise, or
⇧pairwise when k = 2. The main objective that we have in mind is to study the Problem 3.5
with such limitations. More formally, we want to solve the following problem.
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Problem 4.1.2 (k-wise Submodular Maximization Problem). Given a normalized, mono-
tone and submodular function f : 2X ! R, we wish to solve the following program,

max
S✓X

f(S)

s.t. |S|  n.

Using an algorithm ⇡ that only has access to k-wise information about the function f , i.e.,
⇡ 2 ⇧k-wise.

For most of this chapter we will be focusing on the pairwise case when k = 2, but we
also show generalized results when k is larger. As previously described in the introduction,
in the case when k is small such as k = 2, the information limitation is severe. Let N = |X|,
then considering that there are 2N subsets that can be evaluated, we are restricting our
algorithms to only have access to evaluations for N(N + 1)/2 of those subsets. When
N = 10, the algorithm only has access to 4.4% of the possible function evaluations.

4.2 Inapproximability with k-wise Information

We begin with a negative result that addresses the inapproximability of Problem 4.1.2.

Theorem 4.2.1 (Inapproximability of Problem 4.1.2). Consider Problem 4.1.2 with k-wise
information. Then for every algorithm ⇡ 2 ⇧k-wise, there exists a normalized, monotone
and submodular function f : 2X ! R such that

f(S⇡) 
k

n
f(S⇤),

where S⇡ is the solution constructed by ⇡ and S⇤ is the optimal solution.

Proof. We begin by constructing a normalized, monotone and submodular function f .
Consider a set X partitioned into two disjoint sets X = V [ V ⇤, where |V ⇤

| = n and
|V | � n. We define the function f : 2X ! R�0 as:

f(S) = min{|S \ V |, k}+ |S \ V ⇤
|.

This function, given k it assigns a value of k to all sets of size k. The set V can be thought
of as the general set and V ⇤ as a special set where you are guaranteed to get value if you
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select an element from V ⇤. However, the value for all sets S where |S|  k, get mapped
their cardinality.

We now show that f is submodular. Consider any A ✓ B ✓ X and x 2 X\B, we show
that

f(x|A) � f(x|B).

First notice that f(x|A) and f(x|B) are each either 0 or 1, since adding an element can
increase the function by at most one. There are two cases to consider.

Case 1 (x 2 V ⇤): In this case f(x|A) = 1, since A [ {x} has one more element in V ⇤

than A. Since f(x|B)  1, the result follows.

Case 2 (x 2 V ): We assume that f(x|B) = 1 as otherwise the result holds. Since
f(x|B) = 1 and x 2 V , we must have |B \ V |  k. This implies that |A \ V |  k since
A ✓ B. Thus f(x|A) = 1 and the result holds.

We now show that f is normalized. If S = ; then

|S \ V | = |S \ V ⇤
| = 0

which implies that f(;) = 0 + 0 and therefore is normalized. Finally, we show that f is
monotone. Let A ⇢ B ✓ X, then

f(B) = f(A) + f(B\A|A) (4.1)

= f(A) +
|B\A|X

i=1

f(xi|A [ {xi�1, . . . , x1}). (4.2)

Where B\A = {x1, . . . , x|B\A|}. By our original observation that f(x|S) can only take on
values 0 or 1 implies that

|B\A|X

i=1

f(xi|A [ {xi�1, . . . , x1}) � 0.

Therefore we have,

f(A) +
|B\A|X

i=1

f(xi|A [ {xi�1, . . . , x1}) � f(A), (4.3)

which proves that f is monotone.
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Since f is normalized, monotone and submodular it is now a valid function for Prob-
lem 4.1.2. For any set S with |S|  k we have that f(S) = |S|, which reveals no information
on which elements of S are in V or V ⇤. Hence, from the perspective of an algorithm in
⇧k-wise, the elements in X are indistinguishable. Given any algorithm ⇡ 2 ⇧k-wise, there
exists an assignment of the elements of X to V and V ⇤ such that f(S⇡) = k. Since
the optimal solution is S⇤ = V ⇤ achieving a value of f(S⇤) = n, we obtain the desired
result.

This result highlights the challenges that arise under k-wise information constraints.
As shown in the proof, there exist functions where their marginal returns with respect to
sets of size k or less, tell you nothing about the marginals with respect to the sets with
sizes greater than k.
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Figure 4.1: Left: Set of sensor footprints that an algorithm could potentially select. The
objective is to select five sensors that maximize the area covered by the union of their
footprints. Right: A set of 5 sensors that maximize the objective.

The sensor coverage example depicted in Figure 4.1 can provide intuition into scenarios
where given pairwise information, an approximation algorithm could be derived. In Fig-
ure 4.1, the marginal returns of a single sensor given a subset of the other sensors can be
approximated by taking its area and subtracting the pairwise overlaps between itself and
other sensors footprints. The pairwise overlaps can be derived using only pairwise infor-
mation, therefore the pairwise information can be used to infer the values of the higher
order marginals. For example if the pairwise overlaps were large then we should expect
f(x|S) ⇡ 0 but if the pairwise overlaps were small then we should expect f(x|S) ⇡ f(x).
Notice in Figure 4.1, for the subset of sensors that maximize the area covered by their
union, there are no pairwise overlaps between the sensor footprints.

In this work, we focus primarily on the k = 2 case where algorithms only have access to
pairwise information, but we do provide some results for the general case. In the following
sections, we characterize submodular functions where the marginals returns of elements
with respect to sets of size k or smaller are informative of the higher order marginals. We
accomplish this by using new notions of curvature.
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4.3 Pairwise Algorithms

4.3.1 Optimistic Algorithm

A natural strategy to tackle Problem 4.1.2 with a pairwise information constraint is to
greedily select elements that maximize an estimate of the marginal returns, similarly to [53].
First, note that

min
xj2A

f(x|xj) � f(x|A), (4.4)

which holds by submodularity of f , because for all xj 2 A, we have f(x|xj) � f(x|A). We
define a simple estimate of the marginal returns of f as the left hand side of (4.4)

f̄(x|A) := min
xj2A

f(x|xj). (4.5)

The pairwise marginal for all xj 2 A upper bounds f(x|A) and hence we choose the
minimum as it is the best available estimate of the true value of f(x|A). In a nearly
identical style to classical greedy strategy in Algorithm 1, we now define a new greedy
strategy.

Algorithm 2: Optimistic Greedy Algorithm
Input: Base set X, submodular function f and cardinality constraint n
Result: Approximate solution S ✓ X

1 Si  ; for all i 2 {0, . . . , n};
2 for i 1, . . . , n do
3 xi  argmaxx2X\Si�1

f̄(x|Si�1);

4 Si  Si�1 [ {xi};
5 end
6 S  Sn

Throughout this work we will refer to Algorithm 2 as the optimistic algorithm. In
essence, the optimistic algorithm aims to greedily select elements with the maximum po-
tential marginal returns.

4.3.2 Approximate Value Oracles

To characterize the performance of the optimistic algorithm, we consider the problem
through the lens of maximizing a submodular objective function via a surrogate objective
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function. Following [53], we will discuss how to determine performance guarantees when
using such surrogates.

Let {x1, . . . , xn} ✓ X be the choices made by some algorithm. We denote the choices
selected after the i-th iteration of the algorithm by Si = {x1, . . . , xi} . Let {x

g
1, . . . , x

g
n} ✓ X

be the such that each xg
i maximize the marginal return of f given Si�1. More formally

defined as:
xg
i = argmax

x2X\Si�1

f(x|Si�1). (4.6)

The set {xg
1, . . . , x

g
n} ✓ X represents the elements that a greedy strategy with full infor-

mation about the objective f would have selected, given that it had previous selected Si�1.
Using these values, we can measure the quality of a given algorithm’s choices compared
to that of an algorithm with full information about the objective. We do this by finding
↵i 2 R+, for i 2 {1, . . . , n} such that

↵if(xi|Si�1) � f(xg
i |Si�1). (4.7)

By the greedy choice property of xg
i , we have that

f(xi|Si�1)  f(xg
i |Si�1).

Hence, ↵i � 1 for all i 2 {1, . . . , n}. From this point on, we call each ↵i the approximation
factor associated with xi.

In the general framework proposed in [53], the objective is to greedily maximize multiple
surrogate objective functions to produce approximate solutions. For our problem where we
are constrained to use only pairwise information and we simply greedily maximize using a
single surrogate function f̄(x|S). We provide a simplified version of [53, Theorem 1] as
follows.

Theorem 4.3.1. Suppose that S = {x1, . . . , xn} ✓ X is the set of elements selected by
an algorithm and ↵i for i 2 {1, . . . , n} is the set of approximation factors corresponding S
that satisfy (4.7). Let S⇤ be the optimal solution to Problem 3.5. Then,

f(S) �
⇣
1� e�

1
n

Pn
i=1

1
↵i

⌘
f(S⇤). (4.8)

Given that we only maximize one surrogate function and in order to keep this work self
contained, we provide a simplified proof of this result.
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Proof. Let S⇤ be the solution to Problem 3.5. Recall Proposition 2.1 from [37] that f is a
monotone submodular set function on X if and only if f(T )  f(S)+

P
xj2T\S f(xj|S) for

all S, T ✓ X. If S is empty, then

f(S⇤) 
X

x⇤
i2S⇤

f(x⇤
i )  nf(x⇤

1)  n↵1f(x1). (4.9)

Then if we apply the lemma again with Sj, we have

f(S⇤)  f(Sj) +
X

x⇤
j2S⇤\Sj

f(x⇤
j |Sj). (4.10)

We also know that

↵j+1f(xj+1|Sj) � max
x2X\Sj

f(x|Sj) � f(x⇤
j |Sj). (4.11)

We now substitute (4.11) into (4.10) and write f(Sj) as sum of its marginals to get the
following:

f(S⇤)  f(Sj) +
X

x⇤
j2S⇤\Sj

↵j+1f(xj+1|Sj)



jX

i=1

f(xi|Si�1) + n↵j+1f(xj+1|Sj). (4.12)

Equation (4.12) holds since |S⇤
\Sj|  n. We will now rearrange (4.12) to get,

f(xj+1|Sj) �
1

↵j+1n
f(S⇤)�

1

↵j+1n

jX

i=1

f(xi|Si�1). (4.13)

Now we will add
Pj

i=1 f(xi|Si�1) to both sides of (4.13) and simplify,

j+1X

i=1

f(xi|Si�1) �
1

↵j+1k
f(S⇤) +

↵j+1k � 1

↵j+1k

jX

i=1

f(xi|Si�1). (4.14)

We will now prove by induction on j that

jX

i=1

f(xi|Si�1) �

Qj
i=1(↵in)�

Qj
i=1(↵in� 1)

Qj
i=1(↵in)

f(S⇤).
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For base case j = 1 we will use (4.9) to get

f(x1) �
1

↵1n
f(S⇤).

Therefore proving the base case. Now assuming the claim holds for j � 1. We will apply
the inductive hypothesis to equation (4.14),

jX

i=1

f(xi|Si�1) �
1

↵jn
f(S⇤) +

↵jn� 1

↵j
·

Qj�1
i=1 (↵in)�

Qj�1
i=1 (↵in� 1)

Qj�1
i=1 (↵in)

f(S⇤). (4.15)

Then after rearranging, we arrive at

f(Sj) �

Qj
i=1(↵in)�

Qj
i=1(↵in� 1)

Qj
i=1(↵in)

f(S⇤),

proving the inductive hypothesis. If we take j = n, we arrive at

f(Sn) �

Qn
i=1(↵in)�

Qn
i=1(↵in� 1)Qn

i=1(↵in)
f(S⇤).

We will now lower bound right coe�cients on f(S⇤) to simplify the bound. We can now
cancel out the denominator of the coe�cient to get,

Qn
i=1(↵in)�

Qn
i=1(↵in� 1)Qn

i=1(↵in)
= 1�

nY

i=1

↵in� 1

↵in
(4.16)

= 1�
nY

i=1

✓
1�

1

↵in

◆
. (4.17)

We can now upper bound each term in the product using 1 + x  ex with x = 1
↵in

to get
a lower bound,

1�
nY

i=1

✓
1�

1

↵in

◆
� 1�

nY

i=1

e�
1

↵in (4.18)

= 1� e�
1
n

Pn
i=1

1
↵i . (4.19)

Using this lower bound yields our result.
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Note that Theorem 4.3.1 relies on f being a normalized, monotone, and submodular
function. This result can be applied to any algorithm for Problem 3.5, not just algorithms
that only have access to pairwise information. An interesting remark about Theorem 4.3.1,
is that the performance depends essentially on the average of the approximation factors.
Some of these factors could be large compared to the others, but as long as most of them
are small, adequate performance is maintained.

4.3.3 Optimistic Algorithm Approximation Performance

We aim to provide approximation guarantees for the optimistic algorithm. To give intuition
for what we are about to present, we consider the following example.
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Figure 4.2: Example sensor coverage configuration where the optimistic algorithm performs
better than uninformed greedy strategy.

Example 4.3.2. Consider the scenario depicted in Figure 4.2. Here, we wish to select four
sensors that maximize the area of their combined footprints. One of the simplest algorithms
that satisfies the pairwise information constraint is the uninformed greedy strategy which
is described in Algorithm 3.

Algorithm 3: Uninformed Greedy Algorithm
Input: Base set X, submodular function f and cardinality constraint n
Result: Approximate solution S ✓ X

1 Si  ; for all i 2 {0, . . . , n};
2 for i 1, . . . , n do
3 xi  argmaxx2X\Si�1

f(x);

4 Si  Si�1 [ {xi};
5 end
6 S  Sn

We refer to Algorithm 3 as uninformed because it only uses the most basic information
about f , which is its evaluation of single elements. Using the uniformed greedy strategy
in the scenario described in Figure 4.2 could potentially lead to poor performance. This
strategy cannot distinguish between its choices and therefore could select four sensors that
almost perfectly overlap with each other(i.e., in the same pile), resulting in a low objective
value. Alternatively, if we had used the optimistic algorithm, once one element is selected

26



from a pile, the pairwise upper bound (4.5) for the other elements in the same pile would
be low. In later iterations, the optimistic algorithm would avoid selecting elements from
piles where previous elements have been selected from. Interestingly, we see that for each
i, the di↵erence between f(xi|Si�1) and f̄(xi|Si�1) is small for elements selected by the
optimistic algorithm. We notice that in these scenarios, the value of f̄(xi|Si�1) provides
accurate information about the value f(xi|Si�1).

This is the idea we wish to capture in the following result.

Theorem 4.3.3. Let Si�1 = {x1, . . . , xi�1} ✓ X be the partial solution of optimistic
algorithm after (i � 1) iterations, and let xi 2 X be the element selected during the i-th
iteration. Then we have that,

↵opt
i =

(
1 i 2 {1, 2}
f̄(xi|Si�1)
f(xi|Si�1)

i > 2
, (4.20)

satisfy (4.7) for all i  n.

Proof. Let xg
i be the true greedy choice at iteration i given Si�1 given by (4.6). For

i 2 {1, 2}, we have that
f̄(x|Si�1) = f(x|Si�1).

Hence, xi = xg
i and therefore, we can let ↵opt

1 = ↵opt
2 = 1. For i > 2, based on from (4.7)

let ↵min
i be the smallest value such that (4.7) holds, which can be written as

↵min
i =

f(xg
i |Si�1)

f(xi|Si�1)
. (4.21)

Any approximation factor ↵i such that ↵i � ↵min
i will satisfy (4.7). We will now upper

bound ↵min
i as follows:

↵min
i =

f(xg
i |Si�1)

f(xi|Si�1)


f̄(xg

i |Si�1)

f(xi|Si�1)
(4.22)


f̄(xi|Si�1)

f(xi|Si�1)
, (4.23)

where (4.22) holds by definition and (4.23) holds by the greedy choice property of the
optimistic algorithm. Setting ↵opt

i to be the right hand side of (4.23) for i > 2, we conclude
the proof.
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The following corollary is an immediate consequence of Theorem 4.3.3.

Corollary 4.3.4. Let S ✓ X be the solution produced by the optimistic algorithm and Si�1

be the partial solution after (i� 1) iterations of the optimistic algorithm and let xi 2 X be
the element selected during the i-th iteration, then we have

f(S) �

 
1� e

� 1
n

✓
2+

Pn
i=3

f(xi|Si�1)

f̄(xi|Si�1)

◆!
f(S⇤), (4.24)

where S⇤ is the solution to Problem 4.1.2 with k = 2.

The result immediately follows combining Theorem 4.3.1 and Theorem 4.3.3 together.

We see that the approximation performance of the algorithm is dictated by the sum in
the exponent of (4.24). We can interpret the exponent as the mean of the set,

⇢
1, 1,

f(x3|S2)

f̄(x3|S2)
, . . . ,

f(xn|Sn�1)

f̄(xn|Sn�1)

�
.

This implies that, to get adequate performance from the optimistic algorithm, we need the
value of f̄(xi|Si�1) to be close to f(xi|Si�1) on average.

We also see that f(xi|Si�1)
f̄(xi|Si�1)

is closely related to the tradition notion of curvature described
in Definition 3.1.5. Let us define a new notion of curvature.

Definition 4.3.5 (k-Marginal Curvature). The k-marginal curvature of a submodular func-
tion f given S ✓ X and x 2 X\S is defined as

ck(x|S) = 1� max
A✓S,|A|<k

f(x|S)

f(x|A)
. (4.25)

To analyze the optimistic algorithm that only has access to pairwise information, we
will work with the 2-marginal curvature, which can be written as

c2(x|S) = 1�
f(x|S)

f̄(x|S)
.

This allows us to rewrite (4.24) as follows,

f(S) �
⇣
1� e�

1
n(2+

Pn
i=3 1�c2(xi|Si�1))

⌘
f(S⇤). (4.26)

We can characterize the worst case performance of the optimistic algorithm in terms of
the average of the 2-marginal curvatures, which capture the intuition in Example 4.3.2. In
Figure 4.2, the elements will have 2-marginal curvatures close to zero, resulting in a strong
approximation bound.
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Remark 4.3.6. This 2-marginal curvature is similar to the traditional notion of curvature in
Definition 3.1.5, but characterizes the relationship between the values of the pairwise upper
bounds f̄(x|S) and true values of f(x|S). A key di↵erence between the two definitions, is
there exists situations where the values of the 2-marginal curvatures can be close to 0 even
though the value of the traditional curvature is close to 1. The sensor coverage function,
described in Figure 4.2, is an example of a function where the traditional curvature is close
to 1 and the values of the 2-marginal curvatures are close to 0.

4.3.4 Extension to k-wise Information

The analysis from Subsection 4.3.3 can be naturally extended to the problem with k-wise
information. Suppose that we wish to solve Problem 4.1.2 using an algorithm with k-
wise information. We extend the pairwise optimistic algorithm to the k-wise optimistic as
follows. Let us define a new upper bound on the marginal returns using k-wise information.
Let x 2 X and S ✓ X, then we have the following upper bound

min
A✓S,|A|<k

f(x|A) � f(x|S), (4.27)

which holds by submodularity of f . We will denote the left hand side of (4.27) as

f̄k(x|S) := min
A✓S,|A|<k

f(x|A).

Let us define the k-wise optimistic algorithm.

Algorithm 4: k-wise Optimistic Greedy Algorithm
Input: Base set X, submodular function f and cardinality constraint n
Result: Approximate solution S ✓ X

1 Si  ; for all i 2 {0, . . . , n};
2 for i 1, . . . , n do
3 xi  argmaxx2X\Si�1

f̄k(x|Si�1);

4 Si  Si�1 [ {xi};
5 end
6 S  Sn

By submodularity we have that f̄(x|S) � f̄k(x|S) � f(x|S) for k > 1. Our result is
stated next.
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Theorem 4.3.7. Let Si�1 ✓ X be the partial solution of k-wise optimistic algorithm after
(i � 1) iterations and xi 2 X be the element selected during the i-th iteration. Then, we
have

↵opt,k
i =

(
1 i  k
f̄k(xi|Si�1))
f(xi|Si�1)

i > k
, (4.28)

satisfy (4.7) for all i  n.

The proof follows similarly to the proof of Theorem 4.3.3.

Proof. Let xg
i be the true greedy choice at iteration i given Si�1. For i  k we have that

xi = xg
i by the definition of f̄k(xi|Si�1). Therefore we have, ↵opt,k

1 = · · · = ↵opt,k
k = 1. The

minimum possible approximation factor we have can be written as

↵min
i =

f(xg
i |Si�1)

f(xi|Si�1)
. (4.29)

Any approximation factor ↵i such that ↵i � ↵min
i will satisfy equation (4.7). We will now

upper bound ↵min
i as follows,

↵min
i =

f(xg
i |Si�1)

f(xi|Si�1)


f̄k(x

g
i |Si�1)

f(xi|Si�1)
(4.30)


f̄k(xi|Si�1)

f(xi|Si�1)
, (4.31)

where (4.30) holds by the definition of the upper bound (4.27). Equation (4.31) holds by
the greedy choice property of the k-wise optimistic algorithm. Therefore the right hand
side of (4.31) is a valid approximation factor. We set ↵opt,k

i to the right hand side of (4.31)
for i > k, we conclude our proof.

The following corollary is an immediate consequence of Theorem 4.3.7.

Corollary 4.3.8. Let S ✓ X be the solution produced by the k-wise optimistic algorithm
and Si�1 ✓ S be the partial solution after (i� 1) iterations of the algorithm and let xi 2 S
be the element selected at the i-th iteration, then we have

f(S) �

 
1� e

� 1
n

✓
k+

Pn
i=k+1

f(xi|Si�1)

f̄k(xi|Si�1)

◆!
f(S⇤). (4.32)
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Where S⇤ is the solution to Problem 4.1.2.

Note that using this result and definition 4.3.5, we can write (4.32) as

f(S) �
⇣
1� e�

1
n(k+

Pn
i=k+1 1�ck(xi|Si�1))

⌘
f(S⇤). (4.33)

Comparing this to the scenario with pairwise information, we see that access to more
information improves approximation guarantees. In particular, since c2(x|S) � ck(x|S) for
all S ✓ X and x 2 X\S, we can guarantee that

1

n

 
k +

nX

i=k+1

1� ck(xi|Si�1)

!
�

1

n

 
2 +

nX

i=3

1� c2(xi|Si�1)

!
. (4.34)

This implies that the approximation bound in Corollary 4.3.8 is tighter than Corollary 4.3.4.

Having access to k-wise information provide us with stronger approximation bounds,
but we trade-o↵ computation performance. We are required to compute the minimum
marginal over all subsets A ✓ Si�1, where |A|  k for each x 2 X during each iteration
of Algorithm 4. When k  |Si�1|, we need to search

�|Si�1|
k�1

�
subsets of Si�1 to find the

minimum. This becomes computationally expensive as Si�1 grows larger. If k = 3, the
computation for each marginal estimate is quadratic in |Si�1|. From a practical perspective,
we can actually compute the pairwise optimistic algorithm e�ciently; We will discuss this
in Section 4.5.

4.3.5 General Performance Bound for k-wise Optimistic Algo-
rithm

From the analysis in Sections 4.3.3 and 4.3.4 we notice that for the bound in Corollary 4.3.8
to be computed, the function evaluations of selected elements must be known. This may
not be desirable in some applications due to the fact that the user will have to run the
algorithm (which could potentially be expensive) to know the performance bounds. We
can provide a bound that is potentially weaker but does not require us to know the selected
elements x1, . . . , xn 2 X before computing.

Let us define similar a notion of curvature to the k-marginal curvature but is closer to
the tradition notion in Definition 3.1.5.
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Definition 4.3.9 (Total k-Marginal Curvature). Let f be a submodular function then, the
curvature c̄k of f is defined as,

c̄k = 1� min
S✓X,x2X\S

f(x|S)

f̄k(x|S)
. (4.35)

Using this definition we can follow a similar process to arrive at a approximation bound
for the k-wise optimistic algorithm.

Theorem 4.3.10. Let S ✓ X be the solution produced by the k-wise optimistic algorithm,
and S⇤

✓ X be the solution to Problem 4.1.2, then we have

f(S) �
⇣
1� e�(1�

n�k
n c̄k)

⌘
f(S⇤) �

�
1� e�(1�c̄k)

�
f(S⇤). (4.36)

Proof. Let S = {x1, . . . , xn} be the solution produced by the k-wise optimistic algorithm,
and Si = {x1, . . . , xi}. Let xg

i be the true greedy choice at iteration i given Si�1. Let
↵1, . . . ,↵n be the approximation factors for the solution S. For i  k we have that xi = xg

i

by the definition of f̄k(xi|Si�1). Therefore we have, ↵1 = · · · = ↵k = 1. The minimum
possible approximation factor, can be written as

↵min
i =

f(xg
i |Si�1)

f(xi|Si�1)
. (4.37)

Any approximation factor ↵i such that ↵i � ↵min
i will satisfy equation (4.7). We will

now upper bound ↵min
i as follows for i > k,

↵min
i =

f(xg
i |Si�1)

f(xi|Si�1)


f̄k(x

g
i |Si�1)

f(xi|Si�1)
(4.38)


f̄k(xi|Si�1)

f(xi|Si�1)
(4.39)

 max
S̄✓X,x2X\S̄

f̄k(x|S̄)

f(x|S̄)
,

where (4.38) holds by the definition of the k-wise upper bound, and (4.39) holds by the
greedy choice property of the k-wise optimistic algorithm. To use Theorem 4.3.1 to produce
an approximation bound we need to use the inverse of the approximation factor,
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1

↵i
=

1

maxS̄✓X,x2X\S̄
f̄k(x|S̄)
f(x|S̄)

= min
S̄✓X,x2X\S̄

f(x|S̄)

f̄k(x|S̄)
(4.40)

= 1� c̄k, (4.41)

where (4.40) holds since f̄k(x|S̄) � f(x|S̄) for all S̄ ✓ X, x 2 X\S̄ and (4.41) holds by
the definition of total k-marginal curvature. We will now substitute in 1

↵1
, . . . , 1

↵n
into

Theorem 4.3.1 and simplify to arrive at the approximation bound,

f(S) �
⇣
1� e�(1�

n�k
n c̄k)

⌘
f(S⇤)

�
�
1� e�(1�c̄k)

�
f(S⇤), (4.42)

where (4.42) holds since 1� n�k
n c̄k � 1� c̄k, concluding the proof.

Theorem 4.3.10 shows that the k-wise optimistic algorithm provides a constant factor
approximation for Problem 4.1.2 which is dependent on this new notion of curvature. Al-
though, the performance bounds are not as tight as Corollary 4.3.8, it does show that the
fundamental quantity that underlies the performance of the k-wise optimistic algorithm is
the total k-marginal curvature. We do not provide experiments showing the approxima-
tion bounds produced by Theorem 4.3.10 since the bound produced by Corollary 4.3.8 is
stronger.

4.4 Pairwise Algorithms Utilizing Supermodularity of
Conditioning

In this section we introduce an additional property that a submodular function can possess
which is useful when we only have access to pairwise information. The property is called
supermodularity of conditioning and is related to monotonicity and allows us to compute
performance bounds for algorithms “post-hoc” using only pairwise information.
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4.4.1 Post-Hoc Approximation Performance Bounds

To characterize the approximation performance of an algorithm ⇡ 2 ⇧pairwise using The-
orem 4.3.3, we are required to compute the full marginal of the function f , which may
not be available in practice. Alternatively we can execute an algorithm ⇡ and produce a
solution

S⇡ = {x⇡
1 , . . . , x

⇡
n},

which can be used determine an approximation ratio � 2 [0, 1] such that

f(S⇡) � �f(S⇤),

where S⇤ is the optimal solution to Problem 4.1.2. This is done by bounding ↵i in (4.7)
using only pairwise information and applying Theorem 4.3.1. As described in the proof of
Theorem 4.3.3, the smallest value of ↵i that will satisfy (4.7) is ↵min

i .

Let S⇡
i = {x⇡

1 , . . . , x
⇡
i } ✓ X, be the partial solution of S⇡. Let {xg

1, . . . , x
g
n} ✓ X be the

set of elements defined by (4.6) with Si = S⇡
i . Then, we have that

↵min
i =

f(xg
i |S

⇡
i�1)

f(x⇡
i |S

⇡
i�1)


maxx2X\S⇡
i�1

f̄(x|S⇡
i�1)

f(x⇡
i |S

⇡
i�1)

. (4.43)

By lower bounding f(x⇡
i |S

⇡
i�1) using only pairwise information, we obtain an ↵i that sat-

isfies (4.7), and therefore Theorem 4.3.1 allows us to find an approximation ratio �.

If we impose an additional monotonicity property on f called supermodularity of con-
ditioning, then we are able to find a lower bound on the marginal returns of f using only
pairwise information.

Definition 4.4.1 (Supermodularity of Conditioning). A submodular function f possess the
property of supermodularity of conditioning if for all S ✓ X, A ✓ B ✓ X and C ✓ X\B,
we have that

f(S|A)� f(S|A,C) � f(S|B)� f(S|B,C). (4.44)

Supermodularity of conditioning is a higher order monotonicity property which de-
scribes how the redundancy between two sets are a↵ected by conditioning. Suppose that
A = ;, the redundancy between S and C is f(S) � f(S|C). If both terms are further
conditioned by a set B, then the di↵erence between the terms will be reduced. Meaning
that

f(S)� f(S|C) � f(S|B)� f(S|B,C).
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Supermodularity of conditioning has been used in the context of distributed submodular
maximization in [5]. Some notable examples of functions that exhibit supermodularity of
conditioning are weighted set coverage, area coverage and probabilistic set coverage. We
recall the following result from [5].

Lemma 4.4.2 (Pairwise Redundancy Bound). Let f : 2X ! R be a submodular function,
that exhibits supermodularity of conditioning and let A,B,C ✓ X be disjoint subsets. Then

f(A|B)� f(A|B,C) 
X

c2C

f(c)� f(c|A). (4.45)

We can now state the following result which establishes a lower bound on the marginal
returns of f .

Theorem 4.4.3 (Pairwise Marginal Lower Bound). Let f be a submodular function that
exhibits supermodularity of conditioning. Then for S ✓ X and x 2 X\S, we have

f(x|S) � f(x)�
X

xj2S

f(x)� f(x|xj). (4.46)

Proof. Since f exhibits supermodularity of conditioning, applying Lemma 4.4.2 with A =
{x}, B = ; and C = S, we have

f(x)� f(x|S) 
X

xj2S

f(xj)� f(xj|x)

=
X

xj2S

f(x)� f(x|xj), (4.47)

where the last equality hold by the definition of the marginal return, yielding the result.

For x 2 X and S ✓ X we define

f(x|S) := f(x)�
X

xj2S

f(x)� f(x|xj).

We can now directly use the lower bound on the marginal returns to bound ↵min
i . Now we

have that ↵min
i  ↵pairwise

i , where

↵pairwise
i =

(
maxx2X\S⇡

i�1
f̄(x|S⇡

i�1)

f(x⇡
i |S⇡

i�1)
f(x⇡

i |S
⇡
i�1) > 0

1 f(x⇡
i |S

⇡
i�1)  0

. (4.48)
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Now ↵pairwise
i satisfies (4.7) and is computable using only pairwise information. Note

that we need to set ↵pairwise
i =1 when f(x⇡

i |S
⇡
i�1)  0 as otherwise, the resulting ↵pairwise

i

would not upper bound ↵min
i . We now present an Algorithm 5 that given ⇡ 2 ⇧pairwise and

pairwise information about f , produces an approximation bound � such that the solution
S⇡ satisfies f(S⇡) � �f(S⇤).

Algorithm 5: Pairwise Information Post-Hoc Bound
Input: Base set X and S⇡

✓ X
Result: � such that f(S) � �f(S⇤)

1 S⇡
0  ;;

2 for i 1, . . . , n do
3 select x⇡

i from S⇡
\S⇡

i�1;
4 if f(x⇡

i |S
⇡
i�1) > 0 then

5 ↵i  
maxx2X\S⇡

i�1
f̄(x|S⇡

i�1)

f(x⇡
i |S⇡

i�1)
;

6 else
7 ↵i  1;
8 S⇡

i  S⇡
i�1 [ {x⇡

i };
9 end

10 �  1� e�
1
n

Pn
i=1

1
↵i ;

Algorithm 5 provides us a means to find performance bounds for an arbitrary algorithm
⇡ given only pairwise information about f . This does not guarantee the performance before
execution, but it does provide a method to verify performance of an algorithm without
having to explicitly compute f(S⇡) and f(S⇤).

We end this section with a few remarks about supermodularity of conditioning and the
lower bound.

Remark 4.4.4. (On Supermodularity of Conditioning) Note that assuming f possess super-
modularity of conditioning does not a↵ect the hardness results for submodular maximiza-
tion. As shown in [5], the weighted set cover problem objective possesses supermodularity
of conditioning and hardness results still exist for the problem.

Remark 4.4.5. (On Lower Bound Interpretation) We used the intuition from area and set
coverage functions to find the pairwise lower bound. For example, let f be the set coverage
function

f(S) = |[xs2SAxs | .
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Where | · | denotes the cardinality of a set and each Ax is a set that uniquely correspond
to an element x 2 X. We can interpret the marginal gain of adding x 2 X to S ✓ X as

f(x|S) = |Ax|� |Ax \ ([xs2SAxs)| .

If we expand the last term using the inclusion-exclusion principle and then truncate the
sum to the first order terms, we yield a lower bound [13] as follows,

f(x|S) � |Ax|�

X

xs2S

|Ax \ Axs |.

Which can be rewritten as,

f(x|S) � f(x)�
X

xs2S

f(x)� f(x|xs),

which is the same form as the lower bound in (4.47). We utilized supermodularity of
conditioning to generalize this idea to a larger class of submodular functions that are not
necessarily coverage functions.

4.4.2 Pessimistic Algorithm

Next, we propose another pairwise algorithm which we call the pessimistic algorithm.

Algorithm 6: Pessimistic Greedy Algorithm
Input: Base set X, submodular function f and cardinality constraint n
Result: Approximate solution S ✓ X

1 Si  ; for all i 2 {0, . . . , n};
2 for i 1, . . . , n do
3 xi  argmaxx2X\Si�1

f(x|Si�1);

4 Si  Si�1 [ {xi};
5 end
6 S  Sn

Similar to the optimistic algorithm, we greedily select elements with the highest guaran-
teed value. This is equivalent to greedily minimizing the approximation factors ↵pairwise

i in
Algorithm 5. What di↵ers from the optimistic algorithm is that we require the additional
assumption of supermodularity of conditioning on the objective function. This algorithm
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enjoys similar guarantees as the optimistic algorithm when curvature assumptions are made
but can outperform in certain scenarios. Later, in our experimental results we show the
e↵ectiveness of the pessimistic algorithm for a probabilistic coverage problem.

Using another alternative definition of curvature, we can produce a similar performance
bound as the optimistic algorithm. Let us define the k-cardinality curvature as follows.

Definition 4.4.6 (k-Cardinality Curvature). We define the k-cardinality curvature ⌧k as

⌧k = 1� min
A✓X,|A|<k,x2X\A

f(x|A)

f(x)
. (4.49)

What di↵ers between this notion of curvature and the k-marginal curvature, is that it
compares the values of the marginal of x with respect to sets with size less than k to the
values of f evaluated on single elements. The 2-cardinality curvature can be written as

⌧2 = 1� min
y2X,x2X\{y}

f(x|y)

f(x)
.

We will use this definition to prove the following result for the pessimistic algorithm.

Theorem 4.4.7. Let f be a normalized, monotone and submodular function that possesses
supermodularity of conditioning. For the solution produced by the pessimistic algorithm the
approximation factors,

↵pes
i =

(
1 i  2

1
1�min{(i�1)⌧2,1} i > 2

, (4.50)

satisfy (4.7) for all i  n.

Proof. Let S = {x1, . . . , xn} be the solution produced by the pessimistic algorithm and
Si = {x1, . . . , xi}. Let x

g
i be the true greedy choice at iteration i given Si�1. For i = {1, 2},

we have that
f(x|Si�1) = f(x|Si�1).

Hence, xi = xg
i and therefore, we can let ↵pes

1 = ↵pes
2 = 1. Using the definition of the

2-cardinality curvature we have the following inequalities. First,

⌧2 � 1�
f(x|y)

f(x)
, (4.51)
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for all x, y 2 X, which holds by definition of ⌧2. Next using the lower bound (4.46), we
have

f(x|S) � f(x)�
X

xj2S

f(x)� f(x|xj)

= f(x)

0

@1�
X

xj2S

1�
f(x|xj)

f(x)

1

A

� f(x)(1� |S|⌧2).

Since we know that f(x|S) � 0, then we have

f(x|S) � max{f(x|S), 0} � f(x)(1�min{|S|⌧2, 1}). (4.52)

Using these inequalities we can bound the minimum achievable approximation factor as
follows:

↵min
i =

f(xg
i |Si�1)

f(xi|Si�1)


f(xg

i |Si�1)

max{f(xi|Si�1), 0}
(4.53)


f(xg

i |Si�1)

max{f(xg
i |Si�1), 0}

(4.54)


f(xg

i |Si�1)

f(xg
i )(1�min{(i� 1)⌧2, 1})

(4.55)


1

1�min{(i� 1)⌧2, 1}
. (4.56)

Where (4.53) holds by the definition of the lower bound, (4.54) holds by the greedy choice
property of the pessimistic strategy and finally (4.55) holds by (4.52). Therefore if we set
↵pes
i to the right hand side of equation (4.56) for i > 2, then ↵pes

i is a valid approximation
factor for Theorem 4.3.1.

The following corollary immediately follows.

Corollary 4.4.8. Let S ✓ X be the solution produced by the pessimistic algorithm, then
we have

f(S) �
⇣
1� e�

1
n(2+

Pn
i=3(1�min{(i�1)⌧2,1}))

⌘
f(S⇤). (4.57)
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Similar to the optimistic algorithm, we see that if ⌧2 is small, f(x|S) closely represents
the true value of f(x|S). This bound on performance can be loose relative to the bound
produced by Algorithm 5 due to (4.52) being coarse. The post-hoc bound produced by
Algorithm 5 will provide a tighter bound on performance than Corollary 4.4.8.

Remark 4.4.9. The new notions of curvature defined in Definitions 4.3.5 and 4.4.6 are
related to the traditional definition of curvature. Let c be the traditional curvature as
described in Definition 3.1.5, let S ✓ X and x 2 X\S, both the k-marginal and k-
cardinality curvature have similar inequalities.

c � ck(x|S) and c � ⌧k.

There are scenarios where c can be 1 and either c2(x|S) or ⌧2 can be small. In Figure 4.1,
we see that ⌧2 will be small but c(x|S) can be large. In Figure 4.1, let us denote the
disks by their numbers di and let the area of each disk be equal to 1. Let x = d6 and let
S = {d5, d7, d8}. Then c2(x|S) will be large because f̄(x|S) ⇡ 2/3 and f(x|S) ⇡ 0. As
previously described, ⌧2 is small in this example because for the two disks, x = d5 and
y = d6 with the most overlap, we have f(x|y) ⇡ 2/3 and f(x) = 1. Figure 4.2, describes
the opposite case where ⌧2 ⇡ 1 and c2(x|S) ⇡ 0 for any S 2 X and x 2 X\S.

Remark 4.4.10. It turns out that ⌧k and c̄k are closely related. We can rewrite the definition
of ⌧k as follow:

⌧k = 1� min
A✓X,|A|<k,x2X\A

f(x|A)

f(x)

= 1� min
S✓X,x2X\S,A✓S,|A|<k

f(x|A)

f(x)

= 1� min
S✓X,x2X\S

minA✓S,|A|<k f(x|A)

f(x)

= 1� min
S✓X,x2X\S

f̄k(x|S)

f(x)
.

This means that ⌧k and c̄k only di↵er in weather the upper bound on the marginal is in
the numerator or the denominator. The traditional curvature is written as

c = 1� min
S✓X,x2X\S

f(x|S)

f(x)
.

We can interpret both c̄k and ⌧k as truncating the fraction in two di↵erent ways, both of
which result in,

c � c̄k and c � ⌧k.
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If we truncate the numerator of c we provide performance bounds for the pessimistic
algorithm and if we truncate the denominator we provide performance bounds for the
optimistic algorithm.

4.4.3 Comparison of Pairwise Algorithms

Tightness of Bounds

We can compare the performances of the optimistic and pessimistic algorithms by com-
paring the exponents in (4.26) and (4.57). Note that the algorithms will have the best
approximation bounds if the exponents evaluate to -1. The performance of each algorithm
is dependent on the corresponding notions of curvatures. For the optimistic algorithm,
we wish that the 2-marginal curvatures are close to zero for each xi and Si�1. For the
pessimistic algorithm we instead wish that the 2-cardinality curvature is close to zero.
One downside that the pessimistic algorithm has is that each term of the sum has the
2-cardinality curvature multiplied by (i � 1). This means that when the cardinality con-
straint n is large, the min{(i�1)⌧2, 1} will saturate, resulting in the later terms of the sum
to evaluate to 0, hindering the guaranteed performance of the pessimistic algorithm.

Assumptions Required

It is important to note that the pessimistic algorithm requires that the function f possesses
the property of supermodularity of conditioning. This is a strong assumption on the
function and limits the number of applications where the pessimistic algorithm can be
applied. The optimistic algorithm on the other hand can be applied to any submodular
function. An advantage of the pessimistic algorithm, is that the performance bound is
computable only using pairwise information. The performance bounds of the optimistic
algorithm requires the ability to compute the objective function on sets of arbitrary size.

Empirical Results

As we show in our experimental results Section 4.6, for the particular problem we explore,
the pessimistic algorithm tends to out perform the optimistic algorithm in terms of the ap-
proximation performance. Our experiments by no means show how the algorithms perform
in every situation but highlights the potential performance of the two pairwise algorithms.
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4.5 Time Complexity Analysis

A practical issue with the classical greedy strategy is that for large problems, it can be
expensive to compute [28, 35]. As previously described, it is a common assumption in the
literature that we have a value oracle for the submodular objective, that is computable in
constant time. This leads to a time complexity that is linear in both the size of X and
magnitude of n. As described in Subsection 3.2.2, the time complexity of the traditional
greedy strategy, is O(|X| · n · Teval(n)), where Teval describes the cost of evaluating f given
a the size of the input set S.

The pairwise algorithms can exploit the evaluations of f(A) on sets A ✓ X where
|A|  2, to achieve significant time complexity improvements. The cost of computing
f(x|y) for x, y 2 X can be considered constant for algorithms in ⇧pairwise. This is because
and algorithm ⇡ 2 ⇧pairwise can only evaluate f on sets of size 1 and 2 which is independent
of the size of the inputs |X| and n.

Although, the optimistic and pessimistic algorithms are able to provide approximation
guarantees based on properties of f , we see that they can present computational challenges.
If they are naively implemented as in Algorithm 2 and 6, the cost of computing each
f̄(x|X) or f(x|S) in the argmax is O(|S|). In optimistic algorithm, for each f̄(x|S), we
are computing the minimum f(x|y) over y 2 S. In the pessimistic algorithm, for each
f(x|S), we are computing a sum of f(x)� f(x|y) for y 2 S. Essentially if we treat f̄(x|S)
and f(x|S) as surrogates for f(x|S), we are executing a greedy strategy with evaluation
cost Teval(|S|) = |S|, resulting in an overall time complexity of O(|X| · n · n) for both
algorithms.

The naive implementation of the optimistic and pessimistic algorithms would only
provide time complexity improvements if, the cost of executing f on sets S had time
complexity larger than O(n). Thankfully, we are able to avoid the linear computation cost
of f̄(x|S) and f(x|S) by utilizing the following two recursive definitions.

Let S = {x1, . . . , xn} ✓ X be the set selected by a pairwise algorithm and Si =
{x1, . . . , xi}. Both f̄(x|S) and f(x|S) have the recursive definitions. For the upper bound
we have that for each x 2 X,

f̄(x|Si) = min
xj2Si

{f(x|xj)}

= min{ min
xj2Si�1

{f(x|xj)}, f(x|xi)}

= min{f̄(x|Si�1), f(x|xi)}. (4.58)

42



Similarly, for the lower bound have that for each x 2 X,

f(x|Si) = f(x)�
X

xj2Si

f(x)� f(x|xj)

= f(x)�
X

xj2Si�1

f(x)� f(x|xj)� (f(x)� f(x|xi))

= f(x|Si�1)� (f(x)� f(x|xi)). (4.59)

We present a generalized pairwise algorithm, which e�ciently implements both the opti-
mistic and pessimistic algorithms.

Algorithm 7: Fast Pairwise Greedy Algorithm
Input: Base set X, submodular function f and cardinality constraint n
Result: Approximate solution S ✓ X

1 Si  ; for all i 2 {0, . . . , n};
2 fest(x|S0) f(x) for all x 2 X;
3 for i 1, . . . , n do
4 xi  argmaxx2X\Si�1

fest(x|Si�1);

5 Si  Si�1 [ {xi};
6 fest(x|Si) BOUND(fest(x|Si�1), x, xi) for all x 2 X\Si;
7 end
8 S  Sn

In Algorithm 7, fest(x|Si�1) represents the marginal estimate f̄(x|Si�1) or f(x|Si�1)
depending if the optimistic or pessimistic algorithm is executed. BOUND is a subroutine
which updates the current marginal estimate for x given the previous estimate and the
element xi, using (4.58) or (4.59). The updates for the upper and lower bounds take
constant time. We can realize the sets of marginal estimates as a map where x is the key
and the value is the marginal estimate of x given the current set Si�1.

This means the argmax in Line 4, can be computed by iterating over x 2 X which
takes O(|X|). Also, line 6 can be computed in O(|X|) time by iterating over x and
running the BOUND subroutine which take constant time. Therefore, the execution time
of each iteration of the For-Loop is O(|X|) and is executed n times which results in a time
complexity of exactly O(|X| · n).

This is significant because this algorithm essentially removes the cost of computing the
function f , comparatively to the traditional greedy algorithm. Note, that this algorithm,
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requires a map of size |X| which maintains the values of the marginal estimates. This
may not be feasible for some applications [23, 36, 57]. In these scenarios, other algorithms
would have to be considered to solve the problem.

The e�ciency of the pairwise algorithms introduces new trade-o↵s for practical appli-
cations of submodular maximization. We can trade-o↵ approximation performance guar-
antees for time complexity improvements. This can be useful in scenarios where a user
needs to repeatedly obtain approximate solutions to a submodular maximization problem
quickly, but is not as sensitive to the quality of the solution. This trade-o↵ can be critical
in scenarios where there are real time computing constraints.

For example suppose that f was the set coverage function described in Remark 4.4.5,
then given S then the cost of computing f(S) is O(|S| ⇤ l) where l is the size of the largest
set Ax, assuming that the sets are implemented using hash tables. Given large Ax sets and
large S then f(S) can become computationally expensive. For practical problems such
as contaminant detection in large sensor networks, evaluating the objective can require
parsing though gigabytes of data [27].

As we will show in Section 4.6, the execution time improvements in using the pairwise
algorithms can be significant while simultaneously still providing relatively strong approx-
imation performance. If the function has favourable curvature conditions, then the losses
in the guaranteed performance from using the pairwise algorithms can be minimal.

4.6 Simulation Results

In this section, we benchmark the proposed algorithms in a simulated application of pro-
viding autonomous ride service in New York City utilizing electric vehicles. We focus on
a coverage problem of selecting a set of charging locations for vehicles, for which they
can best respond to customer demand after charging. From a historical data set provided
by the NYC Taxi & Limousine Commission [38], we know that throughout the day the
geographical distribution of customer demand is changing.
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Figure 4.3: Geographical visualization of taxi customer data collected on January 1, 2020.
There are 263 districts and size of the dots in each districts are proportional to the number
of pick ups that occurred in the district.

New York City is split into 263 Taxi districts and we assume that the charging stations
are located at the centroids of each of theses districts. We wish to select a subset of
charging locations that maximize the expected customer demand that can be e�ciently
serviced from these locations. We say a customer can be e�ciently serviced if it can be
picked up with a delay of at most t minutes. Let E be the set of districts and let X be
the set of stations. Let pex be the probability that a vehicle deployed from station x 2 X
can pick up a passenger in district e 2 E in t-minutes. For simplicity we assume that the
ride requests originate from the centriods of the districts. Finally, let ve be the demand in
district e, which is modeled as the estimated number of pick up requests in district e in a
specified time interval, based on historical data.
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Let S ✓ X be a set of stations. then the objective we want to maximize which we will
call the hidden objective function fh, is written as follows:

fh(S) =
X

e2E

  
1�

Y

x2S

(1� pex)

!
ve

!
. (4.60)

The hidden objective function is more formally known as the probabilistic coverage function
and was used for a related sensor coverage problem in [5].

Suppose we do not have access to the entire hidden objective function due to com-
putational and/or modelling challenges, and thus the optimization must be solved using
only pairwise information. Given the pairwise information constraint, we can compute the
expected demand that can be serviced by a single station and a pair of stations as,

f(x) =
X

e2E

pexve

and
f(x, y) =

X

e2E

(1� (1� pex)(1� pey))ve.

We will model pex using a Gaussian Kernel function

pex = e�
d(x,e)2

r2 ,

where d : R2
⇥R2

! R+ is a distance metric, and r is a tune-able parameter that dictates
the range of distances where a vehicle could pick up a passenger in under t-minutes. For
our experiments, we used the Euclidean distance metric for simplicity but the metric could
be changed to better model the real system.

The objective function is a normalized, monotone and submodular function that ex-
hibits supermodularity of conditioning [5], which allows us to apply all of our results. To
decide which stations should be selected during di↵erent time intervals throughout the day,
we estimate ve for each e 2 E from the historical data and then attempt to solve

S⇤
2 argmax

S✓X,|S|n
fh(S).

Under the pairwise information constraint this is exactly an instance of Problem 4.1.2 when
k = 2.

We compare the optimistic and pessimistic algorithms’ ability to maximize fh while
only given access to f(x) and f(x, y) for x, y 2 X, to the full information greedy algorithm
with full access to fh. We compute the hidden objective value fh(S) for solutions S of
the pairwise algorithms to compare against the solutions produced by the full information
greedy algorithm.
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4.6.1 Experimental Approximation Performance Results

To determine how the strategies of the optimistic and pessimistic strategies perform we
used historical data for ride services in New York City. The data set included the pick-up
times and locations for all the “For Hire Vehicle” rides in the month of January 2020 [38].
We tested the performance of algorithms on varying distributions, we split up the data by
pick-up time. We made twelve sections, each corresponding to a unique two-hour window
of the day. For each of the subsets, we estimate values ve for each district by taking the
average number of rides in each time interval over all the days in the data set. We executed
the three algorithms on each of the twelve sets to test performance, which is summarized
in Figure 4.4.
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Figure 4.4: Experimental results comparing the performance of the three algorithms. For
each algorithm, the average percentage of total demand covered by the selected stations
was plotted against the number of stations in the set. The percentage covered was averaged
over the 12 experiments. The error bars enclose one standard deviation above and below
the average.

Figure 4.4 shows the performance for di↵erent numbers of charging stations selected.
We see that all three algorithms have similar performance for low values of n, but then be-
gin to diverge after 5 stations are selected. The total ride demand covered is computed by
taking the demand covered by a set of station selected by an algorithm fh(S) and dividing
by fh(X) during a two hour time interval. This was done to compare the performance of
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each time interval as the ride demand changes over the day. The pessimistic algorithm’s
performance is significantly better than the optimistic algorithm’s. The pessimistic algo-
rithm yielded a value no worst than 90% of the full information greedy algorithm’s value
and the optimistic algorithm yielded a value no worst than 67% across all trials.
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Figure 4.5: Experimental results comparing the average worst case lower bounds produced
by each algorithm as a function of the number of stations selected n. The bounds with
solid lines were computed using Algorithm 5. The bound for marked “Pessimistic Theo-
retical” was computed using Corollary 4.4.8 and line marked “Optimistic Theoretical” was
computed using Corollary 4.3.4.The error bars represent one standard devation above and
below the averages.

Figure 4.5 compares the worst-case lower bounds of the optimistic and pessimistic
algorithms computed by Algorithm 5 on the same trials as used in Figure 4.4 as well as the
worst case performance bounds produced by Corollaries 4.3.4 and 4.4.8. As the number
of stations increases, the lower bounds on performance degrades in all cases. For the
pessimistic algorithm, this is due to the fact the lower bounds on the marginals also exhibit
diminishing returns and continually selecting elements maximizing the lower bound drives
the denominator of (4.48) down. This causes high values of the estimated ↵1, . . . ,↵n and
decreasing approximation bounds. The optimistic algorithm does not actively minimize
the estimated approximation factors, which are reflected in both the percentage of ride
demand covered and computed approximation bounds.
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As observed in Figure 4.4, both pairwise algorithms are performing similarly to the full
information greedy strategy even through the lower bounds in Figure 4.5 suggest otherwise.
We also see that the theoretical performance bound for the optimistic algorithm is relatively
close to the bound produced by Algorithm 5 for the pessimistic algorithm. The pessimistic
algorithm’s theoretical bound is much lower than the rest of the bounds, due to the fact
that the average ⌧2 for each trial was near 1 with a value of 0.89. This highlights the
benefits of utilizing Algorithm 5 when computing performance bounds for the pessimistic
algorithm.

This experiment reveals that the bound produced by Algorithm 5 becomes less accurate
as n increases. This is due to the fact that the approximation factors measure the multi-
plicative di↵erence between the true greedy choices and the pairwise algorithms’ choices.
The true marginals for elements selected near the end of execution tend to be smaller.
Thus, the di↵erence in the overall objective values could be small, but the multiplicative
di↵erence could be large which is reflected in a lower bound on performance.
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Figure 4.6: Experimental results comparing the demand covered by each algorithm for
each two hour time interval of the day with n = 25. The grey dots represent to maximum
possible demand that could be covered during that time interval.

Figure 4.6 looks at the performance of the algorithms over di↵erent subsets of historical
data. We plotted the objective value for 25 stations using each of the algorithms for
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each of the twelve subsets of data. We also plotted the maximum possible value of the
objective function each of the algorithms could possibly achieve in the time frame. From
Figure 4.6, we see that for each time frame, the pessimistic algorithm is essentially as
e↵ective as the full information greedy algorithm, but the optimistic greedy algorithm is
less e↵ective. The performance of both the optimistic and pessimistic algorithms seem
to be robust to the changing of the demand distribution through a 24-hour period. For
time intervals where there is low total demand, the pairwise algorithms are as e↵ective as
the full information greedy strategy. The gap in performance between the optimistic and
pessimistic algorithms is more apparent when there is higher total ride demand. On the
other hand, the performance of the optimistic algorithm is consistent.

Remark 4.6.1. We can reason why the pessimistic algorithm is out performing the op-
timistic strategy for this problem by comparing the estimates of the marginals they are
maximizing. We can rewrite the optimistic strategy’s objective as,

f̄(x|S) = min
xj2S

f(x|xj) = f(x)�max
xj2S

{f(x)� f(x|xj)}. (4.61)

If we compare this to the objective maximized in the pessimistic strategy,

f(x|S) = f(x)�
X

xj2S

(f(x)� f(x|xj)). (4.62)

We see that the upper bound and lower bound on the marginal return are related
quantities. The f(x) � f(x|xj) term in both (4.61) and (4.62) represents the maximum
decrease of f(x|S) from f(x) contributed by xj. By estimating the marginal returns using
f̄(x|S) we are assuming a single element in S impacts the value of f(x|S). By estimating
the marginal return using f(x|S), we are assuming each element in S independently impacts
the value of f(x|S).

In this scenario, because the elements are spread out geographically, the marginal return
of adding a station, is a↵ected by all previously selected stations that surround the new
station being added. It is unlikely that only a single previously selected station impacts
the marginal return of the newly added station. Therefore, the estimates f(x|S) are likely
more accurate than f̄(x|S), resulting in better performance of the pessimistic algorithm.

4.6.2 Experimental Time Complexity Results

Using the same data used for the performance experiments, we measured the time e�ciency
of the three algorithms. We measured the execution time of the algorithms for each of the 12
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data subsets and plotted the average execution time in terms of n. Each of the experiments
was computed using Python 3.7 on a 2017 Macbook Pro with a 3.1 GHz Dual-Core Intel
i5 and 8 GB 2133 MHz LPDDR3 RAM.
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Figure 4.7: Experimental result showing the execution time for each algorithm as the
number of stations selected increases. For each n, the algorithms execution times were
recorded for each of the 12 subsets of data and then average over 5 trials. The error bars
represent one standard deviation around the averages.

Figure 4.7 summarizes the results from the execution time experiment. For each trial,
the size of |X| was the same. The relationship between the execution times of the pairwise
algorithms and the value of n is linear. This relationship is as expected given our time
complexity analysis in Section 4.5. Using the pairwise greedy strategies and the implemen-
tation in Algorithm 7, the time complexity is reduced from quadratic to linear in terms of
n. The pessimistic and optimistic algorithms share similar execution times which resulted
in the two line overlapping.
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Figure 4.8: Plot of the ratios of execution times of the greedy strategy to the execution
times of the pairwise algorithms as the number of stations selected increases. For each n
the average execution time of the greedy algorithm was divided the average execution of
each algorithm.

In Figure 4.8, we see that for both pairwise algorithms the ratio of the execution time
of the full information greedy algorithm and the pairwise algorithms is essentially linear.
This verifies that the pairwise algorithms result in a reduction in time complexity by a
factor of n for this particular objective function.

4.7 Summary

In this chapter, we introduced the submodular maximization problem with limited function
access and established inapproximability results for the general problem. We then intro-
duced the optimistic strategy, which provides a constant factor approximation for general
problem given the value of the total k-marginal curvature. With an addition assumption of
submodularity of conditioning on the objective, we provide a method to measure the per-
formance of an arbitrary greedy strategy using only pairwise information. We then provide
an additional pairwise strategy called the pessimistic algorithm. We present performance
bounds for the pessimistic algorithm that are in terms of the k-cardinality curvature. We
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then show that both optimistic and pessimistic algorithms can be computed e�ciently.
Finally, we present empirical evidence showing the e↵ectiveness of the pairwise algorithm.
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Chapter 5

Linear Programming for Distributed
Submodular Maximization

In this chapter we will discuss work related to representations of submodular functions and
how these representations can be used in the context of distributed submodular maximiza-
tion. We begin by establishing a connection between submodular functions and feasible
regions of linear constraints. We then formulate a general linear program that can be
used to find these worst-case function examples. We are able to directly apply the linear
programming approach to the distributed submodular maximization problem.

5.1 Linear Programming Representation

We start this chapter by introducing a method to realize submodular functions as vectors in
the feasible region of a set of linear constraints. This bears resemblance with the techniques
used in the original formulation of the submodular maximization problem in the classical
work of [37]. To wit, let X be a base set of elements. We represent a set function defined
on X as a 2N dimensional real-valued vector, where N = |X|. Let v 2 R2N be a vector
(or lookup table) where each component of v gives the function value for a corresponding
subset S ✓ X, we denote this component by vS. The indexing of subsets for the vectors is
fixed i.e., for any two vectors v, v̂ 2 R2N , the values of vS and v̂S are located at the same
index for the two vectors. Given v 2 R2N , we define a set function f : 2X ! R by

f(S) = vS.
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We can enforce properties on the function f by imposing constraints on v. We can realize
v as

v =

2

666666666666664

f(;)
f(x1)

...
f(xn)

f(x1, x2)
...

f(xN�1, xN)
...

f(x1, . . . , xN)

3

777777777777775

2 R2N . (5.1)

We now define a matrix Asubmodular, which if Asubmodularv � 0 then, the function f
defined by v is submodular. For a function f to be submodular we require that

f(A) + f(B) � f(A \B) + f(A [ B), (5.2)

for all A,B ✓ X. Let us rewrite (5.2), in terms of the components of v as

vA + vB � vA\B � vA[B � 0. (5.3)

Let Asubmodular 2 R2N (2N�1)⇥2N where each row corresponds to the constraint in (5.3) for a
pair of subsets A and B.

We now define another matrix to ensure the function represented by v is also monotone.
For f to be monotone we need to ensure that f(x|A) � 0, for all x 2 X and A ✓ X. If we
assume that Asubmodularv � 0 holds, then we can enforce monotonicity on v by adding N
more constraints.

In particular, we ensure that f(x|X\{x}) � 0 for all x 2 X. If f is submodular then
f(x|A) � f(x|X\{x}) for A ✓ X\{x}, then enforcing f(x|X\{x}) � 0 implies f(x|A) � 0.
Written in terms of the components v, we impose the condition

vX � vX\{x} � 0. (5.4)

Let Amonotone 2 RN⇥2N , where each row encodes the monotonicity constraint imposed by
x in (5.4) for all x 2 X. If both

Asubmodularv � 0 and Amonotonev � 0,
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then the function represented by v will be both monotone and submodular. Finally to
ensure that f is normalized we simply impose an equality constraint v; = 0.

A key fact about these constraints is that they are all linear inequalities in terms of
the components of v. We formulate a linear program in order to search for monotone,
normalized and submodular functions with certain properties:

max
v2R2N

cTv,

s.t.


Asubmodular

Amonotone

�
v � 0,

v; = 0, and Mv � b,

where c 2 R2N is a general cost vector, M 2 Rl⇥2N and b 2 Rl. Here, M and b are general
constraints that can be used to enforce additional properties on the submodular function
produced by the optimal solution v. The cost vector defines which values of the submodular
function should be maximized. In Section 5.3, we specify c,M and b to provide performance
guarantees for the adapted greedy strategy for distributed submodular maximization.

5.2 Distributed Submodular Maximization Problem

5.2.1 Problem Statement

We now introduce the distributed submodular maximization problem [12] and how we can
apply our linear programming approach. Suppose we are given n agents V = {1, . . . , n}.
Each agent i has access to the an action set Xi and must choose one action xi 2 Xi. The
agents follow a greedy strategy and we want study the impact of information on their
performance. We consider the scenario where the agents select their actions sequentially.
Each agent i 2 V has access to a subset of actions chosen by agents {1, . . . , i � 1}. We
encode this information in a directed acyclic graph (DAG) G = (V,E), where the agent
indices form a topological order. There is an edge (i, j) 2 E if agent j has access to the
action of agent i. We refer to this graph as the agents’ communication graph.

The in-neighbor set of agent i in G is defined as

N (i, G) = {j 2 V | (j, i) 2 E}.

The information available to this agent is given by

Xin(i, G) = {xj | j 2 N (i, G)}.
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We assume the agents select their actions by greedily maximizing their own marginal return
given the information available to them, i.e.,

xi 2 argmax
x2Xi

f(x|Xin(i, G)). (5.5)

A greedy solution SG = {x1, . . . , xn} is one for which each xi satisfies (5.5). We then let
SG be the set of all greedy solutions.

We study the same problem described in [12, 15, 5] and is defined as follows:

max
S✓X,|S|n

f(S) (5.6)

s.t. |S \Xi|  1

for i 2 {1, . . . , n},

where X = [i2nXi and each Xi is disjoint. This is formally known as maximizing a
submodular function over the partition matroid. This is the exactly Problem 3.7, when
k = 1.

Suppose we have a normalized, monotone and submodular function f , a group of agents,
a DAG G, and the strategy given by (5.5). We want to study the worst-case sub-optimality
of the greedy strategy (5.5) for the problem defined in (5.6). Note that this will depend
on the information structure G, and thus we want to study how the performance depends
on G.

As described in [12], if the sets Xi are not disjoint, then any derived bounds for disjoint
sets still hold for non-disjoint action sets. Therefore, we can apply any previously known
performance bounds for greedy strategy (5.5) from [12, 15] to the special case of the problem
where each agent shares the same action set Xi = X. More formally, we are interested in
the following problem:

max
S✓X,|S|n

f(S). (5.7)

This is exactly the Problem 3.5. When the agents share action sets we want to study the
worst-case sub-optimally of the solution produced by greedy strategy (5.5) for the problem
defined in (5.7). As described in the introduction, the centralized greedy strategy provides
a tighter approximation guarantee, when maximizing over the uniform matroid compared
to the partition matroid. We are interested in understanding if the approximation bounds
can be improved for the distributed problem in the same way.

57



5.2.2 Previous Performance Guarantees

We define the competitive ratio for a normalized monotone submodular function f and a
DAG G = (V,E) as

�(f,X,G) = min
SG2SG

f(SG)

f(S⇤)
,

where SG is the set of all greedy solutions given by (5.5), and thus minSG2SG f(SG) is worst
possible greedy solution.

Let us denote the worst-case competitive ratio for a given graph G by

�(X,G) = min
f

�(f,X,G).

Both [12] and [15] provide performance bounds in terms of properties of the graph G.

The tightest known bound for this problem is provided in [15] and is in terms of the
fractional independence number of the graph G = (V,E) denoted by ↵⇤(G). The fractional
independence number is defined as

↵⇤(G) =max
x2Rn

X

v2V

xv, (5.8)

s.t.

xv � 0 8 v 2 V,
X

v2C

xv  1 8 Cliques C ✓ V.

The independence number is the solution to an integer program, and the fractional in-
dependence is the solution obtained by relaxing the integer constraints of the program,
see [15].

Theorem 5.2.1 (Theorem 1 of [15]). Let �(X,G) be the worst case competitive ratio
of (5.6) for agents following (5.5). We have,

�(X,G) �
1

↵⇤(G) + 1
. (5.9)

To best of our knowledge, this is the tightest known bound for problem (5.6) but also
the tightest for the special case when each Xi = X, and comparing to problem (5.7). We
seek to provide a tighter bound for the special case when using the greedy strategy to
approximate the solution to problem (5.7).
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5.2.3 Linear Programming Approach

We will now present how to incorporate the adapted greedy strategy in (5.5) into our
linear programming model. Suppose we are given a DAG G with n nodes and a set
B = {x1, . . . , xn} that satisfies the partition matroid constraint. We can add constraints
to the linear program such that the feasible set contains all the submodular functions for
which B is a greedy solution from (5.5) i.e, B 2 SG.

Given a fixed set B = {x1, . . . , xn} ✓ X, let

Xin(i, G) = {xj 2 B | j 2 N (i, G)},

for a function f : 2X ! R we need the following inequalities to hold

f(xi|Xin(i, G)) � f(x|Xin(i, G)) for all x 2 Xi,

for each xi 2 B. We can rewrite these in terms of the components of v by

v{xi}[Xin(i,G) � v{x}[Xin(i,G) � 0 for all x 2 Xi.

Let us define a Agreedy,G 2 R(|X1|+···+|Xn|)⇥2N , which encodes each of the greedy constraints
for all xi 2 B. If Agreedy,Gv � 0 then the feasible region of v describes all the set functions
where B is a greedy solution.

5.3 Worst-Case Studies using Linear Programs

We begin this section, with a formulation of a linear program where the solution is a
function with minimum competitive ratio, out of all the submodular functions where SG is
selected by agents following (5.5). Given the sets A,B ✓ X that each satisfy the partition
matroid constraint, the following program produces a submodular function where A is an
optimal solution to (5.6), and B is a greedy solution produced by algorithm (5.5) with
minimum competitive ratio. The constant C fixes the value of f(B) for the resulting
function. We define the following program:

max
v2R2N

vA, (5.10)

s.t.

2

4
Asubmodular

Amonotone

Agreedy,G

3

5 v � 0,

v; = 0 and vB = C.
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Let f be the function produced by the optimal solution v⇤. The program finds the
maximum value that the set A can take on given f(B) = C and B 2 SG. Since f(B) is
fixed, maximizing f(A) will produce the largest value for f(A), and therefore will produce
the function with minimum competitive ratio.

Using an o↵-the-shelf black box optimizer, linear program (5.10) can be solved numer-
ically to produce the worst-case function examples. However, the drawback is that the
constraints in the linear programs scale exponentially in N . The encoding of the gen-
eral linear program requires O(2N(2N � 1)) space using sparse matrix representations.
For small enough sets X, black-box optimizer are able to solve the linear programs in a
tolerable amount of time.

5.3.1 Main Results

Using the linear programming approach we show that by removing edges from the com-
munication graph, we degrade worst-case performance. The result is suggested by [12]
and [15] but is not explicitly proven.

Theorem 5.3.1. Let f : 2X ! R be a normalized, monotone and submodular function and
G = (V,E) be a DAG. Let Ḡ = (V,E\{e}) where e 2 E. Then, there exists a normalized,
monotone, and submodular function f̄ : 2X ! R with competitive ratio such that,

�(f̄ , X, Ḡ)  �(f,X,G).

This theorem essentially states that if we remove edges from G, then the approximation
guarantees for the greedy strategy degrades. We formalized this in the following corollary.

Corollary 5.3.2. Consider two DAGs G = (V,E) and Ḡ = (V, Ē) with Ē ✓ E, Then

�(X,G) � �(X, Ḡ).

We will now present the proof of Theorem 5.3.1.

Proof of Theorem 5.3.1. We begin by introducing two linear programs which will compute
functions with the minimum competitive ratio given G and Ḡ.

We define our first linear program, referred to as linear program 1, as an instance of
(5.10), with a fixed set A = {xa

1, . . . , x
a
n} ✓ X and B = {x1, . . . , xn} ✓ X such that

|A \ Xi| = 1, and |B \ Xi| = 1, with greedy constraints defined using G. Let SG be a
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greedy solution that achieves value minS2SG f(S) and let C = f(SG). Let f̂ be the function
produced by the optimal solution v̂⇤ 2 R2N of linear program 1. The second linear program,
linear program 2, is identical to linear program 1 but we replace the greedy constraints
with the greedy constraints defined by Ḡ. Let f̄ be the function produced by the optimal
solution v̄⇤ 2 R2N of linear program 2. The set B is a greedy solution for both f̂ and f̄ ,
therefore we have that f̂(B) = f̄(B) = f(SG).

We begin by noting that, since Ḡ has one less edge than G, only one agent has less
information when using Ḡ instead of G. Let (j, k) 2 E be the edge that is removed from
G to produce Ḡ. Therefore, we have that Xin(i, G) = Xin(i, Ḡ) for i 2 {1, . . . , n}\{k},
and for agent k we have Xin(k,G) = Xin(k, Ḡ) [ {xj}. Note that Xin(i, G) ✓ B and
Xin(i, Ḡ) ✓ B for each i. Let v̂ 2 2N be a vector in the feasible region of the constraints of
linear program 1 and g : 2X ! R be the submodular function corresponding to v̂. Next,
note that the constraints in both linear programs are identical except for the constraints
imposed by the information structure, Agreedy,G and Agreedy,Ḡ. Let v̄ 2 R2N be in the
feasible region of linear program 2. Next we show that the constraints on the value of v̂A
are tighter than v̄A for both the partition matriod and uniform matroid scenarios. The
tightest constraints that we can impose on maximum value of g(A) that involve the greedy
constraints are described as follows:

g(A)  g(B) +
X

xa
i 2A

g(xa
i |{x

a
i�1, . . . , x

a
1} [Xin(i, G))

 g(B) +
X

xa
i 2A

g(xa
i |Xin(i, G)),

where the first inequality holds by monotonicity and the second by submodularity. As a
result,

g(A) g(B) +
X

xi2B

g(xi|Xin(i, G)), (5.11)

g(B) +
X

xi2B\{xk}

g(xi|Xin(i, G))

+ g(xk|Xin(k, Ḡ) [ {xj}),

where we have used the greedy constraints in the first inequality. Next, note that by
submodularity

g(xk|Xin(k, Ḡ) [ {xj})  g(xk|Xin(i, Ḡ)),
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and hence
g(A)  g(B) +

X

xi2B

g(xi|Xin(i, Ḡ)). (5.12)

Here, the tightest constraints imposed by G in (5.11) are upper bounded by the ones
imposed by Ḡ in (5.12). However, for the case when Xi = X, the above constraints
are not the tightest possible constraints on the value of g(A); hence, for the uniform
matroid scenario, we provide a di↵erent set of inequalities. Let Bi = {x1, . . . , xi} for all
i 2 {1, . . . , n} the tightest constraints given G for each Bi are as follows:

g(A)  g(Bi) +
X

xa
i 2A

g(xa
i |{x

a
i�1, . . . , x

a
1} [ Bi)

 g(Bi) +
X

xa
i 2A

g(xa
i |Xin(i, G))

 g(Bi) + n · g(xi|Xin(i, G)), (5.13)

where (5.13), holds since g(xi|Xin(i, G)) � g(x|Xin(i, G)) for all x 2 X. Since G and Ḡ
di↵er by a single edge, a procedure similar to the one done in (5.12) yields that

g(A)  g(Bk) + n · g(xk|Xin(k, Ḡ)).

For both the partition and uniform matroid scenarios, each term in the above line of
inequalities can be represented as constraints on the decision vectors v̂ and v̄. By the
above inequalities, the constraints on v̂A of linear program 1 are upper bounded by the
constraints on v̄A of linear program 2. By the properties of linear programming, the
maximum values v̂⇤A  v̄⇤A. Therefore we have that f(S⇤)  f̂(A) by construction of linear
program 1, and f̂(A)  f̄(A) by our constraints argument, yielding

f(SG)

f(S⇤)
�

f̂(B)

f̂(A)
�

f̄(B)

f̄(A)
.

Since, f̂(B)

f̂(A)
and f̄(B)

f̄(A)
are the minimum competitive ratios given G and Ḡ, we have

�(f,X,G) � �(f̄ , X, Ḡ).

Using this theorem we can immediately prove Corollary 5.3.2.
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Proof of Corollary 5.3.2. First, we let G1 = G be given by G1 = (V,E1). By definition we
have,

�(X,G1) = min
f

�(f,X,G1).

Let Ē1 = E1\{e} and Ḡ1 = (V, Ē1). Let f̂ = argminf �(f,X,G1). By Theorem

5.3.1, there exist a normalized monotone submodular function f̄ such that �(f̂ , X,G1) �
�(f̄ , X, Ḡ1). By definition of �(X, Ḡ1), we have that �(f̄ , X, Ḡ1) � �(X, Ḡ1). Combining
the two inequalities we arrive at

�(X,G1) � �(f̄ , X, Ḡ1) � �(X, Ḡ1). (5.14)

Let now Ēl = E1\{e1, . . . , el} and Ḡl = (V, Ēl). Let {Ḡi}
|l|
i=1 be a sequence of graphs, where

each Ḡi = (V,E\{e1, . . . , ei})). Here Ḡi has exactly one less edge than Ḡi�1. Therefore,
we can iteratively apply (5.14) on the sequence of graphs to get,

�(X,G1) � �(X, Ḡ1) � · · · � �(X, Ḡl), (5.15)

yielding our result.

The results stated so far, hold for the special case when Xi = X for each i 2 {1, . . . , n},
leading to a result that we present next. For this, let !(G) be the clique number of the
graph G, that is the size of the largest clique.

Theorem 5.3.3. Let �(X,G) be the worst case competitive ratio of (5.7) for agents fol-
lowing (5.5), with Xi = X for all i 2 {1, . . . , n}, then we have,

�(X,G) �
⇣
1�

�
1� 1

n

�!(G)
⌘
�

⇣
1� e�

!(G)
n

⌘
.

Before we begin the proof, we need the following classical result from [37], taken here
from [25]. Let the classical greedy strategy be defined by

Si = Si�1 [ {argmax
x2X

f(x|Si�1)}. (5.16)

Theorem 5.3.4 (Theorem 1.5 of [25]). Fix a non-negative monotone submodular function
f : 2X ! R+ and let {Si}i�0 be the greedily selected sets defined by (5.16). Then for all
positive integers n and l, we have

f(Sl) �
⇣
1�

�
1� 1

n

�l⌘
f(S⇤) � (1� e�l/n)f(S⇤), (5.17)

where f(S⇤) is the maximum value of Problem (5.7).
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We now present the proof of Theorem 5.3.3.

Proof of Theorem 5.3.3. First, we show that f(SG) � (1� e�
p
n )f(S⇤), where G is a graph

that contains a single clique of size p with no additional edges and SG is an arbitrary set
in SG. We combine this result with Corollary 5.3.2 to yield our result.

Let G = (V,E) be a communication graph, such that there is a subset vertices that
form a clique Vclique. Suppose that E contained the minimum number of edges such that
Vclique forms a clique. Let p be the size of the clique. Given the greedy solution SG, let
Sclique ✓ SG be the actions selected by the agents in Vclique. We will now show by induction
that there exists a set Sgreedy,p produced by (5.16) such that Sclique = Sgreedy,p. Let agent
k be the first agent in the clique, Sclique = {xk, . . . , xk+p}, and Sgreedy,p = {xg

1, . . . , x
g
p} be a

set that could be selected by the first p iterations of the traditional greedy strategy (5.16).
Note that E = {(i, j) : i, j 2 Vclique and i < j} and hence, Xin(k+ i, G) = {xk, . . . , xk+i�1},
for i � 0 and k + i 2 Vclique.

Base case ({xk} = Sgreedy,1) : We have that Sgreedy,1 = {xg
1}, by the definition we have

that
xk 2 argmax

x2X
f(x|Xin(k,G)).

Since k is the first agent in the clique, we have that Xin(k,G) = ;. Therefore, this is
exactly the first iteration of the classical greedy strategy, i.e., we can have xk = xg

1.

Inductive step: Let us assume that {xk, . . . , xk+i�1} = Sgreedy,i�1. We have Xin(i, G) =
{xk, . . . , xk+i�1}, and so

xk+i 2 argmax
x2X

f(x|Sgreedy,i�1).

Which implies we can let xk+i = xg
i . As a result we have,

{xk, . . . , xk+i} = Sgreedy,i�1 [ {xk+i}

= Sgreedyi�1 [ {xg
i } = Sgreedy,i.

Proving the inductive hypothesis.

We now have that Sclique = {xk, . . . , xk+p} = Sgreedy,p, we can apply Theorem 5.3.4. We
hence conclude that

f(Sclique) = f(Sgreedy,p) �
�
1�

�
1� 1

n

�p�
f(S⇤).
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By monotonicity, we have f(SG) � f(Sclique). We now arrive at

f(SG)

f(S⇤)
�
�
1�

�
1� 1

n

�p�
.

Since this holds for any normalized, monotone and submodular function and for any greedy
solution SG 2 SG, we conclude that

�(X,G) = min
f

�(f,X,G) �
�
1�

�
1� 1

n

�p�
. (5.18)

Finally, we conclude the proof by combining (5.18) with Corollary 5.3.2. Given a graph
G, let Vclique be the set of nodes in the graph that form the largest clique in G. Let
Eclique = {(i, j) : i, j 2 Vclique and i < j}. Let Ĝ = (V,Eclique), which is a sub-graph of G
that only has the edges to form the largest clique. By the definition of Ĝ we have that
p = !(G). Using Corollary 5.3.2 we obtain

�(X,G) � �(X, Ĝ) �
⇣
1�

�
1� 1

n

�!(G)
⌘

(5.19)

�

⇣
1� e�

!(G)
n

⌘
,

where (5.19) holds by Corollary 5.3.2 and (5.18).

Similar to the work in [12], we have the performance guarantees for the case where
Xi = X are dependent on the size of the largest clique.

5.3.2 Comparison To Previous Results

A result from [15] states the graph G that maximizes the performance guarantees for
Theorem 5.2.1, is the complement Turán graph with minimum independence number given
n vertices andm or less edges [15]. A Turán graph is a complete multipartite graph, built by
partitioning n vertices into r subsets that are as evenly sized as possible, the edges connects
each vertex to all the other vertices that are not in its own subset [15]. A property of the
complement Turán graph is the independence number is equal to the number of subsets r.
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Figure 5.1: Example complement Turán graph T (n, r) with n = 10 and r = 3.

Let T (n, r) be the complement Turán graph with n vertices and independence number
r, see [15]. The graph that maximizes the bound in Theorem 5.2.1 is defined as

T̂ (n,m) := argmin
{T (n,r):|E|m}

r.

We now provide the following result.

Theorem 5.3.5. Let Ĝ = T̂ (n,m). Then

1� e�
!(Ĝ)
n �

1

↵⇤(Ĝ) + 1
.

Proof of Theorem 5.3.5. Let r̂ be the independence number of the graph Ĝ = T̂ (n,m), we
also have the fact that a complement Turán graph with independence number ↵(G) = r
has a maximum clique size of dnr e [15]. Therefore, we have !(Ĝ) = dnr̂ e.

Using this fact we have the following line of inequalities,

1

↵⇤(Ĝ) + 1
=

1

r̂ + 1


d
n
r̂ e

d
n
r̂ e+ n

(5.20)

= 1�
1

1 + !(Ĝ)
n

 1� e�
!(Ĝ)
n ,

where the equality in (5.20) holds by the fact ↵⇤(G) = ↵(G) for compliment Turán
graphs [15].

We compare the performance guarantees provided by Theorem 5.2.1 to Theorem 5.3.3.
In light of Theorem 5.3.5, we know the Turán graph provides a tighter bound in Theo-
rem 5.3.3 than Theorem 5.2.1. Yet it is still unknown if Theorem 5.3.3 is stronger than
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Theorem 5.2.1 for every graph. To show that for every graph G that our bound is stronger,
we would require an algebraic proof, but to disprove we can find a counter example.
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Figure 5.2: Maximum and minimum approximation bounds produced by Theorem 5.3.3
and Theorem 5.2.1 over all graphs with a fixed number of edges.

As a simple experiment, for graphs with 6 vertices or less, we computed both !(G) and
↵⇤(G) as well as their corresponding performance bounds. In general, it is not tractable
to compute the values of !(G) or ↵⇤(G) for an arbitrary graph, but for small graphs the
values can be computed in a short period of time. The results from the experiment with 6
vertices is summarized in Figure 5.2. We see that Theorem 5.3.3 had stronger maximum
and minimum approximation ratios than Theorem 5.2.1. During this experiment we did
not find any graphs G such that the bound in Theorem 5.2.1 was tighter than the bound in
Theorem 5.3.3. This does not prove that the bound in Theorem 5.3.3 is tighter in general
but we have yet to find any counter examples.

5.4 Discussion

The submodular function used in the proof of Theorem 4.2, used intuition from a solution
to a similar linear program. We were searching for examples where imposing pairwise
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information constraints on a decision-makers can lead arbitrarily poor results. We wanted
to find a function such each of the elements were indistinguishable given only pairwise
information, then determine the worst-case approximation ratio that was possible. We
formulated the following linear program:

max
v2R2N

vS⇤ , (5.21)

s.t.


Asubmodular

Amonotone

�
v � 0,

vS = C,

v{xi} = v{xj} 8 xi, xj 2 X,

vA = vB 8 A,B ✓ X, |A| = |B| = 2.

To ensure that the elements were indistinguishable by their pairwise values, we enforced
constraints such that all the values for single elements are equal and all the values of pairs
of elements are equal. We solved this program with X = S [ S⇤ and |S| = |S⇤

| = 5. The
function that was produced by the optimal solution, had a structure nearly identical to the
structure of the function found in the proof of Theorem 4.2. The function had the property
that for any x 2 S⇤, f(x|A) = 1 for all subsets A ✓ X\{x}. For all x 2 S marginal return
of f(x|A) = 0 if |A| � 2 and f(x|A) = 1 if |A| < 2. The function also had a maximum
value of 5

2C. Since, all the elements in X are indistinguishable by their pairwise marginals,
a strategy could arbitrary select elements all the elements in S, when the optimal solution
is to selected all the elements in S⇤. This yielded a competitive ratio of f(S)

f(S⇤) = 2/5. Using
the intuition provided by the linear program, we generalized the solution function to prove
Theorem 4.2.

Although, the linear programs are only computable for small base sets X, this method
can be very e↵ective for disproving conjectures about worst case performance bounds for
algorithms executing greedy strategies. One of the caveats though is that the greedy
strategy must be representable by a set of linear constraints like the traditional greedy
strategy or the pessimistic strategy. The optimistic strategy cannot be written as set of
linear constraints. The inequalities we need to encode would have the following form,

f̄(xi|Si�1) = min
xj2Si�1

f(xi|xj) � min
xj2Si�1

f(x|x) for all x 2 X.

Since there are minimums in the expression, we are unable to generate linear constraints.
On the other hand, constraints on the curvature of the function can be encoded into linear
constraints. It is also possible to encode linear constraints on v enforcing that f possesses
supermodularity of conditioning.
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5.5 Summary

In this chapter we established a relationship between submodular functions and linear pro-
gramming. We apply this technique to the distributed submodular maximization problem.
Using a linear program we show that removing an edge from the agents’ communication
graph degrades their worst-case performance. Using this result, we then provide a new
performance bound for the scenario where agents share a common action set. We show
that the agents’ performance is dictated by the size of the largest clique in the communica-
tion graph. We provide evidence that the new performance bound is tighter than previous
bounds in the literature.
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Chapter 6

Conclusion

In this thesis, we investigate sub-problems of submodular maximization where decision-
makers are subject to information constraints. In Chapter 4, we explored a submodular
maximization problem in which decision-makers have limited access to the objective func-
tion. We first showed for maximizing a general submodular function, a decision-maker
with k-wise information cannot guarantee a solution with a value greater than k/n of op-
timal. For simplicity we mainly focus on the case where pairwise information is available.
In light of this, we explore di↵erent properties that submodular functions can possess to
allow greedy algorithms to provide approximation guarantees when limited to k-wise in-
formation. We present a simple adapted greedy algorithm called the optimistic algorithm,
which greedy maximizes an upper bound on the marginal returns. We use a new notion of
curvature called the total k-marginal curvature to describe the algorithm’s performance.
The algorithm can be generalized to take advantage of k-wise information and provide
approximation guarantees for the general problem.

We also work with an additional property called supermodularity of conditioning. The
property allows for marginal returns of a submodular function to be lower bounded in
terms of only pairwise information. With the additional assumption, performance bounds
for any greedy algorithm can be computed after execution, using only pairwise information.
This leads to another pairwise algorithm called the pessimistic algorithm. The pessimistic
algorithm greedily maximizes the lower bound on the marginal returns. The performance
bound for the pessimistic algorithm is provided in terms of another curvature notion called
the k-cardinality curvature, which is closely related to the total k-marginal curvature. The
two notions of curvature present unique scenarios where each algorithm performs e↵ectively.
We show that both the pairwise algorithms can be computed faster than the traditional
greedy strategy, which allows for performance trade-o↵s between approximation guarantees
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and computational e�ciency. Finally, we present an experiment using real-world data that
show the e↵ectiveness of both pairwise algorithm in terms of approximation performance
and time e�ciency.

In Chapter 5, we explore the connection between submodular functions and linear pro-
gramming. We formulate a general linear program to find worst-case submodular function
examples. The we directly apply the formulation to provide performance guarantees for
the distributed submodular maximization problem. We show using the properties of linear
programs, that removing edges from the agents’ communication graph degrades the worst-
case performance of the greedy strategy. We also provide improved bounds for a special
case of the problem where agents share a common action set. The linear programming rep-
resentation, in general, is intractable to solve because of the large number of constraints
imposed to ensure submodularity. For small problems, the programs are solvable and can
provide examples of functions where the worst-case performance of a greedy strategy is
exhibited. These examples are useful for providing intuition into underlying submodular
maximization problems.

6.1 Future Work

6.1.1 Pessimistic Algorithm Generalization

The intuition for the pessimistic algorithm came from coverage functions and utilizing
the inclusion-exclusion principle. In [21], the authors introduce submodular combinatorial
information measures, which generalize mutual information to submodular functions. They
define a measure of mutual information in terms of a submodular function and the inclusion-
exclusion principle. The definition provides a means to write any submodular function in
terms of the submodular mutual information measure. Using this construction we can
generalize the lower bound on the marginal returns of a function defined in Theorem 4.4.3
to utilize k-wise information. If we constrain the submodular functions to be a measure
such as cardinality or area, then we can create bounds on the f(S) using sums of f(A)
where A ✓ X and |A| < k. This method extends the pessimistic algorithm to utilize k-
wise information with stronger performance bounds. From preliminary work, this method
seems to be more e↵ective than the k-wise optimistic algorithm because it is able to better
utilize the information available and estimate the marginal returns more accurately.
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6.1.2 Linear Programming Extension to Approximate Value Or-
acles

Throughout Chapter 4 we take advantage of results for approximate value oracles for
submodular functions to provide approximation guarantees for our proposed algorithms.
We can encode approximate greedy algorithms into constraints in the same way we do
in Chapter 5. The constraints then can be used to provided performance bounds for
an extension of the distributed submodular maximization problem where the agents only
have an approximate value oracle to make decisions. In a simple experiment using a small
based set X and and a few di↵erent communication graphs with 5 nodes, the worst case
performance bounds were numerically computed using the linear programming formulation.
The results seemed to show that the worst case performance was dictated by the clique
with the smallest set of approximation factors. This type of analysis could potentially act
as a bridge between the results presented in Chapters 4 and 5.
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