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Abstract

In this thesis, we use algebraic-geometric and combinatorial techniques to study tensor
decompositions, with applications in quantum information theory, algebraic complexity
theory, and algebraic statistics. A tensor is a multilinear map. These objects naturally
generalize matrices, and have many useful applications in math and science. They can
be used to describe nearly any dataset, and any pure (or even, mixed) quantum state. A
decomposition of a tensor v is an expression of v as a linear combination of “elementary
tensors,” which are defined according to the application. For a fixed choice of elementary
tensors X, the X-rank of v is the minimum number of elementary tensors needed to span a
space containing v. The border X-rank of v is the minimum number of elementary tensors
needed to approximate v arbitrarily well. The most common choice of elementary tensors
X are the product tensors, and we refer to the X-rank and border X-rank under this choice
as simply the rank and border rank, respectively.

In quantum information theory, we think of a projective tensor [v] (the projectivization
of a tensor v) as a pure quantum state shared by multiple laboratories. Just as matrices
are much better understood than multi-way tensors, bipartite entanglement is much better
understood than multipartite entanglement. For example, while we know that the most
useful state in the bipartite setting under the LOCC paradigm is the canonical maximally
entangled state, along with its local unitary equivalents, this question becomes more dif-
ficult in the multi-party setting. As a natural recourse, we determine the “usefulness”
of multi-way states for facilitating a particular task: local unambiguous state discrimina-
tion. We also study entangled subspaces, entanglement witnesses, and so-called absolutely
entangled sets in the multi-way setting. A different set of elementary tensors that are
relevant in quantum information are the so-called stabilizer tensors. The stabilizer rank of
a pure quantum state [v] represents the computational cost of classically simulating Clif-
ford circuits applied to [v] under the stabilizer formalism. We introduce new techniques
from number theory and algebraic geometry for studying the stabilizer rank, and obtain
simplified proofs of the best-known lower bounds on stabilizer rank up to a log factor.

In algebraic complexity theory, we think of a tensor v as a multilinear map. In this
context, the rank of v is a useful barometer for the computational cost of implementing
this multilinear map. We prove new lower bounds on tensor rank.

In algebraic statistics, we think of a tensor v as a probability vector for multiple (ob-
servable) random variables. Under an assumption of conditional independence, a decom-
position of v into product tensors corresponds to a choice of latent (unobservable) random
variable that gives rise to the observable random variables. If v has a unique tensor rank
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decomposition, this means that there is only one consistent choice of latent random vari-
able (with the smallest number of outcomes) consistent with the probability vector v. We
obtain a new sufficient condition for a given decomposition of v to be the unique rank
decomposition of v, strengthening a theorem of Joseph Kruskal.
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Chapter 1

Introduction

Let [m] = {1, . . . ,m} when m is a positive integer, and let [0] = {} be the empty set.
For a vector space V over a field F, let P(V) (or more briefly, PV) denote the set of one-
dimensional linear subspaces of V . Given a subset X ⊆ V for which span(X) = V , we define
the X-rank of an element v ∈ V (or [v] ∈ PV), denoted rankX(v) (or rankX([v])), to be the
minimum number n for which there exist x1, . . . , xn ∈ X such that v ∈ span{x1, . . . , xn}.
We refer to X as the set of elementary vectors. A decomposition of v into a linear combina-
tion of rankX(v) elementary vectors is called an X-rank decomposition of v. An expression
of v as a linear combination of elementary vectors (not necessarily of minimum number)
is known simply as an X-decomposition of v. In this thesis, we concern ourselves with
X-decompositions under several different (scientifically motivated) choices of X and V .

Of particular interest to us are X-decompositions when V = V1 ⊗ · · · ⊗ Vm for vector
spaces V1, . . . ,Vm over F, and X is the set of product tensors in V , i.e., the set of non-zero
vectors z ∈ V of the form z = z1 ⊗ · · · ⊗ zm, with zj ∈ Vj for all j ∈ [m]. In this case, we
refer to vectors in V as tensors in order to emphasize the tensor product structure. In this
case, we refer to the X-rank as the tensor rank (or simply the rank), refer to the X-border
rank as simply the border rank, and use the shorthand rank(v) = rankX(v). Note that
when m = 2, V1⊗V2 is naturally isomorphic to the vector space of linear maps from V∗1 to
V2, and the rank of a tensor v ∈ V1 ⊗ V2 is equal to the rank of the corresponding linear
map. We refer to the spaces Vj that make up the space V as subsystems. We also study
symmetric and alternating variants of tensor decompositions.

Also of interest to us are X-decompositions when V = (C2)⊗m and X is the set of
stabilizer tensors, i.e. the set of tensors in the orbit of e⊗m0 under the action of the Clifford
group, where {e0, e1} denotes the standard basis of C2. We call the X-rank in this setting
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the stabilizer rank, and denote it by χ(·).

The types of X-decompositions we have just described are examples of tensor decom-
positions : X-decompositions for which the underlying vector space V is endowed with a
tensor product structure. In this thesis, we use algebraic-geometric and combinatorial tech-
niques to study tensor decompositions. Our study of tensor decompositions is motivated
by the following applications in quantum information theory, algebraic complexity theory,
and algebraic statistics:

1. Quantum information theory: Elements of P(Cd1⊗· · ·⊗Cdm) represent (pure) quan-
tum states shared by m parties of local dimensions d1, . . . , dm. In this context, the
tensor rank represents, to some extent, the amount of entanglement present in the
state [36]. The stabilizer rank of a state in P((C2)⊗m) measures the computational
cost of classically simulating Clifford circuits applied to that state under the stabilizer
formalism [28].

2. Algebraic complexity theory: The rank of a tensor in V1⊗V2⊗V3 corresponds to the
multiplicative complexity of implementing the associated bilinear map V∗1⊗V∗2 → V3.
For the (well-studied) bilinear map which takes as input two matrices and outputs
their product, more can be said: The (asymptotic) total complexity of this map is
precisely quantified by the (asymptotic) tensor rank of the corresponding tensor,
which is aptly known as the matrix multiplication tensor [32].

3. Algebraic statistics: In latent parameter models of statistical machine learning, ten-
sors are used to represent the observed probabilities or expectation values of a collec-
tion of random variables. If a tensor has a unique tensor rank decomposition (up to
trivialities), then one can uniquely infer the latent parameters of the model [4, 17].

In this thesis, we consider the following topics, with applications in each of the above
three areas:

Chapter 3: Generic local state discrimination with pre-shared entanglement
In the two-party setting, we know that the most useful state to share under the LOCC
paradigm is the canonical maximally entangled state (along with its local unitary orbit), as
this state can be locally converted into any other two-way state [98]. However, this question
becomes more difficult in the multi-party setting. A natural sub-problem is to determine
the most useful states for specific, fundamental tasks. We determine the most useful pre-
shared entangled states for facilitating the task of local unambiguous state discrimination.
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Chapter 4: Entangled subspaces and entanglement witnesses The border rank
captures, to some extent, the amount of entanglement present in a state. We define an
r-entangled subspace to be a linear subspace of multipartite space for which every non-zero
element has border rank greater than r, which extends previous notions to higher, mul-
tipartite entanglement. We determine the maximum dimension of r-entangled subspaces,
obtain explicit constructions of r-entangled subspaces of maximum dimension, and find
applications of r-entangled subspaces to entanglement witnesses : quantum measurements
that detect entanglement.

Chapter 5: New techniques for bounding stabilizer rank When X is the set
of stabilizer states, the X-rank is a useful barometer for the classical simulation cost of
quantum circuits under the stabilizer formalism. Despite its practical importance, few
techniques are known for bounding this quantity. We introduce new techniques from
number theory and algebraic geometry to bound the stabilizer rank.

Chapter 6: Decomposable correlation matrices We introduce and study the fol-
lowing question: Given a set of unit vectors {v1, . . . , vn} ⊆ Cn and a positive integer d < n,
when does there exist a positive integer m and an isometry V : Cn → (Cd)⊗m for which
V va ∈ (Cd)⊗m is a product tensor for all a ∈ {1, . . . ,m}? After motivating this question
in quantum information theory, we identify properties of {v1, . . . , vn} that either ensure or
negate the existence of such a positive integer m and isometry V .

Chapter 7: Uniqueness of tensor rank decompositions Arguably the best-known
uniqueness result for tensor decompositions, proven by Joseph Kruskal in 1977, states that
a sum of product tensors constitutes a unique tensor rank decomposition if the so-called
k-ranks of the product tensors are large. While several extensions of Kruskal’s theorem are
already present in the literature, all of these use Kruskal’s original permutation lemma,
and hence still cannot certify uniqueness when the k-ranks are below a certain threshold.
We generalize Kruskal’s theorem using a completely new (matroidal) proof technique. Our
generalization contains many of these extensions, and can certify uniqueness below this
theshold.

In the remainder of this introduction, we describe in greater detail the utility of tensor
decompositions in quantum information theory, algebraic complexity theory, and algebraic
statistics; and introduce more fully the topics covered in each chapter.
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1.1 Tensors in quantum information theory

In this section, we introduce applications of tensor decompositions in quantum information
theory, and present our work in this vein. For a complex vector space V , let S(V) be
the set of unit vectors in V (with respect to the Euclidean norm), and let U(V) be the
set of unitary operators on V . A (pure) quantum state is a unit vector modulo phase,
i.e. an element of S(V)/U(C). Under the canonical identification between this quotient
and P(V), which sends a unit vector to its span, we also refer to elements of P(V) as
quantum states. The quotient space S(V)/U(C) is also naturally bijective to the set of
rank-one projectors on V , via the map which sends the equivalence class of v ∈ S(V) to
vv∗. We therefore refer also to such rank-one projectors as pure quantum states. While
our projective notation for pure quantum states may seem overly pedantic, we prefer it
to other alternatives because it is mathematically precise, and because it allows us to
identify certain, of-interest sets of quantum states with algebraic varieties. We will use
such identifications in Chapters 3, 4, and 5 to study local state discrimination, entangled
subspaces, and stabilizer rank, respectively. For brevity, we will refer to pure quantum
states simply as “states,” and we will refer to mixed quantum states (defined and treated
only in Section 4.2) as “mixed states.”

Let m be a positive integer, and let V =
⊗m

j=1 Cdj be an m-partite vector space. For a

positive integer r, let [τr,m] =
[∑

a∈[r] e⊗ma

]
∈ P((Cr)⊗m) be the tensor-rank-r GHZ state.

It is well-known that the set of states in PV of tensor rank at most r is precisely the
set of states in PV obtainable from [τr,m] by SLOCC. In other words, the tensor rank of
a state [v] ∈ PV is equal to the size of the smallest GHZ state needed to obtain [v] by
SLOCC. Similarly, the border rank of [v] is equal to the size of the smallest GHZ state
needed to obtain arbitrarily good approximations to [v] by SLOCC. In this way, the tensor
rank and border rank provide loose barometers for the amount of entanglement present
in a state [36]. In Section 1.1.3 we study a different notion of rank: the stabilizer rank,
which is the X-rank when X is equal to the set of stabilizer states, which is motivated
as the computational cost of classically simulating quantum circuits under the stabilizer
formalism.

In the remainder of this section, we introduce our work on local state discrimination,
entangled subspaces, stabilizer rank, and decomposable correlation matrices.
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1.1.1 Chapter 3: Generic local state discrimination with pre-
shared entanglement

It is practical to ask which entangled quantum states are the most useful for non-local quan-
tum information processing. A natural non-local setting occurs when multiple spatially
separated parties wish to jointly execute some task, but are physically constrained so that
they can only perform quantum operations within their own laboratories, and classically
communicate between each other. This is known as the local operations and classical com-
munication (LOCC) paradigm. Assuming that the parties are allowed to use pre-shared
entanglement to help them perform the task, what are the most useful entangled states for
them to share?

It is well-known that for two parties of local dimensions r, the canonical maximally

entangled state [τr,2] =
[

1√
r

∑r
a=1 ea ⊗ ea

]
, along with its local unitary equivalents, is the

most useful state under the LOCC paradigm. (The vectors e1, . . . , er are the standard basis
vectors for Cr.) The state [τr,2] is the most useful for any task because it is majorized by
every other state in the space, and hence, by Nielsen’s theorem, it can be converted into
every other state by LOCC [98]. For more than two parties, the results are not nearly so
clear cut. Far from the existence of a single state that can be converted into any other,
already in the three-qubit case an infinite number of pure states are required to reach every
other state by LOCC, and in the four-qubit case a full measure set of states is required
[46]. While LOCC convertibility cleanly determines the most useful entangled states under
LOCC in the bipartite (two-party) case, it provides a rather impractical answer in the
multipartite (more-than-two-party) case.

A natural alternative in the multipartite case is to determine the most useful states
for specific, fundamental tasks. In Chapter 3, we consider the task of quantum state
discrimination, in which one is handed a physical quantum state ρ, along with a classical
description of n quantum states (ρ1, . . . , ρn), and promised that ρ = ρa for some a ∈
{1, . . . , n}. The goal is to determine a by measuring ρ. While several variants of quantum
state discrimination have been studied, we focus on unambiguous state discrimination. In
this variant, one seeks a measurement that will either correctly output a (with non-zero
probability), or else output “I don’t know” (or more briefly, “?”). It is required that the
measurement never erroneously outputs b for some b 6= a. Mathematically, an n-tuple of
quantum states (ρ1, . . . , ρn) is unambiguously discriminable if there exists an n+1-outcome
POVM measurement {M1, . . . ,Mn,M?} such that 〈Ma, ρa〉 > 0 for all a ∈ {1, . . . , n}, and
〈Ma, ρb〉 = 0 for all a 6= b ∈ {1, . . . , n}. It is not difficult to prove that a tuple of pure states
is unambiguously discriminable if and only if the corresponding unit vectors are linearly
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independent. A similar statement can also be proven for mixed states.

We study local unambiguous state discrimination (LUSD), in which m ≥ 2 parties
wish to unambiguously discriminate an n-tuple of m-partite quantum states (ρ1, . . . , ρn)
using LOCC. Suppose that the parties have access to a pre-shared (pure) entangled state
[w] that they can use to implement their measurement. How many states can be locally
unambiguously discriminated with [w]? This number depends on the particular tuple of
states to be discriminated. For example, n orthogonal product states can always be locally
discriminated, but n identical states can never be. We therefore determine how many
generic states can be discriminated. For any pure resource state [w], we determine the
maximum number nmax for which almost all nmax-tuples of pure states ([v1], . . . , [vnmax ])
are locally discriminable with [w]. We also prove a strong converse: for any n > nmax,
almost all n-tuples of pure states are not locally discriminable with [w]. We express nmax

in terms of the dimension of a certain algebraic variety, which depends on [w] and is
known in several cases. The most useful states for generic LUSD are therefore the ones
that maximize this dimension. Using algebraic group theoretic techniques, we prove that
almost all resource states [w] maximize this dimension, and hence are maximally useful for
LUSD.

To conclude this section, we introduce our characterization of generic LUSD with pre-
shared entanglement in more detail. For complex vector spaces V1, . . . ,Vm andW1, . . . ,Wm,
let V = V1⊗· · ·⊗Vm andW =W1⊗· · ·⊗Wm. For a state [w] ∈ PW , the SLOCC image of
[w] in PV , denoted by ImPV([w]), is the set of states in PV obtainable from [w] by stochas-
tic local operations and classical communication (SLOCC). This set is also known as the
downward closure of [w] with respect to SLOCC, and can alternatively be characterized as
the set of pure states in PV that have a Tucker decomposition with core state [w] [124, 104].
Letting d = dim(ImPV([w])) be the Krull dimension of the closure of ImPV([w]), we prove
that almost all tuples of nmax := d + 1 pure states are locally discriminable with [w], and
that for any n > nmax, almost all n-tuples of pure states are not locally discriminable with
[w].

1.1.2 Chapter 4: Entangled subspaces and entanglement wit-
nesses

An entangled subspace is a linear subspace of multipartite space for which every nonzero
element exceeds some specified level entanglement. Entangled subspaces are connected to
unextendible product bases, and have found applications, for example, in quantum error
correction [59, 109] and quantum tomography [69]. An entanglement witness is a quantum
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measurement that can be used to detect entanglement. Entanglement witnesses have found
many experimental applications [12, 23, 22].

As a generalization of previous notions of entangled subspaces, we define an r-entangled
subspace to be a projective linear subspace that avoids Im([τr,m]) (the set of pure states of
border rank at most r). In bipartite space, the tensor rank is equal to the Schmidt rank,
and Im([τr,2]) is already closed.

We use algebraic-geometric methods to generalize several known results on entangled
subspaces to higher multipartite entanglement. We determine the maximum dimension
of an r-entangled subspace in multipartite space, in terms of the dimension of Im([τr,m]).
Similarly to the task of LUSD, almost all subspaces of this maximum dimension are r-
entangled. Despite the abundance of entangled subspaces of maximum dimension, it ap-
pears difficult to explicitly write down such a subspace. (This is analogous to the situation
in classical error correcting codes, where it has long been known that almost all codes have
optimal rate, but until recently we there were no explicit constructions of such codes.) We
explicitly construct multipartite 2-entangled subspaces of maximal dimension, and extend
our results to bosonic and fermionic quantum systems.

It is known that, under various notions of entanglement, the maximum dimension of
an entangled subspace is precisely the maximum number of negative eigenvalues of an
entanglement witness [8, 76, 77]. The number of negative eigenvalues quantifies “how
good” the witness is at detecting entanglement. We prove that this connection between
subspaces and negative eigenvalues holds under a much more general notion of witness,
including multipartite r-entanglement witnesses.

1.1.3 Chapter 5: New techniques for bounding stabilizer rank

It is of great practical importance to determine the classical simulation cost of quantum
computations. Indeed, lower bounds on the simulation cost indicate quantum speedups,
while upper bounds can help us to understand the limitations of quantum computation.
The stabilizer rank and approximate stabilizer rank are useful barometers for determining
this cost under the stabilizer formalism. In this work, we introduce new techniques for
bounding these quantities.

Recall that the Clifford group is the projective unitary group generated by tensor prod-
ucts of the so-called Clifford gates {X,S,CNOT}. A stabilizer state is a quantum state in
the orbit of a computational basis state under the action of the Clifford group. For a (pure)
quantum state [v], we define its stabilizer rank, denoted χ([v]), to be the smallest integer
r for which [v] can be written as a superposition of r stabilizer states. For a real number
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δ > 0, the δ-approximate stabilizer rank, χδ([v]), is defined as the minimum stabilizer rank
over all quantum states that are δ-close to [v].

The stabilizer rank χ([v]) is a useful measure for the computational cost of simulating
Clifford circuits with input state [v]. Indeed, by the Gottesman-Knill theorem, Clifford
circuits with stabilizer state inputs can be classically simulated with cost polynomial in
the number of qubits and Clifford gates [58]. Recent extensions of Gottesman-Knill, which
handle an arbitrary input state [v] and apply under various notions of classical simula-
tion, reveal that Clifford circuits applied to [v] can be simulated with computational cost
polynomial in the number of qubits, Clifford gates, and χ([v]) [26, 28, 27, 103]. The ap-
proximate stabilizer rank, χδ([v]), has similarly been shown to quantify the computational
cost of classically approximating Clifford circuits with input state [v] [27].

The T -count of a quantum state [v] is the minimum number of T -gates needed to
prepare [v] using a circuit consisting only of Clifford+T -gates and post-selective computa-
tional basis measurements. It is known that if [v] has T -count m, then χ([v]) ≤ χ([T⊗m]),
where [T ] = [e0 + eiπ/4e1] is the so-called T -state, and e0, e1 are the computational basis
vectors in C2 [28]. Since the Clifford+T gate set is universal for quantum computation, it
is of particular interest to determine χ([T⊗m]) and χδ([T

⊗m]).

Despite the importance of the stabilizer rank, few techniques are known for bounding
this quantity. In this work, we introduce techniques from number theory and algebraic
geometry for bounding the stabilizer rank. In particular, we:

1. Refine a theorem of Moulton on subset-sum representations of exponentially increas-
ing sequences, and use this refinement to prove lower bounds on exact and approxi-
mate stabilizer rank. In particular, we:

• Exhibit an explicit sequence of m-qubit product states of exponentially increas-
ing stabilizer rank and constant δ-approximate stabilizer rank for any fixed
δ > 0.

• Prove that for any non-stabilizer qubit state [v], it holds that
χ([ψ⊗m]) = Ω(m/ log2m), and in particular, χ([T⊗m]) ≥ m+1

4 log2(m+1)
. Our asymp-

totic scaling matches the best-known lower bound χ([T⊗m]) ≥ m/100 up to a
log factor [101].

• Prove that for any non-stabilizer qubit state [v], there exists a constant δ > 0 for
which χδ([v

⊗m]) ≥
√
m/(2 log2m) for all m ≥ 2. In particular, our asymptotic

scaling for the T -state matches the best-known lower bound
χδ([T

⊗m]) = Ω(
√
m/ log2m) [101].
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2. Explicitly construct the first non-trivial examples of quantum states with multiplica-
tive stabilizer rank under the tensor product.

3. Use algebraic-geometric techniques to prove bounds on, and useful reductions for,
the generic stabilizer rank, which upper bounds χ([T⊗m]).

In the remainder of this section, we expand on points 1, 2, and 3, and identify directions
for future work. In Sections 5.1, 5.2, and 5.3 we prove the results introduced in points 1,
2, and 3, respectively.

Lower bounds on stabilizer rank and approximate stabilizer rank

In Section 5.1, we refine a number-theoretic theorem of Moulton to prove lower bounds on
stabilizer rank and approximate stabilizer rank [97]. For integers q ≥ 2 and r ≥ 1, and
tuples of non-zero complex numbers

α = (α1, . . . , αq) ∈ Cq

β = (β1, . . . , βr) ∈ Cr,

we say that β is a subset-sum representation of α if for all i ∈ [q] there exists a subset
Ri ⊆ [r] for which

∑
j∈Ri

βj = αi. We refer to the integer r as the length of the subset-sum
representation β ∈ Cr. For an integer 2 ≤ p ≤ q, we say that α ∈ Cq has an exponentially
increasing subsequence of length p if there exists i1, . . . , ip ∈ [q] for which

|αij+1
| ≥ 2|αij | for all j ∈ [p].

Moulton’s theorem states that any subset-sum representation of a q-tuple containing the
subsequence (1, 2, 4, . . . , 2p−1) has length at least p/ log2 p [97]. We refine this result to
prove that the same bound holds for any q-tuple that contains an exponentially increasing
subsequence of length p (Theorem 21).

Since stabilizer states have coordinates in {0,±1,±i} in the computational basis (see
Section 2.2), any decomposition of a state [v] into a superposition of r stabilizer states can
be converted into a length-4r-subset-sum representation of the coordinates of [v]. It follows
that if the coordinates of [v] contain an exponentially increasing subsequence of length p,
then χ([v]) ≥ p/(4 log2 p) (Theorem 22). In particular, since [T ] is Clifford-equivalent to
[H] := [e0 + 1√

2−1
e1], and the coordinates of [H⊗m] contain an exponentially increasing

subsequence of length m+ 1, we obtain χ([T⊗m]) ≥ m+1
4 log2(m+1)

. By a similar argument, we

prove that χ([v⊗m]) = Ω(m/ log2m) for any non-stabilizer qubit state [v] (Theorem 22).
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We further use Theorem 21, along with standard concentration inequalities for the bino-
mial distribution, to prove that for any non-stabilizer qubit state [v] there exists a constant
δ > 0 for which it holds that χδ([v

⊗m]) ≥
√
m/(2 log2m) for all m ≥ 2 (Theorem 25).

Very recently, Peleg et al. obtained similar results: They proved that χ([T⊗m]) ≥ m/100,
and that there exists δ > 0 for which χδ([T

⊗m]) = Ω(
√
m/ log2m) [101]. Asymptotically,

our bounds match theirs up to a log factor, and we suggest that our proof technique is
much simpler. While both of our bounds follow quite quickly from our refinement of Moul-
ton’s theorem mentioned above, the two bounds of Peleg et al. use two different approaches
from the analysis of boolean functions and complexity theory: For their lower bound on
χ([T⊗m]), they analyze directional derivatives of quadratic polynomials, and for their lower
bound on χδ([T

⊗m]), they use Razborov-Smolensky low-degree polynomial approximations
and correlation bounds against the majority function [105, 113, 114]. It is interesting that
the vastly different approaches of ours and Peleg et al. yield such similar results.

As a further application of our refinement of Moulton’s theorem, we explicitly construct
a sequence of n-qubit product states [v⊗m] for which it holds that χ([v⊗m]) ≥ 2m

4m
and

χδ([v
⊗m]) = O(1) for any δ > 0, simply by writing down a product state with exponentially

increasing coordinate amplitudes. Note that the stabilizer rank of this sequence is very
close to 2m, the maximum possible of any m-qubit state. This result lies contrast to the
situation for other notions of rank, in which it is a difficult open problem to explicitly
construct sequences of states of near-maximal rank. For example, the maximum border
rank, a relevant notion of rank in classical complexity theory, of a quantum state in three
local spaces of (affine) dimensions d, is d d3

3d−2
e for all d 6= 3, whereas the largest border

rank of any known explicit sequence of states in this space is only linear in d (see [83] for
the largest known border rank and [80] for a general introduction into the topic).

States with multiplicative stabilizer rank under the tensor product

It is a standard fact that the stabilizer rank is sub-multiplicative under the tensor product,
i.e. χ([v⊗ v]) ≤ χ([v])2 for any quantum state [v] [102, Section 2.1.3]. In [102, Section 4.4]
it was remarked that there are no known examples of quantum states [v] of stabilizer rank
greater than one for which equality holds. In Section 5.2, we explicitly construct two-qubit
states [v] for which χ([v]) = 2 and χ([v ⊗ v]) = 4. This is the smallest possible example of
such a state, since for any single-qubit state [u] it holds that χ([u⊗ u]) ≤ 3.
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Generic stabilizer rank

For any positive integer m, all but finitely many qubit states [v] maximize χ([v⊗m])
(Fact 27). This motivates us to define the m-th generic stabilizer rank, denoted χm, to be
the maximum stabilizer rank of any state of the form [v⊗m]. In Section 5.3, we prove new
bounds on χm, along with some useful reductions for studying this quantity. In Propo-
sition 28 we modestly improve the best-known upper bound on χm, recently obtained by
Qassim et al., from O((m+1)2m/2) to O(2m/2) [103, Theorem 2]. In Propositions 29 and 30
we prove two useful reductions for studying χm, namely, that there must exist a single set
of χm stabilizer states that span the symmetric subspace, and that it suffices to work over
the real numbers. In Proposition 31 we introduce a technique for upper bounding χm when
upper bounds on χ([v⊗m]) are known for sufficiently many (linear in n) qubit states [v]. In
Proposition 32 we compute an upper bound on the (finite) number of qubit states [v] for
which χ([v⊗m]) < χm.

Directions for future work

We believe that our work opens the door for new approaches on questions related to the
stabilizer rank. Here, we present two of the most promising ones.

Lower bounds on stabilizer rank via the T -count As we mentioned in the sec-
ond paragraph of the introduction, for any quantum state [v] of T -count m, it holds that
χ([T⊗m]) ≥ χ([v]) [28]. We prove in Theorem 22 that if the coordinates of [v] contain an ex-
ponentially increasing subsequence of length p, then χ([v]) ≥ p/(4 log2 p). Combining these
two statements, if we can find a sequence of states [v] with small T -counts and long ex-
ponentially increasing subsequences of coordinates, then we can obtain large lower bounds
on χ([T⊗m]). For example, if we can find a sequence of states [ψm] with T -count O(2cm)
for some 0 < c < 1, whose coordinates contain an exponentially increasing subsequence of

length Ω(2m), then we would obtain a super-linear lower bound χ(T⊗m) = Ω
(
m1/c

log2m

)
.

Bounds on generic stabilizer rank In Section 5.3 we prove several reductions for
studying the generic stabilizer rank χm, but only manage to modestly improve the best-
known bounds on this quantity. We ask whether stronger bounds can be obtained from
our reductions.
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1.1.4 Chapter 6: On decomposable correlation matrices

For a field F and positive integers n and s, let MF
n×s denote the set of n× s matrices over

F, let MF
n = MF

n×n, and let Cor (Cn) ⊂MC
n denote the set of correlation matrices: positive

semidefinite matrices with diagonal entries all equal to one. Equivalently, a matrix P ∈MC
n

is a correlation matrix if there exists a set of unit vectors {v1, . . . , vn} ⊂ S(Cn) such that
P (a, b) = 〈va, vb〉 for all a, b ∈ [n], in which case we say P is generated by {v1, . . . , vn}.
We say a correlation matrix P ∈ Cor (Cn) is d-decomposable if it can be written as the
Schur product � (also known as the Hadamard product, entrywise product, or pointwise
product) of correlation matrices of rank ≤ d, i.e.

P = R1 � · · · �Rm (1.1)

for some positive integer m and correlation matrices R1, . . . , Rm ∈ Cor (Cn) with
rank(Ri) ≤ d for all i ∈ [m]. Equivalently, a correlation matrix is d-decomposable if it
is generated by a set of unit product vectors, i.e. elements of

SProd
(
Cd : · · · : Cd

)
= S((Cd)⊗m) ∩ Prod

(
Cd : · · · : Cd

)
.

We denote the set of d-decomposable correlation matrices as Cord (Cn).

Motivation for studying decomposable correlation matrices

The general topic of correlation matrices has received considerable interest in quantum
information [50, 43, 25, 64, 129, 131]. This interest is due in part to Tsirelson’s theo-
rem [123], which reveals an intimate connection between correlation matrices and certain
nonlocal correlations that can arise from bipartite quantum systems. Another motivation
is the identification of correlation matrices with Schur channels, examples of which include
physically relevant channels such as generalized dephasing channels, cloning channels, and
the Unruh channel [25].

The particular topic of Schur products of correlation matrices has also been studied in
quantum information [34, 71, 96]. Let {v1, . . . , vn} ⊂ Cs and {u1, . . . , un} ⊂ Ct be unit
vectors with s ≤ t, and let P,Q ∈ Cor (Cn) be the correlation matrices they generate
respectively. It is well known that P = Q if and only if there exists an isometry U such
that Uva = ua for all a ∈ [n]. More generally, in [34, 71] it is proven that there exists a
quantum channel Φ such that Φ(vav

∗
a) = uau

∗
a for all a ∈ [n] if and only if there exists a

correlation matrix R ∈ Cor (Cn) such that P = R � Q. Moreover, it is not hard to show
(using the Stinespring representation of Φ) that the rank of R is equal to the Choi rank of
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Φ, which reveals a close relationship between this topic and d-decomposability. We note
that [34, 71] also give results on transformations between sets of mixed states.

In [96] a very similar topic is studied. A characterization is found of what we call
CS-decomposable correlation matrices: those that can be written as a Schur product of
correlation matrices, each of which are generated by a set of coherent states (states of
light produced by an ideal laser [21]). Equivalently, CS-decomposable correlation matrices
are those that are generated by multi-mode coherent states: unit vectors that are tensor
products of coherent states.

We now briefly summarize how the study of CS-decomposability is motivated in [96],
as it will also motivate our study of r-decomposability. A pressing need in quantum in-
formation is to adapt or reinvent existing quantum protocols to be more experimentally
realizable. Quantum fingerprinting and appointment scheduling are two examples of tasks
for which this need has been recently addressed. The original protocols for these tasks
use high dimensional entangled states that are difficult to prepare in a lab [30, 31], but
both protocols have been adapted to use tensor products of coherent states and/or qubits
(which are easier to produce experimentally), and simple quantum operations, while at-
taining similar figures of merit [7, 93, 122]. The experimental ease of producing tensor
products of coherent states or low-dimensional unit vectors leads us to ask what other
protocols can be adapted to use such states. This motivates the study of CS-decomposable
and d-decomposable correlation matrices. By the discussion of the previous paragraph,
protocols that use a fixed set of unit vectors can be adapted to use any other set of unit
vectors that generate the same correlation matrix, simply by applying the corresponding
isometry. Thus, if a protocol requires a set of unit vectors that generate a CS-decomposable
(respectively, d-decomposable) correlation matrix, then the protocol can be adapted into
a protocol that uses tensor products of coherent states (resp., d-dimensional unit vectors),
which might be easier to implement than the original protocol. In this way, the study of
CS-decomposable and d-decomposable correlation matrices could potentially give rise to
more experimentally implementable protocols.

We further motivate our study of d-decomposability by the following entanglement
detection scenario. Say we are given many copies of unknown pure states v1v

∗
1, . . . , vnv

∗
n,

on which we are allowed to perform any of the measurements

{v1v
∗
1,1− v1v

∗
1}, . . . , {vnv∗n,1− vnv∗n},

and we wish to detect that for any partitioning of the space into subsystems of dimension
≤ d, at least one of the states must be entangled. This scenario is similar to our d-
decomposability question, as the only meaningful information to be gained from performing
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the allowed measurements is precisely the inner products 〈vav∗a, vbv∗b 〉 for a, b ∈ [n]. In
Proposition 43 we find cases of this scenario in which one can indeed detect entanglement.

As a final motivation, decomposable correlation matrices are intimately related to so-
called absolutely entangled sets, which have become a topic of recent interest in quantum
information theory [33, 130, 86]. A correlation matrix P is called absolutely entangled
if there does not exist any positive integer m and correlation matrices R1, . . . , Rm with
rank(Ri) ≤ rank(P ) for all i ∈ [m] and

∏
i∈[m] rank(Ri) = rank(P ) for which

P = R1 � · · · �Rm.

Equivalently, {v1, . . . , vn} ⊆ S(Cn) is absolutely entangled if for every collection of positive
integers d1, . . . , dm < rank(P ) for which d1 · · · dm = rank(P ), and every isometry

V : Cn → Cd1 ⊗ · · · ⊗ Cdm ,

there exists a ∈ [n] for which V va /∈ Prod
(
Cd1 : · · · : Cdm

)
. Note that non-decomposability

is a stronger notion of entanglement than absolute entanglement: If P is not (rank(P )−1)-
decomposable, then it is absolutely entangled.

Results on decomposable correlation matrices

In Chapter 6, we obtain the following results on decomposable correlation matrices:

1. It is well known that Cor (Cn) is a compact and convex set. To our knowledge, it is
not known whether Cord (Cn) is closed, and we leave this question unanswered. We
show that Cord (Cn) is not convex when r ≥ 1 and n ≥ 2d+ 1.

2. It is clear that Cord (Cn) = Cor (Cn) for all n ≤ d. We prove that Corn−1 (Cn) =
Cor (Cn) for all n ≥ 3, but Cord (Cn) ( Cor (Cn) for all n ≥ 2d+ 1.

3. The previous point leaves open the question of whether the containment Cord (Cn) ⊆
Cor (Cn) is strict for n ∈ {d + 2, . . . , 2d}, and in particular whether Cor2 (C4) ⊆
Cor (C4) is strict. We reduce the latter to a simpler question of whether every element
of a certain subset of Cor (C4) can be written as the Schur product of just two rank-
two correlation matrices, which could make the problem more tractable for analytical
or numerical approaches.
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1.2 Tensors in algebraic complexity theory

In Section 1.1 we motivated the tensor rank in quantum information theory as the size of
the smallest GHZ state needed to obtain a given pure state by SLOCC. In this section,
we motivate the tensor rank in algebraic complexity theory, as the computational cost of
implementing an associated multilinear map. Motivated by these applications, in Chapter 7
we will prove new lower bounds on tensor rank. We defer a formal introduction to Chapter 7
until Section 1.3, because the main results of that chapter concern uniqueness of tensor
rank decompositions, which have stronger motivations in algebraic statistics.

Let F be a field, let V1,V2,V3 be F-vector spaces, and let V = V1 ⊗V2 ⊗V3. Recall the
natural isomorphism between V1 ⊗V2 and L(V∗1 ,V2), the vector space of linear maps from
V∗1 to V2, which sends v1 ⊗ v2 to the map

V∗1 → V2

f 7→ f(v1)v2,

and extends linearly. Likewise, there is a natural isomorphism between V1 ⊗ V2 ⊗ V3 and
the vector space of bilinear maps from V∗1 × V∗2 to V3, which sends v1 ⊗ v2 ⊗ v3 to the
bilinear map

V∗1 × V∗2 → V3

(f, g) 7→ f(v1)g(v2)v3.

More generally, if a tensor v ∈ V has a decomposition v =
∑

a∈[n] xa,1 ⊗ xa,2 ⊗ xa,3, then

the corresponding bilinear map (which we also denote by v) is given by

v : V∗1 × V∗2 → V3

(f, g) 7→
∑
a∈[n]

f(xa,1)g(xa,2)xa,3.

We are interested in the cost of implementing the bilinear map v in terms of rank(v), using
this observation. In the model of multiplicative complexity, we regard linear maps applied
to the indeterminates f and g (e.g. f 7→ f(xa,1) and g 7→ g(xa,2)) as free, and only charge
for multiplications between indeterminate quantities (e.g. f(xa,1)g(xa,2), which is regarded
as a single multiplication of cost 1). Under this model, the expression above demonstrates
that v can be implemented with multiplicative complexity at most r. In the other direction,
Strassen proved that the multiplicative complexity of v is at least 1

2
r, so the tensor rank
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of a tensor v describes the multiplicative complexity of the associated bilinear map, up to
a factor of two [117, 118, 120] (see also [32]).

In more precise terms, for an F-algebra A, a finite subset F ⊆ A and an input set
I ⊆ A, the multiplicative complexity of F with respect to I is the minimum number of
multiplications ∗ needed in a so-called straight-line program to obtain F on some input in
I×p, for some p ∈ N [32]. A straight-line program is an algorithmic procedure that can
manipulate the input using standard operations to arbitrary precision. Formally, it is a
sequence of instructions, each of which can apply either a single standard binary operation
+,−, ∗, / to two elements in memory and store it (when / is defined), store a scalar α ∈ F,
or multiply an element in memory by a scalar. (Initially, the memory consists only of the
input, but each operation appends an element of A to memory.) What we have dubbed
the multiplicative complexity of v is precisely the multiplicative complexity of the set of
bilinear forms F = {v1, . . . , vdim(V1)} in the polynomial ring over the coordinate functions
on V1 × V2, with input set given by the standard coordinate functions on V1 × V2; where

vb : V∗1 × V∗2 → F

(f, g) 7→
∑
a∈[r]

f(xa,1)g(xa,2)eb(xa,3),

for each b ∈ [dim(V3)], and {e1, . . . , edim(V)} is a standard basis for V∗3 . The multiplicative
complexity does not depend on any of the choices of bases, since linear maps are free.
The total complexity is defined similarly to the multiplicative complexity, but instead of
counting only the number of multiplications ∗ needed in a straight-line program, it counts
all allowed operations (+,−, ∗, /, storing a scalar, or multiplying an element in memory
by a scalar). The multiplicative complexity is a useful tool for lower bounding the total
complexity, especially given that it can be elegantly described up to a factor of two by the
tensor rank.

Perhaps the most well-studied example of a bilinear map in this context is the so-called
matrix multiplication map

MaMud : MF
d ×MF

d →MF
d ,

which takes as input two d× d matrices and outputs their product (recall that MF
d is the

set of d × d matrices over F). Determining the total complexity of this map is relevant
in computational linear algebra, since the total complexities of problems such as matrix
inversion, computation of the determinant, LUP -decomposition, and computation of the
characteristic polynomial, are dominated asymptotically by this complexity. For MaMud,
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in the asymptotic limit, the connection between tensor rank and computational complexity
has been shown to be even stronger than that observed above: Letting

ω(F) = inf{α ∈ R|The total complexity of MaMud is O(dα)},

then

ω(F) = inf{α ∈ R| rank(MaMud) = O(dα)}.

In short, in the limit of large d, rank(MaMud) quantifies the total complexity (not just the
multiplicative complexity) of matrix multiplication [117, 118, 120] (see also [32]).

1.3 Tensors in algebraic statistics

Tensors are useful tools for representing data. In this context, a decomposition of a tensor
into a small number of product tensors allows one to both compress and interpret the
data. If a tensor has a unique tensor rank decomposition, this corresponds to a unique
interpretation of the data. For this reason, having efficient methods of certifying uniqueness
of tensor decompositions is useful in statistical learning.

Many applications of uniqueness in statistical learning arise from the following obser-
vation: Let X, Y, Z, and L be finite random variables with the property that X, Y, Z are
independent conditioned on L, i.e. for each x, y, z, and l in the sets of possible outcomes
of X, Y, Z, and L, respectively, it holds that

Pr(X = x, Y = y, Z = z|L = l) = Pr(X = x|L = l) Pr(Y = y|L = l) Pr(Z = z|L = l).

(1.2)

Typically, X, Y, and Z are observable (i.e. measurable) random variables, and L is a
latent random variable: A random variable that cannot be measured, but which we are
nevertheless interested in knowing about. The goal of the scenario is to determine the
full joint distribution Pr(X, Y, Z, L) given access only to the assumption (1.2) and the
probability vector Pr(X, Y, Z). A common technique for obtaining the full distribution is
through uniqueness of tensor decompositions. Note that

Pr(X, Y, Z) =
∑
l

Pr(L = l) Pr(X, Y, Z|L = l)

=
∑
l

Pr(L = l) Pr(X|L = l)⊗ Pr(Y |L = l)⊗ Pr(Z|L = l),
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where the first line is obvious and the second line follows from (1.2). So a choice of latent
random variable L corresponds to a decomposition of the tensor Pr(X, Y, Z). If Pr(X, Y, Z)
happens to have a unique tensor rank decomposition, then there is a unique choice of latent
parameter L with the minimum number of outcomes for whichX, Y, and Z are conditionally
independent. A similar observation holds even for continuous random variables [4]. This
observation is used frequently in various applications of statistical machine learning, by
finding or manufacturing conditional independence in a problem.

With these applications in mind, in Chapter 7 we present new sufficient conditions for
a tensor decomposition to be the unique tensor rank decomposition.

1.3.1 Chapter 7: A generalization of Kruskal’s theorem on tensor
decomposition

Let F be a field, let V1, . . . ,Vm be F-vector spaces, and let V = V1⊗· · ·⊗Vm. Recall that the
tensor rank (or rank) of a tensor v ∈ V , denoted by rank(v), is the minimum number n for
which v is the sum of n product tensors (any coefficients appearing in a linear combination
of product tensors can be absorbed into the product tensors by linearity). An expression
of v as a sum of product tensors (not necessarily of minimum number) is known simply as
a decomposition of v. A decomposition of v

v =
∑
a∈[n]

xa (1.3)

into a sum of product tensors {xa : a ∈ [n]} is said to be the unique tensor rank decompo-
sition of v if for any decomposition

v =
∑
a∈[r]

ya (1.4)

of v into the sum of r ≤ n product tensors {ya : a ∈ [r]}, it holds that r = n and
{xa : a ∈ [n]} = {ya : a ∈ [n]} as multisets. The decomposition (1.3) is said to be unique
in the j-th subsystem if for any other decomposition (1.4), it holds that r = n and there
exists a permutation σ ∈ Sn such that xa,j ∈ span{yσ(a),j} for all a ∈ [n]. Kruskal’s
theorem gives sufficient conditions for a given decomposition to constitute a unique tensor
rank decomposition [79]. We refer to results of this kind as uniqueness criteria.

Uniqueness criteria have found scientific applications in signal processing and spec-
troscopy, among others mentioned previously in this introduction [84, 81, 42, 111]. In
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these circles, subsystems are also referred to as factors and loadings, and the tensor rank
decomposition is also referred to as the canonical decomposition (CANDECOMP), par-
allel factor (PARAFAC) model, canonical polyadic (CP) decomposition, and topographic
components model. Uniqueness of a tensor decomposition is also referred to as specific
identifiability, and uniqueness criteria as identifiability criteria.

Kruskal’s theorem, and a generalization

For a finite set S, let |S| be the size of S. The Kruskal-rank (or k-rank) of a multiset
of vectors {u1, . . . , un}, denoted by k-rank(u1, . . . , un), is the largest number k for which
dim span{ua : a ∈ S} = k for every subset S ⊆ [n] of size |S| = k. Similarly, we call
dim span{ua : a ∈ [n]} the standard rank (or rank) of {u1, . . . , un}. Kruskal’s theorem
states that if a collection of product tensors {xa,1 ⊗ · · · ⊗ xa,m : a ∈ [n]} has large enough
k-ranks kj = k-rank(x1,j, . . . , xn,j), then their sum constitutes a unique tensor rank decom-
position. This theorem was originally proven for m = 3 subsystems over R [79], was later
extended to more than three subsystems by Sidiropoulos and Bro [110], and then extended
to an arbitrary field by Rhodes [106].

Theorem 1 (Kruskal’s theorem). Let n ≥ 2 and m ≥ 3 be integers, let V = V1 ⊗ · · · ⊗ Vm
be a vector space over a field F, and let

{xa,1 ⊗ · · · ⊗ xa,m : a ∈ [n]} ⊆ V \ {0}

be a multiset of product tensors. For each a ∈ [n], let xa = xa,1 ⊗ · · · ⊗ xa,m. For each
j ∈ [m], let

kj = k-rank(x1,j, . . . , xn,j).

If 2n ≤
∑m

j=1(kj − 1) + 1, then
∑

a∈[n] xa constitutes a unique tensor rank decomposition.

In [49] it is shown that the inequality appearing in Kruskal’s theorem cannot be weak-
ened: there exist cases in which 2n =

∑m
j=1(kj − 1) + 2 and the decomposition is not

unique. While Kruskal’s theorem gives sufficient conditions for uniqueness, necessary con-
ditions are obtained in [78, 119, 87]. In [40] it is shown that Kruskal’s theorem is effective
over R or C in the sense that it certifies uniqueness on a dense open subset of the smallest
semialgebraic set containing the set of rank n tensors. A robust form of Kruskal’s theorem
is proven in [17].
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Our main result in this chapter is a “splitting theorem,” which is not itself a uniqueness
criterion, but implies a criterion that generalizes Kruskal’s theorem. In our splitting theo-
rem, the k-rank condition in Kruskal’s theorem is relaxed to a standard rank condition. In
turn, the conclusion is also relaxed to a statement describing the linear dependence of the
product tensors. Before stating our splitting theorem, we first introduce the generalization
of Kruskal’s theorem it implies.

Theorem 2 (Generalization of Kruskal’s theorem). Let n ≥ 2 and m ≥ 3 be integers, let
V = V1 ⊗ · · · ⊗ Vm be a vector space over a field F, and let

{xa,1 ⊗ · · · ⊗ xa,m : a ∈ [n]} ⊆ V \ {0}

be a multiset of product tensors. For each a ∈ [n], let xa = xa,1 ⊗ · · · ⊗ xa,m. For each
subset S ⊆ [n] and index j ∈ [m], let

dSj = dim span{xa,j : a ∈ S}.

If 2|S| ≤
∑m

j=1(dSj − 1) + 1 for every subset S ⊆ [n] with 2 ≤ |S| ≤ n, then
∑

a∈[n] xa
constitutes a unique tensor rank decomposition.

Note that the computational cost of checking the conditions of our Theorem 2 is es-
sentially the same as that of checking the conditions of Kruskal’s theorem. In both cases,
the quantities dSj must be computed for all j ∈ [m] and S ⊆ [n] with 2 ≤ |S| ≤ n. To
verify Kruskal’s conditions, one uses these quantities to compute the Kruskal ranks, and
then checks the single inequality 2n ≤

∑m
j=1(kj − 1) + 1. To verify the conditions of our

generalization, one checks a separate inequality 2|S| ≤
∑m

j=1(dSj − 1) + 1 for every S.

To see that Theorem 2 contains Kruskal’s theorem, assume the conditions of Kruskal’s
theorem hold and note that for any subset S ⊆ [n], the multiset of product tensors
{xa : a ∈ S} satisfies dSj ≥ min{kj, |S|}. Using this fact, it is easy to verify that
2|S| ≤

∑m
j=1(dSj − 1) + 1 for every subset S ⊆ [n] with 2 ≤ |S| ≤ n.

In Section 7.7 we compare Theorem 2 to the uniqueness criteria of Domanov, De Lath-
auwer, and Sørensen (DLS), which are the only known extensions of Kruskal’s theorem
that we are aware of [51, 52, 53, 116, 115]. All of these extensions rely on Kruskal’s orig-
inal permutation lemma, and as a result, still require the k-ranks to be above a certain
threshold. Our generalization uses a completely new proof technique, can certify unique-
ness below this threshold, and contains many of these extensions. The cited results of
DLS contain many similar but incomparable criteria, which can be difficult to keep track
of. For clarity and future reference, in Theorem 75 we synthesize these criteria into a
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single statement. Using insight gained from this synthesization and our generalization of
Kruskal’s theorem, we propose a conjectural uniqueness criterion that would contain and
unify every uniqueness criteria of DLS into a single, elegant statement.

For m ≥ 4, Kruskal’s theorem can be “reshaped” by regarding multiple subsystems as
a single subsystem. In Section 7.2 we present an analogous reshaping of Theorem 2, which
has many more degrees of freedom to choose from than the reshaped Kruskal’s theorem.

A splitting theorem for product tensors

We now state our splitting theorem, which we use in Section 7.2 to prove our generalization
of Kruskal’s theorem, and in Sections 7.4, 7.5, and 7.6 to obtain further results on tensor
decompositions. We first require a definition.

Definition 3. Let n ≥ 2 be an integer, and let V be a vector space over a field F. We say
that a multiset of non-zero vectors {v1, . . . , vn} ⊆ V \ {0} splits, or is disconnected, if there
exists a subset S ⊆ {v1, . . . , vn} with 1 ≤ |S| ≤ n− 1 for which

span{v1, . . . , vn} = span(S)⊕ span(Sc),

where Sc := {v1, . . . , vn} \ S. In this case, we say that S separates {v1, . . . , vn}. If
{v1, . . . , vn} does not split, then we say it is connected.

Note that {v1, . . . , vn} splits if and only if it is disconnected as a matroid [99]. We now
state our main result.

Theorem 4 (Splitting theorem). Let n ≥ 2 and m ≥ 2 be integers, let V = V1 ⊗ · · · ⊗ Vm
be a vector space over a field F, let

E = {xa,1 ⊗ · · · ⊗ xa,m : a ∈ [n]} ⊆ V \ {0}

be a multiset of product tensors, and for each j ∈ [m], let

dj = dim span{xa,j : a ∈ [n]}.

If dim span(E) ≤
∑m

j=1(dj − 1), then E splits.

In Section 7.3 we use Derksen’s result [49] to prove that the inequality appearing in
Theorem 4 cannot be weakened.
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We now give a rough sketch of how our splitting theorem implies Theorem 2, which we
formalize in Section 7.2. First, a direct consequence of Theorem 4 is that E splits whenever
n ≤

∑m
j=1(dj − 1) + 1 (see Corollary 49). To prove Theorem 2, let {xa : a ∈ [n]} be a

multiset of product tensors satisfying the assumptions of Theorem 2, and let {ya : a ∈ [r]}
be a multiset of r ≤ n product tensors for which

∑
a∈[n] xa =

∑
a∈[r] ya. Consider the

multiset of [n+ r] product tensors

E = {xa : a ∈ [n]} ∪ {−ya : a ∈ [r]}.

Since 2n ≤
∑m

j=1(d
[n]
j −1)+1, E splits. Since Σ(E) = 0, it follows that Σ(S) = Σ(Sc) = 0 for

any separator S of E. Now, continue applying the splitting theorem to S and Sc, until every
multiset has size 2, and contains one element each of {xa : a ∈ [n]} and {−ya : a ∈ [r]}.

Further applications of the splitting theorem to tensor decompositions

In Sections 7.4, 7.5, and 7.6 we use the splitting theorem to prove further uniqueness results
and sharp lower bounds on tensor rank. In Section 7.4 we prove a general statement that
interpolates between our generalization of Kruskal’s theorem and a natural offshoot of our
splitting theorem (mentioned above), obtaining uniqueness results for weaker notions of
uniqueness. In Section 7.5 we prove sharp lower bounds on tensor rank and Waring rank,
a notion of rank for symmetric tensors. In Sections 7.4 and 7.6 we obtain uniqueness
results for non-rank decompositions, a novel concept introduced in this work. We close
this introduction by reviewing these results in more detail.

It is known that if a multiset of product tensors {xa : a ∈ [n]} satisfies

n+ r ≤
m∑
j=1

(kj − 1) + 1 (1.5)

for r = 0, then it is linearly independent, and if it satisfies (1.5) for r = 1, then the
only product tensors in span{xa : a ∈ [n]} are scalar multiples of x1, . . . , xn [63]. When
r = n, it holds that

∑
a∈[n] xa constitutes a unique tensor rank decomposition, by Kruskal’s

theorem. It is natural to ask what happens for r ∈ {0, 1, . . . , n}. In Section 7.4.1 we use our
splitting theorem to prove that when the inequality (1.5) holds, the only rank ≤ r tensors
in span{xa : a ∈ [n]} are those that can be written (uniquely) as a linear combination of
≤ r elements of {xa : a ∈ [n]}, which interpolates between Kruskal’s theorem for r = n,
and the results of [63] for r ∈ {0, 1}. We generalize our interpolating statement in a similar
manner to our generalization of Kruskal’s theorem (Theorem 54). We also interpolate to
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weaker notions of uniqueness, which are explained further at the end of this introduction.
We remark that the m = 2, r = 0 case of a result in this section was proven by Pierpaola
Santarsiero in unpublished work, using a different proof technique.

The interpolating statement described in the previous paragraph immediately implies
the following lower bound on tensor rank:

rank

[∑
a∈[n]

xa

]
≥ min

{
n,

m∑
j=1

(kj − 1) + 2− n
}
.

In Section 7.5 we use our splitting theorem to improve this bound. Namely, provided that
the k-ranks are sufficiently balanced, we prove that two of the k-ranks ki, kj appearing in
this bound can be replaced by standard ranks di, dj, improving this bound when the ranks
and k-ranks are not equal. Our improved bound specializes to Sylvester’s matrix rank
inequality when m = 2 [70]. In Section 7.5.1 we prove that our improved bound is sharp
in a wide parameter regime.

In Section 7.6 we use our splitting theorem to prove uniqueness results for non-Waring
rank decompositions of symmetric tensors. (Our terminology for symmetric tensor decom-
positions is analogous to that of general tensor decompositions, and we refer the reader to
Chapter 2 for a formal introduction.) In particular, we prove a condition on a symmet-
ric decomposition v =

∑
a∈[n] αav

⊗m
a for which any other symmetric decomposition must

contain at least rmin terms, where rmin depends on the rank and k-rank of {va : a ∈ [n]}.
For rmin ≤ n, this gives a Waring rank lower bound that is contained in our lower bound
described in the previous paragraph. For rmin = n + 1, this gives a uniqueness result
for symmetric tensors that is contained in Theorem 2, but is stronger than Kruskal’s
theorem in a wide parameter regime. Our main contribution in this section is the case
rmin > n + 1, which produces an even stronger statement than uniqueness: There are no
symmetric decompositions of v into a linear combination of fewer than rmin terms, aside
from v =

∑
a∈[n] αav

⊗m
a (up to trivialities). This is an example of what we call a uniqueness

result for non-rank decompositions of a tensor.

In Section 7.4.2 we prove further uniqueness results for non-rank decompositions of
(possibly non-symmetric) tensors. In particular, we give conditions on a multiset of product
tensors {xa : a ∈ [n]} for which whenever

∑
a∈[n] xa =

∑
a∈[r] ya for some r > n and

multiset of product tensors {ya : a ∈ [r]}, there exist subsets R ⊆ [n], Q ⊆ [r] such that
|Q| = |R| = q for some fixed positive integer q, and {xa : a ∈ Q} = {ya : a ∈ R}. In
contrast to our non-rank uniqueness results of Section 7.6, which apply only to symmetric
decompositions of symmetric tensors, the results of this subsection apply to arbitrary tensor
decompositions.
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In Section 7.6.2 we identify two potential applications of our uniqueness results for non-
rank decompositions: First, they allow us to define a natural hierarchy of tensors in terms
of “how unique” their decompositions are. Second, any uniqueness result for non-rank
decompositions can be turned around to produce a result in the more standard setting,
in which one starts with a decomposition into n terms, and wants to control the possible
decompositions into fewer than n terms.

From the proof sketch of our generalization of Kruskal’s theorem that appears at the
end of the previous subsection, it is easy to surmise that if

∑
a∈[n] xa =

∑
a∈[r] ya, and

2n ≤
∑m

j=1(d
[n]
j − 1) + 1, then there exist non-trvial subsets Q ⊆ [n] and R ⊆ [r] for

which
∑

a∈Q xa =
∑

a∈R ya. This conclusion can be viewed as an extremely weakened
form of uniqueness, and it is natural to ask what statements can be made for notions of
uniqueness in between the standard one and this weakened one. We answer this question
in Sections 7.4.1 and 7.4.2.

We say that a set of non-zero vectors forms a circuit if it is linearly dependent and
any proper subset is linearly independent. As a special case of our splitting theorem, in
Corollary 60 we obtain an upper bound on the number of subsystems j ∈ [m] for which a
circuit of product tensors can have dj ≥ 2. This improves recent bounds obtained in [10, 9],
and is sharp.
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Chapter 2

Preliminaries

In this chapter, we review several necessary preliminaries for this thesis. In this preamble,
we review some basic objects in affine and projective space, linear operators, and inner
products, along with some basic set notation. We then introduce the Segre, Veronese, and
Grassmannian varieties, which over C correspond to the unentangled quantum states of
distinguishable, bosonic, and fermionic systems, respectively. We introduce the notion of
secants to a variety, with particular emphasis on the Segre, Veronese, and Grassmannian
varieties, and review the notions of X-rank and uniqueness of tensor decompositions in-
troduced briefly in Chapter 1. Finally, we introduce the set of stabilizer states and its
secants.

Let [m] = {1, . . . ,m} when m is a positive integer. For a non-zero vector space V
over a field F, let P(V) (or more briefly, PV) be the set of 1-dimensional linear subspaces
of V , and let PD = P(FD+1). We abuse the [·] notation and also write [v] ∈ PV for the
span of a non-zero vector v ∈ V . For a subset X ⊆ PV , let X̂ ⊆ V be the affine cone
over X. Explicitly, X̂ = {x ∈ V : [x] ∈ X} ∪ {0}. In the other direction, for a subset
Z ⊆ V that forms a cone (i.e. for all z ∈ Z and α ∈ F it holds that αz ∈ Z), we let
Ž = {[z] ∈ PV : z ∈ Z \ {0}} be the projectivization of Z.

For vector spaces V and W over a field F, let L(V ,W) be the vector space of linear
operators from V to W , and let L(V) = L(V ,V). For a non-negative integer a, let ea
denote the standard basis vector with 1 in the a-th position and zeros elsewhere. When
considering stabilizer states and stabilizer rank (e.g. in Chapter 5) we index the standard
basis starting from a = 0, to more easily identify the index set with F2. In all other cases,
we index the standard basis starting from a = 1.

For a complex vector space V , let 〈·, ·〉 : V × V → C be the standard Euclidean
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inner product given by 〈u, v〉 = u∗v, where (·)∗ denotes the conjugate-transpose. Let
‖·‖ =

√
〈·, ·〉 be the Euclidean norm, and define the set of unit vectors S(V) as the

set of vectors v ∈ V that satisfy ‖v‖ = 1. For complex vector spaces V and W , let
U (V ,W) ⊂ L(V ,W) be the set of isometries from V to W , i.e. the set of linear maps that
preserve the Euclidean norm.

We write S ∪ T to denote the union of two sets S and T . If S and T happen to be
disjoint, we often write S t T instead to remind the reader of this fact. For a positive
integer t, we say that a collection of subsets S1, . . . , St ⊆ T partitions T if Sp ∩Sq = {} for
all p 6= q ∈ [t], and S1 t · · · t St = T .

2.1 The Segre, Veronese, and Grassmannian varieties

(and their secants)

We will be particularly interested in the algebraic varieties known as the Segre, Veronese,
and Grassmannian varieties, since over the complex numbers these correspond to the sets
of unentangled states in a space of distinguishable, bosonic, and fermionic particles, re-
spectively [60]. In this section, we briefly describe these varieties, as well as their r-th
secants. We then review the notions of X-rank and uniqueness of tensor decompositions
introduced briefly in Chapter 1. We refer the reader to [39, 81, 65, 14] for more in-depth
treatments of these objects.

Let F be a field, let V1, . . . ,Vm, and W be non-zero F-vector spaces, and let
V = V1 ⊗ · · · ⊗ Vm. The Segre variety

Y = Seg(PV1 × · · · × PVm) ⊆ PV (2.1)

is the image of the Segre embedding, and is equal to the set of projective tensors of
the form [x1 ⊗ · · · ⊗ xm], where xj ∈ Vj for each j ∈ [m]. If F = C, then the Segre
variety corresponds to the unentangled (or, product) states in the space P(

⊗m
j=1 Vj) of

distinguishable particles.

For each permutation σ ∈ Sm, let Pσ ∈ L(
⊗mW) be the linear map defined on product

vectors as

Pσ(x1 ⊗ · · · ⊗ xm) = xσ−1(1) ⊗ · · · ⊗ xσ−1(m),

and extended linearly. Let P(SmW) ⊆ P(
⊗mW) denote the symmetric subspace, i.e, the

set of projective tensors [x] ∈ P(
⊗mW) such that Pσx = x for all σ ∈ Sm. If Char(F) > m
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or Char(F) = 0, then P(SmW) is spanned by projective tensors of the form [x1 ∨ · · · ∨xm],
where

[x1 ∨ · · · ∨ xm] =

[∑
σ∈Sm

xσ(1) ⊗ · · · ⊗ xσ(m)

]
.

If F = C, then the symmetric subspace represents a bosonic space of indistinguishable
particles. (This space can also be thought of as the set of homogeneous polynomials of
degree m in d variables.) The Veronese variety

νm(PW) ⊆ P(SmW)

is the image of the m-th Veronese embedding, and is equal to the set of projective tensors
in P(SmW) of the form [x∨m]. If F = C, then the Veronese variety corresponds to the set
of unentangled states in the bosonic space P(SmW).

Let P(
∧mW) ⊆ P(

⊗mW) denote the antisymmetric subspace, i.e. the set of projective
tensors [x] ∈ P(

⊗mW) such that Pσx = (−1)sgn(σ)x for all σ ∈ Sm. This space is spanned
by the set of projective tensors of the form [x1 ∧ · · · ∧ xm], where

[x1 ∧ · · · ∧ xm] =

[∑
σ∈Sm

(−1)sgn(σ)xσ(1) ⊗ · · · ⊗ xσ(m)

]
.

If F = C, then P(
∧mW) represents a fermionic space of indistinguishable particles. The

Grassmannian variety

Gr(m− 1,Pd−1) ⊆ P(
∧mW)

is the set of projective tensors in P(
∧mW) of the form [x1 ∧ · · · ∧ xm]. If F = C, then the

Grassmannian variety corresponds to the set of unentangled states in the fermionic space
P(
∧mW). The Grassmannian can also be viewed as the variety of projective (m−1)-planes

in PW . We expound on this perspective in Section 3.1.1, as we will make frequent use of
it.

2.1.1 Secants to the Segre, Veronese, and Grassmannian vari-
eties

In this subsection, we define secant varieties, with particular emphasis on secants to the
Segre, Veronese, and Grassmannian varieties. We then formally introduce the notions of

27



tensor rank, border rank, Waring rank, and border Waring rank, as well as uniqueness of
tensor rank decompositions and uniqueness of symmetric tensor rank decompositions.

For a vector space V and a non-degenerate projective variety X ⊆ PV , let

Σ◦r(X) =
⋃

[x1],...,[xr]∈X

span{[x1], . . . , [xr]} ⊆ PV ,

and let

Σr(X) = Σ◦r ⊆ PV

be the r-th secant variety to X, where the closure is taken with respect to the Zariski
topology (over C, the Zariski and Euclidean closures agree). Let Σ̂◦r(X) and Σ̂r(X) denote
the affine cones over Σ◦r(X) and Σr(X), respectively. For a point [v] ∈ PV , the X-rank of
[v], denoted rankX([v]), is the smallest integer r for which [v] is contained in Σ◦r(X), and
the border X-rank of [v] is the smallest integer r for which [v] is contained in Σr(X). The
X-rank and border X-rank of a vector v ∈ FD+1 are defined to be the X-rank and border
X-rank of [v].

The tensor rank (or simply, rank) of a point [v] ∈ P(
⊗m

j=1 Vj), denoted rank([v]), is
defined to be the Y -rank of [v], were Y denotes the Segre variety as in (2.1), and the
border rank of [v], denoted rank([v]), is the border Y -rank of [v]. When Char(F) > m
or Char(F) = 0, the Waring rank of a point [v] ∈ P(SmW), denoted WaringRank([v]),
is defined to be the νm(PW)-rank of [v], and the border Waring rank of [v], denoted
WaringRank([v]) is the border νm(PW)-rank of [v].

Recall that we say a tensor z ∈ V is a product tensor if z 6= 0 and z is contained in the
affine cone over the Segre variety, i.e. z = z1 ⊗ · · · ⊗ zm for some z1 ∈ V1, . . . , zm ∈ Vm.
Let Prod (V1 : · · · : Vm) denote the set of (non-zero) product tensors in V . We use symbols
like a, b to index tensors, and symbols like i, j to index subsystems.

For a product tensor z ∈ Prod (V1 : · · · : Vm), the vectors zj ∈ Vj for which
z = z1 ⊗ · · · ⊗ zm are uniquely defined up to scalar multiples α1z1, . . . , αmzm such that
α1 · · ·αm = 1. For positive integers n and m, we frequently define multisets of product
tensors

{xa : a ∈ [n]} ⊆ Prod (V1 : · · · : Vm)

without explicitly defining corresponding vectors {xa,j} such that

xa = xa,1 ⊗ · · · ⊗ xa,m
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for all a ∈ [n]. In this case, we implicitly fix some such vectors, and refer to them without
further introduction. We use the notation

xa,ĵ = xa,1 ⊗ · · · ⊗ xa,j−1 ⊗ xa,j+1 ⊗ · · · ⊗ xa,m,
Vĵ = V1 ⊗ · · · ⊗ Vj−1 ⊗ Vj+1 ⊗ · · · ⊗ Vm,

so xa,ĵ ∈ Vĵ. Recall that V1⊗· · ·⊗Vm is naturally isomorphic to L(V∗j ,Vĵ) for any j ∈ [m],
where V∗j is the dual vector space to Vj. The rank of a tensor in V1 ⊗ V2 is equal to the
rank of the corresponding linear operator in L(V∗1 ,V2). We denote the rank of a tensor
v ∈ V , viewed as an element of L(V∗j ,Vĵ), by rankj(v). The flattening rank of v is defined
as max{rank1(v), . . . , rankm(v)}. Note that the tensor rank of v is lower bounded by the
flattening rank of v.

With this notation, the tensor rank of an element v ∈ V is the smallest integer r
for which there exist product tensors {xa : a ∈ [r]} ⊆ Prod (V1 : · · · : Vm) such that
v =

∑
a∈[r] xa. An expression

v =
∑
a∈[n]

xa (2.2)

of a tensor v as a sum of product tensors {xa : a ∈ [n]} ⊆ Prod (V1 : · · · : Vm) (not necessar-
ily of minimum number) is known simply as a decomposition of v. A decomposition (2.2)
is said to be the unique tensor rank decomposition of v if for any decomposition

v =
∑
a∈[r]

ya (2.3)

of v into the sum of r ≤ n product tensors {ya : a ∈ [r]} ⊆ Prod (V1 : · · · : Vm), it holds that
r = n and {xa : a ∈ [n]} = {ya : a ∈ [n]} as multisets. The decomposition (2.2) is said to be
unique in the j-th subsystem if for any other decomposition (2.3), it holds that r = n and
there exists a permutation σ ∈ Sn such that xa,j ∈ span{yσ(a),j} for all a ∈ [n]. Kruskal’s
theorem gives sufficient conditions for a given decomposition to constitute a unique tensor
rank decomposition [79]. We refer to results of this kind as uniqueness criteria.

We say that a tensor v ∈ W⊗m is symmetric if v ∈ Sm(W). A symmetric product
tensor is a non-zero element of ν̂m(W). Note that v is a symmetric product tensor if and
only if v = αw⊗m for some α ∈ F× and w ∈ W \ {0}. Note that the Waring rank of a
symmetric tensor v ∈ Sm(W) is the smallest integer r for which v can be written as a sum
of r symmetric product tensors.
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An expression

v =
∑
a∈[n]

αav
⊗m
a

of a symmetric tensor v as a sum of symmetric product tensors {αav⊗ma : a ∈ [n]} ⊆ ν̂m(W)
(not necessarily of minimum number) is known simply as a symmetric decomposition of v.

A symmetric decomposition of v

v =
∑
a∈[n]

αav
⊗m
a (2.4)

is said to be the unique Waring rank decomposition of v if for any non-negative integer
r ≤ n, multiset of non-zero vectors {ua : a ∈ [r]} ⊆ W \ {0}, and non-zero scalars
{βa : a ∈ [r]} ⊆ F× for which

v =
∑
a∈[r]

βau
⊗m
a , (2.5)

it holds that r = n and

{αav⊗ma : a ∈ [n]} = {βau⊗ma : a ∈ [n]}.

More generally, for a positive integer ñ ≥ n, we say that the symmetric decomposition (2.4)
is the unique symmetric decomposition of v into at most ñ terms if for any r ≤ ñ and
symmetric decomposition (2.5), either

k-rank(ua : a ∈ [r]) = 1,

or r = n and

{αav⊗ma : a ∈ [n]} = {βau⊗ma : a ∈ [n]}.

Note that (2.4) is the unique Waring rank decomposition of v if and only if it is the
unique symmetric decomposition of v into at most n terms. We refer to results that certify
uniqueness of a symmetric decomposition into at most ñ > n terms as uniqueness results
for non-Waring rank decompositions. We present such results in Section 7.6.

Our assumption that Char(F) > m or Char(F) = 0 in the symmetric case ensures that
the symmetric subspace Sm(W) is isomorphic to the space of homogeneous polynomials
over F of degree m in d variables, and that every symmetric tensor has finite Waring rank
(see e.g. [73, Appendix A] and [81, Section 2.6.4]).
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2.1.2 Dimensions of secants to the Segre, Veronese, and Grass-
mannian varieties over C

In this subsection, we comment on the dimensions of the secant varieties to the Segre,
Veronese, and Grassmannian varieties over the field of complex numbers. It is a standard
result that

dim(Σr(X)) ≤ min{D, r dim(X) + r − 1}.

If equality holds in this expression, then Σr(X) is said to have the expected dimension, and
otherwise it is said to be defective.

For the Segre variety Y ⊆ P(
⊗m

j=1 Cdj), we have dim(Y ) =
∑m

j=1(dj − 1) and

dim(P(
⊗m

j=1 Cdj)) = d1 · · · dm − 1, so

dim(Σr(Y )) ≤ min

{
d1 · · · dm − 1, r

m∑
j=1

(dj − 1) + r − 1

}
. (2.6)

A conjecturally complete set of defective Σr(Y ) have been proposed in [2], which are nicely
summarized in [14, Conjecture 6]. For example,

dim(Σr(Seg(Pd1−1 × Pd2−1))) = d1d2 − (d1 −min{d1, r})(d2 −min{d2, r})− 1, (2.7)

so Σr(Seg(Pd1−1 × Pd2−1)) is defective in many cases. Under the identification
Cd1 ⊗ Cd2 ∼= L((Cd1)∗,Cd2), the variety Σr(Seg(Pd1−1 × Pd2−1)) corresponds to the set of
(projective) d2 × d1 matrices of rank at most r.

For the Veronese variety νm(Pd−1) ⊆ P(Sm(Cd)), we have dim(νm(Pd−1)) = d − 1 and
dim(P(Sm(Cd))) =

(
d+m−1
m−1

)
− 1, so

dim(Σr(νm(Pd−1))) ≤ min

{(
d− 1 +m

m

)
− 1, rd− 1

}
.

A complete set of defective Veronese secants are known [3]; see also Theorem 2 in [14]. In
particular, Σr(ν2(Pd−1)) is defective whenever 2 ≤ r ≤ d− 1, in which case

dim(Σr(ν2(Pd−1))) = min

{(
d+ 1

2

)
− 1, rd−

(
r

2

)
− 1

}
.

Note that there is a typo in the expression of this dimension in Theorem 2 of [14]. Under
the identification Cd ⊗ Cd ∼= L((Cd)∗,Cd), the variety Σr(ν2(Pd−1)) corresponds to the set
of (projective) symmetric d× d matrices of rank at most r.
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For the Grassmannian variety Gr(m− 1,Pd−1) ⊆ P(
∧m(Cd)), we have

dim(Gr(m− 1,Pd−1)) = m(d−m),

and dim(P(
∧m(Cd))) =

(
d
m

)
− 1, so

dim(Σr(Gr(m− 1,Pd−1))) ≤ min

{(
d

m

)
− 1, rm(d−m) + r − 1

}
.

As with the Segre variety, there are a conjecturally complete set of defective Grassmannian
secants; see [14, Conjecture 7] and [13, 19, 15]. Similarly to the Segre and Veronese varieties,
Σr(Gr(1,Pd−1)) is defective whenever 2 ≤ r < bd

2
c, in which case

dim(Σr(Gr(1,Pd−1))) =

(
d

2

)
−
(
d− 2r

2

)
− 1 = 2r(d− r)− r − 1.

Under the identification Cd ⊗ Cd ∼= L((Cd)∗,Cd), the variety Σr(Gr(1,Pd−1)) corresponds
to the set of projective antisymmetric d× d matrices of rank at most 2r.

2.2 The set of stabilizer states (and its secants)

We restrict our attention to the complex numbers in this section. For a positive integer m,
let Um = (C2)⊗m, and let Paulim ⊆ U(Um) be the Pauli group: the group generated by all
m-fold tensor products of elements of the set {X,Z, i12} ⊆ U(C2), where

X =

(
0 1
1 0

)
, Z =

(
1 0
0 −1

)
,

and 1k is the identity matrix in U(Ck) for any positive integer k. The Clifford group,
denoted Cliffm ⊆ U(Um), is the normalizer of the Pauli group in U(Um). The projective
Clifford group, denoted Cm, is defined as Cliffm/U(C), the Clifford group modulo phases.
The projective Clifford group is generated by the (equivalence classes of) tensor products
of elements of the set {H,S,CNOT}, where

H =
1√
2

(
1 1
1 −1

)
, S =

(
1 0
0 i

)
, and CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 .
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A quantum state [v] ∈ P2m−1 is called a stabilizer state if [v] = U
[
e⊗m0

]
for some

U ∈ Cm. Let Stabm = Cm[e⊗m0 ] be the set of stabilizer states. It is well known that a state
[v] ∈ P2m−1 is a stabilizer state if and only if

[v] =

[∑
x∈A

il(x) · (−1)q(x) · ex

]
(2.8)

for some affine linear subspace A ⊆ Fm2 , linear form l : Fm2 → F2, and quadratic form
q : Fm2 → F2 [47, 125]. Here and throughout, we define ex := ex1 ⊗ · · · ⊗ exn when x ∈ Fm2 .

The stabilizer rank of a state [v] ∈ P2m−1, denoted χ([v]), is the Stabm-rank of [v], i.e.
the smallest integer r for which [v] ∈ Σr(Stabm). Note that Σ◦r(Stabm) is already closed,
as it is a finite union of linear subspaces, so the stabilizer rank equals the border stabilizer
rank. In concrete terms, the stabilizer rank of [v] is the smallest integer r for which

v =
∑
a∈[r]

αaσa

for some complex numbers αa ∈ C and stabilizer states [σa] ∈ Stabm.

We also have an approximate version of stabilizer rank. For a positive real number
δ > 0 and state [v] ∈ P2m−1, we define the δ-approximate stabilizer rank of [v], denoted
χδ([v]), as

χδ([v]) = min

{
χ([u]) :

∥∥∥∥ u

‖u‖
− v

‖v‖

∥∥∥∥ < δ

}
.

We say a quantum state [v] ∈ P2m−1 is real if v is proportional to a state with only real
coordinates in the computational basis. A quantum state [v] is a real stabilizer state if and
only if it can be written in the form (2.8) with l = 0. The set of real stabilizer states in
P2m−1, which we denote by StabR

m, is precisely the orbit of [e⊗m0 ] under the group generated
by the (equivalence classes of) H and CNOT [47]. For a quantum state [v] ∈ P2m−1, we
define the real stabilizer rank of [v], denoted χR([v]), to be the smallest integer r for which
[v] can be written as a (complex) superposition of r real stabilizer states.

We close this section by computing the number of stabilizer states and real stabilizer
states, which we will use in Section 5.3 to upper bound the number of states of sub-generic
rank. It is a standard fact that there are

(
m
k

)
2

distinct k-dimensional linear subspaces of
Fm2 , where (

m

k

)
2

=
k−1∏
i=0

2m−i − 1

2k−i − 1
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is the Gaussian binomial coefficient (see e.g. [57]). Since there are 2m−k distinct affine
translations of a k-dimensional linear subspace of Fm2 , it follows that there are

(
m
k

)
2
2m−k

distinct affine linear subspaces of dimension k. For each index k ∈ [m] and each k-
dimensional affine subspace A ⊆ Fm2 , there are 2k(k+1)/2 distinct quadratic forms on A and
2k distinct linear functions on A. It follows that

|Stabm| = 2m
n∑
k=1

(
m

k

)
2

2k(k+1)/2

= 2m
m∏
k=1

(2k + 1),

where the second line follows from the Gaussian binomial theorem (see e.g. [57]). Similarly,

∣∣StabR
m

∣∣ = 2m
m∑
k=1

(
m

k

)
2

.

The quantity |Stabm| was previously computed in [62, Corollary 21] using a different proof
technique.
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Chapter 3

Generic local state discrimination
with pre-shared entanglement

The contents of Chapters 3 and 4 are based on the preprint [91], which was written in
collaboration with Nathaniel Johnston.

Walgate and Scott have determined the maximum number of generic pure quantum
states that can be unambiguously discriminated by an LOCC measurement [6]. In this
chapter, we determine this number in a more general setting in which the local parties
have access to pre-shared entanglement in the form of a resource state. We find that, for
an arbitrary pure resource state, this number is equal to the Krull dimension of (the closure
of) the set of pure states obtainable from the resource state by SLOCC. Surprisingly, a
generic resource state maximizes this number.

We work over C throughout this chapter. Recall the following definitions from Chap-
ter 1. An LOCC measurement is a quantum measurement that can be implemented by
local operations and classical communication (LOCC). We say an n-tuple of pure quan-
tum states ([v1], . . . , [vn]) is locally (unambiguously) discriminable if there exists an LOCC
measurement with n + 1 outcomes {1, . . . , n, ?} that, when performed on any [va], out-
puts either a or ?, with non-zero probability to output a. More generally, we say that
([v1], . . . , [vn]) is locally (unambiguously) discriminable with (a pure resource state) [w] if
([v1], . . . , [vn]) can be locally discriminated using an LOCC measurement with pre-shared
entanglement [w].

Let V =
⊗m

j=1 Cdj and W =
⊗m

j=1 Ccj be m-partite vector spaces. Walgate and
Scott determined that, a generic n-tuple of

∑m
j=1(dj − 1) + 1 pure states in V is locally

discriminable, and this is the largest number for which this holds [6]. In this chapter, we
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extend Walgate and Scott’s result to determine the number of generic pure states that can
be locally discriminated with an arbitrary pure resource state [w] ∈ PW . For example,
we prove that at most r(

∑m
j=1(dj − 1) + 1) generic pure states are locally discriminable

with the tensor-rank-r GHZ state [τr,m] = [
∑r

a=1 e⊗ma ], where e1, . . . , er are standard basis
vectors, and this bound is often achieved (Corollary 12). For m = 2, this bound cannot
be achieved: precisely d1d2 − (d1 −min{d1, r})(d2 −min{d2, r}) generic pure states are
locally discriminable with [τr,2] (or any other Schmidt rank r state), and this is the largest
number for which this holds (Corollary 14).

More generally, we characterize this number for an arbitrary pure resource state [w] ∈ PW
(Theorem 11). For an algebraic variety Y, we say that a property holds for a generic ele-
ment of Y if there exists a Zariski-open-dense subset of Y on which that property holds.
Recall that the SLOCC image of [w] in PV , denoted by ImPV([w]), is the set of pure states
obtainable from [w] by stochastic local operations and classical communication (SLOCC).
Letting d = dim(ImPV([w])) be the Krull dimension of the Zariski closure of ImPV([w]), we
prove that a generic (d+ 1)-tuple of pure states is locally discriminable with [w]. We also
prove a “strong converse:” A Zariski-open-dense set of (d + 2)-tuples of pure states are
not locally discriminable with [w]. To recover Walgate and Scott’s result, observe that the
SLOCC image of a trivial resource state is the set of unentangled (or, product) pure states.
This set is already closed, and has dimension d =

∑m
j=1(dj − 1).

Our characterization extends Walgate and Scott’s result in two directions beyond the
obvious addition of a resource state: First, our results hold under the algebraic-geometric
notion of “generic” introduced above, which yields stronger statements than the measure-
theoretic notion used by Walgate and Scott. Second, our “strong converse,” mentioned
above, is much stronger than the converse statement proven by Walgate and Scott (see the
discussion following Corollary 13).

It is natural to quantify “how useful” a given resource state [w] is for LUSD in the space
V in terms of the number of generic pure states in PV that can be locally discriminated
with [w]. We use algebraic group theory to prove that, under this barometer, a generic
resource state is maximally useful for LUSD whenever cj ≤ dj for all j ∈ [m]. This is
quite surprising, because in many other contexts the most useful quantum states form a
measure zero subset of the Hilbert space. For example, in bipartite space the maximally
entangled states form a measure zero set, and in multipartite space the set of graph states
(a class of states often regarded as the most useful states) has measure zero [68]. As
one more example, it is known that most multipartite states are, in a sense, useless for
measurement-based quantum computation [1].

We now sketch a proof of one direction (the “strong converse”) of our characterization
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of generic LUSD with a resource state. We invoke an observation of Bandyopadhyay et al.,
that an n-tuple of pure states ([v1], . . . , [vn]) is locally discriminable with [w] if and only
if there exist pure states [u1], . . . , [un] ∈ ImPV([w]) for which (uT

avb 6= 0 ⇐⇒ a = b) [11].
In particular, ImPV([w]) ∩ span{[v1], . . . , [vn−1]}⊥ 6= {}, because the intersection contains
[un]. We also use a theorem in algebraic geometry, which states that for a quasiprojective
variety X of dimension d, a generic (projective) linear subspace of codimension d + 1
is disjoint from X, and a generic linear subspace of smaller codimension intersects X.
Letting X = ImPV([w]), it follows from the algebraic geometry result that for a generic
(d+1)-tuple of states ([v1], . . . , [vd+1]), it holds that X ∩ span{[v1], . . . , [vd+1]}⊥ = {}, since
span{[v1], . . . , [vd+1]}⊥ forms a generic projective linear subspace of codimension d+ 1. By
the result of Bandyopadhyay et al., ([v1], . . . , [vd+1], [vd+2]) is not locally discriminable with
[w] for any pure state [vd+2]. This proves that a generic (d + 2)-tuple of pure states is
not locally discriminable with [w]. We prove the other direction, that a generic (d + 1)-
tuple of pure states is locally discriminable with [w], using a similar, but more complicated
argument.

3.1 Preliminaries to Chapter 3

In this section, we review some background material for this chapter, including an alterna-
tive view of the Grassmannian variety as the set of projective planes of fixed dimension, a
classical algebraic geometry result (Theorem 7) on the maximum dimension of a projective
linear subspace disjoint from a variety, the SLOCC image, and local unambiguous state
discrimination (LUSD). This background material is not needed in other chapters, aside
from Theorem 7, which is used in Chapter 4 to determine the maximum dimension of
entangled subspaces. As above, let V =

⊗m
j=1 Cdj and W =

⊗m
j=1 Ccj be m-partite vector

spaces.

3.1.1 The set of projective (n− 1)-planes as a projective variety

In this subsection, we recall the canonical bijection between the Grassmannian variety and
the set of projective planes of a fixed dimension, which endows the latter set with the
structure of a projective variety. We then review several facts about the Grassmannian
that we will use to prove our characterization of generic LUSD with a resource state
(Theorem 11).

Recall the canonical bijection between the set of projective (n−1)-planes and Gr(n− 1,PV),
which identifies [v1 ∧ · · · ∧ vn] with span{[v1], . . . , [vn]} for any linearly independent set
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{[v1], . . . , [vn]} ⊆ PV . This identification endows the set of projective n−1 planes with the
structure of a projective variety. In a slight abuse of notation, we will use Gr(n− 1,PV) to
refer to both the projective variety of decomposable elements of P(

∧nV) and the projective
variety of projective (n− 1)-planes in PV .

It is important to keep in mind the canonical bijection between the set of projective
(n−1)-planes in PV (namely, Gr(n−1,PV)), and the set of n-dimensional linear subspaces
of V (typically denoted Gr(n,V)). While Gr(n,V) is perhaps more standard, we prefer
Gr(n− 1,PV), as we would like the elements of each subspace to be states. Note that we
have replaced the symbol m with the symbol n in this section, to match later notation in
which the Grassmannian is viewed as a space of projective (n− 1)-planes.

In accordance with our definition of generic, we say that a property holds for a generic
projective (n − 1)-plane if there exists a Zariski-open-dense subset of Gr(n − 1,PV) on
which the property holds. We say a property holds for a generic n-tuple of states in PV
(or when n = 1, simply a generic state in PV) if there exists a Zariski-open-dense subset
U ⊆ P(V )×n such that the property holds for every ([v1], . . . , [vn]) ∈ U . (Here, P(V )×n is
viewed as a projective variety via the Segre embedding.)

In the remainder of this subsection, we review two facts that we will use to prove our
characterization of generic LUSD with a resource state. First, a generic n-tuple of states
spans a generic projective (n − 1)-plane, and vice versa (Fact 5). Second, the bijection
Gr(n− 1,Pd) ∼= Gr(d− n,Pd), which sends a subspace to its orthogonal complement, de-
fines an isomorphism of projective varieties (Fact 6). We defer the proofs of these facts to
Appendix A.1.

Fact 5. A generic n-tuple of states spans a generic projective (n−1)-plane, and vice versa.
In more details, let n be a positive integer, let V be a C-vector space, and let

π̃ : P(V)×n 99K Gr(n− 1,PV) (3.1)

be the rational map defined by π̃([v1], . . . , [vn]) = [v1 ∧ · · · ∧ vn]. Then a subset
U ⊆ Gr(n− 1,PV) is open-dense if and only if π̃−1(U) ⊆ P(V)×n is open-dense.

Fact 6. The bijection Gr(n − 1,Pd) ∼= Gr(d − n,Pd), which sends a subspace to its or-
thogonal complement with respect to some non-degenerate bilinear form 〈·, ·〉, defines an
isomorphism of projective varieties.

3.1.2 Projective linear subspaces disjoint from a variety

The following algebraic-geometric result will be instrumental in proving our characteriza-
tion of generic LUSD with a resource state. We will also use it to determine the maximum
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dimension of an entangled subspace in Chapter 4.

Theorem 7. Let X ⊆ PD be a quasiprojective variety. Then

dim(X) =The smallest non-negative integer d for which a generic projective D − d− 1 plane

is disjoint from X

=The largest non-negative integer d for which a generic projective D − d plane

intersects X.

If X is projective, then

dim(X) =The largest non-negative integer d for which every projective D − d plane

intersects X.

This characterization is taken to be the definition of the dimension of an irreducible
variety in [65, Definition 11.2], and is shown to be equivalent to other standard notions of
dimension, e.g. the Krull dimension. The above extension to the reducible case is straight-
forward: Let X = X1 ∪ · · · ∪Xt be the irreducible decomposition of X, let d = dim(X),
and let di = dim(Xi) for each i ∈ [t]. Then d = maxi∈[t] di by definition. Since a general
D−d−1 plane is disjoint from each Xi, it follows that a general D−d−1 plane is disjoint
from X. Furthermore, d is the smallest non-negative integer that satisfies this property,
because for any d̃ < d it holds that d̃ < di for some i ∈ [t], and hence a general D − d̃− 1
plane intersects Xi (and thus, X). The refined statement when X is projective is handled
similarly.

3.1.3 The SLOCC image

LOCC channels are quantum channels (completely positive, trace preserving maps) that
can be implemented by local operations and classical communication (LOCC). SLOCC
maps are completely positive, trace non-increasing maps that can be implemented with
non-zero probability by an LOCC channel. In other words, SLOCC maps represent LOCC
channels with postselection [127].

For a state [w] ∈ PW , recall that the SLOCC image of [w] in PV , denoted ImPV([w]) ⊆
PV , is the set of states in PV obtainable from [w] by SLOCC. A related notion is the
SLOCC orbit of a state [v] ∈ PV , denoted O[v] ⊆ PV , which is the set of states in ImPV([v])
that can be converted back to [v] by SLOCC, i.e.

O[v] = {[u] ∈ ImPV([v]) : [v] ∈ ImPV([u])}.
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In this subsection, we observe several properties of ImPV([w]) and O[v] that we will use
in Section 3.2. We can describe these sets mathematically as

ImPV([w]) = {[(A1 ⊗ · · · ⊗ Am)w] : Ai ∈ L(Cci ,Cdi) for all i ∈ [m]

and (A1 ⊗ · · · ⊗ Am)w 6= 0},

and

O[v] = {[(A1 ⊗ · · · ⊗ Am)v] : Ai ∈ GL(Cdi) for all i ∈ [m]},

see [54]. True to its name, O[v] is the orbit of [v] under the standard action of the product
(projective) general linear group.

If V = Cd1 ⊗ Cd2 and W = Cc1 ⊗ Cc2 are bipartite spaces, then ImPV([w]) is the set
of states in PV of Schmidt rank less than or equal to the Schmidt rank of [w], and O[v] is
the set of states of Schmidt rank equal to the Schmidt rank of [v]. In multipartite space,
consider the tensor-rank-r GHZ state

[τr,m] =

[
r∑

a=1

e⊗ma

]
⊆ P((Cr)⊗m). (3.2)

It is straightforward to verify that ImPV([τr,m]) is the set of states in PV of tensor rank

at most r, and hence ImPV([τr,m]) = σr(Y ), where Y is the Segre variety of PV defined
in (2.1). It is clear that O[τr,m] is the set of states of the form [

∑r
a=1 xa,1⊗· · ·⊗xa,m], where

{x1,j, . . . , xr,j} ⊆ Cr is linearly independent for all j ∈ [m].

We conclude this subsection by proving that ImPV([w]) and O[v] are both irreducible
and constructible (Fact 8), and that in many cases a generic state [w] ∈ PW maximizes
dim(ImPV([w])) (Fact 9). We will use Facts 8 and 9, respectively, to prove our character-
ization of generic LUSD with a resource state, and to prove that a generic resource state
is maximally useful for LUSD (see Theorem 11 and the subsequent discussion). We defer
the proofs of these facts to Appendix A.1.

Fact 8. Let V =
⊗m

j=1 Cdj and W =
⊗m

j=1 Ccj be vector spaces, and let [w] ∈ PW and
[v] ∈ PW be states. Then the sets ImPV([w]) and O[v] are both irreducible and constructible
in the Zariski topology.

Since both ImPV([w]) and O[v] are constructible, each contains an open-dense subset of
its closure [5, Lemma 2.1]. In fact, O[v] is itself an open-dense subset of its closure (i.e.

O[v] is locally closed) [72, Proposition 8.3]. Observe that O[v] = ImPV([v]).
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Fact 9. Let V =
⊗m

j=1 Cdj and W =
⊗m

j=1 Ccj be vector spaces with cj ≤ dj for all

j ∈ [m]. Then dim(ImPV([w])) is maximized for a generic state [w] ∈ PW .

It would be nice to know if the condition that cj ≤ dj for all j ∈ [m] is necessary for
Fact 9 to hold.

3.1.4 Local unambiguous state discrimination (LUSD)

We conclude this section by reviewing unambiguous state discrimination (USD), and its
local counterpart, local unambiguous state discrimination (LUSD). We use these notions
in Section 3.2 to characterize generic LUSD with a resource state.

An n-tuple of states ([v1], . . . , [vn]) ∈ P(V)×n is (unambiguously) discriminable if there
exists a quantum measurement with n+ 1 outcomes {1, . . . , n, ?} that, when performed on
any [va], outputs either a or ?, with non-zero probability to output a. Mathematically, this
is equivalent to the existence positive semidefinite operators M1, . . . ,Mn,M? ∈ Pos(V) for
which M1 + · · ·+Mn +M? = 1 and (〈vb,Mavb〉 6= 0 ⇐⇒ a = b). Note that ([v1], . . . , [vn])
is discriminable if and only if it is linearly independent.

We say that an n-tuple of states

([v1], . . . , [vn]) ∈ P(V)×n

is locally (unambiguously) discriminable if it is discriminable by a measurement imple-
mentable by an LOCC channel, with local subsystems PCdj . We say that an n-tuple of
states ([v1], . . . , [vn]) is locally (unambiguously) discriminable with (resource state) [w] ∈ PW
if ([v1⊗w], . . . , [vn⊗w]) is locally discriminable, where the local subsystem j ∈ [m] is now
the composite system P(Cdj ⊗ Ccj). This is equivalent to ([v1], . . . , [vn]) being locally dis-
criminable via an LOCC measurement with pre-shared entanglement [w] [11].

3.2 Generic local state discrimination with pre-shared

entanglement

In this section, we characterize the maximum number of generic pure states that can be
locally discriminated with a fixed resource state [w], and observe that a generic resource
state [w] maximizes this number. To prove this characterization, we require the following
mathematical description of LUSD with a resource state.
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Theorem 10 ([11]). Let V =
⊗m

j=1 Cdj and W =
⊗m

j=1 Ccj . An n-tuple of states
([v1], . . . , [vn]) ∈ P(V)×n is locally discriminable with resource state [w] ∈ PW if and only
if there exist states

[u1], . . . , [un] ∈ ImPV([w])

for which (uT
avb 6= 0 ⇐⇒ a = b), where the transpose can equivalently be taken with respect

to any product basis of V.

Note that this statement indeed does not depend on the choice of product basis over
which the transpose is taken, since any two product bases are related by a product change
of basis A = A1 ⊗ · · · ⊗ Am ∈ GL(V), and

[ua] ∈ ImPV([w]) ⇐⇒ [Aua] ∈ ImPV([w]).

Also note that, if the Hermitian inner product is preferred, an alternative (equivalent)
statement is that there exist [u1], . . . , [un] ∈ ImPV([w]) such that (〈ua, vb〉 6= 0 ⇐⇒ a = b),
where w denotes the complex conjugate of w with respect to any product basis of W .

The SLOCC image of a trivial (i.e. non-existent) resource state is simply the Segre
variety Y of product states, defined in (2.1). This case of Theorem 10, first proven by
Chefles, was used to characterize generic LUSD in [6], and we use the above generalization
of Bandyopadhyay et al. to characterize generic LUSD with a resource state.

Theorem 11. Let n be a positive integer, let V =
⊗m

j=1 Cdj and W =
⊗m

j=1 Ccj be vector

spaces, let [w] ∈ PW be a quantum state, let X = ImPV([w]) be the closure of the SLOCC
image of [w], and let d = dim(X). If n ≤ d + 1, then a generic n-tuple of states in PV is
locally discriminable with [w]. If n > d + 1, then a generic n-tuple of states in PV is not
locally discriminable with [w].

By Fact 9, if cj ≤ dj for all j ∈ [m], then dim(ImPV([w])) is maximized for a generic
resource state [w] ∈ PW . It follows from Theorem 11 that a generic resource state [w] can
be used to discriminate the maximum number of generic states in this setting. It would be
nice to know if the condition that cj ≤ dj for all j ∈ [m] can be dropped from Fact 9, as
this would imply that a generic resource state can be used to discriminate the maximum
number of generic states under any choice of V and W .

We emphasize that the third sentence of Theorem 11 is much stronger than a simple
converse to the second sentence: It asserts that an open-dense subset of P(V)×n is not
locally discriminable with [w].

We remark that similar characterizations of generic LUSD can be obtained in symmetric
and antisymmetric space, but we omit stating such results explicitly.
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Proof of Theorem 11. We will make use of the map π̃ defined in (3.1), as well as several
facts observed in Section 3.1. Suppose first that n > d+ 1. By Theorem 7, there exists an
open-dense subset V ⊆ Gr(d1 · · · dm − n − 1,PV) for which every element (i.e. subspace)
in V is disjoint from X. By Facts 5 and 6, π̃−1(V ⊥) ⊆ P(V)×n−1 is open-dense, so

U := P(V)× π̃−1(V ⊥) ⊆ P(V)×n

is open-dense. For any ([v1], . . . , [vn]) ∈ U , it holds that

span{[v2], . . . , [vn]}⊥ ∩X = {},

by definition of V . By Theorem 10, ([v1], . . . , [vn]) is not locally discriminable with resource
state [w].

Conversely, suppose n ≤ d+ 1. By Theorem 10, the desired result is equivalent to the
existence of an open-dense subset of P(V)×n contained in

⋂n
a=1 Sa, where

Sa = {([v1], . . . , [vn]) : there exists [u] ∈ ImPV([w]) such that (uTvb 6= 0 ⇐⇒ a = b)}

for each a ∈ [n]. By Fact 8, ImPV([w]) is constructible. It follows that Sa is constructible,
so it contains an open-dense subset of its closure [5, Lemma 2.1]. To complete the proof,
it suffices to show that Sa = P(V)×n all a ∈ [n]. We do so by constructing a subset of Sa
that is dense in P(V)×n.

We take a = n to ease the notation (the other a ∈ [n] follow by symmetry). Let
U ⊆ ImPV([w]) be an open-dense subset of X. Then U is an (irreducible) quasiprojective
variety of dimension d. By Theorem 7 and the inequality n ≤ d + 1, there exists an
open-dense subset W ⊆ Gr(d1 · · · dm − n,PV) for which every element (i.e. subspace) in
W intersects U . Therefore, the set Z = π̃−1(W⊥) ⊆ P(V)×n−1 is open-dense, and for each
v := ([v1], . . . , [vn−1]) ∈ Z there exists [uv] ∈ U with uT

vvb = 0 for all b ∈ [n− 1]. Let

Tv = {[vn] ∈ PV : uT

vvn 6= 0}.

The set

Vn =
⋃
v∈Z

{v} × Tv

is clearly contained in Sn. To complete the proof, we show that Vn = P(V)×n. For any
open-dense subset S ⊆ P(V)×n, there exists v ∈ Z for which the set ({v}×P(V))∩S is open-
dense inside {v}×P(V). Since Tv ⊆ PV is open-dense, it follows that {v} × Tv ⊆ {v} × PV
is open-dense, so

({v} × Tv) ∩ S ⊆ {v} × P(V)
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is open-dense. Thus, Vn∩S 6= {}. Since Vn intersects every open-dense subset S ⊆ P(V)×n,
it follows that Vn = P(V)×n. This completes the proof.

Corollary 12. Let n and r be positive integers, let V =
⊗m

j=1 Cdj be a vector space, let
Y ⊆ PV be the Segre variety defined in (2.1), let X = σr(Y ) be the r-th secant variety,
and let d = dim(X). If n ≤ d + 1, then a generic n-tuple of states in P(V) is locally
discriminable with the tensor-rank-r GHZ state [τr,m], defined in (3.2). If n > d + 1, then
a generic n-tuple of states in P(V) is not locally discriminable with [τr,m].

Note that the standard upper bound on dim(σr(Y )), reviewed in (2.6), yields the upper
bound mentioned in the introduction on the number of generic states locally discriminable
with [τr,m]. The dimension of σr(Y ) is known in several cases (see Section 2.1), in particular,
when r = 1 or m = 2. The next two corollaries follow from these known dimensions.

Corollary 13. Let n be a positive integer, and let V =
⊗m

j=1 Cdj be a vector space. If
n ≤

∑m
j=1(dj − 1) + 1, then a generic n-tuple of states in P(V) is locally discriminable. If

n >
∑m

j=1(dj − 1) + 1, then a generic n-tuple of states in P(V) is not locally discriminable.

Corollary 13 follows from the fact that the SLOCC image of a trivial (i.e. non-existent)
resource state is simply the Segre variety, which has dimension

∑m
j=1(dj− 1). Corollary 13

strengthens Theorem 4.3 in [6] in two ways: First, the notion of “generic” used by Walgate
and Scott is measure-theoretic, which is weaker than our algebraic-geometric definition of
“generic.” Second, when n >

∑m
j=1(dj − 1) + 1, Walgate and Scott simply prove that the

subset of P(V)×n consisting of locally discriminable n-tuples of states is not full measure,
which is much weaker than our result that a full-measure (and in fact, open-dense) subset
of P(V)×n is not locally discriminable.

The known dimensions of secant varieties in bipartite space allow us to quantify exactly
how many generic states are locally discriminable with an arbitrary resource state:

Corollary 14. Let n and r be positive integers, let V = Cd1 ⊗ Cd2 and W = Cc1 ⊗ Cc2 be
vector spaces. If n ≤ d1d2 − (d1 −min{d1, r})(d2 −min{d2, r}), then a generic n-tuple of
states in P(V) is locally discriminable with any Schmidt-rank-r resource state [w] ∈ PW.
If n > d1d2 − (d1 −min{d1, r})(d2 −min{d2, r}), then a generic n-tuple of states in P(V)
is not locally discriminable with any Schmidt-rank-r resource state [w] ∈ PW.

Chapter Acknowledgments I thank William Slofstra for his help on numerous occa-
sions with the geometric arguments in this work. I thank Debbie Leung, Micha l Oszmaniec
and John Watrous for helpful discussions.
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Chapter 4

Entangled subspaces and
entanglement witnesses

The contents of Chapters 3 and 4 are based on the preprint [91], which was written in
collaboration with Nathaniel Johnston.

In this chapter, we introduce r-entangled subspaces, which naturally generalize pre-
viously studied spaces to higher multipartite entanglement. We use algebraic-geometric
methods to determine the maximum dimension of an r-entangled subspace, and present
novel explicit constructions of such spaces. We obtain similar results for symmetric and
antisymmetric r-entangled subspaces, which correspond to entangled subspaces of bosonic
and fermionic systems, respectively. We apply these results to entanglement witnesses.

Let m be a positive integer, let V =
⊗m

j=1(Cdj) be an m-partite vector space, and

let Y = Seg(Pd1−1 × · · · × Pdm−1) be the set of product states in PV . In Chapter 1, we
defined an r-entangled subspace to be a projective linear subspace that avoids Σr(Y ). In
bipartite space, the tensor rank is equal to the Schmidt rank, and Σr(Y ) is already closed.
Wallach determined the maximum dimension of a 1-entangled subspace [126], and Bhat
explicitly constructed a 1-entangled subspace of maximum dimension [18] (Parthasarathy
proved Wallach’s result independently in [100]). Cubitt et al. proved analogous results for
r-entangled subspaces of bipartite space [45]. By Theorem 7, if X is a projective variety,
then by Theorem 7 the minimum codimension of a projective linear subspace disjoint
from X is dim(X) + 1 (and furthermore, almost all subspaces of this codimension avoid
X). It follows, from a standard upper bound on dim(Σr(Y )), that there always exists an
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r-entangled subspace of dimension

d1 · · · dm − r
m∑
j=1

(dj − 1)− r − 1,

whenever this quantity is non-negative. Furthermore, this is often the maximum dimension
of such a subspace. Using this bound, we explicitly construct 2-entangled subspaces of
maximum dimension in tripartite space with local (affine) dimensions d1, d2 ∈ {2, 3} and
d3 = 2 (i.e. qubits and qutrits); and in quadripartite space with local (affine) dimensions
d1 = d2 = d3 = d4 = 2 (i.e. all qubits). To show that these subspaces are indeed 2-
entangled, we solve an equivalent ideal membership problem using the Macaulay2 software
package [61, 92]. While ideal membership problems are notoriously intractable in general,
our positive results reveal that this may not be the case for verifying r-entangled subspaces
(at least for small r).

We also define r-entangled subspaces of the symmetric and antisymmetric spaces, which
correspond to bosonic and fermionic entangled subspaces, respectively [60]. We explicitly
construct maximal symmetric and antisymmetric r-entangled subspaces of bipartite space
for arbitrary r, and of multipartite space for r = 1, which matches the cases of standard
r-entangled subspace constructions presented in [18, 45].

It is known that, under various notions of entanglement, the maximum dimension of
an entangled subspace is precisely the maximum number of negative eigenvalues of an
entanglement witness [8, 76, 77]. The number of negative eigenvalues quantifies “how
good” the witness is at detecting entanglement. We prove that this connection between
subspaces and negative eigenvalues holds under a much more general notion of witness,
including multipartite r-entanglement witnesses.

There are other types of entangled subspaces that have been studied in previous works:
non-positive partial transpose subspaces, for which every mixed state supported on that
subspace has non-positive partial transpose [76, 77]; genuinely entangled subspaces, for
which every element is non-product with respect to every bipartition [45, 48]; and sub-
spaces of bipartite space with high entropy of entanglement [67]. Entangled subspaces are
connected to unextendible product bases, and have found applications, for example, in
quantum error correction [59, 109] and quantum tomography [69].

4.1 Entangled subspaces of maximum dimension

Recall that, for a vector space V =
⊗m

j=1 Cdj , we define a (standard) r-entangled (projective
linear) subspace of PV to be a projective linear subspace disjoint from Σr(Y ), where Y =
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Seg(Pd1−1 × · · · × Pdm−1). In other words, an r-entangled subspace is one that does not
contain any states of border rank at most r. Similarly, we define a symmetric r-entangled
(projective linear) subspace of P(SmCd) to be a projective linear subspace disjoint from
Σr(νm(Pd−1)), and an antisymmetric r-entangled (projective linear) subspace of P(

∧mCd)
to be a projective linear subspace disjoint from Σr(Gr(m − 1,Pd−1)). These three types
of r-entangled subspaces correspond to entangled subspaces in systems of distinguishable,
bosonic, and fermionic particles, respectively [60].

In Appendix B.1 we use Theorem 7 to determine the maximum dimensions of these
entangled subspaces. In particular, Corollaries 79, 80, and 81 establish the maximum
possible dimension of standard r-entangled, symmetric r-entangled, and antisymmetric r-
entangled subspaces, respectively, and show that a generic subspaces of these dimensions
are r-entangled. Despite the abundance of entangled subspaces of maximum dimension,
explicit constructions of them are only known for standard r-entangled subspaces in the
r = 1 case [18] and the m = 2 case [45]. In this section, we match these results for
symmetric and antisymmetric r-entangled subspaces by providing explicit constructions in
these two cases. We also construct maximal 2-entangled subspaces of P(Cd1 ⊗ Cd2 ⊗ C2)
for d1, d2 ∈ {2, 3}, and of P(C2 ⊗ C2 ⊗ C2 ⊗ C2).

Many of these constructions (and indeed, many of the already-known constructions of
similar subspaces from [45, 69, 35]) are based on totally non-singular matrices, which are
matrices with the property that all of their minors (i.e., determinants of square submatrices)
are non-zero. For example, every Vandermonde matrix

1 α1 α2
1 · · · αd−1

1

1 α2 α2
2 · · · αd−1

2
...

...
...

. . .
...

1 αd α2
d · · · αd−1

d

 (4.1)

with αi 6= αj 6= 0 for all i 6= j is totally non-singular (a slightly stronger property of these
matrices, called total positivity, was proved in the case when 0 < α1 < · · · < αd in [55], but
the same proof works for total non-singularity in general). In fact, total non-singularity is
a generic phenomenon: the set of totally non-singular matrices is open-dense.

The following result, which was proved in [45, Lemma 9], provides the reason that
totally non-singular matrices are of use to us.

Lemma 15. Let M be an n× n totally non-singular matrix with n ≥ k, and let v ∈ Cn be
a linear combination of k of the columns of M . Then v contains at least n−k+1 non-zero
entries.
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4.1.1 Maximal symmetric r-entangled subspaces of bipartite space

To construct a symmetric r-entangled subspace of P(S2(Cd)) attaining the bound (B.3),
we first note that the isomorphism Cd ⊗ Cd ∼= L((Cd)∗,Cd) shows that it is equivalent to
construct a projective linear subspace of symmetric d× d matrices of rank greater than r
of dimension (

d− r + 1

2

)
− 1.

We construct such a subspace by placing columns of totally non-singular matrices along
the super- and sub-diagonals of those symmetric matrices. More specifically, for each
0 ≤ i ≤ d− r − 1 and 1 ≤ j ≤ d − r − i, let M i

j be the matrix that has the j-th column
of some (d − i) × (d − i) totally non-singular matrix along its i-th super-diagonal (where
for each fixed i, the same totally non-singular matrix is used for all j). For example, if
d = 6, r = 2, i = 1, and we choose the totally non-singular matrix to be the Vandermonde
matrix (4.1) with αj = j for 1 ≤ j ≤ d− i = 5, then

M1
1 =


0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0

 , M
1
2 =


0 1 0 0 0 0
0 0 2 0 0 0
0 0 0 3 0 0
0 0 0 0 4 0
0 0 0 0 0 5
0 0 0 0 0 0

 , M
1
3 =


0 1 0 0 0 0
0 0 4 0 0 0
0 0 0 9 0 0
0 0 0 0 16 0
0 0 0 0 0 25
0 0 0 0 0 0

 .

We claim that the following set of symmetric matrices is a basis of a symmetric r-
entangled subspace of P(Cd ∨ Cd) (once we convert the matrices back into states in the
canonical way):

B =
{[

M i
j +

(
M i

j

)T]
: 0 ≤ i ≤ d− r − 1, 1 ≤ j ≤ d− r − i

}
.

The fact that the set B is linearly independent (and thus a basis of its span) follows
immediately from Lemma 15: every non-zero linear combination of those basis matrices
has, for each 0 ≤ i ≤ d − r − 1, at least (d − i) − (d − r − i) + 1 = r + 1 ≥ 1 non-zero
entries along its i-th super-diagonal, and thus does not equal the zero matrix.

In fact, this argument also shows why this subspace is r-entangled: every non-zero
diagonal of a matrix M ∈ span(B) contains at least r + 1 non-zero entries, so there is an
(r + 1) × (r + 1) submatrix of M that is upper triangular with non-zero diagonal entries
(and is thus invertible), so rank(M) ≥ r + 1. Since the rank of a matrix corresponds to
the symmetric tensor rank in P(S2(Cd)), the result follows.
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All that remains is to count the number of vectors in B:

|B| =
d−r−1∑
i=0

(
d− r − i

)
= (d− r)2 −

d−r−1∑
i=0

i

= (d− r)2 − 1

2
(d− r)(d− r − 1) =

(
d− r + 1

2

)
.

Since the projective dimension of the subspace is |B| − 1, this completes the proof.

4.1.2 Maximal antisymmetric r-entangled subspaces of bipartite
space

To construct an antisymmetric r-entangled subspace of P(
∧2(Cd)) attaining the bound (B.5),

we note that the isomorphism Cd ⊗ Cd ∼= L((Cd)∗,Cd) shows that it is equivalent to con-
struct a projective linear subspace of antisymmetric d× d matrices with rank greater than
2r (not r) of dimension (

d− 2r

2

)
− 1.

The construction of this subspace is identical to the symmetric construction from Sec-
tion 4.1.1, except we omit the M i

j matrices with non-zero entries on the main diagonal
(i.e., the ones with i = 0), and we subtract in the lower-triangular portion of each matrix
instead of adding. That is, a basis of this subspace is

B =
{[

M i
j −

(
M i

j

)T]
: 1 ≤ i ≤ d− 2r − 1, 1 ≤ j ≤ d− 2r − i

}
,

so the dimension of this subspace is

|B| − 1 =

(
d− 2r + 1

2

)
− (d− 2r)− 1 =

(
d− 2r

2

)
− 1,

as desired.
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4.1.3 Maximal symmetric 1-entangled subspaces of multipartite
space

By Equation (B.2) and the subsequent discussion, the maximum dimension of a symmetric
1-entangled subspace of P(SmCd) is(

m+ d− 1

m

)
− d− 1.

In this section, we construct such a subspace.

Consider the subspace spanned by the linearly independent set

{[ea1 ∨ · · · ∨ eam ] : (a1, . . . , am) ∈ [d]×n \∆n
d},

where ∆n
d = {(a, . . . , a) : a ∈ [d]}. This subspace clearly has the correct dimension, and if∑

a∈[d]×n\∆n
d

αa(ea1 ∨ · · · ∨ eam) = x⊗m

for some x =
∑d

b=1 βbeb, then for each b ∈ [d] the coefficient of e⊗mb in the expansion of
x⊗m is zero, and hence βb = 0. It follows that x = 0, a contradiction.

4.1.4 Maximal antisymmetric 1-entangled subspaces of multipar-
tite space

By Equation (B.4) and the subsequent discussion, the maximum dimension of an antisym-
metric 1-entangled subspace of P(

∧mCd) is(
d

m

)
−m(d−m)− 2,

whenever d ≥ m (otherwise,
∧mCd = 0). We construct a subspace that attains this bound

in a somewhat similar manner to the non-positive partial transpose subspaces constructed
in [76, 77]. Let

J =

{(
m

2

)
+m− 1,

(
m

2

)
+m, . . . , dm−

(
m

2

)
− 1, dm−

(
m

2

)}
.
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For each s ∈ J , let

Is =

{
(a1, . . . , am) ∈ [d]m : 1 ≤ a1 < · · · < am ≤ d and

m∑
j=1

aj = s

}
.

Let

PW = {[v] ∈ P(
∧mCd) :

∑
a∈Is va = 0},

where va is the coefficient of ea1 ∧ · · · ∧ eam in the expansion of v with respect to the
standard basis

{[ea1 ∧ · · · ∧ eam ] : 1 ≤ a1 < · · · < am ≤ d}

of P(
∧mCd). We first observe that PW has the correct dimension. Note that

|J | = m(d−m) + 1, and one linear constraint is placed on W for each s ∈ J , so

dim(PW) = dim(P(
∧mCd))− |J | =

(
d
m

)
−m(d−m)− 2,

as desired.

To complete the proof, we need only show that PW does not contain any state of the
form [x1 ∧ · · · ∧ xm]. Proving this property is quite technical, so we begin by proving it in
the special case m = 2 as a warm-up.

Let [v] ∈ PW be arbitrary, and let

t = min{s ∈ J : va 6= 0 for some a ∈ Is}.

Let a, b ∈ It be any two multi-indices for which a 6= b and va, vb 6= 0. Since
a1 + a2 = b1 + b2 = t, there exists a permutation σ ∈ S2 for which

bσ(1) < aσ(1) < aσ(2) < bσ(2).

Under the inclusion ∧2(Cd) ⊆ V1⊗V2, where V1,V2
∼= Cd, we can regard v as an element

of L(V∗2 ,V1). Under this identification, consider the 4 × 4 submatrix of v corresponding
to the column index {bσ(1), aσ(1), aσ(2), bσ(2)} and row index {bσ(2), aσ(2), aσ(1), bσ(1)}. It is
straightforward to verify that this matrix takes the form

bσ(2) aσ(2) aσ(1) bσ(1)


±vb 0 0 0 bσ(1)

∗ ±va 0 0 aσ(1)

∗ ∗ ±va 0 aσ(2)

∗ ∗ ∗ ±vb bσ(2)

,
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where an asterisk (∗) denotes an entry we don’t care about, and a ± denotes a sign we
don’t care about. It follows that the rank of v under this identification is at least four. This
proves that [v] /∈ Gr(1,Pd−1), since any such state has rank two under this identification.
This completes the proof that PW is antisymmetric 1-entangled in the case m = 2.

We now proceed to prove that PW is antisymmetric 1-entangled for arbitrary m. As
before, let [v] ∈ PW be arbitrary, let

t = min{s ∈ J : va 6= 0 for some a ∈ Is},

and let a, b ∈ It be any two multi-indices for which a 6= b and va, vb 6= 0. Let
A = {a1, . . . , am}, B = {b1, . . . , bm}, and let S = A ∩ B. Let q = m − |S|, and let
sq+1 < · · · < sm ∈ [d] be such that {sq+1, . . . , sm} = S.

Suppose toward contradiction that [v] = [x1 ∧ · · · ∧ xm] for some x1, . . . , xm ∈ Cd.
Writing xj,a ∈ C for the a’th coordinate of xj in the standard basis, we may assume that
for any j ∈ [m] and i ∈ {q + 1, . . . ,m}, it holds that (xj,si 6= 0 ⇐⇒ i = j). This can
be observed by considering the element of π−1[v] that is in reduced row echelon form with
respect to the re-ordered standard basis in which the elements esq+1 , . . . , esq+m come first.
In this nice form, va 6= 0 implies

wA\S 6= 0,

where w = x1∧· · ·∧xq, so [w] ∈ Gr(q−1,Pd−1). The notation wA\S denotes the coefficient
of w with respect to the standard basis element ec1 ∧ · · ·∧ ecq , where c1 < · · · < cq ∈ [d] are
such that {c1, . . . , cq} = A \ S. Similarly, vb 6= 0 implies wB\S 6= 0. Let Q = (A ∪B) \ S,
and let c̃1 < · · · < c̃2q ∈ [d] be such that {c̃1, . . . , c̃2q} = Q. Regarding w as an ele-
ment of L(

⊗q
k=2 V∗k ,V1), consider the submatrix of w with column index Q and row index

{c̃1̂, . . . , c̃2̂q} ⊆ [d]×q−1, where

c̃ĵ =

{
(A \ S) \ {c̃j}, c̃j ∈ A \ S
(B \ S) \ {c̃j}, c̃j ∈ B \ S

for each j ∈ [2q].

Similarly to before, we have implicitly identified the set (A \ S) \ {c̃j} with a strictly
increasing q − 1-tuple, and likewise for B. By the minimality of t, it follows that this
submatrix is lower-triangular with each diagonal entry equal to ±wA\S or ±wB\S, and
hence has rank 2q. This is a contradiction, as any element of Gr(q − 1,Pd−1) has rank q
when viewed in this way. This completes the proof that PW is antisymmetric 1-entangled.
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4.1.5 Some maximal 2-entangled subspaces of multipartite space

There are a handful of higher-rank multipartite cases where it is straightforward to con-
struct a 2-entangled subspace of P(

⊗m
j=1 Cdj) of maximum dimension, and we consider

these well known.

For example, if m = 3 and d1 = d2 = d3 = 2 then the maximum dimension of a
2-entangled subspace is zero, and an explicit example is simply given by

[e2 ⊗ e1 ⊗ e1 + e1 ⊗ e2 ⊗ e1 + e1 ⊗ e1 ⊗ e2].

Similarly, if m = 3 and d1 = 3, d2 = d3 = 2 then we see that 2-entangled subspaces cannot
be any larger than 1-dimensional, since we can identify C3 ⊗ C2 ⊗ C2 ∼= C3 ⊗ C4 in the
natural way and then use the bipartite bound from [45]. Furthermore, we can construct a
2-entangled subspace of this dimension just by using the fact that a state has border rank
≥ 3 if and only if it has flattening rank ≥ 3 [82, Theorem 5.1], so the explicit construction of
a 2-entangled subspace of P(C3⊗C4) of dimension 1 from [45] also works in P(C3⊗C2⊗C2).

In general, however, explicit constructions of r-entangled subspaces in this multipartite
higher-rank setting are rather ad-hoc. Our contribution here is to present explicit examples
of 2-entangled subspaces of P(C3⊗C3⊗C2) and of P(C2⊗C2⊗C2⊗C2) (i.e., the smallest
non-trivial and previously unknown cases) that are 5-dimensional, which is maximal by
Equation (B.1).

In P(C3 ⊗ C3 ⊗ C2), we first let δ, ε, θ, κ ∈ C4 and then consider the following set of 6
states:

B =
{ [(

e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3

)
⊗ e1

]
,[(

e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3

)
⊗ e2

]
,

[δ1(e1 ⊗ e2 ⊗ e1) + δ2(e2 ⊗ e1 ⊗ e1) + δ3(e3 ⊗ e1 ⊗ e2) + δ4(e1 ⊗ e3 ⊗ e2)] ,

[ε1(e1 ⊗ e2 ⊗ e1) + ε2(e2 ⊗ e1 ⊗ e1) + ε3(e3 ⊗ e1 ⊗ e2) + ε4(e1 ⊗ e3 ⊗ e2)] ,

[θ1(e1 ⊗ e2 ⊗ e1) + θ2(e3 ⊗ e1 ⊗ e1) + θ3(e3 ⊗ e2 ⊗ e2) + θ4(e2 ⊗ e3 ⊗ e2)] ,

[κ1(e1 ⊗ e2 ⊗ e1) + κ2(e3 ⊗ e1 ⊗ e1) + κ3(e3 ⊗ e2 ⊗ e2) + κ4(e2 ⊗ e3 ⊗ e2)]
}
(4.2)

It is straightforward to show that if {δ, ε, θ, κ} is linearly independent then so is the
set (4.2), so it is a basis of its span. Under the choice δ = (0, 1, 1, 1), ε = (1, 1, 2, 0),
θ = (1, 1, 1, 0), and κ = (0, 2, 1, 1); we have verified using the Macaulay2 software package
[61] that span(B) is indeed 2-entangled (i.e. all of its members have border rank ≥ 3).
Alternatively, in Appendix B.2 we provide an explicit proof that span(B) is 2-entangled.
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The details of this proof are somewhat more complicated than in the other constructions
that we have considered (we elaborate on this point at the end of the appendix). We have
developed a heuristic algorithm in MATLAB which suggests that most choices of {δ, ε, θ, κ}
produce a 2-entangled subspace. Our Macaulay2 and MATLAB codes are available on
github.com [92].

In P(C2⊗C2⊗C2⊗C2), we similarly let φ, ψ ∈ C4 and then consider the following set
of 6 states:{

[e1 ⊗ e1 ⊗ e1 ⊗ e2 + e1 ⊗ e2 ⊗ e2 ⊗ e1 + e2 ⊗ e2 ⊗ e1 ⊗ e2] ,

[e1 ⊗ e1 ⊗ e2 ⊗ e1 + e2 ⊗ e1 ⊗ e1 ⊗ e2 + e2 ⊗ e2 ⊗ e2 ⊗ e1] ,

[e1 ⊗ e2 ⊗ e1 ⊗ e1 + e2 ⊗ e1 ⊗ e1 ⊗ e1 + e2 ⊗ e1 ⊗ e2 ⊗ e2 + e2 ⊗ e2 ⊗ e1 ⊗ e2] ,

[e1 ⊗ e1 ⊗ e2 ⊗ e1 + e1 ⊗ e2 ⊗ e1 ⊗ e1 + e1 ⊗ e2 ⊗ e2 ⊗ e2 + e2 ⊗ e1 ⊗ e2 ⊗ e2] ,[
φ1(e⊗4

1 ) + φ2(e1 ⊗ e1 ⊗ e2 ⊗ e2) + φ3(e2 ⊗ e2 ⊗ e1 ⊗ e1) + φ4(e⊗4
2 )
]
,[

ψ1(e⊗4
1 ) + ψ2(e1 ⊗ e1 ⊗ e2 ⊗ e2) + ψ3(e2 ⊗ e2 ⊗ e1 ⊗ e1) + ψ4(e⊗4

2 )
] }

(4.3)

It is straightforward to show that if {φ, ψ} is linearly independent then so is the set (4.3),
so it is a basis of its span. Furthermore, if φ = (0, 1, 1, 1) and ψ = (1, 2, 1, 0) then we have
verified via Macaulay2 that its span is 2-entangled. As before, our numerics suggest that
most choices of {φ, ψ} produce a 2-entangled subspace [92].

4.2 Witnesses and multipartite Schmidt number

This is the only section in which we consider mixed states, so we introduce notation and
related definitions for them here. For a vector space V (which we always take to be over
C), let D (V) ⊆ L(V) be the set of positive semidefinite operators on V with trace one,
which we refer to as the set of density operators. We identify the set of rank-one density
operators with the set of pure quantum states under the natural bijection vv∗ 7→ [v]. We
call a density operator of rank greater than one a mixed state. Let Herm (V) ⊆ L(V) be
the set of Hermitian operators on V . For a positive semidefinite operator P ∈ Pos (V), we
define the support of P to be the image of P , denoted Im(P ). For a subset Z ⊆ V we say
that ρ is supported on Z if =(P ) ⊆ Z. We say that P,Q ∈ Pos (V) have orthogonal support
if 〈v, u〉 = 0 for all v ∈ Im(P ) and u ∈ Im(Q).

The notion of an operator that “witnesses” a particular property of a (mixed) quantum
state is an important one in quantum information theory—it provides a way of demonstrat-
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ing that property via a single measurement, without the need to have complete information
about the state.

Definition 16. Given a subset Z ⊆ V , a not-Z witness is a Hermitian matrix W ∈
Herm (V) for which

1. Tr(Wρ) ≥ 0 for all density operators ρ ∈ D (V) supported on Z, and

2. there exists some density operator σ ∈ D (V) such that Tr(Wσ) < 0.

For example, if Ŷ ⊆ Cd1 ⊗ Cd2 is (the affine cone over) the set of product states
Y = Seg(Pd1 × Pd2), then not-Ŷ witnesses are called entanglement witnesses (since any
mixed state σ for which Tr(Wσ) < 0 is then guaranteed to be entangled). Slightly more
generally, if Σ̂r(Y ) ⊆ Cd1 ⊗ Cd2 is (the affine cone over) the set of states of tensor rank
(i.e., Schmidt rank) at most r, then the not-Σ̂r(Y ) witnesses are called r-entanglement
witnesses [108] (or r-block positive [112]), and any mixed state σ for which Tr(Wσ) < 0 is
said to have Schmidt number greater than r [121].

Even more generally, if Ŷ ⊆
⊗m

j=1 Cdj is (the affine cone over) the set of product states

Y = Seg(Pd1 × · · · ×Pdm), and Σ̂r(Y ) ⊆
⊗m

j=1 Cdj is (the affine cone over) the set of states

with tensor rank at most r, then we still refer to not-Σ̂r(Y ) witnesses as r-entanglement
witnesses, and the witnessed (mixed) states with support not in Σ̂r(Y ) are said to have
(multipartite) Schmidt number larger than r [37]. However, a hiccup that occurs in this
multipartite case that does not in the bipartite case is that, since the set of states with
(multipartite) Schmidt number ≤ r is not closed, it is not true that every mixed state with
Schmidt number > r can be detected by some r-entanglement witness. Indeed, only the
mixed states that are outside of the closure of that set of states can be detected, so these
r-entanglement witnesses are better thought of as witnesses for border rank, not tensor
rank.

It is well known, at least in the bipartite case, that entangled subspaces can be used to
construct entanglement witnesses with the maximum number of negative eigenvalues (see
[76, 77], for example). We now show that the same is true in the multipartite case, and
even for not-Z witnesses in general, as long as Z is a Euclidean closed cone.

Theorem 17. Suppose Z ⊆ V is a Euclidean closed cone. The maximum number of
negative eigenvalues that a not-Z witness can have is equal to the maximum dimension of
a linear subspace W ⊆ V for which W ∩ Z = {0}.
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Proof. Throughout this proof, we let n be the maximum dimension of a linear subspace of
V that trivially intersects Z.

Suppose W ∈ Herm (V) is a not-Z witness with s negative eigenvalues. To see that
s ≤ n, write W = W+ − W− where W+,W− are positive semidefinite with orthogonal
support (i.e., they come from the spectral decomposition of W ). Letting W = Im(W−),
we have dim(W) = s. Furthermore, for all v ∈ W \ {0}, it holds that

Tr
(
Wvv∗

)
= Tr

(
W+vv

∗ −W−vv∗
)

= −Tr(W−vv
∗) < 0,

from which it follows that W has trivial intersection with Z, so s ≤ n.

Conversely, to see that there is a not-Z witness with n negative eigenvalues, let P be
the orthogonal projection onto some linear subspace W ⊆ V of dimension n that trivially
intersects Z. Then Tr(Pvv∗) < 〈v, v〉 for all v ∈ Z, and the fact that Z is a closed cone
implies that there exists a real constant 0 < ε < 1 such that Tr(Pvv∗) ≤ ε〈v, v〉 for all
v ∈ Z. If we define the matrix W = 1 − 1

ε
P , then W has exactly dim(W) = n negative

eigenvalues. Furthermore, Tr(Wvv∗) ≥ 0 for all v ∈ Z, so W is a not-Z witness.

Combining Theorem 17 with Theorem 7, we get that for any projective variety X ⊆ PD,
the maximum number of negative eigenvalues of a not-X̂ witness is D−dim(X). We close
this section by applying this result to entanglement witnesses.

Corollary 18. The maximum number of negative eigenvalues that an r-entanglement wit-
ness can have is exactly

d1 · · · dm − dim(Σr(Y ))− 1,

where Y = Seg(Pd1−1 × · · · × Pdm−1).

For example, if P ∈ Pos(C3 ⊗ C3 ⊗ C2) is the orthogonal projection onto the 6-
dimensional subspace spanned by (the affine cone over) the set B in (4.2), then there
exists some scalar α > 1 such that W = I −αP is a 2-entanglement witness (here we have
set α = 1/ε, where ε < 1 is as in the proof of Theorem 17), and furthermore there is no
2-entanglement witness with more negative eigenvalues than this one (which has 6). Im-
portantly, this gives (at least in principle) a measurable way of showing that a multipartite
state has large Schmidt number: if measuring a state ρ ∈ Pos(C3 ⊗ C3 ⊗ C2) produces an
expectation value Tr(Wρ) that is strictly negative, then ρ must have Schmidt number at
least 3.

Unfortunately, finding an explicit value of α > 1 that actually works to make W a 2-
entanglement witness is a non-trivial task, which we have not been able to solve analytically.
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Numerics performed in MATLAB, however, strongly suggest that the optimal choice of α
is approximately 1.0113.

A similar construction with P ∈ Pos(C2⊗C2⊗C2⊗C2) being the orthogonal projection
onto the 6-dimensional subspace spanned by (the affine cone over) the set B in (4.3) gives
a 2-entanglement witness W = I−αP ∈ L(C2⊗C2⊗C2⊗C2) with 6 negative eigenvalues
(for some value of α > 1).

We can analogously define a symmetric (or antisymmetric) r-entanglement witness to be
a Hermitian operator W ∈ Herm

(
SmCd

)
(or W ∈ Herm

(∧mCd
)
) such that Tr(Wρ) ≥ 0

for all ρ ∈ D
(
SmCd

)
(or ρ ∈ D

(∧mCd
)
) with rank ≤ r, and for which there exists some

σ ∈ D
(
SmCd

)
(or σ ∈ D

(∧mCd
)
) such that Tr(Wσ) < 0.

Corollary 19. The maximum number of negative eigenvalues that a symmetric r-entanglement
witness can have is exactly(

d− 1 +m

m

)
− dim(Σr(νm(Pd−1)))− 1.

Corollary 20. The maximum number of negative eigenvalues that an antisymmetric r-
entanglement witness can have is exactly(

d− 1 +m

m

)
− dim(Σr(Gr(m− 1,Pd−1)))− 1.

For example, in the bipartite m = 2 case, we see that the maximum number of negative
eigenvalues that symmetric and antisymmetric r-entanglement witnesses can have is(

d− r + 1

2

)
and

(
d− 2r

2

)
,

respectively.
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Chapter 5

New techniques for bounding
stabilizer rank

The contents of this chapter are based on the preprint [95], which was written in collabo-
ration with Vincent Steffan.

As we reviewed in Chapter 1, the stabilizer rank is a useful quantifier for the classi-
cal simulation cost of quantum circuits under the stabilizer formalism. In this chapter,
we present number-theoretic and algebraic-geometric techniques for bounding the stabi-
lizer rank. First, we refine a number-theoretic theorem of Moulton to exhibit an explicit
sequence of product states with exponential stabilizer rank but constant approximate sta-
bilizer rank, and to provide alternate (and simplified) proofs of the best-known asymptotic
lower bounds on stabilizer rank and approximate stabilizer rank, up to a log factor. Sec-
ond, we find the first non-trivial examples of quantum states with multiplicative stabilizer
rank under the tensor product. Third, we use algebraic-geometric techniques to prove new
bounds on the generic stabilizer rank.

5.1 Lower bounds on stabilizer rank and approximate

stabilizer rank

In this section, we refine a number-theoretic theorem of Moulton, and use this to prove
lower bounds on the stabilizer rank and approximate stabilizer rank. Recall the defini-
tions of exponentially increasing subsequences and subset-sum representations given in
Section 1.1.3. Moulton proved that any subset-sum representation of a q-tuple containing
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the subsequence (1, 2, 4, . . . , 2p−1) has length at least p/ log2 p [97]. In Section 5.1.1, we
refine this result to prove that the same bound holds for any q-tuple containing an expo-
nentially increasing subsequence of length p (Theorem 21). In Section 5.1.2 we use our
refinement to prove that any quantum state whose coordinates contain an exponentially in-
creasing subsequence of length p has stabilizer rank at least p/(4 log2 p) (Theorem 22). We
then use this result to explicitly construct a sequence of product states of exponential stabi-
lizer rank, to prove that χ([T⊗m]) ≥ m+1

4 log2(m+1)
, and to prove that χ([v⊗m]) = Ω(m/ log2m)

for any non-stabilizer qubit state [v]. In Section 5.1.3 we use our refinement of Moulton’s
theorem to prove that, for any non-stabilizer qubit state [v], there exists δ > 0 for which
χδ([v

⊗m]) ≥
√
m/(2 log2m) for all m ∈ N.

5.1.1 A refinement of Moulton’s theorem

Theorem 21 (Refinement of Theorem 1 in [97]). Let 2 ≤ p ≤ q be integers, and let
α ∈ Cq be a q-tuple of non-zero complex numbers. If α contains an exponentially increas-
ing subsequence of length p, then any subset-sum representation of α has length at least
p/ log2(p).

Proof. It suffices to consider the case p = q and 2|αi| ≤ |αi+1| for all i ∈ [q−1]. Let β ∈ Cr

be a subset-sum representation of α. Then for each i ∈ [q], there exists ci ∈ {0, 1}r such
that αi = βTci Suppose that, for some u1, . . . , uq, v1, . . . , vq ∈ {0, 1}, we have

q∑
i=1

uici =

q∑
i=1

vici.

Applying βT to both sides gives

q∑
i=1

uiαi =

q∑
i=1

viαi.

It follows that ui = vi for all i ∈ [q]. Indeed, it suffices to prove that |αi+1| > |α1 + · · ·+αi|
for all i ∈ [q − 1], which in turn can be easily verified by an inductive argument. By
assumption, |α2| > |α1|, and by induction,

|α1 + · · ·+ αi| ≤ |α1 + · · ·+ αi−1|+ |αi| < 2|αi| ≤ |αi+1|.

The remainder of the proof is identical to that of [97]. There are at most 2q − 1 choices
of u1, . . . , uq ∈ {0, 1}, excluding the case u1 = · · · = uq = 1. For each of these choices,
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the sum
∑q

i=1 uici can take one of qr − 1 possible choices in {0, 1, . . . , q − 1}×r (the choice
(q − 1, q − 1, . . . , q − 1)T is excluded since the ui are not all equal to 1). Since each choice
of u1, . . . , uq yields a different vector, we must have qr− 1 ≥ 2q− 1, i.e. r ≥ q/ log2(q).

We emphasize that excluding the case u1 = · · · = uq = 1 in the last paragraph of the
above proof is just a choice that ends up slightly improving the bound on r over what we
would get if we performed a similar count with this case included: With this case included,
the sum

∑q
i=1 uici can take one of (q+ 1)r possible choices in {0, 1, . . . , q}×r, which results

in a bound of (q + 1)r ≥ 2q, i.e. r ≥ q/ log2(q + 1).

5.1.2 Lower bounds on stabilizer rank

In this subsection we use Theorem 21 to prove lower bounds on stabilizer rank.

Theorem 22. Let p ≥ 2 be an integer, and let [v] ∈ P2m−1 be a quantum state. If the
coordinates of v contain an exponentially increasing subsequence of length p, then χ([v]) ≥
p/(4 log2 p).

Proof. Let r = χ([v]), let x1, . . . , xp ∈ Fm2 be such that |vxi | ≤ 2|vxi+1
| for all i ∈ [p− 1],

and let α = (vx1 , . . . , vxp) ∈ Cp. Without loss of generality, there exist complex numbers
{βa : a ∈ [r]} ⊆ C and stabilizer states {[σa] : a ∈ [r]} ⊆ Stabm such that for all a ∈ [r],
every coordinate of σa is an element of {0,±1,±i}, and v =

∑r
a=1 βaσa. Let

S = (σ1, . . . , σr) ∈ {0,±1,±i}{0,1}m×r

and

β = (β1, . . . , βr) ∈ Cr,

so that Sβ = v. In particular, there exists a p × r submatrix T of S for which Tβ = α.
Let T1, T2, T3, T4 ∈ {0, 1}p×r be such that

T = T1 − T2 + i(T3 − T4).

Then

(T1, T2, T3, T4)(β,−β, iβ,−iβ)T = Tβ = α,

so (β,−β, iβ,−iβ) is a subset-sum representation of α. It follows from Theorem 21 that
4r ≥ p/(log2 p). This completes the proof.

60



Theorem 22 allows us to construct an explicit sequence of product states with expo-
nential stabilizer rank and constant approximate stabilizer rank.

Corollary 23. For any m ∈ N, let

vm =
m⊗
i=1

(e0 + 22i−1

e1) ∈ Um.

Then χ([vm]) ≥ 2m

4m
and for any constant δ > 0, χδ([vm]) = O(1).

Proof. For each m, the coordinates of vm form an exponentially increasing sequence of
length 2m. It follows from Theorem 22 that χ([vm]) ≥ 2m

4m
. The bound χδ([vm]) = O(1) is

obtained as follows. For each i ∈ {0, 1, . . . , 2m − 1}, let

ci =
i∑

j=0

4j =
4i+1 − 1

3
,

and observe that for any positive integer k, the tensor um,k ∈ Um obtained by setting all
but the k largest coordinates of vm to zero satisfies

∥∥∥∥ vm
‖vm‖

− um,k
‖um,k‖

∥∥∥∥2

=

∥∥∥∥ 1
√
c2m−1

2m−1∑
i=0

2iei −
1√

c2m−1 − c2m−k−1

2m−1∑
i=2m−k

2iei

∥∥∥∥2

=
c2m−k−1

c2m−1

+

(
1

√
c2m−1

− 1√
c2m−1 − c2m−k−1

)2

(c2m−1 − c2m−k−1)

=
c2m−k−1

c2m−1

+

[√
1− c2m−k−1

c2m−1

− 1

]2

=
41−k − 41−2m

1− 41−2m
+

[√
1− 41−k

1− 41−2m
− 1

]2

, (5.1)

where we have re-indexed the computational basis of Um as e0, . . . , e2m−1 for clarity in this
proof. The quantity (5.1) can clearly be set to less than any constant δ > 0 by appropriate
choice of k = O(1). Since χ([um,k]) ≤ k, this completes the proof.

Theorem 22 also implies the following lower bound on χ([T⊗m]), and more generally,
on χ([v⊗m]) for any non-stabilizer qubit state [v].
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Corollary 24. For any state [v] ∈ P1 that is not a stabilizer state, χ([v⊗m]) = Ω(m/ log2m).
In particular,

χ(
[
T⊗m

]
) ≥ m+ 1

4 log2(m+ 1)
.

Proof. Since [v] is not a stabilizer state, there exists α ∈ C with |α| > 1 for which
[w] := [e0 + αe1] is in the C1-orbit of [v]. Indeed, without loss of generality, [v] = [e0 + βe1]
for some complex number β ∈ C× \ {0,±1,±i}, because [v] is not a stabilizer state. If
|β| > 1 we are done, and if |β| < 1 then let [w] = X[v]. If |β| = 1 then either H[v] or XH[v]
must have the desired form. When [v] = [T ], we can take [w] = XH[v] = [e0 + i√

2−1
e1].

Since |α| > 1, there exists k ∈ N for which |α|k ≥ 2. (When [v] = [T ], we can
take k = 1.) Now observe that the complex numbers 1, αk, α2k, . . . , αbm/kck all appear as
coordinates of v⊗m. By Theorem 22, it follows that

χ([v⊗m]) ≥ bm/kc+ 1

4 log2(bm/kc+ 1)
.

This completes the proof.

5.1.3 Lower bounds on approximate stabilizer rank

In this subsection, we use Theorem 21 to prove that, for any non-stabilizer qubit state [v],
there exists a constant δ > 0 for which χδ([v

⊗m]) ≥
√
m/(2 log2m).

Theorem 25. For any non-stabilizer qubit state [v] ∈ P1, there exists a constant δ > 0
such that, for every integer m ≥ 2,

χδ([v
⊗m]) ≥

√
m

2 log2m
.

Proof. As in the proof of Corollary 24, since [v] is not a stabilizer state, there exists
α ∈ C with |α| > 1 for which [e0 + αe1] ∈ C1([v]). Let β = 1√

1+|α|2
, γ = α√

1+|α|2
, and

w = βe0 + γe1, so that w ∈ S(C2) and [w] = [e0 +αe1]. Since the (approximate) stabilizer
rank is unchanged under Cm, it suffices to lower bound the approximate stabilizer rank of
[w⊗m].
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Let k ∈ N be the smallest integer for which |α|k > 2, and let λ = 2
|α|k . If [v] = [T ], then

we can take α = 1√
2−1

and k = 1. Let u ∈ S(Um) be a unit tensor, and let S ⊆ [m] be the

set of integers p ∈ [m] for which

|γ|2m− kd
√
me ≤ p ≤ |γ|2m+ kd

√
me, (5.2)

and for all x ∈ Fm2 of Hamming weight |x| = p,

|w⊗mx − ux| ≥
(

1− λ
1 + λ

)
|β|m−p|γ|p.

By DeMoivre-Laplace, there exists a constant c > 0 (which may depend on |α|, but does
not depend on m) for which(

1− λ
1 + λ

)2(
m

p

)
|βm−pγp|2 ≥ c/

√
m

for all p ∈ S (see [56, Section VII, Theorem 1] or [101, Claim 4.6]). It follows that

∥∥w⊗m − u∥∥2 ≥
∑
p∈S

(
1− λ
1 + λ

)2(
m

p

)
|βm−pγp|2 ≥ |S| c√

m
.

Let δ =
√
ck, and suppose that

∥∥w⊗m − u
∥∥ < δ. Then |S| ≤ k

√
m. Let P ⊆ [m] be

the set of integers p ∈ [m] that satisfy (5.2) and are not contained in S. Observe that
|P | ≥ kd

√
me. By our definition of P , for each p ∈ P there exists xp ∈ Fm2 with |xp| = p

and ∣∣w⊗mxp − uxp∣∣ ≤ (1− λ
1 + λ

)
|β|m−p|γ|m. (5.3)

For any p, q ∈ P with p < q, it holds that

|uxq |∣∣uxp∣∣ =

∣∣uxq − w⊗mxq + wxq
∣∣∣∣uxp − w⊗mxp + w⊗mxp
∣∣

≥
∣∣w⊗mxq ∣∣− ∣∣uxq − w⊗mxq ∣∣∣∣w⊗mxp ∣∣+

∣∣uxp − w⊗mxp ∣∣
≥ λ

∣∣βm−qγq∣∣∣∣βm−pγp∣∣
= λ|α|q−p,
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where the first line is trivial, the second is the triangle inequality, the third follows

from (5.3), and the fourth is obvious. In particular, if q − p ≥ k, then
|uxq |
|uxp |

≥ 2. Since

|P | ≥ kd
√
me, there exists a subset Q ⊆ P of size |Q| ≥

√
m for which p − q ≥ k for all

p, q ∈ Q with p < q. By Theorem 22,

χ([u]) ≥
√
m

2 log2(m)
.

This completes the proof.

We note that, using [56, Section VII, Theorem 1] and a similar proof as above, slight
improvements to the above bound can be obtained if δ is allowed to decay in m.

5.2 States with multiplicative stabilizer rank under

the tensor product

It is a standard fact that the stabilizer rank is sub-multiplicative under the tensor product,
i.e. χ([v⊗ v]) ≤ χ([v])2 for any quantum state [v] [102, Section 2.1.3]. In [102, Section 4.4]
it was remarked that there are no known examples of quantum states [v] of stabilizer rank
greater than one for which equality holds. In this section, we explicitly construct two-qubit
states [v] for which χ([v]) = 2 and χ([v⊗ v]) = 4. Note that this is the smallest non-trivial
example of multiplicative stabilizer rank that one can hope for, since for any single-qubit
state [v] = [e0 + αe1] ∈ P1, it holds that [v⊗2] = [e00 + α(e01 + e10) + α2e11], which has
stabilizer rank at most 3.

Theorem 26. Let

vα = e00 + α(e01 + e10) ∈ (C2)⊗2

when α ∈ C× is a non-zero complex number. Then χ([vα]) = 2, and for all but finitely many
α it holds that χ([v⊗2

α ]) = 4. In particular, χ([v⊗2
α ]) = 4 for any α that is transcendental

over Q.

Proof. The fact that χ([vα]) = 2 is obvious, so it suffices to prove that χ([v⊗2
α ]) = 4. Note

that, since the imaginary unit i is algebraic over Q, α is transcendental over Q if and only
if it is transcendental over Q(i). Since there are only finitely many stabilizer states, it
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suffices to prove that for any set of three stabilizer states {[σ1], [σ2], [σ3]} ⊆ Stab2, there
are at most finitely many α (and no α which are transcendental over Q) for which

v⊗2
α ∈ span{σ1, σ2, σ3}. (5.4)

For each j ∈ [3], we may assume that

σj =
∑
x∈Aj

ilj(x) · (−1)qj(x) · ex

for some affine linear subspace Aj ⊆ F2
2, linear functional lj, and quadratic form qj, as

in (2.8). Let S = (σ1, σ2, σ3) ∈ Q(i){0,1}
2×3. For every α that satisfies (5.4), there exist

complex numbers βα, γα, λα ∈ C for which v⊗2
α = βασ1 +γασ2 +λασ3, and a 3×3 submatrix

T of S for which

[
T | − 13

]

βα
γα
λα
1
α
α2

 = 0. (5.5)

Since there are only finitely many 3 × 3 submatrices of S, it suffices to prove that for
any choice of 3 × 3 submatrix T , only finitely many α (and no transcendental α) can
satisfy (5.5).

If T is singular, then there exists a non-trivial Q(i)-linear combination of {1, α, α2} that
equals zero, which at most finitely many α will satisfy (and in particular, no transcendental
α will satisfy).

If T is nonsingular, then by applying T−1 to both sides we can find polynomials
f, g, h ∈ Q(i)[x] for which βα = f(α), γα = g(α), and λα = h(α) for every choice of α
that satisfies (5.5).

Let R = {00, 01, 10}×2 ⊆ F4
2 be the subset of bitstrings corresponding to non-zero

coordinates of v⊗2
α . If there exists x ∈ Ai \ R for some i ∈ [3], then there exists a non-

trivial Q(i)-linear combination of {f, g, h} which equals zero, which at most finitely many
α (and no transcendental α) will satisfy. So we may assume Ai ⊆ R for all i ∈ [3].

Let R0 = {0000}, R1 = {0001, 0010, 0100, 1000}, and R2 = {0101, 0110, 1001, 1010}, so
R = R0 ∪ R1 ∪ R2. If there exists x ∈ A1 ∩ R2 and y ∈ R2 \ A1, then there exist linear
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combinations

?f(α)+ · g(α) + ·h(α) = α2

· g(α) + ·h(α) = α2,

where each · ∈ C denotes an arbitrary complex number we do not bother to name, and
each ? ∈ C× denotes an arbitrary non-zero complex number we don’t bother to name.
Subtracting these equations yields a non-trivial Q(i)-linear combination of {f, g, h} that
equals zero, which at most finitely many α (and no transcendental α) will satisfy. By
symmetry, for all i ∈ [3], either R2 ⊆ Ai or R2 ∩ Ai = ∅. If R2 ⊆ Ai, then R2 = Ai
because this is the only affine linear subspace contained in R that contains R2. Without
loss of generality, we may assume A1 = R2. If A2 = R2, then A3 = R0 ∪ R1, which is not
an affine linear subspace, a contradiction. Otherwise, A2 ∪ A3 = R0 ∪ R1, which is also
a contradiction, as there are no affine linear subspaces of size greater than 2 contained in
R0 ∪R1. This completes the proof.

5.3 Generic stabilizer rank

Fact 27. For any positive integer m, all but finitely many qubit states [v] ∈ P1 maximize
χ([v⊗m]). Similarly, all but finitely many qubit states [v] ∈ P1 maximize χR([v⊗m]).

This fact, the proof of which we defer until after introducing this section, motivates us
to define the m-th generic stabilizer rank as

χm = max
[v]∈P1

χ([v⊗m]),

and the m-th generic real stabilizer rank as

χR
m = max

[v]∈P1
χR([v⊗m]).

In Proposition 30 we prove that χm and χR
m differ by at most a constant factor of two.

This motivates the study of χR
m, since it has the same scaling as χm, but may be easier to

work with. Note that χm upper bounds χ([T⊗m]).

In this section, we prove bounds on χm and χR
m, and observe some useful reductions

for studying these quantities. In Proposition 28 we use Fact 27 to obtain a modest im-
provement of the best-known upper bound on χm. In Proposition 29 we prove a useful
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reduction for studying χm (respectively, χR
m), namely, that there must exist a single set

of χm stabilizer states (resp. χR
m real stabilizer states) that span the symmetric subspace.

As an immediate consequence, there exists a single set of χm stabilizer states (resp. χR
m

real stabilizer states) such that, for every qubit state [v], the state [v⊗m] lies in the span
of the set. In Proposition 31 we introduce a technique for upper bounding χm when upper
bounds on χ([v⊗m]) are known for sufficiently many (linear in m) qubit states [v], and
obtain similar results for χR

m. In Proposition 32 we refine Fact 27 to obtain quantitative
upper bounds on the (finite) number of states of sub-generic stabilizer rank and sub-generic
real stabilizer rank.

Before proceeding, we prove Fact 27. We refer the reader to [65] for the basic algebraic-
geometric definitions and arguments used in this proof, and elsewhere in this section. In
this proof and in others in this section, we only prove the statement for χm, as the proof
for χR

m is essentially identical.

Proof of Fact 27. We prove only the statement for χm. The set νm(P1) forms a 1-dimensional
irreducible projective variety, so its intersection with any other projective variety is ei-
ther empty, zero-dimensional, or equal to νm(P1). Hence, for any positive integer r,
Σr(Stabm) ∩ νm(P1) is either a finite set of points, or Σr(Stabm) ⊇ νm(P1). This com-
pletes the proof.

Fact 27 immediately implies the following slight improvement of the upper bound χm =
O((m+ 1)2m/2) obtained in [103, Theorem 3]:

Proposition 28. χm = O(2m/2).

Proof. This follows directly from our Fact 27 and [103, Theorem 2], which states that
equitorial states (an infinite family of states) have stabilizer rank O(2m/2).

We next prove that the affine cone over a single set of χm stabilizer states (respectively,
χR
m real stabilizer states) spans Sm(C2).

Proposition 29. For any positive integer m, there exists a single set of stabilizer states
{[σ1], . . . , [σχm ]} ⊆ Stabm for which

Sm(C2) ⊆ span{σ1, . . . , σχm}.

Similarly, there exists a single set of real stabilizer states {[σ1], . . . , [σχR
m

]} ⊆ StabR
m for

which

Sm(C2) ⊆ span{σ1, . . . , σχR
m
}.
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Since dim(Sm(C2)) = m+ 1, it follows from Proposition 29 that χm ≥ m+ 1. We note
that a similar proof as below can be used to show that a generic product state of the form
[v1 ⊗ · · · ⊗ vm], for qubit states vi ∈ P1, has stabilizer rank 2m, where in this context we
define generic in the same algebraic-geometric sense as in [91]. In Corollary 23 we have
constructed an explicit sequence of product states of stabilizer rank at least 2m

4m
, which is

near maximal.

Proof of Proposition 29. We prove only the statement for χm. Let r = χm, so Σr(Stabm) ⊇
νm(P1). Since νm(P1) is irreducible, and Σr(Stabm) is reducible into a finite union of pro-
jective (r − 1)-dimensional linear subspaces, one of these subspaces must contain νm(P1).
To complete the proof, recall that the affine cone over span(νm(P1)) is Sm(C2).

The next proposition shows that χR
m and χm differ by at most a constant factor of two,

which motivates the study of χR
m.

Proposition 30. For any positive integer m, it holds that χm ≤ χR
m ≤ 2χm.

Proof. The first inequality is obvious, so it suffices to prove χR
m ≤ 2χm. Since the tensors∑

|x|=k ex for k ∈ [m] form a basis for Sm(C2), then by Proposition 29, χm is the minimum

number for which there exists a set of stabilizer states {[σ1], . . . , [σχm ]} ⊆ Stabm such that∑
x∈Fm

2
|x|=k

ex ∈ span{σ1, . . . , σχm} (5.6)

for all k ∈ {0, 1, . . . ,m}. Without loss of generality, for each j ∈ [χm] it holds that

σj =
∑
x∈Aj

ilj(x) · (−1)qj(x) · ex

for some affine linear subspace Aj ⊆ Fm2 , linear functional lj, and quadratic form qj
(see (2.8)). For each j ∈ [χm], we define ρj to be the tensor

ρj =
∑
x∈Aj

(−1)qj(x)+lj(x) · ex,

and observe that for any real numbers a, b ∈ R, it holds that

Re((a+ ib)σj) = (a− b)Re(σj) + bρj, (5.7)
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where Re(·) is the real part with respect to the computational basis. For each k ∈
{0, 1, . . . ,m}, there exist real numbers a1, . . . , aχm , b1, . . . , bχm ∈ R for which∑

|x|=k

ex =
∑
j∈[χm]

(aj + ibj)σi

= Re

 ∑
j∈[χm]

(aj + ibj)σj


=
∑
j∈[χm]

(
(aj − bj)Re(σj) + bρj

)
,

where the first line follows from (5.6), the second follows from the fact that the tensor is
already real, and the third follows from (5.7). Hence,

Sm(C2) ∈ spanC{Re(σ1), . . . ,Re(σχm), ρ1, . . . , ρχm}.

Since [Re(σj)] and [ρj] are clearly real stabilizer states for all j ∈ [χm], it follows that
χR
m ≤ 2χm.

Using similar techniques as in the proof of Proposition 29, it is straightforward to show
that χ([v]) ≤ χR([v]) ≤ 2χ([v]) for any real quantum state [v] ∈ P2m−1.

The next proposition tells us that upper bounds on the stabilizer ranks (respectively,
real stabilizer ranks) of any set of m+ 1 states of the form [v⊗m] implies an upper bound
on χm (resp. χR

m).

Proposition 31. Let r be a positive integer. If there exists a set of m + 1 distinct qubit
states {[v1], . . . , [vm+1]} ⊆ P1 with χ([v⊗mi ]) ≤ r for all i ∈ [m + 1], then χm ≤ r(m + 1).
Similarly, if there exists a set of m + 1 distinct qubit states {[v1], . . . , [vm+1]} ⊆ P1 with
χR([v⊗mi ]) ≤ r for all i ∈ [m+ 1], then χR

m ≤ r(m+ 1).

Proof. We prove only the statement for χm. Since χ([v⊗mi ]) ≤ r for all i ∈ [m + 1], then
by taking the span of the union of all stabilizer states appearing in the decompositions of
each [v⊗mi ], we have span{[v⊗m1 ], . . . , [v⊗mm+1]} ⊆ Σr(m+1)(Stabm). The proposition follows
from the fact that the affine cone over any set of m + 1 distinct states of this form spans
Sm(C2), so Σ̂r(m+1)(Stabm) ⊇ S2(C2) (see [63, Proposition 3.1] or [94, Corollary 18]).

We close this section by refining Fact 27 to give a quantitative upper bound on the
number of states of sub-generic rank.
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Proposition 32. There are at most

m

(
|Stabm|
χm − 1

)
states [v] ∈ P1 for which χ([v⊗m]) < χm. Similarly, there are at most

m

(∣∣StabR
m

∣∣
χR
m − 1

)
states [v] ∈ P1 for which χR([v⊗m]) < χR

m.

We have computed the quantities |Stabm| and
∣∣StabR

m

∣∣ at the end of Section 2.2.

Proof. We prove only the statement for χm. Note that any set of m + 1 distinct tensors
in ν̂1(P1) (i.e. tensors of the form v⊗m) span Sm(C2) (see [63, Proposition 3.1] or [94,
Corollary 18]), so any set of χm − 1 linearly independent stabilizer states can contain at
most m distinct elements of ν̂1(P1) in their span. Since there are at most(

|Stabm|
χm − 1

)
distinct sets of χm − 1 linearly independent stabilizer states, the bound follows.

Chapter Acknowledgments I thank Gerry Myerson for pointing me to the work of
Moulton [97]. I thank Kieran Mastel and William Slofstra for helpful discussions.
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Chapter 6

On decomposable correlation
matrices

The contents of this chapter are based on the journal article [90], which was written by
myself.

Recall that a correlation matrix is a positive semidefinite matrix with ones on the
diagonal, and that a d-decomposable correlation matrix is one that can be written as a Schur
product of correlation matrices of rank at most d (to our knowledge, the reference [90] is
the first to define and study d-decomposable correlation matrices).

In this chapter, we obtain several results on decomposable correlation matrices. We
prove that for all d ≥ 2, every (d + 1) × (d + 1) correlation matrix is d-decomposable.
We construct (2d+ 1)× (2d+ 1) correlation matrices that are not d-decomposable, and
prove as a corollary that Cord (Cn) is not convex when d ≥ 1 and n ≥ 2d + 1. One
question this leaves open is whether every 4 × 4 correlation matrix is 2-decomposable,
which we make partial progress towards resolving. Finally, we observe an application of
non-d-decomposability in an entanglement detection scenario. See Chapter 1 for an intro-
duction and relevant motivations in quantum information theory for the d-decomposability
question.

6.1 Preliminaries on correlation matrices

In this section, we review some elementary facts about correlation matrices. It is straight-
forward to verify that a matrix P ∈ MC

n is contained in Cor (Cn) if and only if P = A∗A
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for some s× n matrix A ∈MC
s×n (and positive integer s), the columns of which form unit

vectors. We say P is generated by some set of unit vectors {va : a ∈ [n]} ⊂ S(Cs) if these
vectors can be chosen as the columns of A. Note that P (a, b) = 〈va, vb〉, so P is the matrix
of inner products (i.e. the Gram matrix) of any generating set of unit vectors. Recall that
two sets of unit vectors {va : a ∈ [n]} ⊂ S(Cs) and {ua : a ∈ [n]} ⊂ S(Cs) with s ≤ t
generate the same correlation matrix if and only if there exists an isometry U ∈ U (Cs,Ct)
such that Uva = ua for all a ∈ [n]. This property follows from the standard result that two
operators A ∈ L(Cn,Cs) and B ∈ L(Cn,Ct) satisfy A∗A = B∗B if and only if B = UA for
some isometry U ∈ U (Cs,Ct). Note that by linearity, the linear dependence of every gen-
erating set is the same. The following proposition reveals a straightforward yet important
connection between the Schur product of correlation matrices and the tensor product of
the unit vectors in their generating sets, which we state without proof.

Proposition 33. A correlation matrix P ∈ Cor (Cn) is r-decomposable if and only if there
exists a positive integer m, complex vector spaces V1, . . . ,Vm with dimVi ≤ r for all i ∈ [m],
and a set of unit product vectors {xa : a ∈ [n]} ⊂ SProd (X1 : · · · : Xm) that generate P .

6.2 Positive results for d-decomposability

In this section, we prove that for all d ≥ 2, every (d + 1) × (d + 1) correlation matrix is
d-decomposable.

Theorem 34. For any integers r ≥ 2 and n ≤ d + 1, Cord (Cn) = Cor (Cn). More
generally, let V be a complex Euclidean space and P ∈ Cor (V) be a correlation matrix. If
rank(P ) ≥ 3 and P is generated by a set of unit vectors that contains a vector that is not
in the span of the rest, then P is (rank(P )− 1)-decomposable.

Note that a correlation matrix P ∈ Cor (Cn) with rank(P ) ≤ d is trivially contained in
Cord (Cn), so the only non-trivial part of the first sentence is that if an n × n correlation
matrix P has full rank (i.e. it is generated by a linearly independent set of unit vectors),
then it is (n − 1)-decomposable. The second sentence generalizes this statement to say
that if P is generated by a set of unit vectors that contains a vector that is not in the span
of the rest, then it is (rank(P )− 1)-decomposable.

Proof. We prove the second (more general) statement. Let {va : a ∈ [n]} be a set of unit
vectors that generate P such that

vc /∈ span{va : a ∈ [n] \ {c}}
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for some index c ∈ [n].

If vc is orthogonal to every other vector, then the construction is easy: the set of vectors
with each va replaced by va ⊗ e1 for a 6= c, and vc replaced by v′c ⊗ e2 for any unit vector
v′c ∈ span{va : a ∈ [n] \ {c}} generates P . This is a (rank(P ) − 1)-decomposition of P ,
since

dim span{va : a ∈ [n] \ {c}} = rank(P )− 1

and

dim span{e1, e2} = 2 ≤ rank(P )− 1.

If vc is not orthogonal to every other vector, then define

Π := Proj (span{va : a ∈ [n] \ {c}}) ,

and define two correlation matrices R and Q as

R(a, b) =
〈va,Πvb〉
‖Πva‖‖Πvb‖

and

Q(a, b) =

{
‖Πvc‖, a 6= b and c ∈ {a, b}
1, otherwise.

It is straightforward to verify that P = R�Q. Indeed, for c /∈ {a, b},

(R�Q)(a, b) =
〈va,Πvb〉
‖Πva‖‖Πvb‖

= 〈va, vb〉.

Otherwise,

(R�Q)(a, c) =
〈va,Πvc〉
‖Πva‖‖Πvc‖

‖Πvc‖ = 〈va, vc〉,

and similarly, (R�Q)(c, a) = 〈vc, va〉. The correlation matrixR has rank(R) = rank(P )− 1,
and is generated by the unit vectors Πva/‖Πva‖. The correlation matrixQ has rank(Q) = 2,
and is generated by the set of unit vectors {ua : a ∈ [n]} ⊂ S(C2), where

ua =

{
e1, a 6= c

‖Πvc‖e1 +
√

1− ‖Πvc‖2e2, a = c.

This completes the proof.
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6.3 Negative results for d-decomposability

In this section, we construct (2d+ 1)× (2d+ 1) correlation matrices that are not d-decomposable,
and prove as a corollary that Cord (Cn) is not convex when d ≥ 1 and n ≥ 2d + 1. We
require the following lemma, which we reference without proof. We note that this lemma
holds more generally over an arbitrary field.

Lemma 35 ([128, 74], Corollary 10 in [89]). Let m ≥ 1 be an integer, let V1, . . . ,Vm be
complex Euclidean spaces, and let x1, x2 ∈ Prod (V1 : · · · : Vm) be product vectors. Then
the following statements are equivalent:

1. For all scalars α1, α2 ∈ C, it holds that α1x1 + α2x2 ∈ Prod (V1 : · · · : Vm) ∪ {0}.

2. For some non-zero scalars α1, α2 ∈ C \ {0}, it holds that
α1x1 + α2x2 ∈ Prod (V1 : · · · : Vm) ∪ {0}.

3. There exists at most a single index j ∈ [m] for which dim span{x1,j, x2,j} = 2.

Theorem 36. For all integers d ≥ 1 and n ≥ 2d+ 1, Cord (Cn) ( Cor (Cn).

Proof. For d = 1, the statement follows easily from the fact that the Schur product of rank-
one correlation matrices is again rank one (see the proof of Lemma 42). Assume d ≥ 2.
We find a correlation matrix P ∈ Cor

(
C2d+1

)
that is not contained in Cord

(
C2d+1

)
. This

will prove the claim, as it implies that any correlation matrix in Cor (Cn) with principal
submatrix P is not d-decomposable.

Let v1, . . . , vd+1 be any linearly independent collection of unit vectors for which

|〈va, va+2〉| > |〈va, va+1〉| · |〈va+1, va+2〉|. (6.1)

For example, one could choose any p ∈ (0, 1) and let 〈va, vb〉 = p for all a 6= b ∈ [d+ 1].
Let α1, . . . , αd, β2, . . . , βd+1 ∈ C \ {0} be any collection of non-zero scalars subject to the
constraint that for all a ∈ [d] it holds that ‖αava + βa+1va+1‖ = 1, and let P be the
correlation matrix generated by

{v1, . . . , vd+1, α1v1 + β2v2, α2v2 + β3v3, . . . , αdvd + βd+1vd+1}.

Note that rank(P ) = d + 1. For notational convenience, we extend the definition of va to
denote the a-th vector in this set for each a ∈ [2d+ 1].

We proceed by contradiction. The existence of a d-decomposition of P is equivalent to
the existence of a positive integer m, complex Euclidean spaces V1, . . . ,Vm ∼= Cd, and unit
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product vectors {xa : a ∈ [2d+ 1]} ⊂ SProd (V1 : · · · : Vm) such that 〈xa, xb〉 = 〈va, vb〉 for
all a, b ∈ [2d+ 1]. By Lemma 35, this implies that for each a ∈ [d],

dim span{xa,i, xa+1,i} = 2 (6.2)

for at most a single index i ∈ [m]. Furthermore, such an index indeed exists for every
a ∈ [d], since for all a ∈ [d],

dim span{xa, xa+1} = dim span{va, va+1} = 2.

For each a ∈ [d], fix ia ∈ [m] to denote the unique index that satisfies (6.2). Since
|〈xa,i, xa+1,i〉| = 1 for all i 6= ia, it must hold that |〈xa,ia , xa+1,ia〉| = |〈va, va+1〉| for all
a ∈ [d]. Note that

dim span{xa,i : a ∈ [2d+ 1]} ≤ d

for all i ∈ [m], and

dim span{x1, . . . , xd+1} = dim span{v1, . . . , vd+1} = d+ 1,

so there must exist an index a ∈ [d − 2] such that ia 6= ia+1. Fix a to denote one such
index. Note that

|〈xa,ia , xa+1,ia〉| = |〈va, va+1〉|
|〈xa+1,ia+1 , xa+2,ia+1〉| = |〈va+1, va+2〉|
|〈xa,ia+1 , xa+1,ia+1〉| = 1

|〈xa+1,ia , xa+2,ia〉| = 1,

from which it follows that

|〈xa,ia , xa+2,ia〉| = |〈va, va+1〉|
|〈xa,ia+1 , xa+2,ia+1〉| = |〈va+1, va+2〉|,

but this implies

|〈va, va+2〉| = |〈xa, xa+2〉|

=
m∏
i=1

|〈xa,i, xa+2,i〉|

≤ |〈xa,ia , xa+2,ia〉| · |〈xa,ia+1 , xa+2,ia+1〉|
= |〈va, va+1〉| · |〈va+1, va+2〉|,

a contradiction to (6.1). This completes the proof.
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Corollary 37. For all integers d ≥ 1 and n ≥ 2d+ 1, Cord (Cn) is not convex.

Proof. We first prove that Cord
(
C2d+1

)
is not convex. Let P ∈ Cor

(
C2d+1

)
\ Cord

(
C2d+1

)
be any correlation matrix constructed in Theorem 36. Since Cor

(
C2d+1

)
is contained in a

real affine space of dimension 2d(2d+ 1), then by Carathéodory’s theorem [107],

P =
s∑
i=1

p(i)Ri

for some positive integer s ≤ 2d(2d + 1) + 1, probability vector p, and extreme point
correlation matrices Ri. By Corollary 2 in [85], rank(Ri) ≤ b

√
2d+ 1c ≤ r for all i ∈ [s].

It follows that Cord
(
C2d+1

)
is not convex, since each Ri is d-decomposable and P is not.

For the general statement, let n ≥ 2d + 1 be any integer. For each i ∈ [s], let
R′i ∈ Cor (Cn) be any correlation matrix with rank(R′i) = rank(Ri) ≤ d that contains
Ri as the upper-left principal submatrix. Then

P ′ :=
s∑
i=1

p(i)R′i ∈ Cor (Cn)

contains P as the upper-left principal submatrix, so P ′ is not d-decomposable. As before,
it follows that Cord (Cn) is not convex, since each R′i is d-decomposable and P ′ is not.

6.4 Is the containment Cor2
(
C4
)
⊆ Cor

(
C4
)

strict?

Theorem 34 implies Cor2 (C3) = Cor (C3), while Theorem 36 implies Cor2 (C5) ( Cor (C5).
This leaves open the question of whether the containment Cor2 (C4) ⊆ Cor (C4) is strict.
For a correlation matrix P ∈ Cor (C4), it might seem possible that a 2-decomposition (1.1)
exists only for large values of m, which could make our problem intractable. Theorem 38
allows us to restrict our attention to m = 2.

Theorem 38. The following statements are equivalent:

1. Cor2 (C4) ( Cor (C4).

2. There exists a correlation matrix P ∈ Cor (C4) such that rank(P ) = 3, and a gener-
ating set of vectors for P forms a circuit.
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Theorem 38 shows that it suffices to consider rank-three correlation matrices for which
the generating set of vectors forms a circuit. In Proposition 39, we construct 2-decompositions
of an infinite family of such correlation matrices, thus narrowing our question even further.
We speculate that perhaps our construction can inspire a more general construction of all
such correlation matrices.

Proposition 39. Let P ∈ Cor (C4) be any correlation matrix generated by a set of unit
vectors {va : a ∈ [4]} such that there exists a real number −1/2 < p < 1 for which
〈va, vb〉 = p for all a 6= b ∈ [3], and there exist non-zero scalars α1, α2 ∈ C \ {0} for which
v4 = α1(v1 + v3) + α2v2. Then P ∈ Cor2 (C4).

In the remainder of this section, we prove Theorem 38 and Proposition 39. For Theo-
rem 38, (1⇒ 2) will follow from Lemma 40, and (2⇒ 1) will follow from Lemma 42. We
now prove these lemmas.

Lemma 40. For all integers n ≥ 3 and 2 ≤ d ≤ n−1, if Cord (Cn) ( Cor (Cn), then there
exists a correlation matrix P ∈ Cor (Cn) \Cord (Cn) such that every vector in a generating
set of P is contained in the span of the rest.

Proof. By assumption, there exists P ∈ Cor (Cn) that is not d-decomposable. If there
exists a vector in a generating set of P that is not contained in the span of the rest, then
by the proof of Theorem 34 there exists a decomposition P = Q � R where rank(Q) = 2
and rank(R) = rank(P ) − 1. If there exists a vector in a generating set of R that is
not contained in the span of the rest, then this process can be repeated until we have a
decomposition

P = Q1 � · · · �Qm �R′

for which each Qi has rank 2 and every vector in a generating set of R′ is contained in
the span of the rest. Furthermore, R′ is not d-decomposable, for otherwise P would be
d-decomposable.

To prove Lemma 42, we require Lemma 41, which is proven in Chapter 7 as a conse-
quence of Theorem 59. We note that this lemma holds more generally over an arbitrary
field.

Lemma 41 (Corollary 60). Let n and m be positive integers, let V1, . . . ,Vm be complex
vector spaces, and let {xa : a ∈ [n]} ⊂ Prod (V1 : · · · : Vm) be a multiset of product tensors.
If {xa : a ∈ [n]} forms a circuit, then dim span{xa,j : a ∈ [n]} > 1 for at most n−2 indices
j ∈ [m].
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Lemma 42. Let n ≥ 3 and d ∈ [n − 1] \ {1} be integers, and let P ∈ Cor (Cn) be any
correlation matrix of rank n − 1 generated by a set of unit vectors {va : a ∈ [n]} that
forms a circuit. If P ∈ Cord (Cn), then P is d-decomposable as the Schur product of n− 2
correlation matrices of rank ≤ d.

Proof. By assumption, there exists a positive integer m ≥ 2, complex vector spaces
V1, . . . ,Vm, and unit product vectors {ua : a ∈ [n]} ⊂ SProd (V1 : · · · : Vm) that gener-
ate P and form a circuit. By Lemma 41, this implies dim span{ua,i : a ∈ [n]} > 1 for at
most n− 2 indices i ∈ [m]. For each i ∈ [m], let Ri be the correlation matrix generated by
{ua,i : a ∈ [n]}, so that

P = R1 � · · · �Rm. (6.3)

Then rankRi > 1 for at most n− 2 indices i ∈ [m].

We conclude by showing that for any correlation matrix R and rank-one correlation
matrix R′, R�R′ is a correlation matrix with rank(R�R′) = rank(R). This will complete
the proof, since all the rank-one correlation matrices in the d-decomposition (6.3) can
be absorbed into the ≤ n − 2 correlation matrices of rank > 1 to construct the desired
decomposition.

It follows from Schur’s product theorem that R�R′ is a correlation matrix [70]. Since
R′ is positive semidefinite and rank-one, then R′ = xx∗ for some vector x. Furthermore,
since R′ has ones on the diagonal, each element of x has unit modulus. It follows that

R�R′ = R� xx∗ = Diag (x)R Diag (x)∗ ,

where Diag (x) is the diagonal unitary matrix with Diag (x) (a, a) = x(a). Since Diag (x)
has full rank, then rank(Diag (x)R Diag (x)∗) = rank(R), which completes the proof.

Theorem 38 follows easily from Lemma 40 and Lemma 42. Now we prove Proposi-
tion 39.

Proof of Proposition 39. We have

P =


1 p p α1 + (α1 + α2)p
p 1 p α2 + 2α1p
p p 1 α1 + (α1 + α2)p

α1 + (α1 + α2)p α2 + 2α1p α1 + (α1 + α2)p 1

 .
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We construct P as

P = Q1 �Q2,

where

Q1 =

 1
√

1+p
2

p
√

1+p
2√

1+p
2

1
√

1+p
2

1

p
√

1+p
2

1
√

1+p
2√

1+p
2

1
√

1+p
2

1

,

Q2 =


1 p

√
2

1+p
1

√
2

1+p
(α1+(α1+α2)p)

p
√

2
1+p

1 p
√

2
1+p

α2+2α1p

1 p
√

2
1+p

1
√

2
1+p

(α1+(α1+α2)p)√
2

1+p
(α1+(α1+α2)p) α2+2α1p

√
2

1+p
(α1+(α1+α2)p) 1

.

The equality is clear; it only remains to show that Q1 and Q2 are positive semidefinite
and rank two.

First, it is easily verified that Q1 is the correlation matrix generated by the unit vectors

q1,1 = e1

q1,2 =

√
1 + p

2
e1 +

√
1− p

2
e2

q1,3 = pe1 +
√

1− p2e2

q1,4 = q1,2,

which implies Q1 is positive semidefinite. Furthermore, rank(Q1) ≤ 2, since these vectors
span at most a two-dimensional space.

Second, we verify that Q2 is the correlation matrix of the unit vectors

q2,1 = p

√
2

1 + p
e1 +

α1

|α1|

√
1 + p− 2p2

1 + p
e2

q2,2 = e1

q2,3 = q2,1

q2,4 = (α2 + 2α1x)e1 + |α1|
√

2(1 + p− 2p2)e2,
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which will complete the proof, since it implies rank(Q2) ≤ 2 as above. The vectors
q2,1, q2,2, q2,3 are easily seen to be normalized. For q2,4, recall the normalization condition
on v4

〈v4, v4〉 = 2|α1|2(p+ 1) + |α2|2 + (α1α2 + α1α2)2p = 1,

which implies

1− |α2 + 2α1p|2 = 1−
(
|α2|2 + 4|α1|2p2 + (α1α2 + α1α2)2p

)
= 2|α1|2(1 + p− 2p2).

It follows that q2,4 is normalized. Now we show that the inner products between q2,1, . . . , q2,4

reproduce Q2. All are easily seen except 〈q2,1, q2,4〉, which we now verify:

〈q2,1, q2,4〉 = p

√
2

1 + p
(α2 + 2α1p) +

α1

|α1|

√
1 + p− 2p2

1 + p
|α1|
√

2(1 + p− 2p2)

=

√
2

1 + p

(
p(α2 + 2α1p) + α1(1 + p− 2p2)

)
=

√
2

1 + p
(α1 + (α1 + α2)p).

This completes the proof.

6.5 Application of non-d-decomposability in an entan-

glement detection scenario

In this section, we apply our results to an entanglement detection scenario. Say we are
given many copies of unknown pure states v1v

∗
1, . . . , vnv

∗
n, with v1, . . . , vn ∈ S(V) for an

unknown complex vector space V . Suppose further that we are allowed to perform any of
the measurements

{v1v
∗
1,1− v1v

∗
1}, . . . , {vnv∗n,1− vnv∗n}

on any of the states v1v
∗
1, . . . , vnv

∗
n, and we wish to detect entanglement in the following

sense. For some positive integer d, we wish to detect that for any complex Euclidean space
V , any set of unit vectors v1, . . . , vn ∈ S(V) that are consistent with the measurement
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outcomes observed in the above scenario, and any decomposition V = V1 ⊗ · · · ⊗ Vm of
V into spaces of dimension dim(Vi) ≤ d, at least one of the vectors v1, . . . , vn must be
entangled (i.e. not in Prod (V1 : · · · : Vm)).

In the above scenario, the only meaningful information that can be gained from the
measurement outcomes is precisely the Gram matrix of {v1v

∗
1, . . . , vnv

∗
n} (the matrix of

inner products 〈vav∗a, vbv∗b 〉 for a, b ∈ [n]). Note that a correlation matrix R is the Gram
matrix of rank-one projectors if and only if R = P �P for some correlation matrix P . The
above scenario is therefore equivalent to being given some correlation matrix R that is the
Gram matrix of rank-one projectors, and wishing to detect that for any correlation matrix
P , if R = P � P , then P is not d-decomposable. In Proposition 43 we find examples of
such entanglement detection.

Proposition 43. For any integer d ≥ 1 and real number 0 < p < 1, there exists a
correlation matrix arising from a set of 2d+ 1 unit vectors

{v1, . . . , vd+1, v(1,2), v(2,3), . . . , v(d,d+1)}

such that for all a 6= b ∈ [d+ 1],

|〈va, vb〉|2 = p2,

and for all a ∈ [d],

|〈va, v(a,a+1)〉|2 = |〈va+1, v(a,a+1)〉|2 =
1 + p

2
.

Furthermore, any such correlation matrix with 0 < p < 1
d

is not d-decomposable.

Proof. We first prove the existence of such a correlation matrix. The correlation matrix
generated by the set of unit vectors{

v1, . . . , vd+1,
1√

2(1 + p)
(v1 + v2), . . . ,

1√
2(1 + p)

(vd + vd+1)

}
,

with 〈va, vb〉 = p for all a 6= b ∈ [d+ 1], satisfies the desired conditions. Indeed,〈
va,

1√
2(1 + p)

(va + va+1)

〉
=

1√
2(1 + p)

(1 + p)

=

√
1 + p

2
,
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and similarly, 〈
va+1,

1√
2(1 + p)

(va + va+1)

〉
=

√
1 + p

2
.

Now we prove that any such correlation matrix with 0 < p < 1
d

is not d-decomposable.
For d = 1, the statement follows easily from the fact that the Schur product of any two
rank-one correlation matrices is again rank one (see the proof of Lemma 42), and that for
all 0 < p < 1, any correlation matrix satisfying the conditions of the proposition has rank
≥ 2. Assume d ≥ 2. It is clear that

|〈va, va+2〉| > |〈va, va+1〉| · |〈va+1, va+2〉|

for all a ∈ [d − 2]. Thus, by the proof of Theorem 36 it suffices to show that the
vectors {v1, . . . , vd+1} are linearly independent, and that for all a ∈ [d] it holds that
v(a,a+1) = αava + βa+1va+1 for some non-zero scalars αa, βa+1 ∈ C×.

First, by Gershgorin’s circle theorem [70], the condition that |〈va, vb〉|2 = p2 for all
a 6= b ∈ [d+ 1], along with 0 < p < 1

d
, implies that the vectors {v1, . . . , vd+1} are linearly

independent. Second, for each a ∈ [d] the principal submatrix of P generated by the
vectors {va, va+1, v(a,a+1)} is of the form

P (a,a+1) =


1 eiφ1p eiφ2

√
1+p

2

e−iφ1p 1 eiφ3
√

1+p
2

e−iφ2
√

1+p
2

e−iφ3
√

1+p
2

1


for some φ1, φ2, φ3 ∈ [0, 2π). Note that

Det(P (a,a+1)) = p(1 + p)(−1 + cos(φ1 − φ2 + φ3)) ≤ 0,

and since P (a,a+1) is positive semidefinite,

Det(P (a,a+1)) = 0.

This implies that P (a,a+1) has rank one or two. We can deduce rank(P (a,a+1)) 6= 1 be-
cause va and va+1 are linearly independent. Thus, rank(P (a,a+1)) = 2, which implies
v(a,a+1) = αava + βa+1va+1 for some scalars αa, βa+1 ∈ C, both of which must be non-zero
because no entry in P (a,a+1) has unit magnitude.
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Chapter 7

A generalization of Kruskal’s
theorem on tensor decomposition

The contents of this chapter are based on the preprint [94], which was written in collabo-
ration with Fedor Petrov.

Kruskal’s theorem states that a sum of product tensors constitutes a unique tensor
rank decomposition if the so-called k-ranks of the product tensors are large. We prove a
“splitting theorem” for sets of product tensors, in which the k-rank condition of Kruskal’s
theorem is weakened to the standard notion of rank, and the conclusion of uniqueness
is relaxed to the statement that the set of product tensors splits (i.e. is disconnected as
a matroid). Our splitting theorem implies a generalization of Kruskal’s theorem. While
several extensions of Kruskal’s theorem are already present in the literature, all of these
use Kruskal’s original permutation lemma, and hence still cannot certify uniqueness when
the k-ranks are below a certain threshold. Our generalization uses a completely new
proof technique, contains many of these extensions, and can certify uniqueness below this
threshold. We obtain several other useful results on tensor decompositions as consequences
of our splitting theorem. We prove sharp lower bounds on tensor rank and Waring rank,
which extend Sylvester’s matrix rank inequality to tensors. We also prove novel uniqueness
results for non-rank tensor decompositions.

We write S ∪ T to denote the union of two sets S and T . If S and T happen to be
disjoint, we often write S t T instead to remind the reader of this fact. For a positive
integer t, we say that a collection of subsets S1, . . . , St ⊆ T partitions T if Sp ∩Sq = {} for
all p 6= q ∈ [t], and S1 t · · · t St = T .

For a multiset of non-zero vectors E = {v1, . . . , vn} ⊆ V , a connected component
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of E is an inclusion-maximal connected subset of E. Any multiset of non-zero vectors
E can be (uniquely, up to reordering) partitioned into disjoint connected components
T1 t · · · t Tt = E [99, Proposition 4.1.2]. Observe that

span(E) =
⊕
i∈[t]

span(Ti),

and note that S ⊆ E separates E if and only if

dim span{v1, . . . , vn} = dim span{va : a ∈ S}+ dim span{va : a ∈ Sc}

if and only if

span{va : a ∈ S} ∩ span{va : a ∈ Sc} = {0}

(see [99, Proposition 4.2.1]).

This chapter is organized as follows: In Section 7.1 we prove our splitting theorem
(Theorem 4), introduced in Chapter 1. In Section 7.2 we observe that our splitting theorem
implies the generalization of Kruskal’s theorem stated in Theorem 2. In Section 7.3 we
prove that the inequality appearing in our splitting theorem cannot be weakened. In
Section 7.4 we prove a family of statements that interpolate between our generalization of
Kruskal’s theorem and a natural offshoot of our splitting theorem (briefly mentioned in
Section 1.3.1). In Section 7.5 we use our splitting theorem to prove a new lower bound
on Waring rank. In Section 7.6 we prove a novel uniqueness result for non-Waring rank
decompositions. In Section 7.7 we compare our generalization of Kruskal’s theorem to
other uniqueness criteria.

7.1 Proving the splitting theorem

In this section, we prove Theorem 4. We first observe the following basic fact.

Proposition 44. Let n ≥ 2 be an integer, let V = V1 ⊗ V2 be a vector space over a field
F, and let

E = {xa ⊗ ya : a ∈ [n]} ⊆ Prod (V1 : V2)

be a multiset of product tensors. If E is connected, then {xa : a ∈ [n]} and {ya : a ∈ [n]}
are both connected.

85



Proof. Suppose toward contradiction that E is connected and {xa : a ∈ [n]} splits, i.e.

dim span{xa : a ∈ [n]} = span{xa : a ∈ S} ⊕ span{xa : a ∈ Sc} (7.1)

for some non-empty proper subset S ⊆ [n]. Since E is connected, there exists a non-zero
vector

v ∈ span{xa ⊗ ya : a ∈ S} ∩ span{xa ⊗ ya : a ∈ Sc}.

Let f ∈ V∗2 be any linear functional such that (1 ⊗ f)v 6= 0. Then (1 ⊗ f)v is a non-zero
element of

span{xa : a ∈ S} ∩ span{xa : a ∈ Sc},

contradicting (7.1). The result is obviously symmetric under permutation of V1 and V2.

It is not difficult to see that Theorem 4 follows directly from the m = 2 case of Theo-
rem 4, Proposition 44, and an inductive argument (we omit this proof). We therefore need
only prove the m = 2 case of Theorem 4, which we now explicitly state for clarity.

Theorem 45 (m = 2 case of Theorem 4). Let n ≥ 2 be an integer, let V = V1 ⊗ V2 be a
vector space over a field F, and let

E = {xa ⊗ ya : a ∈ [n]} ⊆ Prod (V1 : V2)

be a multiset of product tensors. Let

d1 = dim span{xa : a ∈ [n]}

and

d2 = dim span{ya : a ∈ [n]}.

If E is connected, then dim span(E) ≥ d1 + d2 − 1.

To prove Theorem 45, we require a matroid-theoretic construction called the ear de-
composition of a connected matroid (see, e.g. [44]). For completeness, we review the
construction here. We refer the reader to [99] for the basic matroid-theoretic arguments
used in this proof.
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Lemma 46 (Ear decomposition). Let n ≥ 2 be an integer, let V be a vector space over
a field F, and let E = {v1, . . . , vn} ⊆ V \ {0} be a multiset of non-zero vectors. If E is
connected, then there exists a collection of circuits C1, . . . , Ct ⊆ E such that

E = C1 ∪ C2 ∪ · · · ∪ Ct,

and for each p ∈ [t], the multisets Cp and Ep := C1 ∪ · · · ∪ Cp satisfy the following two
properties:

1. Cp ∩ Ep−1 6= {}

2. dim span(Ep)− dim span(Ep−1) = |Ep \ Ep−1| − 1

Proof. Let C1 ⊆ E be an arbitrary circuit, which must exist because E is non-empty
and connected, and assume by induction that C1, . . . , Cp have already been constructed
to satisfy properties 1 and 2. Let B ⊆ Ep be a basis for span(Ep), and choose vectors
u1, u2, · · · ∈ E\Ep sequentially such that at each step q, {u1, . . . , uq} is linearly independent.
Terminate when

dim span{B ∪ {u1, . . . , uq}} = |B|+ q − 1.

Note that this process must terminate, otherwise E would split. Fixing q to be the ter-
minating step of this process, note that if uq is removed from B ∪ {u1, . . . , uq}, then
the resulting multiset is linearly independent, so B ∪ {u1, . . . , uq} contains a unique cir-
cuit containing uq. Call this circuit Cp+1, and observe that properties 1 and 2 hold for
Ep+1 := C1 ∪ · · · ∪ Cp+1. The lemma follows by repeating this process until the circuits
cover E.

Now we prove Theorem 45.

Proof of Theorem 45. For a subset S ⊆ [n], let

dS = dim span{xa ⊗ ya : a ∈ S},
dS1 = dim span{xa : a ∈ S},
dS2 = dim span{ya : a ∈ S}.

In a slight change of notation from Lemma 46, let C1, . . . , Ct ⊆ [n] be the index sets
corresponding to an ear decomposition of E, and let Ep = C1 ∪ · · · ∪ Cp ⊆ [n] for each
p ∈ [t]. The theorem follows from the following two claims

Claim 47. dE1 ≥ dE1
1 + dE1

2 − 1.
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Claim 48. For each p ∈ {2, . . . , t},

|Ep \ Ep−1| − 1 ≥ d
Ep

1 − d
Ep−1

1 + d
Ep

2 − d
Ep−1

2 .

Before proving these claims, let us first use them to complete the proof. Note that

dE2 = dE1 + |E2 \ E1| − 1

≥ dE1
1 + dE1

2 − 1 + |E2 \ E1| − 1

≥ dE2
1 + dE2

2 − 1.

The first line is a property of the ear decomposition, the second line follows from Claim 47,
and the third line follows from Claim 48. So Claim 47 holds with E1 replaced with E2.
Repeating this process inductively gives d[n] ≥ d

[n]
1 + d

[n]
2 − 1, which is what we wanted to

prove. This completes the proof, modulo proving the claims.

Proof of Claim 47. By permuting [n], we may assume that C1 = [q] for some q ∈ [n], and

that {xa : a ∈ [d
[q]
1 ]} is a basis for span{xa : a ∈ [q]}. Let s = d

[q]
1 .

Suppose that there exists b ∈ [s] such that yb /∈ span{ya : a ∈ [q] \ [s]}. Let f ∈ V∗1 ,
g ∈ V∗2 be linear functionals such that f(xb) = g(yb) = 1, f(xa) = 0 for all a ∈ [s] \ {b},
and g(ya) = 0 for all a ∈ [q] \ [s]. So

(f ⊗ g)(xa ⊗ ya) =

{
1, a = b

0, a 6= b
.

It follows that xb⊗yb /∈ span{xa⊗ya : a ∈ [q]\{b}}, contradicting the fact that C1 indexes
a circuit. So {ya : a ∈ [s]} ⊆ span{ya : a ∈ [q] \ [s]}, which implies

dC1
2 ≤ q − s

= dC1 + 1− dC1
1 ,

completing the proof. 4

Now we prove Claim 48.

Proof of Claim 48. LetB ⊆ Ep−1 be such that {xa : a ∈ B} is a basis for span{xa : a ∈ Ep−1}.
By permuting [n], we may assume that Ep \ Ep−1 = [q] for some q ∈ [n], and that
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B ∪ {xa : a ∈ [s]} is a basis for span{xa : a ∈ Ep}, where s = dEp − dEp−1 . If there
exists b ∈ [s] for which yb /∈ span{ya : a ∈ [q] \ [s]}, then, as in the proof of Claim 47,

xb ⊗ yb /∈ span{xa ⊗ ya : a ∈ Ep \ {b}}.

But this contradicts connectedness of E, a contradiction. It follows that d
Ep\Ep−1

2 ≤ q − s,
so

d
Ep

2 − d
Ep−1

2 ≤ d
Cp

2 − d
Cp∩Ep−1

2

≤ d
Cp\(Cp∩Ep−1)
2 − 1

= d
Ep\Ep−1

2 − 1

≤ q − s− 1

= |Ep \ Ep−1| − (d
Ep

1 − d
Ep−1

1 )− 1.

The first line is easy to verify (in matroid-theoretic terms, this is submodularity of the
rank function). The second line follows from the fact that {ya : a ∈ Cp} is connected. The
third line is obvious, the fourth line we proved above, and the fifth line follows from our
definitions. This completes the proof. 4

The proofs of Claims 47 and 48 complete the proof of the theorem.

7.2 Using our splitting theorem to generalize Kruskal’s

theorem

In this section we use our splitting theorem (Theorem 4) to prove our generalization of
Kruskal’s theorem (Theorem 2). We then introduce a reshaped version of Theorem 2, which
has many more degrees of freedom than the standard reshaping of Kruskal’s theorem.

To prove Theorem 2, we first observe the following useful corollary to our splitting
theorem.

Corollary 49. Let n ≥ 2 and m ≥ 2 be integers, let V = V1 ⊗ · · · ⊗ Vm be a vector space
over a field F, let

E = {xa : a ∈ [n]} ⊆ Prod (V1 : · · · : Vm)
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be a multiset of product tensors, and for each j ∈ [m], let

dj = dim span{xa,j : a ∈ [n]}.

If n ≤
∑m

j=1(dj − 1) + 1, then E splits.

Proof. If E is linearly independent, then it obviously splits. Otherwise,

dim span(E) ≤ n− 1,

and the result follows immediately from our splitting theorem.

Now we use this corollary to prove our generalization of Kruskal’s theorem.

Proof of Theorem 2. Let xa = xa,1 ⊗ · · · ⊗ xa,m for each a ∈ [n], and suppose that∑
a∈[n] xa =

∑
a∈[r] ya for some non-negative integer r ≤ n and multiset of product ten-

sors {ya : a ∈ [r]} ⊆ Prod (V1 : · · · : Vm). For notational convenience, for each a ∈ [r] let
xn+a = −ya, so that

∑
a∈[n+r] xa = 0. Let T1 t · · · t Tt = [n + r] be the index sets of

the connected components of {xa : a ∈ [n + r]}. Since
∑

a∈[n+r] xa = 0, it follows that∑
a∈Tp xa = 0 for all p ∈ [t], so |Tp| ≥ 2 for all p ∈ [t].

For each p ∈ [t], if ∣∣Tp ∩ [n]
∣∣ ≥ ∣∣Tp ∩ [n+ r] \ [n]

∣∣, (7.2)

then it must hold that ∣∣Tp ∩ [n]
∣∣ =

∣∣Tp ∩ [n+ r] \ [n]
∣∣ = 1, (7.3)

otherwise {xa : a ∈ Tp} would split by Corollary 49, a contradiction. Since r ≤ n and the
inequality (7.2) can never be strict, it follows that r = n and (7.3) holds for all p ∈ [t].
This completes the proof.

For m ≥ 4, both Kruskal’s theorem and our Theorem 2 can be “reshaped” by regarding
multiple subsystems as a single subsystem, to give potentially stronger uniqueness criteria.
It is worth noting that the reshaped version of Theorem 2 has quite a different flavour from
the reshaped version of Kruskal’s theorem; in particular, there are many more degrees of
freedom to choose from. We omit the proof of the following reshaped version of Theorem 2,
because it is similar to the proof of Theorem 2.
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Theorem 50 (Reshaped generalization of Kruskal’s theorem). Let n ≥ 2 and m ≥ 3 be
integers, let V = V1 ⊗ · · · ⊗ Vm be a vector space over a field F, and let

{xa : a ∈ [n]} ⊆ Prod (V1 : · · · : Vm)

be a multiset of product tensors. For each S ⊆ [n] and J ⊆ [m], let

dSJ = dim span
{⊗

j∈J

xa,j : a ∈ S
}
.

If for every subset S ⊆ [n] with 2 ≤ |S| ≤ n there exists a partition J1 t · · · t Jt = [m]
(which may depend on S) such that 2|S| ≤

∑
i∈[t](d

S
Ji
− 1) + 1, then

∑
a∈[n] xa constitutes

a unique tensor rank decomposition.

It is instructive to compare Theorem 50 to the standard reshaping of Kruskal’s theorem:

Theorem 51 (Reshaped Kruskal’s theorem). Let n ≥ 2 and m ≥ 3 be integers, let
V = V1 ⊗ · · · ⊗ Vm be a vector space over a field F, and let

{xa : a ∈ [n]} ⊆ Prod (V1 : · · · : Vm)

be a multiset of product tensors. For each J ⊆ [m], let

kJ = k-rank(
⊗
j∈J

xa,j : a ∈ [n]).

If there exists a partition of [m] into three disjoint subsets J t K t L = [m] such that
2n ≤ kJ + kK + kL − 2, then

∑
a∈[n] xa constitutes a unique tensor rank decomposition.

Theorem 51 clearly follows from our Theorem 50. In Theorem 51, one could of course
consider more general partitions of [m] into more than three subsets, but since the k-rank
satisfies kJ∪K ≥ min{n, kJ + kK − 1} for any disjoint subsets J,K ⊆ [m] (See Lemma 1
in [110]), it suffices to consider tripartitions J tK t L = [m]. In contrast, it is not clear
that one can restrict to tripartitions in Theorem 50. There is another major difference
between these two theorems: In Theorem 51, one chooses a single partition of [m], whereas
in Theorem 50, one is free to choose a different partition of [m] for every S.

We remark that many other statements in this chapter (for example, the splitting
theorem itself) can be reshaped similarly to Theorem 50. We do not explicitly state these
reshapings.
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7.3 The inequality appearing in our splitting theorem

cannot be weakened

In this section, we find a connected multiset of product tensors E = {xa : a ∈ [n]} that
satisfies dim span(E) =

∑m
j=1(dj − 1) + 1. In fact, we prove that this multiset of product

tensors forms a circuit, which is stronger than being connected. This proves that the bound
in Corollary 60, and the inequality dim span(E) ≤

∑m
j=1(dj − 1) appearing in Theorem 4,

cannot be weakened. The example we use is Derksen’s [49], which he used to prove that
the inequality appearing in Kruskal’s theorem cannot be weakened.

Fact 52. For any field F with Char(F) = 0, and positive integers d1, . . . , dm with
n− 1 =

∑m
j=1(dj − 1) + 1, there exist vector spaces V1, . . . ,Vm over F and a multiset of

product tensors {xa : a ∈ [n]} ⊆ Prod (V1 : · · · : Vm) that forms a circuit, and satisfies

dim span{xa,j : a ∈ [n]} ≥ dj

for all a ∈ [n].

We note that if d1 = · · · = dm, then the multiset of product tensors {xa : a ∈ [n]}
can be taken to be symmetric in the sense introduced in Section 2 (this is obvious from
Derksen’s construction [49]). As a result, our splitting theorem is also sharp for symmetric
product tensors. We use this fact in Sections 7.5 and 7.6 to prove optimality of our
results on symmetric decompositions. We remark that the assumption Char(F) = 0 can
be weakened, see [49].

Proof of Fact 52. By Theorem 2 of [49], there exist vector spaces V1, . . . ,Vm over F, a pos-
itive integer ñ ≤ n, and product tensors {xa : a ∈ [ñ]} ⊆ Prod (V1 : · · · : Vm) with k-ranks
dj = k-rank(x1,j, . . . , xñ,j) such that

∑
a∈[ñ] xa = 0. If ñ < n, then ñ ≤

∑m
j=1(dj − 1) + 1,

which implies {xa : a ∈ [ñ]} is linearly independent by Corollary 57 (or Proposition 3.1
in [63]). But this contradicts

∑
a∈[ñ] xa = 0, so ñ = n. The equality n =

∑m
j=1(dj − 1) + 2

implies that dj ≤ n − 1 for all j ∈ [m]. It follows that for any subset S ⊆ [n] of size
|S| = n− 1, it holds that k-rank(xa,j : a ∈ S) ≥ dj. Since n− 1 =

∑m
j=1(dj − 1) + 1, then

by Corollary 57, {xa : a ∈ S} is linearly independent. It follows that {xa : a ∈ [n]} is a
circuit.
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7.4 Interpolating between our generalization of Kruskal’s

theorem and an offshoot of our splitting theorem

For the entirety of this section, we fix non-negative integers n ≥ 2 and m ≥ 2, a vector space
V = V1 ⊗ · · · ⊗ Vm over a field F, and a multiset of product tensors
{xa : a ∈ [n]} ⊆ Prod (V1 : · · · : Vm). For each subset S ⊆ [n] and index j ∈ [m], we define

dSj = dim span{xa,j : a ∈ S},

and use the shorthand dj = d
[n]
j for all j ∈ [m].

As a consequence of our splitting theorem, if n ≤
∑m

j=1(dj − 1) + 1, then {xa : a ∈ [n]}
splits (Corollary 49). Our generalization of Kruskal’s theorem states that if
2|S| ≤

∑m
j=1(dSj − 1) + 1 for every subset S ⊆ [n] with 2 ≤ |S| ≤ n, then

∑
a∈[n] xa consti-

tutes a unique tensor rank decomposition. It is natural to ask what happens when other,
similar inequalities hold. In particular, suppose that

|S|+R(|S|) ≤
m∑
j=1

(dSj − 1) + 1 (7.4)

for all S ⊆ [n] with s + 1 ≤ |S| ≤ n, for some s ∈ [n − 1] and function R : [n] \ [s] → Z.
What can be said about the tensors v ∈ span{xa : a ∈ [n]}?

In this section, we use our splitting theorem to answer this question for choices of s
and R that produce useful results on tensor decompositions. In Section 7.4.1 we prove
uniqueness results for low-rank tensors in span{xa : a ∈ [n]}. These results can be viewed
as an interpolation between the two extreme choices of parameters in Corollary 49 (where
s = n − 1 and R(n) = n) and our generalization of Kruskal’s theorem (where s = 1
and R = 1). We use this interpolation to extend several recent results in [63, 10, 9]. In
Section 7.4.2 we prove uniqueness results for non-rank decompositions of

∑
a∈[n] xa (i.e.,

decompositions into a non-minimal number of product tensors), which appear to be the
first known results of this kind.

We will make use of the following terminology.

Definition 53. For positive integers n and r, multisets of product tensors

{xa : a ∈ [n]}, {ya : a ∈ [r]} ⊆ Prod (V1 : · · · : Vm) ,

and non-zero scalars

{αa : a ∈ [n]}, {βa : a ∈ [r]} ⊆ F×,
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for which ∑
a∈[n]

αaxa =
∑
a∈[r]

βaya,

we say that the (ordered) pair of decompositions (
∑

a∈[n] αaxa,
∑

a∈[r] βaya) has an (s, l)-
subpartition for some positive integers s and l if there exist pairwise disjoint subsets
Q1, . . . , Ql ⊆ [n] and pairwise disjoint subsets R1, . . . , Rl ⊆ [r] for which

max{1, |Rp|} ≤ |Qp| ≤ s

and
∑

a∈Qp
αaxa =

∑
a∈Rp

βaya for all p ∈ [l]. We say that the pair (
∑

a∈[n] αaxa,
∑

a∈[r] βaya)

has an (s, l)-partition if the sets Q1, . . . , Ql ⊆ [n] and R1, . . . , Rl ⊆ [r] can be chosen to
partition [n] and [r], respectively.

We say that the pair (
∑

a∈[n] αaxa,
∑

a∈[r] βaya) is reducible if there exist subsets Q ⊆ [n]

and R ⊆ [r] for which |Q| > |R| and
∑

a∈Q αaxa =
∑

a∈R βaya. We say that the pair is
irreducible if it is not reducible.

(Technically, the linear combinations appearing in the pair (
∑

a∈[n] αaxa,
∑

a∈[r] βaya)
should be regarded formally, so that they contain the data of the decompositions, and the
linear combinations appearing elsewhere should be regarded as standard linear combina-
tions in V .)

For brevity, we will often abuse notation and say that
∑

a∈[n] αaxa =
∑

a∈[r] βaya has

an (s, l)-subpartition (or is reducible) to mean that (
∑

a∈[n] αaxa,
∑

a∈[r] βaya) has an (s, l)-

subpartition (or is reducible). Note that the properties of (s, l)-subpartitions and reducibil-
ity are not symmetric with respect to permutation of the first and second decompositions.
Typically, the first decomposition

∑
a∈[n] αaxa will be known, and the second decomposition∑

a∈[r] βaya will be some unknown decomposition that we want to control.

An immediate consequence of Corollary 49 is that if
∑

a∈[n] xa =
∑

a∈[r] ya for some

r ≤ n, and the inequality (7.4) holds for s = n − 1 and R(n) = r, then this pair of
decompositions has an (n − 1, 1)-subpartition (see Corollary 59 for a slight extension of
this statement). By comparison, our generalization of Kruskal’s theorem states that if
r ≤ n, and (7.4) holds for s = 1 and R = 1, then r = n and this pair of decompositions
has a (1, n)-subpartition. In Section 7.4.1 we prove statements on the existence of (s, l)-
subpartitions for r ≤ n, which interpolate between these two statements by trading stronger
assumptions for stronger notions of uniqueness. In Section 7.4.2 we prove a similar family
of statements for r ≥ n+1, obtaining novel uniqueness results for non-rank decompositions.
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We conclude the introduction to this section by making a few notes about our definitions
of (s, l)-subpartitions and reducibility. It may seem a bit strange at first that the inequality
|Rp| ≤ |Qp| appears in our definition of an (s, l)-subpartition. We have chosen to include
this inequality because we typically want to reduce the number of product tensors that
appear a decomposition. Our definition of reducibility captures a similar idea: If n ≤ r and
(
∑

a∈[n] αaxa,
∑

a∈[r] βaya) is reducible, then these decompositions can easily be combined

to produce a decomposition into fewer than n product tensors. (When r ≤ n, reducibility
of (
∑

a∈[r] βaya,
∑

a∈[n] αaxa) captures a similar idea.) Assuming irreducibility will allow us

to avoid certain pathological cases. Note that if
∑

a∈[n] αaxa is a tensor rank decomposition,

then (
∑

a∈[n] αaxa,
∑

a∈[r] βaya) is automatically irreducible.

Note that when (
∑

a∈[n] αaxa,
∑

a∈[r] βaya) is irreducible, the existence of an (s, l)-

subpartition is equivalent to the existence of pairwise disjoint subsets Q1, . . . , Ql ⊆ [n]
and pairwise disjoint subsets R1, . . . , Rl ⊆ [r] for which

1 ≤ |Rp| = |Qp| ≤ s

and
∑

a∈Qp
αaxa =

∑
a∈Rp

βaya for all p ∈ [l]. When s = 1, these statements are equivalent
even without the irreducibility assumption.

7.4.1 Low-rank tensors in the span of a set of product tensors

In this subsection, we prove statements about low-rank tensors in span{xa : a ∈ [n]}.
Most of our results in this section are consequences of Theorem 54, which is a some-
what complicated statement on the existence of (s, l)-partitions. For s = 1, and any
r ∈ {0, 1, . . . , n} we obtain a condition on {xa : a ∈ [n]} for which the only rank ≤ r ten-
sors in span{xa : a ∈ [n]} are those that can be written (uniquely) as a linear combination
of ≤ r elements of {xa : a ∈ [n]}. For s = 1, r = 0 we obtain a sufficient condition for
linear independence of {xa : a ∈ [n]}. For s = 1, r = 1 we obtain a sufficient condition for
the only product tensors in span{xa : a ∈ [n]} to be scalar multiples of x1, . . . , xn. These
generalize Proposition 3.1 and Theorem 3.2 in [63], respectively. The case s = 1, r = n
reproduces our generalization of Kruskal’s theorem. For s = n − 1, we strengthen recent
results in [10, 9] on circuits of product tensors.

Most of the statements in this subsection are consequences of the following theorem,
which is complicated to state, but easy to prove with our splitting theorem.

Theorem 54. Let s ∈ [n − 1], and r ∈ {0, 1, . . . , n} be integers. Suppose that for every
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subset S ⊆ [n] with s+ 1 ≤ |S| ≤ n, it holds that

min{2|S|, |S|+ r} ≤
m∑
j=1

(dSj − 1) + 1. (7.5)

Then for any v ∈ span{xa : a ∈ [n]} with rank(v) ≤ r, and any decomposition v =
∑

a∈[r̃] ya
of v into r̃ ≤ r product tensors {ya : a ∈ [r̃]} ⊆ Prod (V1 : · · · : Vm), the following holds:
For any subset S ⊆ [n] for which |S| ≥ s+ 1, and non-zero scalars {αa : a ∈ S} ⊆ F× for
which it holds that ∑

a∈S

αaxa =
∑
a∈[r̃]

ya

and (
∑

a∈[r̃] ya,
∑

a∈S αaxa) is irreducible, the pair of decompositions (
∑

a∈[n] αaxa,
∑

a∈[r̃] ya)

has an (s, l)-partition, for l = d|S|/se.

Proof. For each a ∈ [r̃], let xn+a = −ya, and let E = S ∪ ([n + r̃] \ [n]) ⊆ [n + r̃].
Let T1 t · · · t Tt = E be a partition of E into index sets corresponding to the connected
components of {xa : a ∈ E}. Since (

∑
a∈[r̃] ya,

∑
a∈S αaxa) is irreducible, it must hold that∣∣Tp ∩ S∣∣ ≥ ∣∣Tp ∩ (E \ S)

∣∣
for all p ∈ [t], and hence

|Tp| ≤ min
{

2
∣∣Tp ∩ S∣∣, ∣∣Tp ∩ S∣∣+ r

}
.

If |Tp ∩ S| ≥ s+ 1, then {xa : a ∈ Tp} splits by (7.5) and Corollary 49, a contradiction. So
it must hold that |Tp ∩ S| ≤ s for all p ∈ [t]. It follows that t ≥ d|S|/se by the pigeonhole
principle, and one can take Qp = Tp ∩ S and

Rp = {a ∈ [r̃] : n+ a ∈ Tp ∩ (E \ S)}

for all p ∈ [t] to conclude.

s = 1 case of Theorem 54

The s = 1 case of Theorem 54 gives a sufficient condition for which the only tensor rank
≤ r elements of span{xa : a ∈ [n]} are those which can be written (uniquely) as a linear
combination of ≤ r elements of span{xa : a ∈ [n]}. In this subsection, we state this case
explicitly, and observe several consequences of this case. In particular, we observe a lower
bound on tensor rank and a sufficient condition for a set of product tensors to be linearly
independent.
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Corollary 55 (s = 1 case of Theorem 54). Let r ∈ {0, 1, . . . , n} be an integer. Suppose
that for every subset S ⊆ [n] such that 2 ≤ |S| ≤ n, it holds that

|S|+ min{|S|, r} ≤
m∑
j=1

(dSj − 1) + 1. (7.6)

Then any non-zero linear combination of more than r elements of {xa : a ∈ [n]} has tensor
rank greater than r, and every tensor v ∈ span{xa : a ∈ [n]} of tensor rank at most r has a
unique tensor rank decomposition into a linear combination of elements of {xa : a ∈ [n]}.

Note that a sufficient condition for the inequality (7.6) to hold is that

n+ r ≤
m∑
j=1

(kj − 1) + 1,

where kj = k-rank(x1,j, . . . , xn,j) for all j ∈ [m]. This recovers Proposition 3.1 and The-
orem 3.2 in [63] in the r = 0 and r = 1 cases, respectively, and interpolates between
Kruskal’s theorem and these results. For clarity, we will explicitly state the r = 0 and
r = 1 cases of Corollary 55 at the end of this subsection.

Proof of Corollary 55. Let S ⊆ [n] be a subset, let {αa : a ∈ S} ⊆ F× be a multiset of
non-zero scalars, let r̃ = rank[

∑
a∈S αaxa], and let {ya : a ∈ [r̃]} ⊆ Prod (V1 : · · · : Vm) be

such that
∑

a∈S αaxa =
∑

a∈[r̃] ya. If r̃ ≤ r, then by the s = 1 case of Theorem 54, this

pair of decompositions has a (1, |S|)-partition. It follows that |S| = r̃. Hence, every linear
combination of more than r elements of {xa : a ∈ [n]} has tensor rank greater than r.

Let v ∈ span{xa : a ∈ [n]} have tensor rank r̃ ≤ r. Then v =
∑

a∈Q αaxa for some
set Q ⊆ [n] of size |Q| = r̃ and non-zero scalars {αa : a ∈ Q}. It follows from (7.6) and
Theorem 2 that this is the unique tensor rank decomposition of v.

Corollary 55 immediately implies the following lower bound on rank[
∑

a∈[n] xa].

Corollary 56. If for every subset S ⊆ [n] for which 2 ≤ |S| ≤ n, it holds that

|S|+ min{|S|, r} ≤
m∑
j=1

(dSj − 1) + 1, (7.7)

then rank[
∑

a∈[n] xa] ≥ r + 1.
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In particular, Corollary 56 implies that

rank

[∑
a∈[n]

xa

]
≥ min

{
n,

m∑
j=1

(kj − 1) + 2− n
}
. (7.8)

In Section 7.5 we prove that when the Kruskal ranks are sufficiently balanced, two of the
k-ranks ki, kj appearing in the bound (7.8) can be replaced with standard ranks di, dj (The-
orem 67). Our Theorem 67 is independent of the bound in Corollary 56 (see Example 68).

We close this subsection by stating the r = 0 and r = 1 cases of Corollary 55, which
generalize Proposition 3.1 and Theorem 3.2 in [63], respectively. We remark that the m = 2
subcase of Corollary 57 was proven by Pierpaola Santarsiero in unpublished work, using a
different proof technique.

Corollary 57 (s = 1, r = 0 case of Theorem 54). If for every subset S ⊆ [n] for which
2 ≤ |S| ≤ n, it holds that

|S| ≤
m∑
j=1

(dSj − 1) + 1,

then {xa : a ∈ [n]} is linearly independent.

Corollary 58 (s = 1, r = 1 case of Theorem 54). If for every subset S ⊆ [n] for which
2 ≤ |S| ≤ n, it holds that

|S| ≤
m∑
j=1

(dSj − 1),

then

span{xa : a ∈ [n]} ∩ Prod (V1 : · · · : Vm) = C×x1 t · · · t C×xn.

s = n− 1 case of Theorem 54

In this subsection we state a slight adaptation of the s = n− 1 case of Theorem 54, which
gives sufficient conditions for a pair of decompositions to have an (n − 1, 1)-subpartition.
After stating this case, we observe that the subcase r = 1 improves recent results in [10, 9]
concerning circuits of product tensors. We then remark on applications of this special case
in quantum information theory.
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Corollary 59 (s = n − 1 case of Theorem 54). Let r ∈ {0, 1, . . . , n} be an integer. If
n+ r ≤

∑m
j=1(dj − 1) + 1, then for any non-negative integer r̃ ≤ r and multiset of prod-

uct tensors {ya : a ∈ [r̃]} for which
∑

a∈[n] xa =
∑

a∈[r̃] ya, the pair of decompositions

(
∑

a∈[n] xa,
∑

a∈[r̃] ya) has an (n− 1, 1)-subpartition.

Moreover, if n+ r ≤
∑m

j=1(dj − 1) + 1, r̃ = rank[
∑

a∈[n] xa], and 1 ≤ r̃ ≤ min{r, n−1},
then there exists a subset S ⊆ [n] with r̃ ≤ |S| ≤ n− 1 for which

rank

[∑
a∈S

xa

]
< r̃.

Proof. The statement of the first paragraph is slightly different from the s = n− 1 case of
Theorem 54, and it follows easily from Corollary 49. To prove the statement of the second
paragraph, let {za : a ∈ [r̃]} ∈ Prod (V1 : · · · : Vm) be any multiset of product tensors for
which

∑
a∈[n] xa =

∑
a∈[r̃] za, and let Q ⊆ [n], R ⊆ [r̃] be subsets for which

max{|R|, 1} ≤ |Q| ≤ n− 1

and
∑

a∈Q xa =
∑

a∈R za. If |R| < |Q| and |Q| ≥ r̃, then we can take S = Q. If |R| < |Q|
and |Q| ≤ r̃−1, then we can take S ⊆ [n] to be any subset for which S ⊇ Q and |S| = r̃. It
remains to consider the case |R| = |Q|. In this case, it must hold that

∣∣[r̃] \R∣∣ < ∣∣[n] \Q
∣∣,

so we can find S using the same arguments as in the case |R| < |Q|.

A special case of the r = 1 case of Corollary 59 gives an upper bound of n− 2 on the
number of subsystems j ∈ [m] for which a circuit of product tensors can have dj > 1. This
bound improves those obtained in [9, Theorem 1.1] and [10, Lemma 4.5], and is sharp (see
Section 7.3).

Corollary 60. If {xa : a ∈ [n]} forms a circuit, then dj > 1 for at most n − 2 indices
j ∈ [m].

Proof. This follows immediately from Corollary 49, since circuits are connected. Alterna-
tively, this follows from the second paragraph in the statement of Corollary 59, since for
any circuit it holds that

∑
a∈S xa 6= 0 for all S ⊆ [n] with 1 ≤ |S| ≤ n− 1.

As an immediate consequence of Corollary 60, a sum of two product tensors is again
a product tensor if and only if dj > 1 for at most a single subsystem index j ∈ [m] (see
Corollary 15 in [88]). This statement is well-known. In particular, it was used in [128, 74]
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to characterize the invertible linear operators that preserve the set of product tensors.
In [90, 88] the first author used this statement to study decomposable correlation matrices,
and observed that it directly provides an elementary proof of a recent result in quantum
information theory [24] (see Corollary 16 in [88]).

7.4.2 Uniqueness results for non-rank decompositions

In this subsection we prove uniqueness results for decompositions of
∑

a∈[n] xa into r ≥ n+ 1

product tensors. Namely, we provide conditions on {xa : a ∈ [n]} for which whenever∑
a∈[n] xa =

∑
a∈[r] ya for some multiset of product tensors {ya : a ∈ [r]}, this pair of

decompositions has an (s, l)-subpartition. In particular, for s = 1 we obtain sufficient
conditions for the existence of subsets Q ⊆ [n], R ⊆ [r] of size |Q| = |R| = l for which
{xa : a ∈ Q} = {ya : a ∈ R}. We refer the reader also to Section 7.6, in which we prove
uniqueness results on non-Waring rank decompositions of symmetric tensors, and identify
applications of our non-rank uniqueness results.

In Theorem 61 we give sufficient conditions for which whenever (
∑

a∈[n] xa,
∑

a∈[r] ya) is

irreducible, it has an (s, l)-subpartition. We then observe that for s = 1 we can drop the
irreducibility assumption and obtain the result described in the previous paragraph. We
then prove a modified version of Theorem 61, which drops the irreducibility assumption
for arbitrary s ∈ [n− 1]. At the end of this subsection, we review these statements in the
s = n− 1 case.

Theorem 61. Let n ≥ 2, q ∈ [n− 1], s ∈ [q], and r be positive integers for which

n+ 1 ≤ r ≤ n+
⌈n− q

s

⌉
, (7.9)

and let l = bq/sc. If for every subset S ⊆ [n] for which s+ 1 ≤ |S| ≤ n, it holds that

2|S|+ max

{
0, (r − n)−

⌈
n− q + s

|S|

⌉
+ 1

}
≤

m∑
j=1

(dSj − 1) + 1, (7.10)

then for any multiset of product tensors {ya : a ∈ [r]} ⊆ Prod (V1 : · · · : Vm) for which∑
a∈[n] xa =

∑
a∈[r] ya and (

∑
a∈[n] xa,

∑
a∈[r] ya) is irreducible, this pair of decompositions

has an (s, l)-subpartition.

One may be concerned about whether the complicated collection of inequalities (7.10)
can ever be satisfied. The answer is yes, simply because the righthand side can depend
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on m, whereas the lefthand side does not. So for m large enough, one can always find
{xa : a ∈ [n]} that satisfies these inequalities. In fact, they can even be satisfied non-
trivially for m = 3, as we observe in Example 65.

Proof of Theorem 61. For each a ∈ [r], let xn+a = −ya, and let T1 t · · · t Tt = [n + r] be
the index sets of the decomposition of {xa : a ∈ [n+ r]} into connected components. Note
that for each p ∈ [t], it must hold that∣∣Tp ∩ [n+ r] \ [n]

∣∣ ≥ ∣∣Tp ∩ [n]
∣∣,

otherwise we would contradict irreducibility. For each p ∈ [t], if∣∣Tp ∩ [n+ r] \ [n]
∣∣ =

∣∣Tp ∩ [n]
∣∣,

then
∣∣Tp∩ [n]

∣∣ ≤ s, otherwise {xa : a ∈ Tp} would split by (7.10) and Corollary 49. Assume
without loss of generality that∣∣T1 ∩ [n]

∣∣− ∣∣T1 ∩ [n+ r] \ [n]
∣∣ ≥ ∣∣T2 ∩ [n]

∣∣− ∣∣T2 ∩ [n+ r] \ [n]
∣∣

...

≥
∣∣Tt ∩ [n]

∣∣− ∣∣Tt ∩ [n+ r] \ [n]
∣∣.

If ∣∣T1 ∩ [n]
∣∣ =

∣∣T1 ∩ [n+ r] \ [n]
∣∣,

then let l̃ ∈ [t] be the largest integer for which∣∣Tl̃ ∩ [n]
∣∣ =

∣∣Tl̃ ∩ [n+ r] \ [n]
∣∣. (7.11)

Otherwise, let l̃ = 0. Then for all p ∈ [t] \ [l̃] it holds that

|Tp ∩ [n]| < |Tp ∩ [n+ r] \ [n]| (7.12)

(recall that we define [0] = {}). To complete the proof, we will show that l̃ ≥ l, for then
we can take Qp = Tp ∩ [n] and Rp = Tp ∩ [n+ r] \ [n] for all p ∈ [l] to conclude.

Suppose toward contradiction that l̃ < l. We require the following two claims:

Claim 62. It holds that l̃ < t,
⌈
n−sl̃
t−l̃

⌉
≥ s+ 1, and there exists p ∈ [t] \ [l̃] for which

∣∣Tp ∩ [n]
∣∣ ≥ ⌈n− sl̃

t− l̃

⌉
. (7.13)
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Claim 63. For all p ∈ [t] \ [l̃], it holds that∣∣Tp ∩ [n+ r] \ [n]
∣∣ ≤ ∣∣Tp ∩ [n]

∣∣+ r − n+ l̃ − t+ 1 (7.14)

Before proving these claims, we first use them to complete the proof of the theorem.
Let p ∈ [t] \ [l̃] be as in Claim 62. Then,

|Tp| =
∣∣Tp ∩ [n]

∣∣+
∣∣Tp ∩ [n+ r] \ [n]

∣∣
≤ 2
∣∣Tp ∩ [n]

∣∣+ r − n+ l̃ − t+ 1

≤ 2
∣∣Tp ∩ [n]

∣∣+ r − n−
⌈

n− sl̃∣∣Tp ∩ [n]
∣∣
⌉

+ 1

≤ 2
∣∣Tp ∩ [n]

∣∣+ r − n−
⌈
n− q + s∣∣Tp ∩ [n]

∣∣
⌉

+ 1

≤
m∑
j=1

(d
Tp∩[n]
j − 1) + 1,

where the first line is obvious, the second follows from Claim 63, the third follows from
Claim 62, the fourth follows from l̃ < l, and the fifth follows from (7.10) and the fact that∣∣Tp ∩ [n]

∣∣ ≥ s + 1. So {xa : a ∈ Tp} splits, a contradiction. This completes the proof,
modulo proving the claims.

Proof of Claim 62. To prove the claim, we first observe that n > st. Indeed, if n ≤ st then

r =
t∑

p=1

∣∣Tp ∩ [n+ r] \ [n]
∣∣

≥ n+ t− l̃

≥ n+
n− q
s

+ 1,

where the first line is obvious, the second follows from (7.11) and (7.12), and the third
follows from n ≤ st and l̃ < l. This contradicts (7.9), so it must hold that n > st.

Note that l̃ < t, for otherwise we would have n ≤ st by the fact that
∣∣Tp ∩ [n]

∣∣ ≤ s for

all p ∈ [l̃]. To verify that
⌈
n−sl̃
t−l̃

⌉
≥ s + 1, it suffices to prove n−sl̃

t−l̃ > s, which follows from

n > st. To verify (C.2), since
∣∣Tp∩ [n]

∣∣ ≤ s for all p ∈ [l̃], by the pigeonhole principle there

exists p ∈ [t] \ [l̃] for which ∣∣Tp ∩ [n]
∣∣ ≥ ⌈n− sl̃

t− l̃

⌉
.
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This proves the claim. 4

Proof of Claim 63. Suppose toward contradiction that the inequality (7.14) does not hold
for some p̃ ∈ [t] \ [l̃]. Then

r =
t∑

p=1

∣∣Tp ∩ [n+ r] \ [n]
∣∣

≥
∑
p6=p̃

∣∣Tp ∩ [n+ r] \ [n]
∣∣+
∣∣Tp̃ ∩ [n]

∣∣+ (r − n) + l̃ − t+ 2

≥ r + 1,

where the first two lines are obvious, and the last line follows from (7.11) and (7.12), a
contradiction. 4

The proofs of Claims 62 and 63 complete the proof of the theorem.

s = 1 case of Theorem 61

In the s = 1 case of Theorem 61, we can drop the assumption that the pair of decompo-
sitions is irreducible. This is because the other assumptions already imply that

∑
a∈[n] xa

constitutes a (unique) tensor rank decomposition by Theorem 2, so
∑

a∈[n] xa =
∑

a∈[r] ya
will automatically be irreducible (see the discussion at the beginning of Section 7.4).

Corollary 64 (s = 1 case of Theorem 61). Let q ∈ [n − 1] and r be positive integers for
which n+ 1 ≤ r ≤ 2n− q. If for every subset S ⊆ [n] with 2 ≤ |S| ≤ n it holds that

2|S|+ max

{
0, (r − n)−

⌈
n− q + 1

|S|

⌉
+ 1

}
≤

m∑
j=1

(dSj − 1) + 1, (7.15)

then for any multiset of product tensors {ya : a ∈ [r]} ⊆ Prod (V1 : · · · : Vm) for which∑
a∈[n] xa =

∑
a∈[r] ya, there exist subsets Q ⊆ [n] and R ⊆ [r] of size |Q| = |R| = q

for which {xa : a ∈ Q} = {ya : a ∈ R} (in other words, this pair of decompositions has a
(1, q)-subpartition).

It is worth noting that although the assumptions of Corollary 64 require
∑

a∈[n] xa to
constitute a unique tensor rank decomposition, this result can also be applied to arbitrary
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decompositions
∑

a∈[n] xa, provided that
∑

a∈S xa constitutes a unique tensor rank decom-

position for some subset S ⊆ [n] with 2 ≤ |S| ≤ n, as one can simply apply Corollary 64
to the pair of decompositions (

∑
a∈S xa,

∑
a∈[r] ya −

∑
a∈[n]\S xa). It is not difficult to pro-

duce explicit examples in which Corollary 64 can be applied in this way (for instance, by
modifying Example 65).

As an example, we now use Corollary 64 to prove uniqueness of non-rank decompositions
of the identity tensor

∑
a∈[n] e

⊗3
a .

Example 65. Let n ≥ 2, q ∈ [n−1], and r be positive integers for which n+1 ≤ r ≤ 2n−q
and

q ≤ n+ 1− 1

4

(
(r − n+ 2)2 + 1

)
.

If ∑
a∈[n]

e⊗3
a =

∑
a∈[r]

ya

for some multiset of product tensors {ya : a ∈ [r]} ⊆ Prod (V1 : V2 : V3), then there exist
subsetsQ ⊆ [n] andR ⊆ [n+r] of sizes |Q| = |R| = q such that {xa : a ∈ Q} = {ya : a ∈ R}.
For example, if r = n+ 1 then we can take q = n− 2 for any n ≥ 3.

To verify Example 65, it suffices to show that the inequality (7.15) holds for all S ⊆ [n]
with 2 ≤ |S| ≤ n. This reduces to proving that

|S|(r − n+ 2− |S|)− (n− q + 1) < 0,

which occurs whenever the polynomial in |S| on the lefthand side has no real roots, i.e.
whenever

(r − n+ 2)2 ≤ 4(n− q + 1)− 1.

Modifying Theorem 61 to apply to reducible pairs of decompositions

A drawback to Theorem 61 is that it only applies to irreducible pairs of decompositions.
We now present a modification of this result, which can certify the existence of an (s, l)-
subpartition even for reducible decompositions, at the cost of stricter assumptions. We
defer this proof to the appendix, as it is very similar to that of Theorem 61.
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Theorem 66. Let q ∈ [n− 1], s ∈ [q], and r be positive integers for which

n+ 1 ≤ r ≤
⌈(

s+ 1

s

)
(n− q + s)

⌉
− 1,

and let l = bq/sc. If for every subset S ⊆ [n] for which s+ 1 ≤ |S| ≤ n, it holds that

2|S|+ max

{
0, (r − n+ q − s)−

⌈
n− q + s

|S|

⌉
+ 1

}
≤

m∑
j=1

(dSj − 1) + 1,

then for any multiset of product tensors {ya : a ∈ [r]} ⊆ Prod (V1 : · · · : Vm) for which∑
a∈[n] xa =

∑
a∈[r] ya, this pair of decompositions has an (s, l)-subpartition.

s = n− 1 case of Theorem 66

When s = n− 1, then it necessarily holds that r = n+ 1 and q = n− 1, and Theorem 66
simply says that if 2n + 1 ≤

∑m
j=1(dj − 1) + 1, then

∑
a∈[n] xa =

∑
a∈[n+1] ya has an

(n− 1, 1)-subpartition. Theorem 61 yields a weaker statement.

7.5 A lower bound on tensor rank

In Section 7.4.1 we saw that for a multiset of product tensors {xa : a ∈ [n]} with k-ranks
kj = k-rank(xa,j : a ∈ [n]), it holds that

rank

[∑
a∈[n]

xa

]
≥ min

{
n,

m∑
j=1

(kj − 1) + 2− n
}
. (7.16)

In this section, we prove that when the k-ranks are sufficiently balanced, two of the k-ranks
ki, kj appearing in this bound can be replaced with standard ranks di, dj, which improves
this bound when the k-ranks and ranks are not equal, and specializes to Sylvester’s matrix
rank inequality when m = 2. We prove that this improved bound is independent of a
different lower bound on tensor rank that we observed in Corollary 56. We furthermore
observe that this improved bound is sharp in a wide parameter regime. As a consequence,
we obtain a lower bound on Waring rank, which we also prove is sharp.
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Theorem 67 (Tensor rank lower bound). Let n ≥ 2 and m ≥ 2 be integers, let
V = V1 ⊗ · · · ⊗ Vm be a vector space over a field F, and let

E = {xa : a ∈ [n]} ⊆ Prod (V1 : · · · : Vm)

be a multiset of product tensors. For each index j ∈ [m], let kj = k-rank(xa,j : a ∈ [n]) and
dj = dim span{xa,j : a ∈ [n]}. Define

µ = max
i,j∈[m]
i 6=j

{di − ki + dj − kj}. (7.17)

If for every index i ∈ [m] it holds that

ki ≤
∑
j∈[m]
j 6=i

(kj − 1) + 1, (7.18)

then

rank

[∑
a∈[n]

xa

]
≥ min

{
n, µ+

m∑
j=1

(kj − 1) + 2− n
}
. (7.19)

Intuitively, the condition (7.18) ensures that the k-ranks are sufficiently balanced. This
inequality is satisfied, for example, when the product tensors are symmetric. While we are
unaware whether the precise inequality (7.18) is necessary for the lower bound (7.19) to
hold, the following example illustrates that some inequality of this form must hold:

Example 68. The set of product tensors

E = {e⊗3
1 , e⊗3

2 , e⊗3
3 , e⊗3

4 , e5 ⊗ (e1 + e2)⊗2, e6 ⊗ (e1 − e2)⊗2}

does not satisfy (7.19). Indeed,

rank[Σ(E)] = 5

< q + k1 + k2 + k3 − 1− n
= d2 + d3 − 1

= 7.

This example illustrates that in order for the bound (7.19) to hold, the k-ranks must be
sufficiently “balanced” in order to avoid cases such as this. In particular, some inequality
resembling (7.18) is necessary. We remark that this example can be extended to further
parameter regimes using Derksen’s example [49], and similar arguments as in Sections 7.5.1
and 7.6.1.
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Note that when m = 2, Theorem 67 states that

rank

[∑
a∈[n]

xa

]
≥ d1 + d2 − n,

provided that k1 = k2. This is Sylvester’s matrix rank inequality (although Sylvester’s
result holds also when k1 6= k2) [70].

The following example demonstrates that our two lower bounds on tensor rank in
Theorem 67 and Corollary 56 are independent.

Example 69. By Theorem 67, the sum of the set of product tensors

{e⊗3
1 , e⊗3

2 , (e1 + e2)⊗2 ⊗ e3, e
⊗2
3 ⊗ (e1 + e2 + e3)}

has tensor rank 4. Note that this bound cannot be achieved with the flattening rank lower
bound, nor with Corollary 56, as the first three vectors do not satisfy (7.7). Many more
such examples can be obtained using the construction in Section 7.5.1.

Conversely, the sum of the set of product tensors

{e⊗3
1 , e⊗3

2 , e⊗3
3 , e⊗3

4 , (e2 + e3)⊗ (e2 + e4)⊗ (e1 + e4)}

has tensor rank 5 by Corollary 56, while Theorem 67 only certifies that this sum has tensor
rank at least 4.

Now we prove Theorem 67.

Proof of Theorem 67. Let r = rank[
∑

a∈[n] xa], and let {ya : a ∈ [r]} ⊆ Prod (V1 : · · · : Vm)

be a multiset of product tensors for which
∑

a∈[n] xa =
∑

a∈[r] ya is a tensor rank decom-

position. We need to prove that r satisfies the inequality (7.19). For each a ∈ [r], let
xn+a = −ya, and let T1 t · · · t Tt = [n+ r] be the index sets of the connected components
of {xa : a ∈ [n+ r]}. For each subset S ⊆ [n] and index j ∈ [m], let

dSj = dim span{xa,j : a ∈ S}.

We first consider the case t = 1, i.e. {xa : a ∈ [n + r]} is connected. By the splitting
theorem, it holds that

n+ r ≥
m∑
j=1

(dj − 1) + 2

≥ µ+
m∑
j=1

(kj − 1) + 2,
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completing the proof in this case.

We proceed by induction on t. Suppose the theorem holds whenever the number of
connected components is less than t. Assume without loss of generality that

∣∣T1 ∩ [n]
∣∣− ∣∣T1 ∩ [n+ r] \ [n]

∣∣ ≥ ∣∣T2 ∩ [n]
∣∣− ∣∣T2 ∩ [n+ r] \ [n]

∣∣
...

≥
∣∣Tt ∩ [n]

∣∣− ∣∣Tt ∩ [n+ r] \ [n]
∣∣

≥ 0,

where the last line follows from the fact that
∑

a∈[r] ya is a tensor rank decomposition. If∣∣T1 ∩ [n]
∣∣ =

∣∣T1 ∩ [n+ r] \ [n]
∣∣,

then r = n and we are done. Otherwise,∣∣T[t−1] ∩ [n]
∣∣ > ∣∣T[t−1] ∩ [n+ r] \ [n]

∣∣,
where T[t−1] = T1 t · · · t Tt−1.

Observe that kj <
∣∣T[t−1] ∩ [n]

∣∣ for all j ∈ [m]. Indeed, since

rank

[ ∑
a∈T[t−1]∩[n]

xa

]
<
∣∣T[t−1] ∩ [n]

∣∣,
it must hold that

2
∣∣T[t−1] ∩ [n]

∣∣− 1 ≥
m∑
j=1

(
min

{∣∣T[t−1] ∩ [n]
∣∣, kj}− 1

)
+ 2,

by (7.16). If ki ≥
∣∣T[t−1] ∩ [n]

∣∣ for some i ∈ [m], then this inequality implies that
kj <

∣∣T[t−1] ∩ [n]
∣∣ for all j 6= i, and hence

ki ≥
∣∣T[t−1] ∩ [n]

∣∣ ≥ ∑
j∈[m]
j 6=i

(kj − 1) + 2,

contradicting (7.18). So kj <
∣∣T[t−1] ∩ [n]

∣∣ for all j ∈ [m].
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Since kj <
∣∣T[t−1]∩ [n]

∣∣ for all j ∈ [m], the k-ranks of {xa : a ∈ T[t−1]∩ [n]} satisfy (7.18),
so by the induction hypothesis,∣∣T[t−1]

∣∣ ≥ µT[t−1]∩[n] +
m∑
j=1

(kj − 1) + 2, (7.20)

where

µT[t−1]∩[n] = max
i,j∈[m]
i 6=j

{
d
T[t−1]∩[n]

i − ki + d
T[t−1]∩[n]

j − kj
}
.

To complete the proof, we will show that∣∣T[t−1]

∣∣+ |Tt| ≥ µ+
m∑
j=1

(kj − 1) + 2.

Let i, i′ ∈ [m] be such that µ = di − ki + di′ − ki′ . Then∣∣T[t−1]

∣∣+ |Tt| ≥ d
T[t−1]∩[n]

i − ki + d
T[t−1]∩[n]

i′ − ki′ +
m∑
j=1

(kj − 1) +
m∑
j=1

(d
Tt∩[n]
j − 1) + 4

≥ d
T[t−1]∩[n]

i − ki + d
T[t−1]∩[n]

i′ − ki′ +
m∑
j=1

(kj − 1) + d
Tt∩[n]
i + d

Tt∩[n]
i′ + 2

≥ di − ki + di′ − ki′ +
m∑
j=1

(kj − 1) + 2

= µ+
m∑
j=1

(kj − 1) + 2,

where the first line follows from (7.20) and the fact that {xa : a ∈ Tt} is connected, the sec-
ond is obvious, the third is easy to verify (in matroid-theoretic terms, this is submodularity
of the rank function), and the fourth is by definition. This completes the proof.

As an immediate corollary to Theorem 67, we obtain the following lower bound on the
Waring rank of a symmetric tensor, in terms of a known symmetric decomposition.

Corollary 70 (Waring rank lower bound). Let n ≥ 2, and m ≥ 2 be integers, let W be a
vector space over a field F with Char(F) = 0 or Char(F) > m, and let {va : a ∈ [n]} ⊆ W \ {0}
be a multiset of non-zero vectors. Let

k = k-rank(va : a ∈ [n])
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and

d = dim span{va : a ∈ [n]}.

Then for any multiset of non-zero scalars

{αa : a ∈ [n]} ⊆ F×,

it holds that

WaringRank

[∑
a∈[n]

αav
⊗m
a

]
≥ min{n, 2d+ (m− 2)(k − 1)− n}. (7.21)

7.5.1 Our tensor rank lower bound is sharp

In this subsection, we observe that, in a wide parameter regime, the inequalities (7.19)
and (7.21) appearing in Theorem 67 and Corollary 70 cannot be improved.

Let F be a field with Char(F) = 0, let n ≥ 2, m ≥ 2,

2 ≤ d1, . . . , dm ≤ n,

and

k1 ≤ d1, . . . , km ≤ dm

be positive integers, and let

λ =
m∑
j=1

(kj − 1) + 2.

Suppose that the following conditions hold:

1. µ = 2(di − ki) for some index i ∈ [m], where µ is defined as in (7.17).

2. max{kj : j ∈ [m]}+ di − ki + 1 ≤ n ≤ di − ki + λ

3. The inequality (7.18) is satisfied.

110



Then there exists a multiset of product tensors E corresponding to these choices of pa-
rameters that satisfies (7.19) with equality. Indeed, the bound rank[Σ(E)] ≥ n is trivial to
attain with equality, and the bound

rank[Σ(E)] ≥ 2(di − ki) + λ− n (7.22)

can be attained with equality as follows. Let

{xa : a ∈ [λ]} ⊆ Prod
(
Fd1 : · · · : Fdm

)
be a multiset of product tensors that forms a circuit and satisfies

dim span{xa,j : a ∈ [λ]} = k-rank(xa,j : a ∈ [λ]) = kj (7.23)

for all j ∈ [m]. An example of such a circuit is presented in [49], and reviewed in Section 7.3.
Now, let

{xa : a ∈ [λ+ di − ki] \ [λ]} ⊆ Prod
(
Fd1 : · · · : Fdm

)
be any multiset of product tensors for which

dim span{xa,j : a ∈ [λ+ di − ki]} = dj (7.24)

and

k-rank(xa,j : a ∈ [λ+ di − ki]) = kj

for all j ∈ [m], which is guaranteed to exist since F is infinite. Let

E = {xa : a ∈ [n− di + ki]} t {xa : a ∈ [λ+ di − ki] \ [λ]}

and

F = {xa : a ∈ [λ] \ [n− di + ki]} t {xa : a ∈ [λ+ di − ki] \ [λ]}.

Recall that n ≤ di − ki + λ by assumption, so the set [λ] \ [n− di + ki] that appears in
the definition of F is well-defined. Since n− di + ki ≥ kj + 1 for all j ∈ [m], E has k-ranks
k1, . . . , km, as desired. It is also clear that E has ranks d1, . . . , dm, by (7.23) and (7.24).
Since {xa : a ∈ [λ]} forms a circuit, some non-zero linear combination of E is equal to a
non-zero linear combination of F . Since |F | is equal to the right hand side of (7.22), this
completes the proof.
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Out of the three conditions required for our construction, µ = 2(di − ki) seems the
most restrictive. Unfortunately, our methods appear to require this condition. A nearly
identical construction shows that the inequality (7.21) appearing in Corollary 70 cannot be
improved (and our restrictive condition on µ is automatically satisfied in this case). The
only difference in the construction is to choose the product tensors {xa : a ∈ [λ+ di − ki]}
to be symmetric in this case, which can always be done (in particular, the product tensors
appearing in Derksen’s example can be taken to be symmetric).

7.6 A uniqueness result for non-Waring rank decom-

positions

In this section, we prove a sufficient condition on a symmetric decomposition

v =
∑
a∈[n]

αav
⊗m
a

under which any distinct decomposition v =
∑

a∈[r] βau
⊗m
a must have r lower bounded by

some quantity, which we call rmin for now. When rmin ≤ n, this yields a lower bound
on WaringRank(v) that is contained in Corollary 70. When rmin = n+ 1, this yields a
uniqueness criterion for symmetric decompositions that is contained in Theorem 2, but
improves Kruskal’s theorem in a wide parameter regime. The main result in this section is
the case rmin > n+ 1, where we obtain an even stronger statement than uniqueness: Every
symmetric decomposition of v into less than rmin terms must be equal to

∑
a∈[n] αav

⊗m
a (in

the language introduced in Section 2,
∑

a∈[n] αav
⊗m
a is the unique symmetric decomposition

of v into less than rmin terms). In Section 7.6.1 we prove that our bound rmin cannot be
improved. In Section 7.6.2 we identify potential applications of our non-rank uniqueness
results.

Our results in this section were inspired by, and generalize, Theorem 6.8 and Re-
mark 6.14 in [38]. Our results in this section should be compared with those of Section 7.4.2
on uniqueness of non-rank decompositions of tensors that are not necessarily symmetric.

Theorem 71. Let n ≥ 2 and m ≥ 2 be integers, let W be a vector space over a field F with
Char(F) = 0 or Char(F) > m, let E = {va : a ∈ [n]} ⊆ W \ {0} be a multiset of non-zero
vectors with k-rank(va : a ∈ [n]) ≥ 2, and let

d = dim span{va : a ∈ [n]}.
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Then for any non-negative integer r ≥ 0, multiset of non-zero vectors F = {ua : a ∈ [r]} ⊆ W \ {0}
with k-rank(ua : a ∈ [r]) ≥ min{2, r}, and multisets of non-zero scalars

{αa : a ∈ [n]}, {βa : a ∈ [r]} ⊆ F×

for which

{αav⊗ma : a ∈ [n]} 6= {βau⊗ma : a ∈ [r]} (7.25)

and ∑
a∈[n]

αav
⊗m
a =

∑
a∈[r]

βau
⊗m
a , (7.26)

it holds that

n+ r ≥ m+ 2d− 2. (7.27)

In the language of the introduction to this section, rmin = m+2d−2−n. For comparison,
the result we have referred to in [38] asserts that, under the condition n ≤ m, it holds that
n+ r ≥ m+ d, which is weaker than our bound (7.27).

Proof of Theorem 71. By subtracting terms from both sides of (7.26), and combining par-
allel product tensors into single terms (or to zero), it is clear that it suffices to prove the
statement when E is linearly independent (so d = n).

Note that r ≥ n by Kruskal’s theorem. For each a ∈ [r], let vn+a = ua, and let
T1 t · · · t Tt = [n+ r] be the index sets of the connected components of {v⊗ma : a ∈ [n+ r]}.
Assume without loss of generality that

∣∣T1 ∩ [n]
∣∣ ≥ · · · ≥ ∣∣Tt ∩ [n]

∣∣, and let t̃ ∈ [t] be the
largest integer for which

∣∣Tt̃ ∩ [n]
∣∣ ≥ 1. By (7.25), there must exist p̃ ∈ [t̃] for which

|Tp̃| ≥ 3. Note that

dim span{va : a ∈ Tp̃} ≥ max
{

2,
∣∣Tp̃ ∩ [n]

∣∣} .
Since {v⊗ma : a ∈ Tp̃} is connected, it follows from our splitting theorem that

|Tp̃| ≥ m(max
{

2,
∣∣Tp̃ ∩ [n]

∣∣}− 1) + 2. (7.28)
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Now,

n+ r ≥
∑
p∈[t̃]

|Tp|

≥
∑
p 6=p̃

[
m
(∣∣Tp ∩ [n]

∣∣− 1
)

+ 2
]

+m
(
max

{
2,
∣∣Tp̃ ∩ [n]

∣∣}− 1
)

+ 2

= m (n− |Tp̃ ∩ [n]|)− (m− 2)
(
t̃− 1

)
+m

(
max

{
2,
∣∣Tp̃ ∩ [n]

∣∣}− 1
)

+ 2

≥ m (n− |Tp̃ ∩ [n]|)− (m− 2)
(
n−

∣∣Tp̃ ∩ [n]
∣∣)+m

(
max

{
2,
∣∣Tp̃ ∩ [n]

∣∣}− 1
)

+ 2

= 2n− 2
∣∣Tp̃ ∩ [n]

∣∣+m
(
max

{
2,
∣∣Tp̃ ∩ [n]

∣∣}− 1
)

+ 2

≥ 2n+m− 2.

The first line is obvious, the second follows from (7.28) and the fact that every multiset
{v⊗ma : a ∈ Tp} is connected, the third is algebra, the fourth uses the fact that

∣∣Tp∩ [n]
∣∣ ≥ 1

for all p ∈ [t̃], and the rest is algebra. This completes the proof.

Theorem 71 immediately implies the following uniqueness result for non-Waring rank
decompositions.

Corollary 72 (Uniqueness result for non-Waring rank decompositions). Let n ≥ 2 and
m ≥ 2 be integers, letW be a vector space over a field F with Char(F) = 0 or Char(F) > m,
let {va : a ∈ [n]} ⊆ W \ {0} be a multiset of non-zero vectors with k-rank(va : a ∈ [n]) ≥ 2,
let {αa : a ∈ [n]} ⊆ F× be a multiset of non-zero scalars, and let d = dim span{va : a ∈ [n]}.
If

2n+ 1 ≤ m+ 2d− 2,

then
∑

a∈[n] αav
⊗m
a constitutes a unique Waring rank decomposition. More generally, if

n+ r + 1 ≤ m+ 2d− 2,

for some r ≥ n, then
∑

a∈[n] αav
⊗m
a is the unique symmetric decomposition of this tensor

into at most r terms.

Note that the r = n case of Corollary 72 improves Kruskal’s theorem for symmetric
decompositions as soon as 2d > m(k− 2) + 4, where k = k-rank(va : a ∈ [n]). This case of
Corollary 72 is in fact contained in our generalization of Kruskal’s theorem (Theorem 2),
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since for every subset S ⊆ [n] with 2 ≤ |S| ≤ n, it holds that

2|S| = 2n− 2
∣∣[n] \ S

∣∣
≤ m+ 2d− 2

∣∣[n] \ S
∣∣− 3

≤ m+ 2dS − 3

≤ m(dS − 1) + 1,

where dS = dim span{va : a ∈ S}. This demonstrates that our generalization of Kruskal’s
theorem is stronger than Kruskal’s theorem, even for symmetric tensor decompositions.

Our main result in this section is the r > n case of Corollary 72, which yields unique-
ness results for non-Waring rank decompositions of

∑
a∈[n] αav

⊗n
a . The following example

illustrates this case in practice.

Example 73. It follows from Corollary 72 that for any positive integers m ≥ 3 and n ≥ 2,∑
a∈[n] e

⊗m
a is the unique symmetric decomposition of this tensor into at most m + n − 3

terms.

It is natural to ask if Corollary 72 can be improved under further restrictions on
k-rank(va : a ∈ [n]). At the end of Section 7.6.1 we prove that this cannot be done,
at least in a particular parameter regime.

7.6.1 The inequality appearing in our uniqueness result is sharp

In this subsection we prove that the inequality (7.27) that appears in Theorem 71 cannot
be improved, by constructing explicit multisets of symmetric product tensors that satisfy
this bound with equality.

Let F be a field with Char(F) = 0. We will prove that for any choice of positive
integers m ≥ 2, d ≥ 2, r ≥ d − 2, and n ≥ d for which n + r = m + 2d − 2, there exist
multisets of non-zero vectors E and F that satisfy the assumptions of Theorem 71. Note
that the inequality r ≥ d− 2 automatically holds when r ≥ n, so this assumption does not
restrict the parameter regime in which the inequality appearing in our uniqueness result
(Corollary 72) is sharp as a consequence.

We first consider the case d = 2. Let {v⊗ma : a ∈ [m + 2]} ⊆ Prod (F2 : · · · : F2) be a
circuit of symmetric product tensors for which

k-rank(va : a ∈ [m+ 2]) = 2.
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An example of such a circuit is given in [49], and reviewed in Section 7.3. So there exist
non-zero scalars {αa : a ∈ [m + 2]} ⊆ F× for which

∑
a∈[m+2] αav

⊗m
a = 0, and we can take

the multisets E = {va : a ∈ [n]} and F = {va : a ∈ [m+ 2] \ [n]} to conclude.

For d ≥ 3, let {v⊗ma : a ∈ [m + 2]} ⊆ Prod
(
Fd : · · · : Fd

)
be the same multiset of

symmetric product tensors as above, embedded in a larger space. Let

{va : a ∈ [d+m] \ [m+ 2]} ⊆ Fd \ {0}
be any multiset of non-zero vectors for which

dim span{va : a ∈ [d+m]} = d

and

k-rank{va : a ∈ [d+m]} ≥ 2,

which is guaranteed to exist since F is infinite. Since r ≥ d− 2, we can take the multisets

E = {va : a ∈ [n− d+ 2]} t {va : a ∈ [d+m] \ [m+ 2]}
and

F = {va : a ∈ [m+ 2] \ [n− d+ 2]} t {va : a ∈ [d+m] \ [m+ 2]}
to conclude.

Somewhat surprisingly, the inequality (7.27) is very nearly sharp even when the k-rank
condition is tightened to k-rank(va : a ∈ [n]) ≥ k for some k ≥ 3, under certain parameter
constraints. More specifically, for any k ∈ {3, 4, . . . , d − 1}, it is almost sharp under the
choice n = d+ 1 and r = m+ d− 1. Let

E = {va : a ∈ [d+m] \ [m]} t
{∑
a∈[k]

va

}
,

and

F = {va : a ∈ [m]} t {va : a ∈ [d+m] \ [m+ 2]} t
{∑
a∈[k]

va

}
.

Here, |E| + |F | = 2d + m, exceeding our lower bound by 2. When k = d, take the same
multisets E and F , with

∑
a∈[d] va removed, to observe that our bound is sharp under the

choice n = d and r = m + d− 2. Note that the k-rank is brought down to k because of a
single vector in the multiset. This is a concrete demonstration of the fact that the k-rank
is a very crude measure of genericity. We emphasize that this construction relies on the
particular choice of parameters n = d + 1, and r = m + d − 1. It is possible that the
inequality (7.27) could be significantly stengthened for other choices of n and r. Indeed,
we have exhibited such an improvement for r ≤ n in Corollary 70.
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7.6.2 Applications of non-rank uniqueness results

In this subsection, we identify potential applications of our results on uniqueness of non-
rank decompositions. For concreteness, we focus on the symmetric case and our non-Waring
rank uniqueness result in Corollary 72, however similar comments can be applied to our
analogous results in Section 7.4.2 in the non-symmetric case.

We say a symmetric tensor v is identifiable if it has a unique Waring rank decomposition.
For the purposes of this discussion, we will say that v is r-identifiable for some r ≥ rank(v)
if the Waring rank decomposition of v is the unique symmetric decomposition of v into at
most r terms (see Section 2). Corollary 72 provides a sufficient condition for a symmetric
tensor v to be r-identifiable for r > rank(v), and Example 73 demonstrates the existence of
symmetric tensors satisfying this condition. We can thus define a hierarchy of identifiable
symmetric tensors (of some fixed rank), where those that are r-identifiable for larger r can
be thought of as “more identifiable.” We suggest that studying this hierarchy could be a
useful tool for studying symmetric tensor decompositions. For example, although most
symmetric tensors of sub-generic rank are identifiable, it is notoriously difficult to find the
rank decomposition of such tensors [81, 16, 41]. Perhaps one can leverage the additional
structure of r-identifiable symmetric tensors to find efficient decompositions.

In applications, one often has a symmetric decomposition of a tensor, and wants to
control the possible symmetric decompositions with fewer terms. Uniqueness results for
non-rank decompositions can be turned around to apply in this setting: Suppose we know
that if a symmetric decomposition into n terms satisfies some condition, call it C, then it
is the unique symmetric decomposition into at most r terms, for some r > n. Then if one
starts with a symmetric decomposition of a symmetric tensor v into r terms, she knows that
there are no symmetric decompositions of v into n < r terms that satisfies condition C. In
this way, one can use a non-rank uniqueness result to control the possible decompositions of
v into fewer than r symmetric product tensors. Applying this reasoning to our Corollary 72
simply yields a special case of Theorem 71. However, applying analogous reasoning to
Corollary 64 in the non-symmetric case seems to produce new results.
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7.7 Comparing our generalization of Kruskal’s theo-

rem to the uniqueness criteria of Domanov, De

Lathauwer, and Sørensen

In this section we compare our generalization of Kruskal’s theorem to uniqueness criteria
obtained by Domanov, De Lathauwer, and Sørensen (DLS) in the case of three subsystems
[51, 52, 53, 116, 115], which are the only previously known extensions of Kruskal’s theorem
that we are aware of. A drawback to the uniqueness criteria of DLS is that, similarly
to Kruskal’s theorem, they require the k-ranks to be above a certain threshold. In Sec-
tion 7.7.1 we make this statement precise, and show by example that our generalization of
Kruskal’s theorem can certify uniqueness below this threshold. Moreover, in Section 7.7.2
we observe that our generalization of Kruskal’s theorem contains many of the uniqueness
criteria of DLS. The uniqueness criteria of DLS are spread across five papers, and can be
difficult to keep track of. For clarity and future reference, in Theorem 75 we combine all
of these criteria into a single statement. In Section 7.7.3 we use insight gained from this
synthesization and our Theorem 2 as evidence to support a conjectural uniqueness crite-
rion that would contain and unify every uniqueness criteria of DLS into a single, elegant
statement.

For the remainder of this section, we fix a vector space V = V1 ⊗ V2 ⊗ V3 over a field
F, and a multiset of product tensors

{xa : a ∈ [n]} ⊆ Prod (V1 : V2 : V3)

with k-ranks kj = k-rank(xa,j : a ∈ [n]) for each j ∈ [3]. For each subset S ⊆ [n] with
2 ≤ |S| ≤ n and index j ∈ [3], we let

dSj = dim span{xa,j : a ∈ [n]}.

We also let dj = d
[n]
j for all j ∈ [3].

7.7.1 Uniqueness below the k-rank threshold of DLS

All of the uniqueness criteria of DLS require the k-ranks to be above a certain threshold.
In this subsection, we show by example that our generalization of Kruskal’s theorem can
certify uniqueness below this threshold.
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Making this threshold precise, the uniqueness criteria of DLS cannot be applied when-
ever

min{k2, k3} ≤ n− d1 + 1,

and min{k1, k3} ≤ n− d2 + 1,

and min{k1, k2} ≤ n− d3 + 1. (7.29)

For example, if k2 = k3 = 2, then the uniqueness criteria of DLS can only certify uniqueness
if d1 = n. The following example shows that our generalization of Kruskal’s theorem
(Theorem 2) can certify uniqueness even if (7.29) holds.

Example 74. Consider the multiset of product tensors

{α1e
⊗3
1 , α2e

⊗3
2 , α3e

⊗3
3 , α4e

⊗3
4 , α5(e2 + e3)⊗ (e2 + e4)⊗ (e1 + e4)} for α1, . . . , α5 ∈ F×.

In this example, k1 = k2 = k3 = 2, d1 = d2 = d3 = 4, and n − dj + 2 = 3 for all
j ∈ [3], so (7.29) holds. Nevertheless, for arbitrary α1, . . . , α5 ∈ F×, our generalization
of Kruskal’s theorem certifies that the sum of these product tensors constitutes a unique
tensor rank decomposition. We note that uniqueness for α2 = · · · = α5 = 1 was proven
in [52, Example 5.2], using a proof specific to this case, in order to demonstrate that their
uniqueness criteria are not also necessary for uniqueness.

Example 74 shows that Theorem 2 is strictly stronger than Kruskal’s theorem, and is
independent of the uniqueness criteria of DLS. It is natural to ask if Theorem 2 is stronger
than Kruskal’s theorem even for symmetric tensor decompositions. We have observed in
Section 7.6 that this is indeed the case.

7.7.2 Extending several uniqueness criteria of DLS

In this subsection, we observe that several of the uniqueness criteria of DLS are contained
in our generalization of Kruskal’s theorem, and prove a further, independent uniqueness
criterion. The uniqueness criteria of DLS are numerous, and can be difficult to keep track
of. To more easily analyze these criteria, in Theorem 75 we combine them all into a single
statement.

Conditions U, H, C, and S

Here we introduce several different conditions on multisets of product tensors, which will
make the uniqueness criteria of DLS easier to state, and also make them easier to relate
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to our generalization of Kruskal’s theorem. We first recall Conditions U, H, and C from
[51, 52]. For notational convenience, we have changed these definitions slightly from [51,
52]. For example, our Condition U is their Condition Un−d1+2, with the added condition
that k1 ≥ 2. After reviewing Conditions U, H, and C, we introduce Condition S, which
captures the conditions of our generalization of Kruskal’s theorem in the casem = 3. Unlike
Conditions U, H, and C, our Condition S does not appear in [51, 52], nor anywhere else
that we are aware of.

For a vector α ∈ Fn, we let ω(α) denote the number of non-zero entries in α.

Condition U. It holds that k1 ≥ 2, and for all α ∈ Fn,

rank
[∑
a∈[n]

αaxa,2 ⊗ xa,3
]
≥ min{ω(α), n− d1 + 2}. (7.30)

Condition H. It holds that k1 ≥ 2, and

dS2 + dS3− |S| ≥ min{|S|, n− d1+ 2}

for all S ⊆ [n] with 2 ≤ |S| ≤ n.

Condition C takes a bit more work to describe. We use coordinates for this condition,
in order to avoid having to introduce further multilinear algebra notation. For positive
integers q, r, and t, and matrices

Y = (y1, . . . , yt) ∈ L(Ft,Fq)
Z = (z1, . . . , zt) ∈ L(Ft,Fr),

let

Y � Z = (y1 ⊗ z1, . . . , yt ⊗ zt) ∈ L(Ft,Fqr)

denote the Khatri-Rao product of Y and Z. Suppose Vj = Fdj for each j ∈ [3], and consider
the matrices

Xj = (x1,j, . . . , xn,j) ∈ L(Fn,Fdj)

for j ∈ [3]. For a positive integer s ≤ dj, let Cs(Xj) be the
(
dj
s

)
×
(
n
s

)
matrix of s×s minors

of Xj, with rows and columns arranged according to the lexicographic order on the size s
subsets of [dj] and [n], respectively. Define the matrix

Cs = Cs(X2)� Cs(X3) ∈ L(F(n
s),Fq),

where q =
(
d2
s

)(
d3
s

)
. Now we can state Condition C.
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Condition C. It holds that k1 ≥ 2, min{d2, d3} ≥ n− d1 + 2, and

rank(Cn−d1+2) = ( n
n−d1+2) .

To more easily compare our generalization of Kruskal’s theorem to the uniqueness criteria
of DLS, we give a name (Condition S) to the condition of our Theorem 2 in the case m = 3.

Condition S. It holds that

2|S| ≤ dS1 + dS2 + dS3 − 2

for all S ⊆ [n] with 2 ≤ |S| ≤ n.

These conditions are related to each other as follows:

Condition H

Condition C

Condition U

Condition S

(7.31)

All of the implications in (7.31) except (Condition H ⇒ Condition S) were proven in [51].
To see that Condition H⇒ Condition S, note that for any subset S ⊆ [n] with 2 ≤ |S| ≤ n,
the condition k1 ≥ 2 implies

dS1 ≥ max{2, d1 − (n− |S|)},

so by Condition H,

dS1 + dS2 + dS3 ≥ max{2, d1 − (n− |S|)}+ |S|+ min{|S|, n− d1 + 2}
≥ 2|S|+ 2,

and Condition S holds. It is easy to find examples that certify Condition C 6⇒ Condition S.
By Example 74, Condition S 6⇒ Condition U. In [51] it is asked whether Condition H
⇒ Condition C. Condition U is theoretically computable, as it can be phrased as an
ideal membership problem, however we are unaware of an efficient implementation. By
comparison, Conditions C, H, and S are easy to check.
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In the case of three subsystems, our Theorem 2 states that Condition S implies unique-
ness. Since Condition H⇒ Condition S, then a corollary to Theorem 2 is that Condition H
implies uniqueness. Similarly, Theorem 75 below states that Condition U + extra assump-
tions implies uniqueness. By (7.31), this implies that Condition H + the same extra
assumptions implies uniqueness, and similarly, Condition C + the same extra assumptions
implies uniqueness. Since we have proven that Condition H alone implies uniqueness, it is
natural to ask whether Conditions C or U alone imply uniqueness. We reiterate this line
of reasoning in Section 7.7.3, and pose this question formally.

Synthesizing the uniqueness criteria of DLS

The following theorem contains every uniqueness criterion of DLS for which we are aware
of an efficient implementation. This theorem is stated in terms of Condition U to main-
tain generality, however only the implied statements in which Condition U is replaced by
Conditions H or C have an efficient implementation. Note that our Theorem 2 generalizes
the Condition H version of this theorem, to the statement that Condition S alone implies
uniqueness (so in particular, Condition H alone implies uniqueness).

Theorem 75. Suppose that Condition U holds, and any one of the following conditions
holds:

1. k1 + min{k2, k3 − 1} ≥ n+ 1.

2. It holds that k2 ≥ 2 and for all α ∈ Fn,

rank
[∑
a∈[n]

αaxa,1 ⊗ xa,3
]
≥ min{ω(α), n− d2 + 2}.

(Note that this is just Condition U with the first subsystem replaced by the second).

3. There exists a subset S ⊆ [n] with 0 ≤ |S| ≤ d1 such that the following three
conditions hold:

(a) dS1 = |S|.

(b) d
[n]\S
2 = n− |S|.
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(c) For any linear map Π ∈ L(V1) with ker(Π) = span{xa,1 : a ∈ S}, scalars α1, . . . , αn ∈
F, and index b ∈ [n] \ S such that∑

a∈[n]\S

αaΠxa,1 ⊗ xa,3 = Πxb,1 ⊗ z

for some z ∈ Vσ(3), it holds that ω(α) ≤ 1.

4. There exists a permutation τ ∈ Sn for which the matrix

Xτ
1 = (xτ(1),1, . . . , xτ(n),n)

has reduced row echelon form

Y =

1
. . .

1

Z

 ,
where Z ∈ L(Fn−d1 ,Fd1) and the blank entries are zero. Furthermore, for each a ∈
[d1 − 1], the columns of the submatrix of Y with row index {a, a + 1, . . . , d1} and
column index {a, a+ 1, . . . , n} have k-rank at least two.

5. k1 = d1.

6. For all α ∈ Fn,

rank
[∑
a∈[n]

αaxa,2 ⊗ xa,3
]
≥ min{ω(α), n− k1 + 2}.

(Note that this is a stronger statement than Condition U, as it replaces the quantity
n− d1 + 2 with the possibly larger quantity n− k1 + 2.)

Then
∑

a∈[n] xa constitutes a unique tensor rank decomposition.

For each i ∈ [5], we will refer to Theorem 75.i as the statement that Condition U and
the i-th condition appearing in Theorem 75 imply uniqueness. Theorems 75.1 and 75.2 are
Corollary 1.23 and Proposition 1.26 in [52, 53]. The Condition C version of Theorem 75.3
is stated in Theorem 2.2 in [115], although the proof is contained in [51, 52, 116]. Condition
3b in Theorem 75 can be formulated as checking the rank of a certain matrix (see [115]).
Theorem 75.4 is a new result that we will prove (see Proposition 76 for a coordinate-free
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statement). The Condition C version of Theorems 75.5 and 75.6 are Theorems 1.6 and 1.7
in [53]. It is easy to see that our Theorem 75.4 contains Theorem 75.5, which in turn
contains Theorem 75.6, by the arguments used in [53].

Most of these statements have previously only been formulated for F = R or F = C,
however in all of these cases the proof can be adapted to hold over an arbitrary field. The
first step in proving all of these statements is to show that Condition U implies uniqueness
in the first subsystem. This is Proposition 4.3 in [51], and it is proven using Kruskal’s
permutation lemma [79] (the proof of the permutation lemma in [81] holds word-for-word
over an arbitrary field). In fact, uniqueness in the first subsystem holds even with the
assumption k1 ≥ 2 removed from Condition U [51].

A less-restrictive condition than Condition U, which we would call Condition W, also
appears in [51, 52], and is the same as Condition U except that it only requires (7.30) to
hold when α = (f(x1,1), . . . , f(xn,1)) for some linear functional f ∈ V∗1 . We note that The-
orem 75 also holds with Condition U replaced by Condition W. Although the Condition W
version of Theorem 75 is slightly stronger than the Condition U version, we are not aware
of an efficient algorithm to check either Condition U or Condition W, and the existence of
such an algorithm seems unlikely.

We conclude this subsection by proving Theorem 75.4. For this we require the following
proposition, which restates Condition 4 in a coordinate-free manner.

Proposition 76. Condition 4 in Theorem 75 holds if and only if there exists a permutation
τ ∈ Sn such that for each a ∈ [d1 − 1] there is a linear operator Πa ∈ L(V1) for which

Πa(xτ(b),1) = 0

for all b ∈ [a− 1], and

k-rank(Πaxτ(a),1, . . . ,Πaxτ(n),1) ≥ 2. (7.32)

Proof. Assume without loss of generality that V1 = Fd1 . To see that the first statement
implies the second, for each a ∈ [d1 − 1] let Πa = DaP , where P ∈ L(Fd1) is the invertible
matrix for which PXτ

1 = Y , and Da ∈ L(Fd1) is the diagonal matrix with the first a − 1
entries zero and the remaining entries 1. It is easy to verify that (7.32) holds.

Conversely, suppose that the reduced row echelon form ofXτ
1 , given by PXτ

1 for some in-
vertible matrix P ∈ L(Fd1), does not have the specified form. Then there exists a ∈ [d1 − 1]
for which the columns of DaPX

τ
1 have k-rank at most one. Any matrix Πa ∈ L(Fd1) for

which Πa(xτ(b),1) = 0 for all b ∈ [a− 1] satisfies

Πa = ΠaP
−1DaP.
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Since the k-rank is non-increasing under matrix multiplication from the left, (7.32) does
not hold.

With Proposition 76 in hand, we can now prove Theorem 75.4.

Proof of Theorem 75.4. The question of whether or not the decomposition
∑

a∈[n] xa con-
stitutes a unique tensor rank decomposition is invariant under permutations τ ∈ Sn of the
tensors, so it suffices to prove the statement under the assumption that the permutation τ
appearing in Condition 4 is trivial. We prove the statement by induction on d1. If d1 = 2,
then Condition U implies k2 = k3 = n, so uniqueness follows from Kruskal’s theorem. For
d1 > 2, suppose

∑
a∈[n] xa =

∑
a∈[r] ya for some non-negative integer r ≤ n and multiset of

product tensors

{ya : a ∈ [r]} ⊆ Prod (V1 : V2 : V3) .

By Proposition 4.3 in [51] (or rather, the extension of this result to an arbitrary field),
r = n, and there exists a permutation σ ∈ Sn and nonegative integers α1, . . . , αn ∈ F×
such that αaxa,1 = yσ(a),1 for all a ∈ [n]. Let Π1 ∈ L(V1) be any operator for which
ker(Π1) = span{xa,1} and (7.32) holds (recall that τ is trivial). Then∑

a∈[n]\{1}

(Π1xa,1)⊗ xa,2 ⊗ xa,3 =
∑

a∈[n]\{1}

(αaΠ1xa,1)⊗ yσ(a),2 ⊗ yσ(a),3.

Now, dim span{Π1xa,1 : a ∈ [n] \ {1}} = d1 − 1, and Condition U again holds for the
multiset of product tensors

{(Π1xa,1)⊗ xa,2 ⊗ xa,3 : a ∈ [n] \ {1}}.

Furthermore, these product tensors again satisfy Condition 4 of Theorem 75, so by the
induction hypothesis

(Π1xa,1)⊗ xa,2 ⊗ xa,3 = (αaΠ1xa,1)⊗ yσ(a),2 ⊗ yσ(a),3 for all a ∈ [n] \ {1}.

It follows that xa = yσ(a) for all a ∈ [n] \ {1}, so x1 = yσ(1). This completes the proof.

7.7.3 Conjectural generalization of all uniqueness criteria of DLS

In the case of three subsystems, our generalization of Kruskal’s theorem states that Condi-
tion S implies uniqueness. Since Condition H⇒ Condition S, then a corollary to Theorem 2
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is that Condition H implies uniqueness. Similarly, Theorem 75 above states that Condi-
tion U + extra assumptions implies uniqueness, which implies that Condition H + the
same extra assumptions implies uniqueness. Since we have proven that Condition H alone
implies uniqueness, it is natural to ask whether Condition U alone implies uniqueness.
We now state this question formally. A positive answer to Question 77 would generalize
and unify all of the uniqueness criteria of DLS (synthesized in Theorem 75) into a single,
elegant statement.

Question 77. Does Condition U imply that
∑

a∈[n] xa constitutes a unique tensor rank
decomposition?
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Chapter 8

Conclusion

In this thesis, we used algebraic-geometric and combinatorial techniques to study tensor
decompositions, with applications in quantum information theory, algebraic complexity
theory, and algebraic statistics.

• In Chapter 3 we used algebraic-geometric techniques to determine “how useful” a
given quantum state is for local state discrimination, in terms of the dimension of a
certain algebraic variety. It would be interesting to determine the utility of quantum
states for other fundamental tasks in the multi-party setting.

• In Chapter 4 we generalized previous notions of entangled subspaces to higher, mul-
tiparty entanglement. We determined the maximum dimension of such r-entangled
subspaces, derived explicit constructions of such subspaces, and observed a close
connection to entanglement witnesses. It would be interesting to study a robust
variant of r-entangled subspaces: A subspace for which every state in the subspace
is at least ε far from any state of border rank ≤ r. Such study could have implica-
tions for the bound entanglement problem, and for constructing better entanglement
witnesses [75].

• In Chapter 5 we introduced number-theoretic and algebraic-geometric techniques for
studying the stabilizer rank, and obtained simpler proofs of the best-known lower
bounds on stabilizer rank and approximate stabilizer rank, up to a log factor. We
also identified a potential avenue to prove better bounds, by finding states with low
T -count and long exponentially increasing sequences. It would be nice to know if
this is a dead end, boulevard, or something in-between.
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• In Chapter 6 we studied decomposable correlation matrices, (or, as they are now
called in the literature, (non)-absolutely entangled sets. It would be nice to get a
better picture of which correlation matrices are decomposable. The simplest question
we have left open is whether every 4× 4 correlation matrix is 2-decomposable.

• In Chapter 7 we proved what we call the splitting theorem: a matroidal statement
about sets of product tensors. We used the splitting theorem to generalize Kruskal’s
theorem on uniqueness of tensor rank decompositions. A decomposition of a tensor v
into product tensors is completely described by the set of product tensors that appear
in the decomposition. Since matroid theory is dedicated to studying (abstractions
of) sets of vectors, a natural approach to studying tensor decompositions is to char-
acterize the matroidal structure of sets of product tensors. Despite this, and quite
surprisingly, this angle remains largely unexplored. We think of the splitting theorem
as a first observation in this direction. It would be interesting to see if any further
matroidal structure for sets of product tensors can be obtained.

From entanglement theory to statistical machine learning, scientists from different dis-
ciplines are encountering tensor decompositions and studying them from different angles.
It is hoped that this interdisciplinary thesis fosters increased communication and sharing
of knowledge between communities.
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Appendix A

Appendix to Chapter 3

A.1 Proofs of facts from Section 3.1

In this appendix we prove Facts 5, 6, 8, and 9, which were presented in Section 3.1.

Fact 5. A generic n-tuple of states spans a generic projective (n−1)-plane, and vice versa.
In more details, let n be a positive integer, let V be a C-vector space, and let

π̃ : P(V)×n 99K Gr(n− 1,PV)

be the rational map defined by π̃([v1], . . . , [vn]) = [v1∧· · ·∧vn]. Then a subset U ⊆ Gr(n− 1,PV)
is open-dense if and only if π̃−1(U) ⊆ P(V)×n is open-dense.

Proof. Consider the rational map

π : V×n 99K Gr(n− 1,PV), (A.1)

defined on the open subset U ⊆ V×n of linearly independent n-tuples, and given by
π(v1, . . . , vn) = [v1 ∧ · · · ∧ vn]. We require the following claim, which is standard. For
completeness, we prove this claim at the end of the proof.

Claim 78. The map π defines a quotient (in the sense of Section II.6.3 in [20]) of U
by the algebraic group GL(Cn) under the action A · (v1, . . . , vn) = (v1, . . . , vn)A−1 for all
A ∈ GL(Cn) and (v1, . . . , vn) ∈ U , where the product on the right is matrix multiplication.
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It follows that the Zariski topology on Gr(n− 1,PV) is precisely the quotient topology
of U by the equivalence relation induced by the group action. In other words, a subset
V ⊆ Gr(n − 1,PV) is open if and only if π−1(V ) is open. Passing to P(V)×n, it follows
that a subset V ⊆ Gr(n− 1,PV) is open if and only if π̃−1(V ) is open. This completes the
proof, modulo proving the claim.

Proof of Claim 78. To prove that π is a quotient map, note that both U and Gr(n−1,PV)
are irreducible and smooth, so it suffices to verify that π is a surjective, open map by [20,
Lemma II.6.2]. Surjectivity is obvious. To prove that π is open, it suffices to prove that it is
flat by [66, Exercise III.9.1], which in turn follows from the fact that U and Gr(n− 1,PV)
are smooth, and the fibers of π are equidimensional [66, Exercise III.10.9]. 4

Fact 6. The bijection Gr(n−1,Pd) ∼= Gr(d−n,Pd), which sends a subspace to its orthogonal
complement with respect to some non-degenerate bilinear form 〈·, ·〉, defines an isomorphism
of projective varieties.

Proof. Recall the map π defined in (A.1). After change of basis, we may assume 〈u, v〉 = uTv
for all u, v ∈ Cd+1. For any element [v] = [v1 ∧ · · · ∧ vn] ∈ Gr(n − 1,Pd), there exists an
element of π−1([v]) of the form

(
1n

A

)
for some A ∈ L(Cn,Cd+1−n). It is straightforward

to verify that
(

AT

−1d+1−n

)
∈ π−1([v]⊥), where [v]⊥ denotes the orthogonal complement of

the projective (n − 1)-plane [v]. One can also verify that, up to sign, the n × n minor
of
(
1n

A

)
corresponding to a column index set S ⊆ [d + 1] of size |S| = n is precisely

the (d+ 1− n)× (d+ 1− n) minor of the matrix
(

AT

−1d+1−n

)
corresponding to the column

index set [d+1]\S. The result follows from the fact that these minors are exactly the coor-
dinates of [v] ∈ P(

∧nCd) and [v]⊥ ∈ P(
∧d+1−nCd) in the Plücker embedding, respectively

[65].

Fact 8. Let V =
⊗m

j=1 Cdj and W =
⊗m

j=1 Ccj be vector spaces, and let [w] ∈ PW and
[v] ∈ PW be states. Then the sets ImPV([w]) and O[v] are both irreducible and constructible
in the Zariski topology.

Proof. Note that ImPV([w]) is the image of the irreducible quasiprojective variety

Z = {[A1 ⊗ · · · ⊗ Am] : Ai ∈ L(Cci ,Cdi) for all i ∈ [m] and (A1 ⊗ · · · ⊗ Am)w 6= 0}
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under the morphism w : Z → PV that sends (A1⊗ · · · ⊗Am) to [(A1⊗ · · · ⊗Am)w]. Since
Z is constructible, ImPV([w]) is constructible by Chevalley’s theorem [65, Theorem 3.16].
Since Z is irreducible, ImPV([w]) is irreducible in the subspace topology. Nearly identical
arguments show that O[v] is also constructible and irreducible.

Fact 9. Let V =
⊗m

j=1 Cdj andW =
⊗m

j=1 Ccj be vector spaces with cj ≤ dj for all j ∈ [m].

Then dim(ImPV([w])) is maximized for a generic state [w] ∈ PW.

Proof. Let ι : PW → PV be the canonical inclusion map, which acts on product tensors
[x1 ⊗ · · · ⊗ xm] by appending dj − cj zeroes to xj for each j ∈ [m]. Then for any state
[w] ∈ PW , it holds that

ImPV([w]) = ImPV(ι([w]))

= Oι([w]) ⊆ PV .

It is well known that for any non-negative integer k, the set

Sk := {[v] ∈ PV : dim(O[v]) ≤ k} ⊆ PV

is Zariski closed [29, Lemma 1.14]. It follows that Sk ∩ ι(PW) ⊆ PV is Zariski closed, so

ι−1(Sk ∩ ι(PW)) = {[w] ∈ PW : dim(ImPV([w])) ≤ k} ⊆ PW

is Zariski closed. It follows that the set of [w] ∈ PW that maximize dim(ImPV([w])) is
open-dense in PW . This completes the proof.
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Appendix B

Appendix to Chapter 4

B.1 The maximum dimensions of entangled subspaces

In this appendix, we write down the maximum dimensions of entangled subspaces, by
invoking Theorem 7 and the known dimensions of secant varieties reviewed in Section 2.1.
Corollary 79 extends results in [100] and [45].

Corollary 79. Let V =
⊗m

j=1 Cdj , and let

Y = Seg(Pd1−1 × · · · × Pdm−1) ⊆ P(V)

denote the Segre variety of product states. The maximum dimension of an r-entangled
subspace of P(V) is

d1 · · · dm − dim(Σr(Y ))− 2,

and a generic projective linear subspace of this dimension is r-entangled.

As a result, there always exists an r-entangled subspace of dimension

d1 · · · dm − r
m∑
j=1

(dj − 1)− r − 1,

whenever this quantity is non-negative. Furthermore, this is often the maximum dimension
of an r-entangled subspace, with a conjecturally complete set of exceptions [2, 14]. If r = 1
then this is the maximum dimension, which gives Wallach’s result [126].
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In the bipartite case V = Cd1 ⊗Cd2 , combining Corollary 79 with Equation (2.7) gives
that the maximum dimension of an r-entangled subspace is

(d1 − r)(d2 − r)− 1,

whenever r ≤ min{d1, d2} (this is [45, Theorem 11]). Under the isomorphism
Cd1 ⊗ Cd2 ∼= L((Cd1)∗,Cd2), this is the maximum dimension of a projective linear subspace
of d2 × d1 matrices of rank greater than r.

If r = 2 and m ≥ 3, then Σr(Y ) has the expected dimension, so the largest dimension
of a 2-entangled subspace in this case is

d1 · · · dm − 2
m∑
j=1

(dj − 1)− 3. (B.1)

We explicitly construct maximal 2-entangled subspaces in Section 4.1.

Corollary 80. Let m and d be positive integers, and let

νm(Pd−1) ⊆ P(SmCd)

denote the Veronese variety of unentangled states in the symmetric space. The maximum
dimension of a symmetric r-entangled subspace of P(SmCd) is(

d− 1 +m

m

)
− dim(Σr(νm(Pd−1)))− 2

and a generic projective linear subspace of this dimension is symmetric r-entangled.

As a result, there always exists a symmetric r-entangled subspace of dimension(
d− 1 +m

m

)
− rd− 1, (B.2)

whenever this quantity is non-negative. This is the maximum dimension of a symmetric
r-entangled subspace in many cases, with a known set of exceptions [3, 14]. If r = 1,
then (B.2) is the maximum dimension. If m = 2, then the maximum dimension is given
by (

d− r + 1

2

)
− 1. (B.3)

We explicitly construct maximal symmetric r-entangled subspaces in these two cases in
Section 4.1.
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Corollary 81. Let m and d be positive integers with m ≥ d, and let

Gr(m− 1,Pd−1) ⊆ P(
∧mCd)

denote the Grassmannian variety of unentangled states in the antisymmetric space. The
maximum dimension of an antisymmetric r-entangled subspace of P(

∧m(Cd)) is(
d− 1 +m

m

)
− dim(Σr(Gr(m− 1,Pd−1)))− 2,

and a generic projective linear subspace of this dimension is antisymmetric r-entangled.

As a result, there always exists an antisymmetric r-entangled subspace of dimension(
d− 1 +m

m

)
− 1− rm(d−m)− r, (B.4)

whenever this quantity is non-negative. This is often the maximum dimension of an anti-
symmetric r-entangled subspace, with a conjecturally complete set of exceptions [13, 14].
If r = 1, then (B.4) is the maximum dimension. If m = 2, then the maximum dimension
is given by (

d− 2r

2

)
− 1. (B.5)

We explicitly construct maximal antisymmetric r-entangled subspaces in these two cases
in Section 4.1.

B.2 A 2-Entangled Qutrit-Qutrit-Qubit Subspace

In this appendix, we prove that the span of the set B from Equation (4.2) is 2-entangled.
In order to show this, we prove that each member of that span has a flattening with rank 3.
Indeed, since C3 ⊗ C3 ⊗ C2 is naturally isomorphic to the space of 3× 6 matrices, we can
think of this subspace as consisting of block matrices of the form

M =

 λ α1 β1 γ 0 α4

α2 λ 0 0 γ β4

β2 0 λ α3 β3 γ

 ,
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where αj = δj + εj and βj = θj +κj for all 1 ≤ j ≤ 4 (and {δ, ε, θ, κ} is as in Section 4.1.5).
The partial transpose of M is

MΓ =

 λ α2 β2 γ 0 α3

α1 λ 0 0 γ β3

β1 0 λ α4 β4 γ

 ,
which is another flattening of this same state, so our goal is to show that rank(M) ≥ 3 or
rank(MΓ) ≥ 3.

Importantly, because of how we chose {δ, ε, θ, κ}, we know if that if αi 6= 0 for any
i ∈ [4], then αi 6= 0 for at least three i ∈ [4], and similarly for the βj’s. Indeed, we saw the
desirability of this property in Section 4.1, where we repeatedly used Lemma 15.

To show that rank(M) ≥ 3 or rank(MΓ) ≥ 3, we now split into several cases depending
on which of λ, γ, αi and βj equal 0.

Case 1(a): λ = 0, α1, α2, α3 6= 0.

The submatrix of M corresponding to its 1st, 2nd, and 4th columns, up to permuta-
tion similarity, has the form α2 0 0

β2 α3 0
0 γ α1


which clearly has rank 3 since it is triangular with non-zero diagonal entries.

The above case contains the flavor of most of the cases that we will consider, so from
now on we just list which columns of M or MΓ give rise to a submatrix that is (up to
permutation similarity) triangular with non-zero diagonal entries, and thus has rank 3.
For example, for Case 1(a) we would just now just say “M(1, 2, 4)”.

Case 1: λ = 0.

(a): α1, α2, α3 6= 0. M(1, 2, 4).

(b): α1, α2, α4 6= 0. MΓ(1, 2, 4).

(c): α1, α3, α4 6= 0.

(i): γ = 0. MΓ(1, 4, 6).
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(ii): γ 6= 0. M(2, 4, 5).

(d): α2, α3, α4 6= 0.

(i): γ = 0. M(1, 4, 6).

(ii): γ 6= 0. MΓ(2, 4, 5).

(e): α1 = α2 = α3 = α4 = 0.

(i): γ = 0. This case is identical to Case 1(a–d) via symmetry (just rotate M
by 180 degrees, which does not change its rank).

(ii): γ 6= 0, β1 6= 0. MΓ(1, 4, 5).

(iii): γ 6= 0, β2, β3, β4 6= 0. M(1, 4, 6).

Case 2: λ 6= 0, α1 = α2 = α3 = α4 = 0.

(a): β3 = β4 = 0 (and thus β1 = β2 = 0 too). M(1, 2, 3).

(b): β3 6= 0.

(i): γ = 0. M(1, 2, 5).

(ii): γ 6= 0. M(2, 4, 6).

(c): β4 6= 0.

(i): γ = 0. MΓ(1, 2, 5).

(ii): γ 6= 0. M(2, 4, 6).

Case 3: λ 6= 0 and αi 6= 0 for at least three i ∈ [4].

(a): β3 = β4 = 0.

(i): α3 6= 0. MΓ(2, 3, 6).

(ii): α4 6= 0. M(2, 3, 6).

(b): β3 6= 0, β4 = 0.

(i): α4 = 0, γ = 0. M(1, 3, 4).

(ii): α4 = 0, γ 6= 0. MΓ(4, 5, 6).

(iii): α4 6= 0, γ = 0. M(2, 3, 6).

(iv): α4 6= 0, γ 6= 0, α2 6= 0. MΓ(2, 3, 5).

(v): α4 6= 0, γ 6= 0, α2 = 0. This case is much more difficult, so we leave it until
after the remaining cases are dealt with.

(c): β3 = 0, β4 6= 0. This case is identical to Case 3(b) by taking the partial transpose
(i.e., replace M with MΓ and vice-versa).
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(d): β3, β4 6= 0.

(i): α4 = 0, γ = 0. M(1, 4, 6).

(ii): α4 = 0, γ 6= 0. MΓ(3, 4, 5).

(iii): α4 6= 0, β2 = 0, γ 6= 0. MΓ(3, 4, 5).

(iv): α4 6= 0, β2 = 0, γ = 0, α3 = 0. MΓ(1, 3, 6).

(v): α4 6= 0, β2 = 0, γ = 0, α3 6= 0. M(2, 3, 4).

(vi): α4 6= 0, β2 6= 0, γ = 0. MΓ(2, 3, 4).

(vii): α4 6= 0, β2 6= 0, γ 6= 0. This is another difficult case that we deal with
separately.

The only two remaining cases from above are 3(b)(v) and 3(d)(vii). These cases require
a more intricate argument to demonstrate that at least one of M or MΓ has rank 3, which
we now provide.

Case 3(b)(v)

For this case, γ, λ 6= 0, α2 = β4 = 0, α1, α3, α4 6= 0, and β1, β2, β3 6= 0. Let α = (α1, α2, α3, α4)
and β = (β1, β2, β3, β4). Because of how we chose {δ, ε, θ, κ}, we have α = (α1, α1+α4, 2α1+
α4, α4) and β = (β1, β1+2β4, β1+β4, β4). Furthermore, using the facts that 0 = α2 = α1+α4

and 0 = β4 shows that α = (α1, 0, α1,−α1) and β = (β1, β1, β1, 0). The matrix MΓ thus
has the form

MΓ =

 λ 0 β1 γ 0 α1

α1 λ 0 0 γ β1

β1 0 λ −α1 0 γ

 .
We can then see that rank(MΓ) = 3 as follows. If it had rank ≤ 2 then it would be the
case that Det(MΓ(1, 2, 3)) = λ(λ2 − β2

1) = 0, which implies β1 = ±λ. We would similarly
have Det(MΓ(4, 5, 6)) = γ(γ2 + α2

1) = 0, which implies α1 = ±iγ. Finally, we would also
have Det(MΓ(3, 4, 6)) = −β1(γλ+α1β1) = 0, which (since α1 = ±iγ and β1 = ±λ) implies
γλ± iγλ = 0, which is impossible (recall that all of these variables are non-zero). It follows
that at least one of these determinants is non-zero, so rank(MΓ) = 3, which completes this
case.

Case 3(d)(vii)

For this case, γ, λ 6= 0, α4 6= 0, and β2, β3, β4 6= 0. We now split into four subcases:
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• α1 = β3 = 0. This case is identical to Case 3(b)(v) from Section B.2 by taking the
partial transpose, swapping the roles of γ and λ, and swapping the roles of α and β.

• α1 = 0, β3 6= 0. M(2, 4, 5).

• α1 6= 0, β3 = 0. M(2, 3, 5).

• α1, β3 6= 0. This is the difficult subcase. Similarly to Case 3(b)(v), we have
α = (α1, α1 + α4, 2α1 + α4, α4) and β = (β1, β1 + 2β4, β1 + β4, β4), so M and MΓ

have the form

M =

 λ α1 β1 γ 0 α4

α1 + α4 λ 0 0 γ β4

β1 + 2β4 0 λ 2α1 + α4 β1 + β4 γ

 and

MΓ =

 λ α1 + α4 β1 + 2β4 γ 0 2α1 + α4

α1 λ 0 0 γ β1 + β4

β1 0 λ α4 β4 γ

 .
Now suppose that rank(M) = rank(MΓ) = 0. Then we would have

Det(M(2, 3, 6)) = λ(λα4 − α1β4 − γβ1) = 0,

which implies λα4 − γβ1 = α1β4. We would also have

Det(MΓ(1, 4, 5)) = γ(γβ1 − λα4 − α1β4) = 0,

which implies λα4 − γβ1 = −α1β4. Combining these two expressions for λα4 − γβ1

shows that α1β4 = 0, which contradicts the fact that we are assuming that α1, β4 6= 0
in this case. It follows that at least one of these determinants is non-zero, which
completes this final subcase and the proof.

Numerics suggest that almost all choices of {δ, ε, θ, κ} lead to this subspace being 2-
entangled. Indeed, the primary property of {δ, ε, θ, κ} that we made use of was that
a non-zero linear combination of δ and ε must never have more than one 0 entry, and
similarly for θ and κ (this property is generic). The only other place where the particular
entries of these vectors was used was in Case 3(b)(v) (and the symmetric first subcase of
Case 3(d)(vii)), where non-invertibility of a 3×3 submatrix of M or MΓ was more delicate.

To illustrate why Case 3(b)(v) is more delicate, notice that if we had instead chosen
δ = (1, 1, 1, 2), ε = (0,−1, 1, 1), θ = (2, 1, 1, 0), and κ = (1, 1, 0, 1), then it would still be

151



the case that any non-zero linear combination of δ and ε would never have more than one
0 entry, and similarly for θ and κ (so all of the other cases still work fine). However, the
proof would fall apart in Case 3(b)(v), since we would get the pair of matrices

M =

 1 −1 1 1 0 1
0 1 0 0 1 0
1 0 1 1 1 1

 and MΓ =

 1 0 1 1 0 1
−1 1 0 0 1 1
1 0 1 1 0 1

 ,
both of which have rank 2.
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Appendix C

Appendix to Chapter 7

C.1 Proof of Theorem 66

In this appendix we prove Theorem 66. The proof is very similar to that of Theorem 61.

Proof of Theorem 66. For each a ∈ [r], let xn+a = −ya, and let T1 t · · · t Tt = [n + r] be
the index sets of the decomposition of {xa : a ∈ [n+ r]} into connected components. Note
that for each p ∈ [t], if ∣∣Tp ∩ [n+ r] \ [n]

∣∣ ≤ ∣∣Tp ∩ [n]
∣∣,

then
∣∣Tp ∩ [n]

∣∣ ≤ s, otherwise {xa : a ∈ Tp} would split. Assume without loss of generality
that ∣∣T1 ∩ [n]

∣∣− ∣∣T1 ∩ [n+ r] \ [n]
∣∣ ≥ ∣∣T2 ∩ [n]

∣∣− ∣∣T2 ∩ [n+ r] \ [n]
∣∣

...

≥
∣∣Tt ∩ [n]

∣∣− ∣∣Tt ∩ [n+ r] \ [n]
∣∣,

If ∣∣T1 ∩ [n]
∣∣ ≥ ∣∣T1 ∩ [n+ r] \ [n]

∣∣,
then let l̃ ∈ [t] be the largest integer for which∣∣Tl̃ ∩ [n]

∣∣ ≥ ∣∣Tl̃ ∩ [n+ r] \ [n]
∣∣. (C.1)
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Otherwise, let l̃ = 0. Then for all p ∈ [t] \ [l̃] it holds that∣∣Tp ∩ [n]
∣∣ < ∣∣Tp ∩ [n+ r] \ [n]

∣∣.
To complete the proof, we will show that l̃ ≥ l, for then we can take Qp = Tp ∩ [n] and
Rp = Tp ∩ [n+ r] \ [n] for all p ∈ [l] to conclude.

Suppose toward contradiction that l̃ < l. We will require the following two claims:

Claim 82. It holds that l̃ < t,
⌈
n−sl̃
t−l̃

⌉
≥ s+ 1, and there exists p ∈ [t] \ [l̃] for which

∣∣Tp ∩ [n]
∣∣ ≥ ⌈n− sl̃

t− l̃

⌉
. (C.2)

Claim 83. For all p ∈ [t] \ [l̃], it holds that∣∣Tp ∩ [n+ r] \ [n]
∣∣ ≤ ∣∣Tp ∩ [n]

∣∣+ (r − n) + (s+ 1)l̃ − t+ 1. (C.3)

Before proving these claims, we first use them to complete the proof of the theorem.
Let p ∈ [t] \ [l̃] be as in Claim 82. Then,

|Tp| =
∣∣Tp ∩ [n]

∣∣+
∣∣Tp ∩ [n+ r] \ [n]

∣∣
≤ 2
∣∣Tp ∩ [n]

∣∣+ r − n+ (s+ 1)l̃ − t+ 1

≤ 2
∣∣Tp ∩ [n]

∣∣+ r − n+ sl̃ −
⌈

n− sl̃∣∣Tp ∩ [n]
∣∣
⌉

+ 1

≤ 2
∣∣Tp ∩ [n]

∣∣+ (r − n+ q − s)−
⌈
n− q + s∣∣Tp ∩ [n]

∣∣
⌉

+ 1

≤
m∑
j=1

(d
Tp∩[n]
j − 1) + 1,

where the first line is obvious, the second follows from Claim 83, the third follows from
Claim 82, the fourth follows from l̃ < l, and the fifth follows from the assumptions of the
theorem and the fact that |Tp ∩ [n]| ≥ s+ 1. So {xa : a ∈ Tp} splits, a contradiction. This
completes the proof, modulo proving the claims.

Proof of Claim 62. To prove the claim, we first observe that n > st. Indeed, if n ≤ st,
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then

r ≥
t∑

p=l̃+1

∣∣Tp ∩ [n+ r] \ [n]
∣∣

≥
t∑

p=l̃+1

(∣∣Tp ∩ [n]
∣∣+ 1

)
= n−

∣∣(T1 t · · · t Tl̃) ∩ [n]
∣∣+ t− l̃

≥ n+ t− (s+ 1)l̃

≥ n+

⌈
n

s
− (s+ 1)(q/s− 1)

⌉
=

⌈(
s+ 1

s

)
(n− q + s)

⌉
,

where the first line is obvious, the second follows from (7.12), the third is obvious, the
fourth follows from |Tp ∩ [n]| ≤ s for all p ∈ [l̃], the fifth follows from n ≤ st and l̃ < l, and
the sixth is algebra. This contradicts the assumptions of the theorem, so it must hold that
n > st.

Note that l̃ < t, for otherwise we would have n ≤ st by the fact that
∣∣Tp ∩ [n]

∣∣ ≤ s for

all p ∈ [l̃]. To verify that
⌈
n−sl̃
t−l̃

⌉
≥ s + 1, it suffices to prove n−sl̃

t−l̃ > s, which follows from

n > st. To verify (C.2), since |Tp ∩ [n]| ≤ s for all p ∈ [l̃], by the pigeonhole principle there
exists p ∈ [t] \ [l̃] for which

∣∣Tp ∩ [n]
∣∣ ≥ ⌈n− sl̃

t− l̃

⌉
.

This proves the claim. 4

Proof of Claim 83. Suppose toward contradiction that the inequality (C.3) does not hold
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for some p̃ ∈ [t] \ [l̃]. Then

r ≥
t∑

p=l̃+1

∣∣Tp ∩ [n+ r] \ [n]
∣∣

≥
∑
p6=p̃

(∣∣Tp ∩ [n]
∣∣+ 1

)
+
∣∣Tp̃ ∩ [n]

∣∣+ (r − n) + (s+ 1)l̃ − t+ 2

=
t∑

p=l̃+1

∣∣Tp ∩ [n]
∣∣+ (r − n) + sl̃ + 1

≥ r + 1,

where the first three lines are obvious, and the fourth follows from (C.1), a contradiction.
4

The proofs of Claims 82 and 83 complete the proof of the theorem.
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