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Abstract 
 

 Fall-related hip fractures are a major concern facing the older adult population, especially 

as rates of these injuries increasing worldwide. Based on the strong positive relationship between 

femoral areal bone mineral density (BMD) and femoral bone strength, various methods and tools 

have been developed to predict hip fracture risk and ultimately prevent these injuries. However, 

these BMD-based methods are currently limited in their sensitivity, with commonly used methods 

like the T-Score failing to predict approximately 70% of hip fracture case. This begs the question: 

What is currently limiting our ability to accurately predict hip fracture risk? One potential 

explanation is that currently established methods to predict bone strength may be limited as they 

are based on non-physiological, low loading rate experiments measuring bone strength. 

Additionally, current predictive methods are solely focused on the inorganic phase of bone which 

may limit their accuracy. Despite understanding the role of collagen in bone structure and on the 

mechanical properties of bone at the microscale, such as its influence on fracture toughness, the 

organic phase of bone has not been directly considered in the context of femoral bone strength and 

fall-related hip fractures. 

 Therefore, the overarching purpose of this thesis was to investigate the contributions of 

loading rate, fracture toughness, and bone composition (including both the inorganic and organic 

phases of bone) on the strength of the proximal femur in the context of fall-related hip fractures. 

The secondary purpose of this thesis was to investigate the effect of bone-affecting inflammatory 

disease states on these factors. These purposes were achieved through four studies which aimed to 

answer the following questions: 1) Does a biofidelic experimental paradigm, a vertical drop tower 

hip impact simulator (HIS), produce different bone strength measures than a traditional low 

displacement rate material testing system (MTS) approach? 2) Does a predictive bone strength 

model developed using a biofidelic test paradigm result in a model that is more accurate than 

previously developed models? 3) Does collagen network integrity and connectivity affect the 

fracture toughness of inferior femoral neck cortical bone under impact-like loading? 4) Are metrics 

of collagen quality significant predictors of proximal femur bone strength?  

 Matched pairs of fresh frozen cadaveric femurs were used to compare measures of femoral 

bone strength extracted from both inertially driven HIS experiments and constant d isplacement 
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rate MTS experiments, with the femurs of each pair being split between experiments (Study 1). 

Using a separate sample of matched pairs of femurs, measures of proximal femur bone strength 

(Study 2) were linked to measures of fracture toughness and collagen connectivity of cortical bone 

samples from the inferior femoral neck of the paired contralateral femur (Study 3). This allowed 

for direct consideration of site-specific measures of toughness and collagen in predictions of 

femoral bone strength (Study 4).  

 Although loading rate was significantly higher for specimens tested using the HIS in Study 

1, there was no significant difference in the femoral bone strength measured between experimental 

paradigms. Within each experimental paradigm, there was a significant positive relationship 

between loading rate and bone strength which was likely mediated by individual specimen 

stiffness. In Study 2, the combination of femoral neck areal BMD, sex, and their interaction was 

identified as the strongest overall model for predicting femoral bone strength (adj. R2 = 0.688, p 

<0.001). Model predictions of bone strength from four published materials testing system-based 

models revealed that each model produced significantly lower predictions of bone strength 

compared to the model developed in this study. When split by sex, each of the published models 

predicted significantly lower bone strength for males when compared to measured values. Study 

3 revealed a significant relationship between collagen network connectivity (Max Slope) and both 

elastic and elastic-plastic fracture toughness (KMax and JMax), of inferior femoral neck cortical bone 

samples when evaluated at, or up to, the point of peak load (adj. R2 = 0.229, p = 0.002, and adj. R2 

= 0.163, p = 0.021, respectively). Collagen network thermal stability (Td), however, was not 

associated with fracture toughness. Towards addressing the secondary purpose of this thesis, 

presence of bone affecting disease states was considered as a categorical variable, where it was 

found to be significantly associated to fracture toughness metrics alongside Max Slope and led to 

a marked improvement of model strength for JMax
 (adj. R2 = 0.324, p = 0.003). After aggregating 

results for matched pairs of femurs that were split between Studies 2 and 3, regression analyses in 

Study 4 revealed that while fracture toughness was not associated with bone strength, Td was 

significantly associated with bone strength (adjusted R2 = 0.395, p = 0.017). Td explained an 

additional 3.2% of the variance in the prediction of femoral bone strength when included alongside 

BMD and sex. The combination of these three variables resulted in the strongest overall model 

predicting bone strength (adj. R2 = 0.942, p < 0.001). Considering that the Td is known to be 

associated with the connectivity of the collagen network, crosslinking content, and organization of 
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the collagen network, this finding suggests that these molecular level characteristics of bone 

collagen are important contributors to femoral bone strength. 

 Through multiscale investigations of whole bone strength at the macroscale and 

characterization of aspects of the collagen network at the micro-scale, this thesis represents the 

first investigations to directly measure the influence of collagen on whole bone strength, 

specifically in the context of fall-related hip fractures. The aspects of collagen connectivity 

captured by Td were found to significantly contribute to femoral bone strength in simulated lateral 

hip impacts. However, the inclusion of Td as a predictor alongside BMD and sex only resulted in 

an additional 3.2% of the variance being explained, which brings into question the clinical 

significance of these findings. The difference between the bone strength regression model 

generated in Study 2 compared to other published models based on materials testing systems 

experiments suggests that it may be important to use more biofidelic test paradigms for the 

development of models to predict bone strength. These findings may lead to improvements in our 

ability to accurately predict femoral bone strength and consequently result in better estimations of 

injury risk. By improving the accuracy of our estimates of injury risk, we can ultimately aid in the 

prevention of fall-related hip fractures. Further research into the molecular-level aspects of 

collagen that relate to Td is needed to properly understand the mechanism through which collagen 

contributes to bone strength. This would then allow for the identification of potential biomarkers 

that could be used clinically to estimate bone strength.  
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Chapter 1 

Thesis Overview 

1.1 Introduction 

 Due to continually increasing life expectancy and decreasing birth rates, the proportion of 

the population that is constituted by older adults has consequently increased. This has inevitably 

led to a similar “ageing” of healthcare problems, with consistently increasing rates of health issues 

experienced by older adults. One of those issues which occur predominately in older adults is fall-

related hip fractures, an injury whose frequency is increasing by 1-3% yearly, worldwide 

(Cummings, 2002). From a Canadian perspective, fall-related hip fractures are a frequent and 

serious affair, with the rates of these injuries increasing almost exponentially after age 60 (Jean et 

al., 2013). With 90-95% of hip fracture hospitalization being the result of a fall-related event 

(Grisso et al., 1991; Wolinsky et al., 2009), these injuries are one of the most common and most 

costly of all “major osteoporotic fractures” (Burge et al., 2007). In fact, Nikitovic and colleagues 

in 2013 reported that the estimated annual cost of these injuries in Canada was $1.1 billion, a 69% 

increase from the $650 million estimate provided by Wiktorowicz and colleagues 2001 estimate 

(Nikitovic et al., 2013; Wiktorowicz et al., 2001). Similarly, an estimated 1.7 million hip fracture 

cases occur every year in the United States, which have an estimated cost of $12 billion annually 

(Burge et al., 2007). Clearly, these numbers convey the magnitude and severity of this problem, 

which is further emphasized by the associated one-year mortality of these injuries, occurring in 

20-40% of cases (Ioannidis et al., 2009; Jiang et al., 2005). 

 Briefly, these injuries tend to occur as the result of standing height falls that end with lateral 

contact to the hip (Greenspan et al., 1998; Hayes et al., 1993; Pinilla et al., 1996), resulting in a 

unique loading scenario (de Bakker et al., 2009; Lotz et al., 1995). In fact, the loading experienced 

during lateral hip impacts (inferior femoral neck tension with superior femoral neck compression) 

is almost a mirror of what is typically experienced during stance and gait (inferior femoral neck 

compression with superior femoral neck tension), which may help explain the mechanics of this 

injury. Further research into the underlying mechanics of hip fractures have used cadaveric femurs, 

loading them in a manner similar to the loading experienced during a lateral hip impact, and 

studying the behavior and resulting fracture. In their 1994 and 1995 papers, Courtney and 

colleagues (1994, 1995) investigated hip fracture mechanics as a function of age and loading rate, 
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finding that both factors significantly affect the force required to fracture the femur. Specifically, 

specimens from older donors fractured at much lower loads (12-21% lower), and specimens loaded 

at lower rates also fractured at lower loads (regardless of age). However, one of their main findings 

was that of a strong positive correlation between the degree of mineralization of the proximal 

femur, quantified as the areal bone mineral density (BMD) of the femoral neck, and fracture force 

(r2 = 0.72). This work has inspired many other studies, further investigating the effects of BMD, 

while also including other factors such as loading direction (Dragomir-Daescu et al., 2018; Pinilla 

et al., 1996) and femoral morphology (Cheng et al., 2007; Crabtree et al., 2002; Dinçel et al., 2008; 

Hansen et al., 2011). Though the relative influence of these factors on fracture force varies from 

study to study, the relatively consistent strength of the relationship between BMD and fracture 

force has led to measures of BMD, via low-dosage X-ray clinical methods such as Dual Energy 

X-ray Absorptiometry (DXA), being used as an easily accessible metric for assessing hip fracture 

risk (Akdeniz et al., 2009; S L Greenspan et al., 1994; Johnell et al., 2005; Kröger et al., 1994).  

 This relationship between femoral BMD and fracture load, also referred to as bone strength, 

has formed the foundation for many different methods and tools to assess an individ ual’s risk of 

suffering a hip fracture. While some of these tools assess risk purely from an epidemiological 

perspective, using factors such as family history and personal habits estimate likelihood of fracture 

(ex: FRAX without BMD), the majority of these tools include femoral BMD as one of the primary 

factors to estimate risk or likelihood of suffering a future hip fracture (such as FRAX with BMD, 

Garvan, CAROC, Qfracture) (Aspray, 2015; Dagan et al., 2017; Kanis et al., 2012, 2008b). 

However, the most commonly employed method in a clinical setting is the T-score, which relates 

an individual’s BMD to that of a young, healthy cohort to produce a score (similar to a Z-score). 

This score, which is used to classify bone health in relation to osteoporosis (with scores below -

2.5 being associated with osteoporosis), is also used to categorize hip fracture risk. Specifically, 

individuals in the osteoporosis category of T-score are at an elevated risk of suffering hip fractures, 

based on epidemiological findings (Ardawi et al., 2005; Cummings, 2002; Fatayerji et al., 1999; 

Yeung et al., 2006). Unfortunately, this method lacks sensitivity, as only ~20-30% of hip fracture 

cases occur in individuals classified as having osteoporosis (Faulkner et al., 1999; Järvinen et al., 

2015; Schuit et al., 2004; Siris et al., 2004; Stone et al., 2003). Consequently, a great deal of hip 

fractures occur in individuals who wouldn’t be flagged as “high risk”. This issue is further 

compounded by that fact that these similar methods that combine BMD with epidemiological 
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factors , such as FRAX, tend to underestimate risk in males and in certain disease states, such as 

diabetes mellitus (Fraser et al., 2011; Giangregorio et al., 2012). While it may be unreasonable to 

expect perfection in our ability to predict hip fractures, it is likely that our ability to do so is 

currently hindered by an incomplete understanding of fall-related hip fracture mechanics and the 

underlying mechanisms that contribute to the femoral bone strength. Further, despite the strong 

relationship between bone strength and BMD observed in vitro, it is possible that limitations and 

assumptions associated with current testing methodologies are some of the sources hindering 

accurate hip fracture risk assessment. Most notably, the use of high-rate constant displacement 

experiments to extract bone strength and the omission or lack of consideration of the potential role 

of the organic phase of bone are likely culprits, with clear gaps in the literature associated with 

both. While the lack of consideration for the organic phase of bone in relation to bone strength and 

clinical assessment of hip fracture risk may be a result of current limitations for clinical, in-vivo, 

methods to measure this phase, there currently exists a substantial gap in literature in terms of basic 

science research. 

 Interestingly, in the realm of materials science, the organic phase of bone is seriously 

considered, with researchers consistently finding that collagen plays an integral role in the material 

and mechanical behaviour of bone.  Not only does the collagen content and quality of cortical bone 

affect material properties of cortical bone such as Young’s modulus, strength and stiffness (Luo 

and Wu, 2020; Saito et al., 2011; Viguet-carrin et al., 2006), but also the resistance to crack growth, 

known as fracture toughness (Granke et al., 2015; Poundarik et al., 2015; Uppuganti et al., 2016; 

Vashishth et al., 1997; Willett et al., 2019; Zioupos et al., 2020, 1999).  Indeed, studies 

investigating the fracture resistance of cortical bone have found that integrity of the collagen 

network, as well as the quality or maturity of the collagen (typically quantified via the types of 

crosslinks present) correlate strongly with fracture toughness (Burton et al., 2014; Willett et al., 

2015; Zioupos et al., 1999). This is thought to have important implications for age-related fragility 

fractures, as age and disease-related changes in the organic phase of bone, such as increased 

presence of non-enzymatic crosslinks and advanced glycation end-products (AGE) (Modaresi et 

al., 2015; Ravarotto et al., 2018; Saito et al., 2006; Silva et al., 2009; Tomasek et al., 1994), may 

lead to lower fracture toughness due to the embrittlement of cortical bone, which may ultimately 

result in a decrease in bone strength. However, this body of work is not without its limitations, 

specifically in its applicability to fall-related hip fracture mechanics, as most of these collagen-
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related investigations have used samples from bone sites that are not typical hip fracture locations, 

as well as using a loading rate that is much lower than what is experienced during a fall-related 

hip impact. While this does not diminish the importance and strength of the findings, it does hinder 

our ability to confidently apply these findings to the context of proximal femur bone strength 

related to fall-related hip fractures. Furthermore, despite the strong evidence of the role of collagen 

on the mechanical behaviour of cortical bone, little research has bridged the gap between this body 

of work (relating to the organic phase of cortical bone) and bone strength at the whole bone level, 

and none in the specific context of fall-related hip fractures.   

 These gaps in the literature, as well as a keen personal interest in injury biomechanics and 

fracture mechanics, led to the completion of this thesis. Specifically, the completed work aimed to 

address some of the limitations of the current understanding of hip fracture bone strength by 

challenging established in vitro testing methodologies (at both the macro and mesoscale) and by 

considering the role of the organic phase of bone on the strength of the proximal femur during fall-

related hip fractures. Four studies were conducted to answer the four following questions: 1) Does 

a biofidelic experimental paradigm, a vertical drop tower hip impact simulator (HIS), produce 

different bone strength measures than a traditional low displacement rate material testing system 

(MTS) approach? 2) Does a predictive bone strength model developed using a biofidelic test 

paradigm result in a model that is more accurate than previously developed models? 3) Does 

collagen network integrity and connectivity affect the fracture toughness of inferior femoral neck 

cortical bone under impact-like loading? 4) Are metrics of collagen connectivity and quality 

significant predictors of proximal femur bone strength?  

1.2 Overview of Proposed Studies  

 The ultimate goal of this thesis was to synergistically couple work in the domains of 

femoral bone strength testing and cortical bone collagen investigations to further improve our 

understanding of hip fractures, as well as potentially improve our ability to assess hip fracture risk. 

This thesis addressed this through four studies, a flow diagram of which can be seen in Figure 1-

1. Beginning with a literature review (Chapter 2), the thesis follows with the details of the four 

proposed studies.  
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Figure 1-1: Thesis Study flow diagram with current study titles included. 
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Figure 1-2: A simplified overview of the femur specimen split between studies and the 

general flow of data and results between studies. Specimen numbers present only reflect 

specimens and data that could be used for analysis. 

 In Study 1 (Chapter 3), a sample of matched-pairs fresh-frozen cadaveric femurs (N = 6 

pairs) were used to compare the fracture force (bone strength) measured by two in vitro testing 

methodologies, where the standardized materials testing system (MTS) approach popularized by 

Courtney and colleagues (Courtney et al., 1995, 1994) was compared to a vertical drop tower hip 

impact simulator (HIS) paradigm. It was hypothesized the drop tower paradigm, which should 

produce more physiologically accurate hip impact dynamics, would result in significantly higher 

fracture force values compared to the matched-pair specimens tested in the materials testing system 

under high-rate constant displacement. This study aimed to fill a gap in the literature related to the 

effect of loading rate and impact dynamics on bone strength. While this question has been 
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previously investigated, the conclusions have been varied and often contradictory between studies 

(Askarinejad et al., 2019; Courtney et al., 1994; Dragomir-Daescu et al., 2018; Gilchrist et al., 

2014). Additionally, while more recent investigations have attempted to address this question 

using more biofidelic experimental paradigms (Fleps et al., 2018; Jazinizadeh et al., 2020), this 

had yet to be investigated using a sample matched pairs of femurs tested with CSA aligned 

biofidelic experimental paradigm, as done in Study 1. This work also helped illuminate and 

contextualize the findings and conclusions of Study 2. 

 Study 2 (Chapter 4) built upon this concept, by introducing a novel regression model to 

predict bone strength, based on bone strength measured from the vertical drop tower hip impact 

simulator. Using a larger sample of fresh-frozen cadaveric femurs (N = 26), the relationship 

between measured fracture force (Fx) and factors such as age, sex, femoral morphology, and 

femoral neck areal BMD were investigated through multiple linear regression. This resulted in the 

development of identification of the strongest overall model for the prediction of femoral bone 

strength, based on a biofidelic experimental paradigm, the first of its kind. This model was then 

compared to models developed from the traditional material testing system approach. More 

specifically, the accuracy of the model developed in this study was compared to that of published 

models developed from material testing system experiments predicting bone strength from BMD; 

this was achieved via the use of a validation subset of the sample (N = 6) that was not used in the 

model development. The results of this study highlight the potential importance of using biofidelic 

experimental methods when investigating the underlying biomechanics of injury, and that models 

based on these methods may result in more physiologically accurate predictions. Furthermore, 

these results guided the model development strategy used in Study 4. 

 Focusing on the organic phase of bone, Study 3 (Chapter 5) investigated the relationship 

between cortical bone collagen quality (specifically network integrity and thermal stability) and 

fracture toughness of cortical bone samples (N = 28) from the inferior femoral neck when subjected 

to three point bending experiments at an impact-like loading rate. The purpose of this work was to 

investigate if the previously reported relationship between cortical bone fracture toughness and 

collagen observed during low-rate, quasi-static loading of non-clinical sites also applied to impact-

like loading of a clinically relevant bone site like the inferior femoral neck. Additionally, the results 

of this study assisted in understanding of the role of bone collagen in the context of fall-related hip 

fractures as these findings were used in Study 4.  
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 Finally, data from matched pairs split between Study 2 and Study 3 (N = 12) were 

aggregated in Study 4 (Chapter 6) towards investigating the role of the bone collagen on the bone 

strength of the proximal femur during fall-related hip fractures. More specifically, femoral fracture 

force (Fx) as well as femoral neck aBMD measured in Study 2 were combined with the metrics of 

collagen quality and fracture toughness that were measured in Study 3. Multivariate regressions 

were performed to investigate the relative roles of factors such as sex, femoral neck BMD, collagen 

network connectivity, collagen thermal stability, and fracture toughness on femoral bone strength 

(Fx). Forced entry approaches were used to quantify the additional variance explained by collagen 

related metrics when included in models predicting bone strength from a combination of femoral 

neck BMD and sex (significant predictors of Fx identified in Study 2). The results of this study 

provide direct evidence of the important contribution of collagen proximal femur bone strength in 

the context of fall-related hip fractures 
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Chapter 2 

General Introduction & Literature Review 
 

2.1 General Introduction:  

 Each year, approximately 1.7 million hip fracture cases are reported in the United States 

(Burge et al., 2007), which has an associated cost of roughly 12 billion dollars. While Canada has 

a smaller population, the relative rates oh hip fractures are no different than elsewhere in North 

America (Jean et al., 2013; Leslie, 2009; Loughlin et al., 1993; Stevens et al., 2008; Stevens and 

Sogolow, 2005), or worldwide (Hwang et al., 2011; Korhonen et al., 2013). Though fall-related 

injuries in general are a concerning issue for older adults, hip fractures are disproportionally 

costlier and more burdensome than other fall-related injuries, including other major osteoporotic 

fractures (Burge et al., 2007; Cummings, 2002; Heinrich et al., 2010) Potentially most concerning 

is the increased risk of death following a hip fracture, with a hazard ratio over 4 for both males 

and females in the first year following a hip fracture, which is higher than any other major 

osteoporotic fracture type (including vertebral, pelvic, forearm/wrist, rib, and other fractures) 

(Ioannidis et al., 2009). Considering these factors, it is no surprise that hip fractures are so widely 

researched and investigated. Yet, despite the vast amounts of research that has been conducted to 

better understand, predict, and prevent fall-related hip fractures, these injuries are still prevalent, 

and the intricacies of the mechanism of injury are still unclear. Therefore, the purpose of this 

literature review will be to review the scope of the problem that is fall-related hip fractures, the 

mechanics behind them, and the biology that may play a role, all within the context of the goals 

and hypotheses of this thesis.  

2.2 Fall Related Hip Fractures 

2.2.1 Epidemiology and Statistics 

 Fall related hip fractures, which account for 90-95% of all hip fractures (Wolinsky et al., 

2009), fall under the largest categories of fall-related injuries, making up the large majority of 

associated hospitalizations in older adults (Billette and Janz, 2011, Canadian Community Health 

Survey, 2012).  By reflecting on these two categories, we gain valuable insight into the 

epidemiology of hip fractures in older adults, namely that increased risk of falls and compromised 
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bone health are strongly associated with older age. While these factors will be more thoroughly 

explored when discussing risk factors (section 2.2.3), both will be briefly discussed here in the 

context of the epidemiology of fall-related hip fractures. 

 Beginning with increased fall risk, previous work has established that 29 to 45% of older 

adults report falling at least once a year, with 11.5% of individuals experiencing two or more falls 

a year (Blake et al., 1988; Gryfe et al., 1977; Loughlin et al., 1993). Previous estimates suggest 

that 30% of all fall-related hospitalizations are hip fracture cases (Canadian Community Health 

Survey, 2012). The increased rates of falls in older partly explains the dramatic increase in hip 

fracture rates after age 60 (Jean et al., 2013) (Figure 2-1). While worldwide rates of hip fractures 

have generally decreased over the years (Holt et al., 2009; Jean et al., 2013; Korhonen et al., 2013; 

Leslie, 2009), the relative aging of the population is projected to increase the annual number of 

hip fractures (Holt et al., 2009; Korhonen et al., 2013). Therefore, fall related hip fractures will 

likely become a large issue, consequently leading to an increase in the economic and healthcare 

burden of these injuries increases. 

 

 

Figure 2-1: Canadian hip fracture rates by age and by sex (From Jean et al., 2013) 

2.2.2 Consequences and Outcomes 

 As the foremost cause of fall-related hospitalizations in older adults, hip fractures are not 

only burdensome on healthcare services, but there are also many other negative consequences 

associated with these injuries. From an economic perspective, hip fractures are one of the most 
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costly injuries suffered by older adults, with a study by Burge and colleagues in 2007 reporting 

that while hip fractures made up 14% of all 2.05 million major-osteoporotic fractures (a 

classification of fractures related to compromised bone structure, or very low bone mineral 

density) in the US in 2015, they accounted for 72% of the $16.9 billion cost of this class of injury 

(Burge et al., 2007). With the relatively smaller population, hip fractures still pose a large 

economic burden, with the estimated annual cost of hip fractures ranging from 650 million to 1.1 

billion dollars (Nikitovic et al., 2013; Wiktorowicz et al., 2001), with individual hip fractures 

costing an average $21 385 in Canada. As the overall cost of these injuries is inexorably linked to 

the number of hip fractures, the projected increase in hip fractures will consequently lead to an 

increase in cost, which is projected to reach $2.4 billion by 2041 in Canada (Wiktorowicz et al., 

2001). 

 However, arguably more concerning than the economic burden are other direct physical 

consequences from these injuries. As a major traumatic injury to a critical load -bearing bone, hip 

fractures are debilitating at any stage of life, greatly reducing mobility and independence. In older 

adults, this loss of mobility can lead to long-lasting or permanent reductions in mobility, often 

resulting in important lifestyle changes such as transitioning from community to institutional 

dwellings (Wiktorowicz et al., 2001). Treatment and fixation of these injuries are also more 

complex in older adults and results in joint arthroplasty (rather than internal fixation) more often 

than younger individuals (Parker and Gurusamy, 2005). Additionally, as with other geriatric 

trauma, mortality is a very real issue associated with fall-related injuries, and more specifically, 

fall-related hip fracture (Spaniolas et al., 2010). Not only does mortality following a fall-related 

injury increase with age (Bhattacharya et al., 2016), mortality in these cases is significantly higher 

for older adults when compared to younger adults (Spaniolas 2010, 4.4% and 1.6% respectively). 

Furthermore, hip fractures account for most of these types of injuries in the older adult population, 

with a survey of 5088 older adult fall-related injury patients reporting 2346 (46.3%) hip fractures 

(Bhattacharya et al., 2016). More concerning is the morbidity and ultimately mortality related to 

these injuries (Johnell and Kanis, 2004). A study by Folbert and colleagues in 2017 reported 3.8% 

in-hospital mortality rate, similar to the 4.3% reported by Magaziner and colleagues in 1989, who 

also reported 17.4% of patients died within the first year following fracture (Folbert et al., 2017; 

Magaziner et al., 1989). Ioannidis and colleagues reported 23.5% of hip fracture cases resulting in 

death, a higher percentage than pelvic and vertebral fractures, the next two injuries with the highest 
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mortality (17.4% and 16%, respectively) (Ioannidis et al., 2009). Similarly, Jiang and colleagues 

in 2005 found one-year mortality was higher for males when compared to females (37.5% and 

28.2%, respectively) (Jiang et al., 2005). However, these values do not capture the full extent of 

the morbidity related to these injuries. 

 Often overlooked due to the finality associated with mortality rates are the non-fatal 

complications that often occur subsequent to fall related hip fractures, where approximately 23% 

of older adult hip fracture patients undergo what is deemed a “Complicated Course” while in 

hospital. The associated complications that are most common with these injuries include delirium, 

anemia, UTIs and Pneumonia (Folbert et al., 2017). Not only do these complications increase the 

potential suffering of the individual, but can increase the length of the hospital stay (including an 

increase in the associated costs), and can place an additional burden on the patients physiologic 

reserve (Bhattacharya et al., 2016).  Although none of these complications and concerns are unique 

to fall-related hip fractures, the substantive economic and physical burden associated with these 

injuries, coupled with relatively high mortality, makes hip fractures a unique sort of geriatric 

trauma worthy of further investigation and research. 

2.2.3 Risk Factors 

 As previously mentioned, age seems to be one of the leading risk factors for suffering fall-

related hip fractures. This is clearly demonstrated via the reported trends in hip fractures rates, 

with the rates increasing drastically after age 60 (Jean et al., 2013) (Figure 2-1), and by the reported 

number of fall-related hip fracture hospitalizations (Billette and Janz, 2011). However, the issue is 

indeed more complex, as it is in fact multiple age-related changes that lead to increased hip fracture 

risk, and therefore warrant assessment as individual risk factors. One of the primary age-related 

risk factors is the increased likelihood of falling. In fact, approximately 20% to 50% of older adults 

will experience at least one fall each year (Bergland and Wyller, 2004; Stinchcombe et al., 2014), 

with individuals living in long-term care institutions having higher rates of falls than community 

dwelling individuals (Rubenstein, 2006). This risk factor in itself is complex and has many 

associated factors that affect fall risk, including (but not limited to) gait impairments (or low gait 

speed), muscle weakness, sensory neuropathy, and visual impairments (Caillet et al., 2015; 

Campbell et al., 1989; Davis et al., 2019; Greenspan et al., 1998; Grisso et al., 1991; Rubenstein, 

2006)  While some of these factors are themselves age-related, it is important to note that others 
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are independent of age, yet still can greatly impact fall risk, and ultimately hip fracture risk. Despite 

the increased rates of falls in older adults, which increases risk of injury through a shear 

amplification of exposure, fall risk is not the sole contributor to the increased hip fracture rates 

observed in this population group. Indeed, the resilience or the strength of the bone is another key 

component in hip fracture risk. 

 Often the result of age-related physiological changes, the resilience of the bone to 

withstand fall-related hip impacts decreases with age, attributing partly to the increase in hip 

fracture risk. In studies by Courtney and colleagues in 1994 and 1995, in vitro experiments of 

cadaveric femurs revealed that the applied force necessary to cause fracture (fracture force or bone 

strength) was significantly lower in the sample of older adult femurs compared to the sample from 

younger adults (a mean fracture force of 3440 N compared to 7200 N) (Courtney et al., 1995, 

1994). This difference has further been investigated in order to determine what specifically 

changes with older age leading to a decrease in bone strength, which in turn can be considered risk 

factors affecting hip fracture risk. One of the age-related physiological changes to have been found 

to be related to decreased bone strength are morphological and geometrical changes of the 

proximal femur, such as thinning of the cortices at both the femoral neck and trochanteric areas 

(Kaptoge et al., 2003), coupled with periosteal expansion (Luo, 2020). In general, morphological 

parameters like the ratio between femoral neck length and width seem to be important factors, such 

that femurs with relatively narrower femoral necks were more likely to be part of a fracture group 

(Dinçel et al., 2008). In fact, the geometry of the proximal femur may also determine which type 

of hip fracture occurs, as reported by Maeda and colleagues in 2011, where they observed that 

femurs with smaller neck shaft angles were more likely to have trochanteric fractures compared to 

a femoral neck fracture (Maeda et al., 2011). However, one of the greatest age-related changes that 

appear to affect bone strength is the demineralization of bone that occurs with age. 

2.2.3.1 BMD and Osteoporosis 

 The factor often reported as the most important age-related change in bones strength is the 

relative decrease in bone mineral content (BMC), or more specifically bone mineral density 

(BMD), which has been observed with age (Hendrickx et al., 2015; Santos et al., 2017) (Figure 2-

2). These changes in BMC and BMD, when coupled with the strong relationship between BMD 

and bone strength, may also help explain the higher rates of hip fractures experienced by females. 
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While the specifics of sex-dependent hip fracture risk differences will be discussed in a later 

section, it is important to draw the parallels between the increased number hip fractures and the 

more severe decrease in BMD observed in females (compared to males) (Hendrickx et al., 2015; 

Santos et al., 2017). Regardless of sexes, having low BMD, particularly of the femur, has often 

been identified as a risk factor for fall-related hip fractures (Akdeniz et al., 2009; Caillet et al., 

2015; Dinçel et al., 2008; Greenspan et al., 1994; Johnell et al., 2005). As mentioned previously, 

studies have determined a relatively strong link between femoral bone strength and femoral BMD 

(R2 range = 0.64-0.92), often quantified via measures of areal BMD (aBMD) extracted from X-

ray-based imaging methods such as Dual-Energy X-ray Absorptiometry (DXA) (Courtney et al., 

1995, 1994; E. Dall’Ara et al., 2013; Manske et al., 2009; Roberts et al., 2010). While various 

studies have focused on different sites from which femoral BMD was measured (femoral neck, 

trochanteric area, total hip BMD, Ward’s Triangle), the general findings report low femoral BMD 

as a risk factor (Ahn et al., 2014; Dinçel et al., 2008; Johnell et al., 2005; Rivadeneira et al., 2007), 

though some studies note that low BMD may be the result of other changes associated with 

increased risk, such as body composition, anthropometrics, age-related morphological changes, 

and even alcoholism (Ahn et al., 2014; Akdeniz et al., 2009; Beck et al., 2009; Berg et al., 2008; 

Compston et al., 1992; Edelstein and Barrett-connor, 1993). Specifically, due to the load-bearing 

nature of the femur, higher mass and higher BMI (specifically higher proportion of lean body 

mass) are associated higher BMD levels, which could partly explain the high risk of hip fractures 

in frail older adults who tend to have low BMI (Akdeniz et al., 2009; Beck et al., 2009), while 

morphological changes such as cortical thinning and increasing CSA (due to periosteal expansion) 

lead to less mineral distributed over a larger area, decreasing BMD (Kaptoge et al., 2003; Luo and 

Wu, 2020).  
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Figure 2-2: Taken from Santos et al., 2017 [Figure 1]: “Bone mass density (BMD) across the 

lifespan. Men exhibit higher BMDs throughout life and are less susceptible to age-related 

bone loss than women. Adapted from Hendrickx et al. (2015).” 

 Regardless, the relatively strong epidemiological evidence supporting low bone mineral 

density as a risk factor, coupled with the non-invasive, low radiation dose methods (DXA) used to 

quantify it, have driven the use of BMD based models as the primary method to distinguish hip 

fracture risk. In particular, DXA measures of BMD at various sites have been used as the main 

clinical method of identifying and diagnosing osteoporosis in individuals. Osteoporosis, the state 

of compromised or deficient bone structure, is itself a predominant risk factor for hip fractures, 

and all other fall-related fractures (often defined as major osteoporotic fractures) (Barry et al., 

2012; Burge et al., 2007; Cummings, 2002). Based on site-specific measures of areal BMD, the 

World Health Organization (WHO) has developed a clinical criterion for identifying osteoporosis 

in the form of the T-Score, which relates an individual’s BMD to that of a young healthy cohort. 

While it’s typical for older adults to have lower BMD than younger individuals, resulting in a 

negative T-Score value, T-score between -1.5 and -2.5 are deemed as osteopenia, and scores below 

-2.5 being classified as osteoporosis. The osteoporosis classification is directly related to very low 

BMD levels, which has epidemiologic ties to fragility fractures, such as fall-related hip fractures 
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(Barry et al., 2012; Burge et al., 2007; Cummings-Vaughn and Gammack, 2011; Ioannidis et al., 

2009). Therefore, the osteoporosis classification of T-Score for hip BMD is commonly used to 

identify individuals at high risk of suffering a fall-related hip fracture. However, despite the in 

vitro and epidemiological findings showing a strong relationship between femoral BMD 

(specifically trochanteric and femoral neck BMD) and bone strength or hip fractures, it is important 

to note that approximately 70%-80% of hip fracture cases occur in individuals who aren’t 

classified as having low BMD (Schuit et al., 2004; Siris et al., 2004; Stone et al., 2003). 

2.2.4 Screening and Prevention 

 Due to the many risk factors, as well as the steep consequences of these injuries, various 

methods for screening and preventing fall-related hip fractures have been established worldwide. 

With each method unique in its approach, or in the population it was designed for, the majority 

utilizes a combination of epidemiological trends or mechanistic relationships to estimate an 

individual’s hip fracture risk. As previously mentioned, (in section 2.2.3), one of the most widely 

used screening methods is the T-Score, a metric whose purpose is to quantify an individual’s bone 

health in order to diagnose osteoporosis. The T-Score takes into account age, sex, and BMD 

(typically measured via DXA) to compare an individual’s bone health relative to a that of a healthy 

cohort and assigns a score, from which one of three classifications are assigned. These groups are 

directly linked to osteoporosis, and due to the epidemiological evidence of osteoporosis being a 

major risk factor for fall-related fractures in general, these categories are roughly related to hip 

fracture risk (particularly when the T-Score is based on proximal femur BMD measures). 

However, these general classifications do not provide sufficient specificity, resulting in many 

(approximately 70%) of fall-related hip fracture cases occurring in outside of the “high risk” 

osteoporosis classification (Schuit et al., 2004; Siris et al., 2004; Stone et al., 2003). Furthermore, 

T-score is highly site specific, with BMD measurements of different sites resulting in different T-

Scores, with further discrepancies resulting from potential differences in BMD measurement 

(DXA vs. quantitative computed tomography, QCT) (Faulkner et al., 1999).  

 While the BMD based T-score may be an appropriate tool to diagnose osteoporosis, other 

methods have been developed in an attempt to provide further specificity when estimating hip 

fracture risk. The prime example of this is the Fracture Risk Assessment Tool (FRAX) developed 

by Kanis and colleagues (Kanis et al., 2008a). With 60-nationality specific tools, FRAX provides 
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an individual’s 10-year risk of major osteoporotic fracture, as well as a risk of fall-related hip 

fracture. Citing the lack sensitivity from solely assessing risk based solely on BMD threshold, 

Kanis and colleagues developed a model that considers the presence of known risk factors (such 

as alcoholism, family fracture history, sex and age) when assessing probability of fracture, and can 

also include a measure of femoral neck BMD if available (Kanis et al., 2008a). More recent 

research from this group has revealed that the FRAX model without BMD provides comparable 

predictions to those based on BMD alone (Kanis et al., 2012), showing that FRAX can be a 

remarkably useful tool, especially in cases where BMD measures are not available 

 While FRAX is the most internationally recommended tool, other similarly structured 

models/screening tools include CAROC in Canada, QFracture in the UK, and GARVAN in 

Australia (Aspray, 2015; Dagan et al., 2017). All three of these tools incorporate both the presence 

of risk factors and BMD values, however, unlike FRAX, BMD is required to provide a prediction. 

When comparing the sensitivity of these models, AUC values of 82.7%, 81.5%, and 77.8% for hip 

fractures were found using QFracture, FRAX, and Garvan respectively (Dagan et al., 2017). These 

values were higher than the sensitivity for major osteoporotic fractures (AUC range 71.2-71.4%). 

However, it should be noted that previous studies comparing FRAX to Garvan reported lower 

AUC values for hip fractures, ranging from 0.67 to 0.70 (Bolland et al., 2011). Despite the 

relatively high sensitivity of these tools, the authors report that the evaluated tools still 

underestimate fracture risk. More specifically, FRAX has been found to underestimate risk in 

certain subsets of populations, such as underpredicting risk for men in Canada (Fraser et al., 2011), 

and individuals with diabetes (Giangregorio et al., 2012), and more generally, other investigations 

report that fracture risk calculators and tools such as FRAX or Garvan did not provide better 

fracture discrimination than models based on age and BMD (Bolland et al., 2011). In a seminal 

paper, Järvinen and colleagues report that currently used methods (BMD and multifactorial 

prediction tools) “are unable to identify a large proportion of patients who will sustain a fracture” 

and that these methods also generate a large number of false positives (Järvinen et al., 2015). In 

an attempt to address these issues, more mechanistically based methods, such as FOR, have been 

developed. These methods attempt to quantify hip fracture risk by predicting femoral bone strength 

and hip impact force (Bouxsein et al., 2007; Dufour et al., 2012; Martel et al., 2020; Roberts et al., 

2010). While FOR methods, which are commonly and successfully applied in engineering settings, 

do significantly differentiate groups who have suffered hip fractures from those who haven’t, using 



18 
 

currently developed models to predict bone strength from BMD result in the more than half of 

older adult males and almost all older adult females to fall below the predicted threshold of risk 

(Dufour et al., 2012). This suggests that, either the relationship is wrong (in that the model to 

predict bone strength from BMD are off), or there are currently undetermined mitigating or 

mediating factors that influence the relationship between BMD and bone strength. Therefore, our 

understanding of hip fractures is currently incomplete, and needs to be further studied if we want 

to better predict and prevent hip fractures. 

2.3 Hip Fracture Mechanics 

 In order to properly address the issue of fall-related hip fractures, a more complete 

understanding of the underlying dynamics and mechanics of these injuries is needed. As previously 

discussed, older adults fall more frequently, and while age-related changes may explain why they 

are more prone to falls, it is also important to consider how they might fall. Specifically, 

investigations into how older adults fall compared to younger individuals revealed that, not only 

do older adults fall more often, but that older adults are less likely to break their falls with their 

hands or other limbs to slow the fall, resulting in more severe impacts (Feldman and Robinovitch, 

2007). Additionally, the orientation of the body and the direction of the fall during the hip impact 

(Greenspan et al., 1998; Greenspan et al., 1994; Nankaku et al., 2005; Pinilla et al., 1996), as well 

as the impact location are important factors relating to hip fracture risk (Keaveny and Hayes, 

1993). The following sections will explore the underlying mechanics of hip fractures by 

investigating the loading of the structures during the fall-related impact event, how this loading 

leads to failure, and what’s been studied in terms of quantifying bone strength and ultimately 

fracture risk. 

2.3.1 Loading and Failure 

 Many researchers have established that the biomechanics of any fall is an important factor 

to consider when studying any injury, especially traumatic ones like fractures (Blaha and Logue, 

1989; Cummings and Nevitt, 1994; King, 2000). In the case of hip fractures, studies have found 

that the mechanics of the fall and impact are important factors (Cummings and Nevitt, 1994), and 

that previously mentioned BMD-based predictions of hip fracture risk depend on the loading 

experienced (Dall’Ara et al., 2013a), which can be influenced by the loading direction (Greenspan 

et al., 1994; Pinilla et al., 1996) and impact location (Keaveny and Hayes, 1993). During a fall, 
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which can be initiated through various means, the potential energy from the body that will be 

converted to kinetic energy upon impact depends on many factors. Anthropometrics, such as height 

and mass, any pre-existing velocity (from gait or the fall-inducing event), and even the orientation 

of the body (which will influence the kinematics of the fall) will all directly influence the impact 

energy (Greenspan et al., 1994; Pinilla et al., 1996). In a 1991 study, Robinovitch and colleagues 

set out to model the dynamics of lateral hip impacts, wherein they reported that the human hip-

pelvis system behaves as a mass-spring-damper 2nd order system during these impacts 

(Robinovitch et al., 1991). More importantly, this group also found that, when predicting peak 

impact force, a simplified mass-spring model predicts impact force just as well as the full mass-

spring-damper model, allowing for a simpler computation for predicting peak impact force of a 

fall-related hip impact (Robinovitch et al., 1991). Specifically, peak impact force can be estimated 

by computing 

𝑭 = √𝟐𝒈𝒉𝒎𝒌  [Equation 1] 

Where g is the gravitational acceleration, h is the height of the fall (specifically the vertical height 

of that the hip must travel to impact the ground), m is the effective mass of the hip-pelvis system 

(which is the portion of total body mass that contributes to the impact), and k which is the stiffness 

of the hip-pelvis system (which acts like the spring in the mass-spring model). This equation can 

be further simplified if using impact velocity rather than fall height, where 

𝑭 =  √𝒎𝒌 ⋅ 𝒗   [Equation 2] 

Modelling lateral hip impacts as such not only provides valuable insight into the dynamics of fall-

related lateral impacts, but it also allows for an estimate of the impact force of a fall. This latter 

portion is of vital importance when predicting hip fracture risk from a mechanistic perspective, 

specifically by providing a value which can be compared to the estimated femoral bone strength. 

As in the case of FOR estimates, the ratio between predicted impact force and estimated bone 

strength should provide a quantitative assessment of risk of fracture (Bouxsein et al., 2007; Dufour 

et al., 2012; Roberts et al., 2010)  

 Further refinements of the above approaches and frameworks have yielded greater insight 

into the dynamics of fall-related hip fractures, even leading to more mechanistically based methods 

of hip fracture risk predictions. Building from Robinovtich and colleagues’ 1991 work, estimates 

of pelvic stiffness have been refined (Laing and Robinovitch, 2008; Levine et al., 2013; 
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Robinovitch et al., 1997), the force-attenuating properties of the soft tissue overlying the greater 

trochanter have been considered (Bouxsein et al., 2007; Robinovitch et al., 1995), and effective 

mass have been identified such that biofidelic hip impacts can be simulated, as outline in the testing 

standard for simulated lateral impact tests of hip protectors has been developed (CSA Group, 

2020). However, there are more unique aspects than impact energy and bone strength to fall-related 

hip fractures. In fact, the very modes of loading experienced at different aspects of the proximal 

femur are entirely unique to this lateral impact scenario. Specifically, the proximal femur 

undergoes loading most often when standing or load-bearing, which results in a particular 

combination of loading modes, particularly with the inferior femoral experiencing compression 

while the superior aspect is under tension. According to Wolff’s Law (1892), bone tends to adapt 

and remodel based on the loading experienced (Wolff, 1892). Though general, the concept of bone 

adapting due to mechanical loading is supported by the skeletal adaptations seen in exercise and 

aging (Jones et al., 1977; Keaveny and Hayes, 1993; Woo et al., 1981), and may be better explained 

through the “Mechanostat” theory proposed by Frost, wherein mechanical induced signaling leads 

to skeletal adaptations (Frost, 1996). In the context of the proximal femur, typical loading 

experienced during stance and gait have resulted in the inferior femoral neck being relatively more 

resilient to compressive loading than the superior aspect (de Bakker et al., 2009). Consequently, 

during lateral hip impacts, the unique loading experienced is reversed, which the bone structure is 

not optimized for (de Bakker et al., 2009), as illustrated in Figure 2-3. This results in a unique 

loading scenario where the proximal femur may be more vulnerable and less resilient, which in 

theory would suggest that a lower force is necessary to induce fracture. This exact hypothesis was 

tested by Dall’Ara and colleagues in 2013, and by others (Eckstein et al., 2002; Lochmüller et al., 

2003), wherein the ultimate strength of the proximal femur during stance loading was compared 

to that of lateral loading (such as in lateral hip impacts). The authors report that the ultimate 

strength of the proximal femur (bone strength) was three times less when laterally loaded (Dall’Ara 

et al., 2013a). Due to the unique morphology of the femur, specifically at its proximal portion, the 

orientation of the impact itself, which was previously defined as a risk factor, can influence the 

loading at the proximal femur and mechanically affecting fracture risk (Pinilla et al., 1996). 
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Figure 2-3: Taken from de Bakker et al. 2009 [Figure 1]: “The magnitude and nature of the 

stresses on the femoral neck differ depending on the applied load” 

 A limitation of the simplified mass-spring approach of predicting impact force is that it 

neglects certain characteristics of the fall; specifically, what may occur between fall initiation and 

impact. While it was previously mentioned that older adults are less likely to break or slow their 

falls by using their hands or limbs, pre-impact body adjustments can still occur, potentially 

reducing the severity of the impact. A study by Choi and colleagues in 2015 assessed security 

video recordings of older adult falls in long-term care facilities, wherein it was found that many 

different fall severity reducing strategies are employed, from a compensatory step following a loss 

of balance, to the use of hands to arrest or slow a fall (Choi et al., 2015). From these videos, vertical 

and horizontal impact velocities were estimated for the pelvis, hands, and head, and  while limited 

to only forward or backwards falls, found that the impact velocity of most limbs were higher in 

general during forward falls. Regardless of the cause of the fall and the original orientation of the 

body during the fall, individuals most often attempt to reorient their bodies such that they land 
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posteriorly. Additionally, when the fall occurs, other bodily adjustments can occur, such as 

abduction of the impacting leg or bending of the knees to slow the fall. These various factors 

increase the variability of proximal femur loading during lateral hip impacts, ultimately increasing 

the variability of hip fracture risk.  

 As the hip contacts the impact surface, the soft tissue overlying the greater trochanter and 

the general hip area acts as a cushion, attenuating and deflecting some of the impact force. While 

the specifics are discussed in the following section, a study by Robinovitch and colleagues in 1995 

quantified the force attenuation of these soft tissues, finding a 71 N reduction in peak impact force 

with every millimeter of soft tissue (Robinovitch et al., 1995). These findings provide a 

mechanistic explanation for the protective effects of the increased soft tissue which often 

accompanies larger mass and BMI, leading to lower hip fracture risk, up to a certain degree (after 

which risk increases with rising BMI) (Bouxsein et al., 2007; De Laet et al., 2005; Majumder et 

al., 2013). Further, these soft tissues may alter the path of force transmission of the hip impact, as 

well as further modulate the dynamics of the event, such as the loading rate, and ultimately 

affecting the stress and strains experienced at the proximal femur (Majumder et al., 2013). To 

further understand the specific loading experienced at the proximal femur during lateral hip 

impacts, researchers have use experimental simulations of these events to more accurately quantify 

impact loading. 

2.3.2 Experimental Findings 

 As femoral bone strength and impact force are key mechanistic considerations when 

assessing hip fracture risk, much research has been devoted to experimentally investigating fall-

related hip fractures. This body of work can generally be divided into two classes of experiments; 

those that quantify impact force and loading, and those that quantify bone strength and fracture 

force. Beginning with the quantification of impact force, insights can be gleaned through both 

observation and experimentation. Investigation into older adult falls via retrospective video 

analyses, such as those conducted by Choi and colleagues as well as Robinovitch and colleagues,  

not only provide information on the cause of the fall and pre-fall context, but can also reveal 

important details about the fall-impact event (Choi et al., 2015; Robinovitch et al., 2013). Choi 

and colleagues 2015 study reports a mean vertical impact velocity of 2.14 m/s, which was 46% 

lower than expected from a free-fall from standing height. While none of these falls included falls 
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that started in a lateral direction, these results may suggest that falls may be less severe than 

predicted, and yet hip fractures occur, further highlighting the current limitations and flaws in 

current hip fracture risk predictions.  

 In order to more directly quantify impact force and loading, many studies have used 

different experimental methods to simulate lateral hip impacts and measure the resulting impact 

force. While measuring falls from standing height is not entirely ethical or possible due to the fact 

that, even in younger adults, fall-related hip impacts are high-energy events that could lead to 

fracture (Kannus et al., 2006), researchers have employed methods to lessen the severity of the 

impacts. For example, Robinovitch and colleagues 1991 subjected human volunteers to relatively 

low-energy pelvis release experiments, wherein their pelvis was raised above a force plate and 

released to induce an impact (Robinovitch et al., 1991).  This test paradigm uses sub-injurious 

impacts (impact velocity = 0.5 – 1.0 m/s) to quantify the associated impact dynamics, which is 

then used to inform simulations or estimates at clinically relevant impact velocities. Although this 

experimental paradigm continues to be used to further investigate hip impact mechanics (Bhan et 

al., 2013; Laing and Robinovitch, 2010; Levine et al., 2013; Martel et al., 2018; Pretty et al., 2017), 

other experimental paradigms have been developed and used, the first of which includes standing 

height falls onto mats or other cushioning material. This paradigm, as employed by Nankaku et 

al., 2005, allow for a more fulsome investigation into the kinematics of the fall and impact, while 

being limited in the ability to quantify the impact dynamics (Nankaku et al., 2005). However, these 

investigations were able to quantify impact velocity for various types of falls, specifically finding 

an average impact velocity of approximately 2 m/s for lateral hip impacts. These values generally 

align with the observational findings of Choi et al. 2015, providing values which can be used to 

ultimately estimate impact force (Choi et al., 2015). Another more recent paradigm developed by 

Fleps and colleagues simulated pendulum-like lateral hip impacts involving the use of whole 

cadaveric femur and pelvis skeletal structures encased in ballistics gel (Fleps et al., 2019). This 

paradigm not only allowed the investigators to quantify the dynamics of the fall and impact, but 

also allows for hip fractures to be induced and measured. Using this approach, the simulated 

impacts had an average velocity of 3.07 m/s, resulting in peak impact forces ranging from 2947 N 

to 7601 N. The range of values was mostly driven by differences in the thickness of the simulated 

soft tissue, ballistics gel in this case, overlying the greater trochanter, which is known to contribute 

to force attenuation during lateral hip impacts (Bouxsein et al., 2007; Majumder et al., 2013; 
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Robinovitch et al., 1995). This approach provides a novel alternative to study hip impact dynamics, 

as well as bone strength. 

 In terms of quantifying the strength of the proximal femur during lateral hip impact and 

subsequent fractures, the realities of the situation necessitate the use of cadaveric tissue or 

surrogate materials and systems.  Investigations into proximal femur strength in the context of fall-

related impacts performed by Courtney in 1994 and 1995 (citing Lots and Hayes 1990 for the 

specific methodology) revealed the age-related decline in bone strength of the proximal femur, as 

well as reaffirmed the relationship between bone strength and BMD (Courtney et al., 1995, 1994; 

Lotz and Hayes, 1990). The paradigm involves the use of a material testing system (MTS), 

typically a servo-hydraulic instrument such as an Instron MTS, to laterally compress a cadaveric 

proximal femur specimen at a constant displacement rate until failure. Specifically, in the 

investigations by Courtney and colleagues, the specimen was fixed such that the testing system 

cross head would compress the head of the femur while the greater trochanter (covered with a 

hemispherical polymethylmethacrylate cap) rested on an impact plate (supported by a load cell to 

measure compressive force). To accurately emulate the position of the femur during lateral hip 

impacts, the specimen was further positioned with a slight (10 degrees) adduction angle and rotated 

to 15 degrees internal rotation. A displacement rate of 100 mm/s was used to emulate the high-rate 

loading of lateral hip impacts. This same methodology has been used and replicated many times 

since then, and has since been unofficially been adopted as the standard for this type of work 

(Dall’Ara et al., 2013a; Dragomir-Daescu et al., 2018; Eckstein et al., 2002).   

 While elements of this method aren’t necessarily biofidelic, such as the use of constant 

displacement and the absence of soft tissue or pelvic compliance, it has been used to reliably induce 

hip fractures, resulting in relatively consistent results relating to the relationship between bone 

strength and BMD. In fact, it is from experiments using this, or very similar, methodology that 

most currently used BMD based predictions of bone strength have stemmed (Courtney et al., 1995; 

Dall’Ara et al., 2013a; Roberts et al., 2010). However, this methodology does have its limitations, 

primarily in terms of boundary conditions and physiological accuracy, or biofidelity. It should be 

noted that certain experiments have attempted to address these limitations in the hopes of 

developing methodologies that result in more physiologically accurate testing and results. One 

notable example is the study by Gilchrist and colleagues in 2014, wherein the effect of loading 

rate and test paradigm on the mechanical behaviour of the proximal femur was investigated. While 
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the results of this experiment revealed that, when tested at sub-fracture levels, there were no 

differences in the mechanical behaviour of bone between constant displacement rate and fall 

simulation paradigms, a significant difference was observed between the paradigms during 

fracture trials (Gilchrist et al., 2014). Specifically, the investigators found that displacement rate 

is mediated by the stiffness of the specimen, and therefore, uniformly applying a constant high-

displacement rate may result in non-biofidelic (or nonphysiological) loading conditions, which 

could result in inaccurate bone strength measurements. Though these results suggest that test 

paradigm may influence bone strength, and that the use of the standard high-displacement rate 

testing paradigm may result in higher measures of bone strength, the authors note that certain 

limitations of the study, such as the lack of matched-pair samples and large intergroup variance in 

aBMD, prevents a definitive conclusion (Gilchrist et al., 2014). Regardless, the findings of this 

study bring into question the use of bone strength estimates based on constant displacement rate 

experiments, potentially explaining some of the discordance in hip fracture risk assessment; this 

necessitates further investigation. Additionally, there has been a recent trend of investigators 

moving towards, or at the very least including, fall simulation paradigms rather than just constant 

displacement rate tests when studying lateral hip impact mechanics (Enns-Bray et al., 2019a; Fleps 

et al., 2018; Jazinizadeh et al., 2020). 

 Beyond extracting simple fracture force, these experiments have also been used to 

investigate fracture mechanics on a more fundamental level, specifically quantifying the stresses 

and strains experienced during this type of loading. While the material properties of bones are 

briefly discussed in a later section (section 2.4.1.1), studies have used these values, coupled with 

the current understanding of fall-related hip fracture impact dynamics, to estimate tissue level 

loading. Specifically, Finite Element Models (FEM) and Analyses (FEA) have further revealed 

the unique loading that occurs during lateral hip impacts, as compared to gait -related loading, 

where a complete inversion of compressive and tensile loading is observed (Lotz et al., 1995). In 

fact, Lotz and colleagues 1995 investigation revealed that, unlike during gait, an estimated 96% of 

the load is concentrated at the cortical bone of the femoral neck, potentially providing a 

mechanistic explanation for the clinical relevance of this site (Lotz et al., 1995). A more recent 

FEA investigation by Dall’Ara and colleagues in 2013 reported a high-stress area in the inferior 

femoral neck during lateral hip impact-like loading, even allowing for the determination of failure 

location (Dall’Ara et al., 2013b). Using this mechanistic approach, their FE model predicted 
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femoral bone strength better than typical aBMD approaches. Various FEM and FEA studies have 

since been conducted, further refining the model meshes while also adding other elements, such 

as the inclusion of the pelvis and soft tissue (Enns-Bray et al., 2019b; Majumder et al., 2007). 

Some of these models have even been applied to clinical populations albeit retrospectively. One 

such case is Enns-Bray and colleagues 2019 report, wherein subject specific biofidelic FEMs were 

able to classify hip fracture cases. Furthermore, when removing individuals who didn’t fall 

(deemed non-fallers), this approach performed significantly better than BMD based methods 

(AUC of 0.85 vs 0.74 for model predicted maximum volumetric strain and total femur aBMD, 

respectively). While these FEM models continue to provide better hip fracture prediction than 

typical BMD based methods, their reliance on computationally heavy models, some of which must 

be subject specific, prevents them from being applied clinically on a wide scale. Despite this 

limitation, FEM and FEA provide access to a level of detail that is not typically available during 

standard in vitro experiments, further improving our understanding of the underlying mechanics 

of fall-related hip fractures.   

2.3.3 Determinants of Bone Strength  

 As evident from the previous sections, a fair amount of research has been conducted with 

the goal of better understanding bone fracture mechanics, and more specifically fall-related hip 

fractures. These investigations have revealed much, with the most commonly cited finding being 

the strong positive association between bone strength and the degree of bone mineralization (often 

capture by areal BMD measurements (Courtney et al., 1994, 1995; Dall’Ara et al., 2013a; Roberts 

et al., 2010). Other factors that have been identified and found to influence bone strength include 

femoral geometry (Cheng et al., 2007; Crabtree et al., 2002; Dinçel et al., 2008; Gregory et al., 

2004; Hansen et al., 2011), loading rate (Courtney et al., 1994; Dragomir-Daescu et al., 2018; 

Gilchrist et al., 2014; Jazinizadeh et al., 2020), and loading direction (Dall’Ara et al., 2013a; 

Eckstein et al., 2002; Lochmüller et al., 2003; Pinilla et al., 1996). Additionally, cortical bone 

strength is affected by its microstructure, referring to organizations of the osteons, Haversian and 

Volkman’s canals, as well as any related defects or damage (such as pores and accumulated 

microdamage) (Augat and Schorlemmer, 2006; Bouxsein, 2005). However, despite these findings, 

there are still aspects of bone fracture mechanics that are unclear or haven’t yet been directly 

investigated. Furthermore, despite strong relationships drawn from thorough in-vitro 
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experimentation, our ability to accurately predict those at risk of fall-related hip fractures is still 

limited. 

2.3.4 Mechanistic Fracture Risk:  

 The results of in-vitro, in-silico, and in-vivo experiments on the dynamics of fall-related 

hip fractures have been synthesized into various models and methods to predict bone strength, and 

ultimately hip fracture risk. While some of the most commonly clinically utilized methods of hip 

fracture risk assessment, such as FRAX, CAROC, GARVAN, and the T-Score, are partly 

mechanistically based on the relationship between bone strength and femoral aBMD (Aspray, 

2015; Cummins et al., 2011; Dagan et al., 2017; Fraser et al., 2011; Johansen, 2012; Kanis et al., 

2018, 2012, 2008b; W. D. Leslie et al., 2012), these methods have been shown to have their 

limitations in terms of predicting individuals at risk fall-related hip fractures (Faulkner et al., 1999; 

Giangregorio et al., 2012; Siris et al., 2004; Stone et al., 2003). However, other more 

mechanistically based methods of predicting bone strength and hip fracture risk exist. Firstly, some 

of the earliest work investigating the relationship between femoral BMD and bone strength 

provided regression equations to estimate bone strength from measures of femoral neck BMD 

(Cheng et al., 1997; Courtney et al., 1995, 1994). Since then, other estimates have been developed 

using similar methods, resulting in some age or sex specific estimates, all with moderate to strong 

R2 values, as displayed in a table from Dall’Ara et al. 2013 (Table 1, adapted from Table 1 of 

Dall’Ara et al. 2013a).  
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Table 2-1: List of previously conducted experiments wherein proximal femur bone strength 

was related to bone mineral density. Adapted from Table 1 of Dall’Ara et al. 2013a, with 

the addition of Gilchrist 2014. 

Reference Loading Rate (mm/s) Sample Size Best Predictor Best R2 

Bouxsein et al., 1999 100 25 Trochanteric BMD 0.92 

Cheng et al., 1997 14 70 Trochanteric BMD 0.88 

Courtney et al., 1994 100 20 Femoral Neck BMD 0.72 

Courtney et al., 1995 2 17 Femoral Neck BMD 0.92 

Dall’Ara et al., 2013a 0.082 36 Femoral Neck BMD 0.80 

Dragomir-Daescu et al., 2011 100 18 Total Hip BMD 0.79 

Gilchrist et al., 2014 0.5 20 Total Hip BMD 0.94 

Hansen et al., 2011 0.033 31 Trochanteric BMD 0.78 

Kolta et al., 2012 2 12 Trochanteric BMD 0.78 

Le Corroller et al., 2012 0.167 21 Femoral Neck BMD* 0.77 

Manske et al., 2009 100 35 Femoral Neck BMD 0.64 

Pinilla et al., 1996 100 11 Total Hip BMD 0.68 

Roberts et al., 2010 100 73 Femoral Neck BMD 0.70 

 

 Towards predicting hip fractures risk, some of these bone strength models have been 

combined with impact dynamics models in order to provide a more mechanistically based 

evaluation of hip fracture risk. One such approach is the application of the Factor of Risk 

principles, or FOR, which relates the potential exposure to the tolerance of the tissue in question 

(Bachmann et al., 2014; Dufour et al., 2012; Hayes et al., 1991; Martel et al., 2020; Roberts et al., 

2010). A similar approach is often used in engineering contexts, for example, when determining 

the safety factor for various designs and structures, which is the ratio between the theoretical 

strength of the material and the applied load. In the realm of hip fracture risk estimates, the 

exposure comes in the form of an estimated impact force, and the tissue tolerance stems from 

predicted bone strength (Bouxsein et al., 2007; Cummings and Nevitt, 1994; Robinovitch et al., 

1997, 1991; Sarvi and Luo, 2019). Driven by various impact dynamics models, such as the lumped-

parameter model (i.e.: mass-spring model) outlined by Robinovitch 1991, or other more complex 

models, such as van den Kroonenber et al. 1995 and Majumder et al. 2007, the impact force 

resulting from a fall onto the hip can be estimated for a given individual or scenario (Majumder et 
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al., 2007; Robinovitch et al., 1991; van den Kroonenberg et al., 1995). This, when coupled with a 

predicted bone strength (from one of the above discussed models) allows for a Factor of Risk to 

be computed, which, theoretically, gives a mechanistic insight into an individual’s relative fracture 

risk (Bachmann et al., 2014; Dufour et al., 2012; Roberts et al., 2010).  

 One great example of the clinical applicability of Factor of Risk (FOR) as a method to 

quantify hip fracture risk is Dufour et al.’s 2012 retrospective analysis of the Framingham data set 

(Dufour et al., 2012). Specifically, the authors computed FOR a sample of 1100 older adult who 

were followed over a two-year period. Individuals were divided first by sex, and then into groups 

who either experienced a hip fracture, or did not, where they found that FOR was significantly 

higher for both the fracture groups for both sexes (Dufour et al., 2012). While promising, one 

major flaw of this approach was also revealed in the results reported by this group, which was that, 

using current knowledge, fractures often occurred when estimated FOR was well below the value 

of 1 (which is when the applied load would be equal to the tolerance). This was apparent in the 

female groups, where the fracture group had a mean FOR of 0.49, meaning that fractures occurred 

even though the estimated applied load (impact force) only reached half the magnitude of the 

estimated tolerance (bone strength). While this limitation is partly due to the simplification 

associated with this approach, the majority of the blame lies with how the applied force and the 

tissue tolerance are estimated. While further details on the limitations are provided in the Dufour 

2012 article, as well as Martel et al. 2020, the main factors that contribute to this mismatch is the 

likely overestimation of the force attenuation provided by the soft tissues overlying the hip (greater 

trochanter) (Robinovitch et al., 1995), and the potential inaccuracy in the predictions of the bone 

strength (Dufour et al., 2012; Martel et al., 2020). Part of the aim of this thesis is to investigate this 

potential inaccuracy in bone strength predictions, which may be due to the non-physiologic loading 

used in standard proximal femur bone strength testing. 

2.4 Bone Biology 

 Bones are complex biological structures that provide various functions for the human body. 

The complexity of this material stretches across multiple scales (Figure 2-4), from the overall 

structure and morphology of the individual bones (each bone fulfilling unique roles, from 

protection to anchor points for tissue and musculature), all the way down to the molecular level, 

where hydroxyapatite crystals, constituting the majority of the inorganic phase, are embedded in a 
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matrix of type I collagen (Stock, 2015; Weiner and Wagner, 1998). This section of the literature 

review will explore bone from various perspectives towards providing a holistic overview of this 

class of tissue, specifically focusing on the femur, its structure and composition. Additionally, 

further emphasis will be provided on the organic phase of bone, its role in bone structure and 

function, and how it may contribute to bone strength, ultimately affecting fracture risk.  

 

Figure 2-4: From Wiener 1998 – “The 7 hierarchical levels of organization of the bone family 

of materials”.  

2.4.1 Femoral Structure and Morphology  

 At the largest scale, the whole bone (Level 7 on Figure 2-4) is a complex structure, with 

each bone of the body having a unique shape, as well as a purpose uniquely related to its shape 

and form. The femur is no exception, with a particularly unique shape and function well suited to 

the typical loading experienced through human stance and gait. Of interest in the context of fall-
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related hip fractures is the proximal portion of the femur (Figure 2-3) which is where these 

fractures typically occur (Tal et al., 2015). During the lateral hip impacts, the effective mass of the 

pelvis and upper body are transferred and driven downward (toward the impacting surface) through 

the interface of the femoral head and pelvic acetabulum. All the while, the lateral aspect of the 

femur, particularly the greater trochanter, make indirect contact with the impacting surface 

(through overlying soft tissue), directed upwards, creating a bending load scenario in the proximal 

femur. This results in the inferior aspect of the femoral neck to be subjected to tensile loading, 

compared to the typical compressive loading experienced during stance and gait. Due to the unique 

loading experienced during lateral hip impacts (de Bakker et al., 2009) (Figure 2-3 from section 

2.3.1), hip fractures often occur in the cervical (femoral neck) or trochanteric regions of the 

proximal femur (Tal et al., 2015).  

 The loading, or more specifically the stresses and strains, resulting from these impacts are 

directly affected by the shape and geometry on the femur itself, especially since bone is not simply 

a uniform block of isotropic material. Rather, with the dense cortical shell and the more diffuse 

trabecular (or cancellous) bone on the interior, bone more closely resembles an orthotropic 

material, and the resulting stresses will not be uniform throughout the structure. It is for these 

reasons that, when studying bone strength and bone fracture mechanics, morphology and geometry 

are often quantified and considered (Cheng et al., 2007; Crabtree et al., 2002; Dinçel et al., 2008; 

Gregory et al., 2004; Hansen et al., 2011). While previous research does not necessarily reach 

consensus, it does provide insight into features of femoral geometry and morphology that seem to 

influence the stresses and strains experienced during lateral hip impacts. Aspects such as the length 

of the femoral neck axis (Femoral Neck Axis Length, FNAL), its intersection with the long axis 

of the diaphysis (from Femoral Shaft Neutral Axis, FSNA), and the angle between the two (Neck-

Shaft Angle, NSA) directly influences the relative moment arm through which bending moments 

act during lateral hip impacts (Chappard et al., 2010; Elbuken et al., 2012; Maeda et al., 2011; 

Partanen et al., 2001). If the shape of the femoral neck is simplified to a narrow pipe or cylinder, 

its width or cross-sectional area (CSA) of the femoral neck, along with the relative thickness of 

the cortical shell (Cortical Thickness), will directly affect the area moment of inertia (influenced 

primarily by the difference between the outer and inner diameter of the cross-section) (Cheng et 

al., 2007; Gong et al., 2016; LaCroix et al., 2010) (Figure 2-5). Add to this the influence of the 

relative density of the bone across this cross-section, and the cross-sectional moment of inertia 
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(CSMI) directly relates to the structures bending resistance (Gong et al., 2016; Szulc et al., 2006). 

These morphological features and measures have all been found to, in one way or another, affect 

the stresses, strains, or more general loads experienced in the proximal femur during lateral hip 

impacts.  

 

Figure 2-5: Taken from Maedea 2011, used to illustrate various morphological measures. 

Segment B’G represents the FSNA, while segment BE represents the FNAL; the angle 

between these two (at F) represents the NSA. 

 While briefly introduced in the previous paragraph, both the cortical and cancellous bone 

can affect loading at the proximal femur during lateral hip impacts, affecting not only shape and 

geometry, but also influencing the relative density at any point within the structure. However, for 

the purposes of this thesis, the focus will be placed primarily on the cortical bone of the proximal 

femur. The reasoning for this emphasis is not only a result of logistic considerations (as will be 

detailed in the methods of the proposed studies), but also because cortical bone provides an 

excellent source for extracting mineralized type I collagen, the investigation of which (in the 

context of proximal femur bone strength) is one of the key purposes of this thesis. Beyond these 
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points, there is also a mechanical basis for this emphasis, as previous Finite Element Analyses 

(FEA) have estimated that approximately 96% of the load experienced at the femoral neck during 

lateral hip impacts occurs in cortical bone (Lotz et al., 1995). The following section will explore 

cortical bone in further detail, specifically detailing it as a structured tissue and as a material. 

2.4.1.1 Cortical Bone 

 Cortical bone consists of tightly packed structures known as osteons (Level 5 of Figure 2-

4), which are formed from concentric layers of bone, or lamellae. Osteons are centered about 

openings known as the Haversian canals, with inter-osteonal canals known as Volkmann’s canals; 

these canals are where blood vessels can be found in bone (Figure 2-6). Further organization can 

be found on a smaller level, within and between lamellae, wherein lacunae, which are small oval 

cavities containing osteocytes, are housed between lamellae, and canaliculi, which are small canals 

that span across the lamella.  This collection of structures and features, across various scales, 

constitute the “microstructure” of cortical bone, which helps explain the inherent complexity of 

bone as a material.  In fact, as imaging capabilities have developed to allow for quantification of 

these features with ever-increasing resolution, research has shown that these microstructures 

influence bone fracture, potentially through various toughening mechanisms (Nalla et al., 2003). 

In fact, the lamellar structure of the osteon may contribute to fracture toughness via crack 

deflection, similar to that seen in fiber-reinforced composites (Carter and Hayes, 1977; Guo et al., 

1998). However, other features of cortical bone microstructure, such as porosity, low relative 

mineral density, and the presence of microcracks (or the accumulation of microdamage) may 

contribute to bone fragility and increased fracture risk seen in older age (Augat and Schorlemmer, 

2006; Bell et al., 1999; Bouxsein, 2005; Chevalley et al., 2012; Frost, 1960; Hazenberg et al., 

2007; Schaffler et al., 1995). While not a focus for this thesis, microstructure may indeed play a 

role in bone strength related to fragility fractures, major osteoporotic fractures, and even fall related 

hip fractures.  
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Figure 2-6: Taken from Launey et al. 2010; Schematic representation of the inner structure 

of cortical bone. 

 As previous investigations have revealed that almost all stress experienced at the femoral 

neck during lateral hip impacts is at the cortical shell (Lotz et al., 1995), the cortical bone has been 

the focus of much research. Beyond quantifying bone strength at the whole bone level, cortical 

bone has been isolated in order to quantify material properties such as Young’s modulus (E) 

Poisson’s ratio (ν) and Fracture Toughness (K or J). In general, the elastic modulus of human 

cortical bone (under longitudinal, tensile loading) is approximately in the range of 15-20 GPa 

(Vashishth et al., 2001; Woodside, 2015; Zioupos and Currey, 1998; Zysset et al., 1999); however, 

the modulus seems to vary with the site which is tests. In the femur, Zysset and colleagues reported 

that the elastic modulus of diaphyseal femoral bone was approximately 3-4 GPa higher than that 

of bone from the femoral neck (Zysset et al., 1999). While much research has been conducted on 

the material properties of the bone, fracture toughness, a property referring to a material’s 

resistance to crack growth or propagation, is of particular interest in the context of this thesis, as it 

relates to an important gap in the literature. 
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2.4.1.1.1 Fracture Toughness 

 The fracture toughness of a material is an intrinsic property relating to the stress intensity 

(stress intensity factor, K) necessary for a crack to grow, also known as critical fracture toughness, 

Kc. Specifically, the stress intensity factor (K) is important in fracture mechanics, as it: “describes 

completely the severity of the stress in the singularity region near a crack tip” (Pruitt and 

Chakravartula, 2011). Due to the stress singularity that occurs at the crack tip (first described by 

Inglis in 1913), defects in materials harbor a concentration in stress, or a higher stress intensity. 

Linear elastic fracture mechanics, first theorized by Griffith in 1921, build from this concept. 

Specifically, Griffith showed that the fracture strength of a brittle material is related not only on 

the material properties, but also by the size of the crack, where a larger crack size results in lower 

fracture strength. Ritchie, Knott and Rice applied these concepts in 1973, wherein the critical linear 

elastic fracture toughness of mild steel was quantified and related to its critical tensile stress 

(fracture strength) (Ritchie et al., 1973). Similarly, elastic-plastic fracture toughness (J) has also 

been defined, which was first detailed by Rice in 1968, which allows for the same concepts to be 

applied to the investigation of elastic-plastic material (Rice, 1968). 

 While commonly used in the field of metallurgy,  these metrics have been applied to 

investigations of cortical bone (which can be viewed as a brittle material) as a metric used to 

quantify the resilience of the bone, specifically with its ability to prevent a crack in cortical bone 

from growing and ultimately result in fractures (Gauthier et al., 2019, 2017; Poundarik et al., 2015; 

Vashishth et al., 1997; Thomas L Willett et al., 2019). In fact, fracture toughness has often been 

quantified in the context of ageing bone and bone fragility, as a means to better understand the 

mechanistic underpinnings of age-related bone fragility and increased fracture risk (Gauthier et 

al., 2019, 2017; Granke et al., 2015; Uppuganti et al., 2016; Zioupos et al., 2020, 1999). These 

investigations have even focused on common sites of major osteoporotic fractures, such as the 

radius and the femur. Particularly relevant to this thesis are investigations into the underlying 

toughening mechanisms present in cortical bone, influencing the material's resistance to crack 

growth. A review by Launey and colleagues in 2010 provides a great overview of the multi-scale 

toughening mechanisms that are engaged during bone crack growth and fracture (Launey et al., 

2010a). As illustrated in Figure 2-7 (which is Figure 3 from Launey et al. 2010), the mechanisms 

that contribute to the toughness of cortical bone and prevent crack growth are often tied to unique 

structure and composition of cortical bone, such as crack deflection driven by the organization of 
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osteons (Nalla et al., 2003). Other toughening mechanisms present relate to collagen, such as 

collagen fiber bridging (which provide resistance to crack mouth widening) (Nalla et al., 2003), 

the breaking of inter-fibrillar crosslinks (Buehler, 2007), and even hydrogen bond breaking within 

tropocollagen molecules (Gautieri et al., 2009). Indeed, more recent investigations into the fracture 

toughness of cortical bone have found that there is a significant relationship between fracture 

toughness and collagen-related metrics, such as the relative integrity or connectivity of the 

collagen network (Burton et al., 2014; Willett et al., 2019; Willett et al., 2015; Woodside and 

Willett, 2016),  and the type of crosslinks present (enzymatic vs. non-enzymatic) (Granke et al., 

2015; Poundarik et al., 2015; Vashishth et al., 2001; Viguet-carrin et al., 2006). Most recently, 

Willett and colleagues observed a significant relationship between collagen network integrity and 

elastic-plastic fracture toughness, specifically evaluating both critical toughness (Jc, Kinit in the 

article; R2 = 0.244, p < 0.001) and the total energy dissipated during crack growth (Jint; R2 = 0.351, 

p < 0.001). These results quantified for bone specimens from a heterogeneous sample of the 

population (with an age range of 21-98 years, some with comorbidities and disease states), echo 

the results from Zioupos et al., 1999, wherein strong correlations were observed (Zioupos et al., 

1999). 
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Figure 2-7: Taken from Launey et al. 2010 [Figure 3]; The toughness of bone results from a 

mutual competition between extrinsic (crack tip shielding) toughening mechanisms, which 

predominate at length scales at more than 1 μm, and intrinsic (plastic deformation) 

toughening mechanisms, which are active at length scales at primarily less than 1 μm.  

 These studies clearly demonstrate the role of the organic phase on fracture toughness of 

cortical bone, and how fracture toughness of bone is affected by the state of the organic phase 

(Poundarik et al., 2015; Vashishth et al., 2001; Viguet-carrin et al., 2006). While fracture toughness 

and strength are often considered alongside each other in metallurgical research (Ritchie et al., 
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1973), the two are not regularly considered together in the context of bone. In fact, neither fracture 

toughness nor the underlying state of the collagen have been investigated in the context of bone 

strength at the macro-scale. Specifically, there is currently a gap in the literature existing between 

investigating bone as a material and quantifying whole bone strength in the context of injuries and 

fractures.     

2.4.2 Bone at the Molecular Level 

2.4.2.1 Organic Phase: Collagen 

 Type I collagen is the predominant type of collagen present in human bone (Shoulders and 

Raines, 2009). Collagen, as a molecule, is tri-helical in nature, consisting of three polypeptide 

chains held together by hydrogen bonds. Shoulders and Raines 2008 provides an excellent review 

of the history of our understanding of the collagen molecule, and detail the composition of 

collagen, from a single strand of collagen, to the tropocollagen triple helix molecule, and on the 

microfibrillar and fiber structure of collagen (Shoulders and Raines, 2009). This section will 

provide a brief summary of collagen at each of these levels, with the specific goal of providing 

insight into its structure and function, as some of the measures and techniques to be employed in 

this thesis aim to quantify and probe collagen at the molecular level. 

 Beginning at the level of a single polypeptide strand that makes of one of the three strands 

found in the tropocollagen molecule, a collagen strand consists primarily of the amino acids 

proline, hydroxyproline, and glycine (Lodish et al., 2000). Three of these strands coil together to 

form a triple helix structure known as tropocollagen, with hydrogen bonds (between amines and 

carbonyls) between strands (Figures 2-8). Breaking of these hydrogen bonds is thought to be one 

of the collagen-mediated toughening mechanisms seen in bone fracture (Gautieri et al., 2009). 

Collagen fibrils are made up of a collection of tropocollagen molecules, specifically made up of 

staggered parallel collections of in-series tropocollagen (Figure 2-9). Holding this collection of 

tropocollagen together are crosslinks between adjacent molecules (Figure 2-8), with many 

molecules together creating a collagen fiber. As bone forms, or more specifically, as new collagen 

is produced and arranged during osteogenesis, enzymatically mediated crosslinks are formed 

between adjacent tropocollagen (via the lysyl-oxidase enzyme) (Figure 2-9). However, this is not 

the only type of crosslinks that have been observed in collagen fibrils. In fact, other crosslinks, 

also referred to as advanced glycation end-products (AGEs), occur as a result of glycation of sugars 
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and oxidative stress leading to non-enzymatic crosslinks between molecules (Burr, 2002; Fessel 

et al., 2014; Vashishth et al., 2001). These non-enzymatic crosslinks are thought to occur during 

aging and in diseases, or facilitated by the carbonylation that results from oxidative stress (Burton 

et al., 2014). In addition to AGE crosslinks, various non-crosslinking AGE ligands, such as 

carboxy methyl lysine (CML), can form as a result of glycation and oxidative stress (McCarthy et 

al., 2001; Saito and Marumo, 2015). A recent publication by Arakawa and colleagues suggests 

that, due to the finite number of intermolecular crosslinking sites, both crosslinking and non-

crosslinking AGEs prevent or block the formation of enzymatic crosslinks (Arakawa et al., 2020). 

Previous studies investigating the type and number of crosslinks in collagen fibrils found that they 

directly affect stiffness and fracture toughness of collagen, and ultimately bone (Knott et al., 1995; 

Massé et al., 1996; Nyman et al., 2007; Vashishth et al., 2001). The amount and types of crosslinks 

can therefore affect the connectivity of the collagen network and alter the lattice structure of the 

collagen molecules. Changes to both collagen network connectivity and organization have been 

found to alter the material properties of demineralized segments of cortical bone, altering the 

fracture toughness and even strength of the tissue (Burton et al., 2014; Oxlund et al., 1995; Saito 

et al., 2011; Willett et al., 2015). These findings provide evidence for the link between the state of 

the collagen network and bone strength. Additionally, this link may help explain the increased risk 

of fracture experienced by individuals with bone affecting or inflammatory disease states such as 

Diabetes Miletus and Chronic Kidney disease (Janghorbani et al., 2007; Kazama et al., 2013; 

Miller, 2014). Either through the presence increased blood sugar content or reactive oxygen 

species, increased presence of these AGEs have been observed in individuals with these diseases 

(Modaresi et al., 2015; Ravarotto et al., 2018; Saito et al., 2006; Silva et al., 2009; Tomasek et al., 

1994). 
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Figure 2-8: Taken from Shoulders and Raines  2019 [Figure 1]; Overview of the collagen 

triple helix” 
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Figure 2-9: Taken from Shoulders and Raines 2009 [Figure 2]; modified figure to focus on 

the multi-level complexity of collagen, from single strands to collagen fibers. 

2.4.2.2 Inorganic Phase: Hydroxyapetite 

 However, bone is not solely made of collagen fibers, but is rather made up of mineralized  

collagen, wherein calcium phosphate is bound to collagen. Specifically, carbonated hydroxyapatite 

(cAp) makes up the bulk of the non-organic phase of bone, and it is this component that gets 

measured when concerning bone mineral content (BMC) or density (BMD). While The review by 

Stock in 2015 titled “The Mineral-Collagen Interface in Bone” provides an in-depth look outline, 

this section will provide a brief overview. Firstly, groups of cAp molecules form together into 

“nanoplatelets” (or crystals), with these being found within the matrix that is the collagen 

molecules. More precisely, cAp crystals of varying sizes are found in the gaps between sequential 

tropocollagen (known as intrafibrillar), as well as between collagen fibrils (extra fibrillar). The 

degree which bone (including both collagen and mineral components) is mineralized will directly 

affect its mechanical properties (Currey, 2012; Stock, 2015). Specifically, hydroxyapatite crystals 

have a much higher Young’s modulus than unmineralized collagen strands (E = 116 GPa and 4.8 

GPa, respectively) (Dubey et al., 2012; Lorenzo and Caffarena, 2005).This may explain the 
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changes in material properties and strength of bone on a macro, such as stiffness,  that is observed 

with changes in BMC, and more generally BMD (as explored in section 2.2.3.1). Thus, the 

relationship and interplay between the organic and non-organic phase of bone is important to 

consider, across all scales. While some research has considered this interplay across scales, such 

as relating collagen content to the mechanical properties of bone at the meso (cm) scale, a gap 

remains in the literature when in comes to relating molecular level understanding of bone to the 

overall strength of bone, and specifically in the context of fall-related hip fractures. 

2.5 Literature Review Summary 

 In summary, fall related hip fractures are a major issue, particularly for the older adult 

population. Though methods currently exist to predict an individual’s risk of suffering of hip 

fractures, clear limitations exist, resulting in many hip fractures occurring in individuals who 

wouldn’t typically be considered at high risk. This literature review has established some clear 

gaps in the literature that may pertain to this discrepancy. Specifically: 

• The use of high-displacement rate MTS experiments of cadaveric bone may result in 

inaccurate, or unphysiological, measures and subsequent estimates of bone strength. 

However, a gap in the literature exists in terms of biofidelic experiments of proximal femur 

bone strength in the context of fall-related hip fractures. 

o Though a difference between testing modality (MTS vs. biofidelic simulated 

impacts) has been suggested by the results of Gilchrist et al., 2014, the lack of 

matched pair specimens prevents establishment of a clear conclusion.   

o There are currently no predictive models of proximal femur bone strength based on 

biofidelic simulated hip impact experiments. Additionally, differences in measured 

bone strength between test paradigms are unknown. 

• Previous research into the strength of the proximal femur in fall-related hip fractures has 

focused primarily on the inorganic phase of bone. While likely being the result of currently 

available clinical imaging modalities (such as X-ray-based methods like DXA and QCT), 

the organic phase of bone has not been considered in this context. 

• While research focusing on the organic phase of cortical bone (from the femur) has 

revealed that the organic phase, specifically the connectivity and integrity of the collagen 
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network, relates directly to fracture toughness, the link to ultimate fracture force or bone 

strength and hip fracture risk has yet to be established. 

o Additionally, while fracture toughness is known to relate to ultimate strength of 

certain materials (such as metals), the relation between fracture toughness and 

femoral bone strength in the context of fall-related hip fractures has not been 

directly investigated. 

o To our knowledge, no study has investigated the link between the organic phase of 

bone, specifically collagen, and the ultimate strength of the proximal femur during 

fall-related hip fractures. 

 The following studies conducted as part of this thesis aimed to collectively address these 

gaps in the literature. The research presented in this thesis provided the first steps in filling these 

gaps and ultimately aided in the understanding of hip fracture mechanics. Additionally, this 

multidisciplinary work provided a unique opportunity to link research into bone fracture 

mechanics in the context of fall-related hip fractures, across multiple scales, as the studies 

conducted span from the macro scale of whole bones, to the mesoscale of small rectangular bone 

samples, and ultimately down to the molecular (or nano) scale during the experiments into collagen 

network connectivity. 
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Chapter 3 

Study 1: Investigating the Influence of Test Paradigm on Fracture 

Force of the Proximal Femur During Lateral Impacts 
 

3.1 Introduction 

 Fall related injuries are the common type of injury experienced by older adults, accounting 

for approximately 30% of all fall-related hospitalizations in Canada (Billette and Janz, 2011; 

Canadian Community Health Survey, 2012). Of these, hip fractures are one of the most severe 

injuries, as they lead to a severe loss of mobility and independence, and over 20% of cases result 

in death within the first year of injury (George Ioannidis et al., 2009; Jiang et al., 2005). 

Additionally, these injuries have a high societal cost, with an estimated annual cost ranging 

between $650 million to $1.1 billion in Canada alone (Nikitovic et al., 2013; Wiktorowicz et al., 

2001). Thus, the severity and the associated costs of these injuries have driven a serious focus into 

fall-related hip fracture prediction and prevention.  

 Injury prevention often relies primarily on methods to identify and quantify individuals at 

risk or their associated level of risk of experiencing the injury. Identifying “at risk” individuals 

allows for earlier and more efficient intervention to prevent injurious outcomes. Clinical screening 

tools such as the Fracture Risk Assessment Tool (FRAX), Garvan Fracture Risk Calculator, 

QFracture, or the CAROC 10 year Fracture Risk Assessment tool are commonly used to assess the 

risk of bone fracture (Aspray, 2015; Cummins et al., 2011; Dagan et al., 2017; Fraser et al., 2011; 

Johansen, 2012; Kanis et al., 2018, 2012, 2008b; Leslie et al., 2012). While each of these screening 

tools includes unique elements, such as history of falls, family history, and other demographic 

information, most of these include some metric of bone quality, typically through the use of a 

measure of femoral bone mineral density (BMD), or associated metrics (such as the T-score of 

femoral BMD). The prevalence of BMD metrics use in fracture risk assessment stems from the 

established relationship between lower bone mineral density and higher rates of fracture (Akdeniz 

et al., 2009; Caillet et al., 2015; Dinçel et al., 2008; Greenspan et al., 1994; Johnell et al., 2005) , 

and further the strong relationship between BMD and excised cadaveric femurs (Cheng et al., 

1997; Courtney et al., 1994, 1995; Dall’Ara et al., 2013a; Davis et al., 2010).  

 Estimating the impact force required to result in a hip fracture allows for a mechanistic and 

physically based estimate of fracture risk. While some risk assessment methods, such as the T-
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score, are closely linked to relationship between bone strength and fracture vulnerability, other 

methods such as hip fracture factor of risk use estimates of femoral bone strength directly to 

quantify risk of fracture outcomes in the event of a fall-related impact (Bachmann et al., 2014; 

Bouxsein et al., 2007; Davis et al., 2010; Dufour et al., 2012). These more direct risk assessment 

methods use models (typically regression based) to estimate bone strength from variables such as 

BMD, age and sex. These models were developed in previous studies where excised femurs were 

loaded till failure to extract bone strength. However, the method typically used in these 

experiments (a material testing system uniaxially loading the femur at 100 mm/s constant 

displacement) may not accurately replicate the impact dynamics of a fall-related lateral hip impact, 

particularly in relation to the loading rate. While the loading rate experienced by the femur during 

a lateral hip impact is unknown, recent experiments using a biofidelic hip impact simulator (HIS) 

have revealed that the loading rate may be in the range of 106 – 107 N/s (Fleps et al., 2019; 

Jazinizadeh et al., 2020). Compared to the roughly ~200 kN/s induced load of traditional MTS 

experiments (extrapolated from Roberts et al. 2010), these recent experiments suggest that femoral 

loading rate during lateral hip impacts may be much higher in reality. Due to the viscoelastic nature 

of bone, higher loading rates should yield higher fracture forces, and so it is possible that previous 

femoral bone strength estimates provide an artificially lowered fracture force, which could 

negatively affect the predictive accuracy of fracture risk assessment. In fact, Gilchrist and 

colleagues (2014) first suggested this in their 2014 study, where fracture force of the proximal 

femur tested in slow and fast deflection MTS experiments were compared to fall simulation 

experiments. However, this study could not directly compare and quantify the effects of testing 

paradigm due to the experimental design, as matched pairs were not used. 

 The goal of the current study was to investigate the influence of test paradigm associated 

differences on bone strength, also referred to as fracture force (Fx). This was achieved by using a 

sample of matched pairs of femurs, with one specimen of each pair tested in a material testing 

system (MTS), and the other tested in a vertical drop tower hip impact simulator (HIS). A primary 

difference between these testing paradigms relates to the loading profile, with MTS utilizing 

constant displacement rate, and the HIS uses an impulse driven exposure with non-uniform loading 

rates. This difference is influenced by the essential boundary condition differences between these 

paradigms. While both paradigms use the same mounting and fixture (Figure 3-1), there are 

inherent differences in system stiffness, as the MTS is a closed system with a high-stiffness stroke 
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arm, whereas the HIS’s free-fall impactor results in an open system, with the stiffness driven 

primarily by the coil springs as well as the foam soft tissue simulant. Therefore, it was 

hypothesized that specimens tested in the HIS will yield significantly higher fracture force values 

than those in the MTS. It was also hypothesized that specimens tested in the HIS testing paradigm 

would experience higher overall loading rates.  

 

 

Figure 3-1: Simplified 2D graphical representation of the test paradigms employed in this 

study, the HIS (left) and the MTS (right). 

3.2 Methods 

3.2.1 System Development 

 Lateral impact simulations were conducted in a custom-built, CSA standards aligned 

vertical drop tower impact simulator (CSA Group, 2020), as seen in the left pane of Figure 3-1. A 

steel support frame (2.55 m height x 1.2 m width x 0.15 m depth) housed two stainless steel guide 

bars (2.5 m height x 0.04 m diameter, 0.75 m spacing between) used to guide a central load carriage 

(0.8 m width, 0.15 m depth, 0.05 m height). The carriage was mounted to the guide bars via 4 

pillow block bearings, allowing for near frictionless vertical (single degree of freedom) movement, 

and a simulated pelvis system was fixed to the inferior side of the load carriage. A custom specimen 

mounting jig was affixed onto a force plate placed at the base of the drop tower. 

 The mounting jig was comprised of two main mechanisms including the mounting 

mechanism and the simulated pelvis system. The mounting mechanism was designed in order to 
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mount and adjust the orientation and position of the proximal half of cadaveric femur specimens. 

Specimens (a cadaveric femur cut transversely at the mid diaphysis) were set with dental stone 

(gypsum) within a cylindrical pipe/bracket. The specimen receptacle was then fitted to a mounting 

bracket, which was connected to the rest of the mechanism by an axle. The axle was connected to 

the mounting jig base plate through 2 support pillars, each with height adjustable bearings; this 

mechanism allowed for specimen positional adjustment akin to abduction/adduction of the thigh 

(note the 10° specimen angle in Figure 3-1).  While the femoral head was not directly attached to 

the mechanism, it was supported by a pillar consisting of a cylindrical 2" (5.08 cm) ABS pipe (10 

cm length) filled with dental stone; the superior aspect of the dental stone filled pipe was press-

molded to the femoral head to allow for a more natural interface (mimicking the acetabulum-

femoral head interface). The inferior aspect of the support pillar was capped with a ¼ inch-thick 

steel plate, acting as an end cap. Rather than be directly attached to the mounting jig base plate, 

the support pillar complex was placed on a layer of ball bearings housed in a rectangular collar 

mounted to the base plate; this allowed for 2 degrees of freedom translation of the support pillar -

specimen complex (aligned with the x-y plane of the force plate). The previously mentioned 

mechanisms, including the base plate, made up the mounting mechanism. This mounting 

mechanism, also referred to as mounting jig, was affixed to the top of an AMTI OR3-6-2000 force 

plate (AMTI, Watertown, MA, USA). 

 The simulated pelvis system (Figure 3-2), attached to the underside of the load carriage, 

consisted of four coil springs mounted between two aluminum plates. In order to limit system 

movement to the vertical axis, two guide bars were attached to the bottom plate (via screws). These 

bars passed through the center space of the springs and protruded through the top plate, passing 

through a set of bearings, and held in place with ring clamps. The entire system was compressed 

to press-fit the springs into position, and the ring clamps were used to set the systems unloaded 

configuration. Total system stiffness was measured at 44973.5 N/m.  
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Figure 3-2: Rendered model of the pelvis system. 

 The load carriage was adjusted via an electric winch attached to the top of the drop tower’s 

steel frame, using an electromagnet as the coupling/release mechanism for the load carriage. A 

light-gate velocimeter (VS300, GHI systems Inc., California, USA) was fixed  to the exterior of 

the steel frame of the drop tower system, and a thin aluminum sheet was affixed to the anterior 

face of the load carriage, such that the aluminum sheet extended out beyond the load carriage 

towards the steel frame. This allowed for the aluminum sheet to interrupt the velocimeter’s light 

gate during an impact simulation, extracting load carriage impact velocity (via light gate 

interference time). Figure 3-3 shows a complete example of the experimental setup. 
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Figure 3-3: Complete experimental setup. 

3.2.2 Sample Acquisition and Preparation 

 A total of 6 matched pairs of femurs (12 specimens total) extracted from fresh frozen 

postmortem human subjects (PMHS) were obtained through the University of Waterloo School of 

Anatomy’s Human Body Bequeathal program. While frozen, PMHS were transected at the mid-

torso, and above the knee at each leg, resulting in a pelvis-thigh section. These sections were 

thawed until the point that tissue could be dissected, and the femurs extracted  and stripped of all 

surrounding soft tissue. Specimens were then sealed in a plastic bag and stored in a tissue specimen 

freezer (freezer temperature ranging from -20 °C to -30 °C). 

3.2.2.1 Specimen Characterization 

While frozen, individual femur specimens were removed from the tissue specimen freezer 

to undergo both clinical and morphological characterization (via DXA scan analysis). First, 

specimens were housed in a clear plastic container and held in position via a clamp mounted to the 
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interior of the container. The clamp interfaced with the distal aspect of the femur, and the femur 

was placed in a position matching that of the femur during a typical DXA hip specific scan. The 

container was placed on the patient table of the DXA scanner (Hologic Discovery W fan-beam 

bone densitometer, Hologic, Inc. Bedford, MA, USA) and positioned to align with the hip specific 

scan position. A high-quality hip specific scan was conducted with the assistance from a qualified 

Medical Radiation Technician, and scan analyses were performed in the Hologic Discovery W 

software to extract femoral neck aBMD (sample output seen in Figure 3-4). Following the DXA 

procedures, the specimen was returned to the specimen freezer until test day. The acquired DXA 

scans then underwent additional analyses to extract the neutral femoral shaft axis (NFSA), femoral 

neck axis length (FNAL) and neck shaft angle (NSA), as defined by Levine et al. 2018 (Levine et 

al., 2018). From these, the moment arm (r) between the axis of rotation of the femoral head and 

the intersection of the NFSA and FNAL. Furthermore, the cross-sectional moment of inertia (CSMI) 

was computed, using the methods outlined in Steven Pretty’s 2018 Master’s Thesis (Pretty, 2018). 

Briefly, the narrow neck was defined in the DXA scan image, from which the thickness (or depth) 

was estimated at each pixel along that cross section (as described in the Pretty 2018 thesis, 

referencing Mourtada et al., 1996; Yang et al., 2009).  Following this, the pixel representing the 

centroid location was identified, allowing for the calculation of CSMI, where the thickness of a 

given pixel was multiplied by the distance from the centroid pixel squared, and this was summed 

across all pixels in the cross section. A scaling factor was applied to account for the distance 

between pixels. While fully explained in the Pretty 2018 thesis document, these same methods 

were applied in this study to compute CSMI, which was used as an independent variable 

representing bending resistance.  
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Figure 3-4: Example of Hologic Discovery output for a "High Quality" hip scan of an 

excissed femur specimen. 

 The rationale for selecting these geometric/morphological factors, specifically cross-

sectional moment of inertia (CSMI), femoral neck axis length (FNAL) and femoral neck angle (also 

referred to as neck shaft angle, NSA), was that each of these factors directly affects the bending 

stress experienced in the femoral neck. The intersection of NFSA and FNAL, along with NSA, 

directly determine the moment arm (r) (see Figure 2-5), while the CSMI, which takes into account 

the distribution of bone mineral content, affects the bending resistance. The experimental 

configuration for both the HIS and MTS paradigms result in a form of three-point bending. These 

morphological factors, along with femoral neck aBMD (BMD) were compared between the 

experimental paradigm samples; if any of these factors were significantly different between 

paradigms, the dependent variables would be normalized to these factors. However, no significant 

differences were observed, and none of the dependent variables needed to be normalized.  

  



52 
 

3.2.2.2 Specimen Testing Preparation 

All specimens were housed in a freezer (-20 to -30 °C range) for at least 24 hours prior to 

testing. Due to the nature of PMHS tissue work and the irregular intervals between the acquisition 

of new specimens, specimens were kept frozen anywhere from weeks up to 2 years, with the long 

time spent frozen being due to the restrictions related to the COVID-19 pandemic. Specimens were 

removed from the freezer and brought to the lab on the day of testing. Prior to mechanical testing, 

specimens were transected at the mid diaphysis; to ensure uniformity during mechanical testing, 

all specimens were transected 15 cm distal to the greatest lateral protuberance of the greater 

trochanter. The distal 5 cm of the diaphysis was encased in dental stone (gypsum) within a 10 cm 

length of 2” (5.08 cm) diameter ABS pipe (Figure 3-5). To minimize dehydration and drying of 

specimens, potting of the specimens began within 30 minutes of arrival in the lab. The potting 

process took approximately 1 hour, which included placement of specimens in the ABS pipe 

segment container, filling of dental stone, and setting of the dental stone. Following this, frontal 

plane X-ray images were captured using an M3001125 Mercury Module (Faxitron, Tuscon, AZ, 

USA) (Figure 3-5); the X-ray images were used as a secondary assessment of bone quality as well 

as a method to identify any gross mechanical defects or pre-existing damage in the bone that may 

not be visible on the surface of the tissue, in addition to identifying of voids or defects in the dental 

stone potting. The specimen was then be placed in the universal mounting jig and oriented in the 

standard femur fracture testing orientation (Courtney et al., 1995, 1994), wherein a 10-degree 

abduction angle and 15 degrees internal rotation were emulated. To prevent rotation of the 

specimen about the femoral shaft axis, two screws were drilled into the specimen mounting jig 

ABS pipe interface. Time between X-ray imaging and beginning of testing was approximately 30 

minutes. Altogether, specimens underwent thawing for approximately 2 hours prior to testing. 

Though specimen temperature was not measured, inspection of the fractured specimens revealed 

no sign of frozen or dehydrated material. All specimens were handled in a way to minimize the 

number of freeze-thaw cycles, with a maximum of three cycles occurring. 
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Figure 3-5: Potted specimen (left) and frontal plane X-ray (right) of the potted specimen. 

3.2.3 Testing Protocol 

As the goal of this experiment was to investigate influence of test paradigm differences in 

bone strength (Fx), matched-pair specimens were split into two conditions; one femur undergoing 

the MTS constant-displacement protocol, and the other femur from the pair undergoing a fracture 

inducing impact condition in the vertical drop tower HIS. Block randomization was used to assign 

an equal number of right an left femurs to either experimental paradigm. As a supplementary data 

source, high-speed videography was used to record the fracture events in both test paradigms to 

assist in characterizing fracture location and timing. To accomplish this, a high-speed camera 

(HSV, AOS Technologies, Cheshire, CT) was placed near the base of the drop tower, capturing 

video of the inferior-anterior aspect of the specimens at a sampling rate of 2000 Hz. 

3.2.3.1 HIS Protocol 

 For the simulated hip impact experiments, the vertical drop tower HIS described in Section 

3.2.1 was used. To induce fracture during simulated lateral hip impacts, an impact velocity of 4 

m/s was targeted. While slightly higher than the typical vertical impact velocity observed for 

fall-related hip impacts (Choi et al., 2015; Robinovitch et al., 2013), this impact velocity was 
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used to elicit fractures. As mentioned previously, the pelvis system had a total system of ~45 

kN/m, while the whole load carriage and pelvis system had a combined mass of 40 kg.  Affixed 

to the bottom side of the impact plate was a rectangular piece of foam soft tissue simulant (a 

foam pad of soft tissue simulant 5x5x5 cm in dimension; 3cm width over the greater trochanter) 

(CSA Group, 2020). It should be noted that the 40 kg mass used in this study was 12 kg greater 

than the recommended 28 +/- 1 kg mass outlined in the CSA standard for hip protector testing. 

The decision to increase the mass was to effectively increase the impact energy (beyond simply 

increasing the impact velocity, which was physically limited to a max velocity of 4 m/s); 

additionally, the CSA standard is not designed to induce fractures during testing, nor does the 

standard use cadaveric tissue. The specification of the CSA standard is instead used as a 

guideline to simulate biofidelic lateral hip impact simulations, while modifying certain 

parameters to achieve hip fractures. Loading rate was extracted from the force time data in order 

to compare loading rates with the MTS experiments. Force data from the force plate was sampled 

at 20 000 Hz using the NIAD 3.0 software. Prior to impact tests, specimens were preloaded with 

a static load of 400 N for 30 seconds in order to normalize specimen stress state history, as well 

as allow for the specimen to settle into the mounting jig. 

3.2.3.2 MTS Protocol 

 A servo-hydraulic material testing system (MTS) was used for this experiment. The 

mounting jig used for the HIS protocol was used for the MTS experiments as well. To achieve 

this, the mounting jig’s baseplate was affixed to the top of a force plate set beneath the system’s 

stroke arm. A five-centimeter rectangular piece of steel plate was attached to the system’s stroke 

arm, through which load was applied to the specimen via the combination of molded dental stone 

cap and a 3cm thick piece of soft tissue simulant foam, ensuring that the load was distributed 

over the greater trochanter in an attempt to avoid crush fractures of the trochanter. A constant 

displacement rate of 60 mm/s (system maximum displacement rate) was used to load the 

specimen until failure. Similar to the HIS protocol, the specimens were preloaded with a static 

load of 400 N for 30 seconds in order to normalize specimen stress state history, as well as allow 

for the specimen to settle into the mounting jig. Force data from the force plate was sampled at 

20 000 Hz using NIAD 3.0 software. 
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3.2.4 Data Analysis 

 The force measured by force plate represented the total load, or force, applied through the 

system. This overall force represented the externally applied load during the experiments and has 

traditionally been used to determine specimen fracture force (femoral bone strength in this case) 

(Cheng et al., 1997; Courtney et al., 1995, 1994; Dragomir-Daescu et al., 2018; Gilchrist et al., 

2014). Specifically, the peak force (prior to specimen fracture) recorded during the trial, was 

identified as the fracture force (Fx), the primary dependent variable for this study. Loading rate 

(LR) was defined as the slope between two identified points of the linear portion of the load -time 

trace prior to fracture. All force data was processed with a custom-developed MATLAB 

(MATLAB R2020a, Mathworks, Natick, Massachusetts, USA) script.  

 The dependent variables for this study were fracture force (Fx) and loading rate (LR). The 

independent variables were femoral neck aBMD (BMD), and the four previously described 

geometric parameters extracted from DXA scans (FNAL, NSA, r, CSMI).  

3.2.5 Statistics and Data Interpretation 

 To assess the differences in dependent variables between test paradigm specimen groups, 

matched-paired t-tests (one-sided for Fx and LR; two-sided for other variables) were conducted 

with an alpha of 0.05. It was hypothesized that fracture force and loading rate measured in HIS 

experiments would be significantly higher than in MTS experiments. It was also hypothesized that 

there would be no significant difference between groups for any of the other dependent variables.  

3.3 Results 

 Characteristics of the specimens included in the analysis, and descriptive statistics of 

dependent measures, are presented in Table 3-1 below. A table including individual details for 

each specimen is presented in Table 3-2. Shapiro-Wilk’s tests of normality for age, BMD, FNAL, 

NSA, r, and CSMI, as well as for the dependent variables Fx and LR, were completed for each 

paradigm specific sample, and revealed no violations to the assumption of normality.  
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Table 3-1: Specimen information for the A) Full Sample, B) HIS Sample, C) MTS Sample. 

Respective sample size, sex split, and mean (SD) are presented for the independent 

variables age, sex, BMD, FNAL, NSA, r, and CSMI, as well as for the dependent variables 

Fx and LR. Impact velocity (V) is presented for the HIS sample, while actual displacement 

rate (m) is presented for the MTS sample. 

A) Full Sample: Mean (SD) 

N 

(pairs) 

sex  

(F/M) 

age 

(years) 

BMD  

(g/cm2) 

FNAL 

(cm) 

NSA 

(cm) 

r  

(cm) 

CSMI 

(cm4) 

LR 

(N/s) 

Fx  

(N) 

12  
(6) 

2/4 85.8 
(15.0) 

0.550  
(0.051) 

10.72 
(0.87) 

129.2 
(7.3) 

5.14 
(0.72) 

1.06  
(0.46) 

1250106 
(1379351) 

3868.9 
(1245.6) 

          

 

B) HIS Sample: Mean (SD) 

N V 

(m/s) 

BMD  

(g/cm2) 

FNAL 

(cm) 

NSA 

(cm) 

r  

(cm) 

CSMI 

(cm4) 

LR 

(kN/s) 

Fx  

(N) 

6  4.119 

(0.063) 

0.542  

(0.052) 

10.67 

(0.92) 

130.3 

(8.5) 

5.21 

(0.59) 

1.01  

(0.37) 

2463.49 

(807.38) 

4096.4 

(1272.6) 

         

 

C) MTS Sample: Mean (SD) 

N  m  

(mm/s) 

BMD  

(g/cm2) 

FNAL 

(cm) 

NSA 

(cm) 

r  

(cm) 

CSMI 

(cm4) 

LR 

(kN/s) 

Fx  

(N) 

6  58.22 
(0.28) 

0.558  
(0.053) 

10.78 
(0.91) 

128.1 
(6.5) 

5.06 
(0.88) 

1.10  
(0.58) 

27.78 
(10.03) 

3641.3 
(1285.8) 

 

 



57 
 

 Table 3-2: Individual specimen details for all specimens included in this study. 

Specimen 

Pair 

Age 

(years) 
Sex Paradigm 

BMD 

(g/cm2) 

Fx  

(N) 

LR 

(kN/s) 
Side 

1 57 M 
HIS 0.490 5678.5 3661249 L 

MTS 0.470 4225.9 31532 R 

2 90 M 
HIS 0.545 3290.0 2139286 R 

MTS 0.538 3190.8 22397 L 

3 90 M 
HIS 0.638 5389.8 3087854 R 

MTS 0.603 5599.4 43544 L 

4 100 F 
HIS 0.539 2320.2 1582640 R 

MTS 0.617 2219.7 16851 L 

5 85 F 
HIS 0.535 3758.5 1728665 L 

MTS 0.573 4212.3 32733 R 

6 93 M 
HIS 0.505 4141.7 2581258 L 

MTS 0.547 2400.2 19595 R 

 

 Two-sided paired t-tests revealed no significant differences between the paradigms for any 

of the independent variables (p = 0.194—659) (Table 3-3). For the dependent variables, there was 

no difference in Fx between paradigms (mean difference = 455.1 N, p = 0.132). However, a 

significant difference was observed for LR (mean difference = 2435.7 kN/s, p = 0.0003) (Figure 

3-6, Figure 3-7). The coefficient of variability for LR in the HIS sample was 0.328, whereas the 

coefficient of variability in the MTS sample was 0.361. Post-hoc linear-regression analyses were 

performed to investigate the relationship between LR and Fx within each paradigm. Significant 

relationships were observed for both the HIS sample (adjusted R2 = 0.833, p = 0.007) and the MTS 

sample (adjusted R2 = 0.983, p < 0.0001) (Figure 3-8). 
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Table 3-3: Results of the paired samples t-test comparing variables between the HIS and 

MTS experiments.  

 BMD FNAL NSA r CSMI LR Fx 

95% CI -0.062 

0.030 

-0.302 

0.079 

-1.60 

6.05 

-0.666 

0.963 

-0.427 

0.245 

1775.8 

∞ 

-296 

∞ 

t -0.902 -1.500 1.496 0.468 -0.697 7.44 1.22 

p 0.408 0.194 0.195 0.659 0.517 <0.001* 0.132 

 

 

 

 

Figure 3-6: Mean and standard deviation presented for Fx and LR (HIS paradigm = black 

bar; MTS paradigm = gray bar). * Denotes a significant difference p < 0.001. 
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Figure 3-7: Force-Time traces for HIS (black) and MTS (gray) experiments. Due to the 

difference in loading profile, the time axis for the HIS experiments (top axis) has been 

magnified 50x to aid in the comparison of loading profile shapes between experiments. 
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Figure 3-8: Relationship between Fx and LR for A) HIS experiments (adjusted R2 = 0.833, p 

= 0.007), and B) MTS experiments (adjusted R2 = 0.983, p < 0.001). 
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3.4 Discussion 

 The primary goal of this study was to investigate influence of test paradigm associated 

differences on bone strength. Despite observing a significant difference in LR (p < 0.001), there 

was no significant difference in measured Fx between HIS and MTS experiments (p = 0.132). Post-

hoc analyses revealed that, while no overall relationship between Fx and LR was observed for the 

full sample, significant relationships between Fx and LR existed within each paradigm, separately. 

As the loading impulse, or input energy, were maintained relatively stable within each paradigm, 

this observation was likely driven by differences in material, or more broadly, structural stiffness 

of the specimens. While measures of strain at the inferior femoral neck, which were initially 

planned, would have provided some relative insight, a combination of technical issues and signal 

dropout resulted in unreliable strain data for certain specimens, and missing data for others. 

Stiffness was computed from the load-displacement data of the MTS experiments (stiffness range: 

312.9 – 744.2 kN/m), and a post-hoc analysis revealed that the rank order generally aligned with 

the rank order of the LR for these experiments (4/5, R2 = 0.893). However, the rank order of 

specimens was not the same between paradigms for either Fx or LR, separately, suggesting stiffness 

also differed within pairs. Regardless, when the results are compared to previously published 

studies, certain similarities arise, despite differences in statistical significance. 

 Previous studies have investigated the effect of loading rate on femoral bone strength, 

albeit within the same experimental paradigm (MTS). Some specific examples include Courtney 

et al., 1994 and Dragomir-Daescu et al., 2018, were both studies found a significant effect of 

loading rate. However, upon review of their analyses, the report effects appear to be modest. In 

the case of the study by Courtney and colleagues, they report significantly higher fracture loads in 

their high-displacement rate (100 mm/s) MTS experiments for both their younger and older groups 

when compared to the low rate (2 mm/s) experiments. While the authors do not report any statistics 

related to the full sample (combining both groups), nor do they report the mean differences within 

groups (between loading rates), digitization of the published figures reveal a mean difference of ~ 

690 N for the younger group and ~ 730 N for the older group. When compared to the results 

observed in this investigation, the mean difference between the HIS and MTS experiments was 

455 N. While this mean difference is lower than the estimated mean difference of either group in 

the Courtney et al., 1994 study, it does not differ in orders of magnitude. Further, it is possible that 

effect of loading rate on femoral bone strength is larger or more apparent at the lower spectrum of 
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loading rates. Similarly, Dragomir-Dascue and Colleagues 2018 study investigated the effect of 

loading rate, or more specifically displacement rate, by using three displacement rates for MTS 

experiments (5, 100, and 700 mm/s). Once again, reported findings are limited, however, 

displacement rate significantly related to femoral bone strength. However, the authors state that 

the addition of this factor (as well as NSA, another significant factor) to a regression model that 

already included femoral neck aBMD, sex, and age, R2 was only improved by 0.008. While it isn’t 

possible to make any direct comparisons with this study, the fact that so little additional variance 

was explained by the addition of displacement rate may suggest that it had a relatively small effect 

on bone strength. It should also be noted that in both studies, a much larger sample size was 

achieved (Courtney et al., 1994 N = 20 pairs; Dragomir-Daescu et al., 2018 N = 197 femurs); a 

post-hoc power analysis revealed that a sample size of 38 pairs would have resulted in a significant 

effect of loading rate on Fx (assuming the mean and standard deviation of the differences remained 

the same). However, significant relationships between Fx and LR were observed when assessed 

within paradigms. It is likely that, due to the relatively consistent loading input, this relationship 

is driven by the stiffness of the individual specimens. 

 As previously mentioned, specimen stiffness of the MTS specimens generally aligned with 

LR (R2 = 0.893), as well as with Fx (R2 = 0.879). While stiffness couldn’t be directly measured in 

the HIS experiments, it is likely that HIS specimen stiffness was also positively correlated with 

both Fx and LR. Though the impact velocities of the HIS experiments were slightly more variable 

(CV = 0.015) than the displacement rate of the MTS experiments (CV = 0.005), the level of 

variability in LR within paradigms was similar (HIS CV = 0.328, MTS CV = 0.361). Coupled with 

the very strong positive relationship between LR and Fx that was observed in both paradigms, these 

results suggest that individual specimen stiffness contributes more to the ultimate strength of the 

bone when compared to either impact velocity or displacement rate. More specifically, the results 

of this study suggest that the elastic stiffness (Young’s modulus, E) of the specimens largely 

dictates the mechanical response to load, and that any viscoelastic stiffness component not 

significantly contributing to the response, at least not at the impact velocities nor the displacement 

rates used in this study. While previous studies have observed rate dependent mechanical 

behaviour of cortical bone specimens and of whole femurs (Carter and Hayes, 1977; Courtney et 

al., 1994; Currey, 1988; Dragomir-Daescu et al., 2018; McElhaney, 1966) it is possible that the 
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impact velocity and displacement rate used in the currents experiments were either too high, or too 

close to each other, for this study to have observed a similar effect. 

 A more recent study by Jazinizadeh et al., 2020 seems to suggest this. The authors 

performed a similar experiment to investigate a similar question related to loading rate and femoral 

bone strength in the context of fall-related hip fractures. In Jazinizadeh and colleagues’ 2020 study, 

bone strength was evaluated using a cohort (N = 8) of matched pairs of cadaveric femurs, 

subjecting the femurs of a given pair to two different experimental paradigms. These included a 

“high rate” loading experimental paradigm, involving a pneumatic projectile system to emulate a 

fall-related hip impact, and a “low rate” loading paradigm that used mechanical test system to 

emulate quasi-static loading. The mean (SD) loading rate achieved by the impact “high rate” 

experiments, 4634 (1774) kN/s, was slightly higher but near to the range of loading rates observed 

during this study’s HIS experiments (range = 1582.64 – 3661.25 kN/s), despite using an impact 

velocity of 3 m/s compared to the 4 m/s impact velocity targeted in this study. While the impact 

dynamics of “high rate” loading scenarios are similar between this study and the study by 

Jazinizadeh and colleagues’, the loading scenario of the respective “low rate” group is drastically 

different. While the MTS experiments conducted in the present study achieved a mean (SD) 

loading rate of 27.78 (10.03) kN/s (range = 16.85 – 43.54 kN/s), a quasi-static loading scenario 

with a loading rate of 0.017 mm/s was used in Jazinizadeh et al.’s 2020 study, with a mean (SD) 

loading rate of 2(1) N/s. As Jazinizadeh and colleagues used a similar sample size and similar 

“high rate” experimental paradigm yet observed a significant difference where the present study 

did not, it is possible that the reason for the difference lies in the “low rate” experimental paradigm 

used, or more specifically, the relative rate disparity between the “high” and “low” rate conditions 

(that is, the HIS or IM experiments compared to the MTS experiments) used in the studies. These 

findings further suggest that the effect of loading rate is likely more apparent at the lower end of 

the loading rate spectrum, as posited above. However, as there are other important differences 

between the studies, it is not possible to draw any clear conclusions. Further limiting the ability to 

arrive to specific conclusions are the several limitations of this study.  

 As previously mentioned, the included sample size (N = 6 pairs) is the first limitation of 

this study. Based on findings from previous research identifying a significant effect of loading rate 

on femoral bone strength in the context of fall-related hip fractures (Courtney et al., 1994; 

Dragomir-Daescu et al., 2018; Gilchrist et al., 2014; Jazinizadeh et al., 2020), it was thought that 
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the proposed sample size of 10 pairs would be sufficient to identify a significant difference in Fx 

between experimental paradigms. As the statistical implications of the limited sample size were 

discussed in the previous paragraphs, it is important to highlight the source of this limitation. 

Despite continued efforts, trends in body donation through the University of Waterloo’s School of 

Anatomy Body Bequeathal Program changed over the course of the COVID-19 pandemic. As this 

study, and the larger thesis, was planned previous to the emergence of the COVID-19 virus, 

observed trends in the frequency of body donations (both for research and teaching purposes) 

suggested that there would be no issue achieving the desired number of femur pairs acquired 

through the program within the proposed timeline of the thesis.  However, COVID-19-related 

barriers and limitations caused a halt in the acceptance of donors during the early period of the 

pandemic, and donations did not return to their normal frequency in the mid-to late-COVID-19 

period. Since time of the proposal, only 1 additional donor was received; this includes a substantial 

period beyond the initial proposed timelines of the thesis. Regardless, as previously mentioned, it 

is possible that the results of this study would not have changed even with the inclusion of 

additional specimens. Indeed, the findings of previous investigations, when compared to the 

findings of this study, suggest that the effect of loading rate on Fx may be less pronounced at the 

range of loading rates used in this study, explaining why no significant difference in Fx was 

observed between experimental paradigms.  

 A second limitation of this study relates to the experimental paradigms used, and more 

specifically, their design and associated parameters. While the HIS paradigm, specifically the 

simulated pelvis system, was designed to be more biofidelic compared to the MTS paradigm, the 

HIS consequently has many more degrees of freedom. This could have led to greater variance or 

random error introduced trial to trial. Indeed, the guide rods failed to prevent the springs from 

deforming differently, resulting in the impact plate assuming an orientation that was not parallel 

to the top of the force plate. This change in the orientation of the impact plate during the impact 

and loading of the specimens may have changed the direction of loading slightly. However, it is 

unlikely that this affected the measured Fx, as the standard deviation in Fx is similar between 

experimental paradigms. In fact, the variance is actually lower in the HIS paradigm experiments 

(1272.6 N) when compared to that of the MTS paradigm experiments (1285.8 N). This latter point 

may suggest that, despite the greater degrees of freedom, there wasn’t any more variance 

introduced into the experiments due to this effect. Appendix A (Chapter 8.1) provides further detail 
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on the potential limitations associated with the current HIS. The parameters used in both 

experimental paradigms, specifically the impact velocity of the HIS experiments (4 mm/s), does 

potentially limit the clinical relevance of the results. While the HIS experiments were designed to 

be overall more biofidelic of fall-related hip impacts and fractures, this impact velocity is higher 

than what is typically observed during fall-related hip impacts (1.29 – 3.51 m/s) (Choi et al., 2015). 

The reason for this, as explained in section 3.2.3.1, was to help ensure (or increase the odds) of a 

fracture being induced during the experiments.  While loading rate would likely have been lower 

if a lower impact velocity was used, it would have likely been still significantly higher than the 

loading rate of the MTS experiments. An additional investigation comparing loading rate of the 

current HIS experiments and lateral pelvis release experiments with live volunteers does suggest 

that the impact dynamics of HIS experiments are much more closely aligned with those of actual 

hip impacts compared to MTS experiments) (see Appendix B, Chapter 8.2). Indeed, based on the 

proposed definition of biofidelity, which is “the degree to which the simulated lateral impact 

produces loading of a cadaveric proximal femur specimen that matches that measured from human 

volunteers during a fall-related lateral hip impact” (Appendix B, Chapter 8.2), the HIS experiments 

are more biofidelic than MTS when compared to the impact dynamics of lateral pelvis release 

experiments conducted in a previous investigation (Martel et al., 2018). 

 While it is speculated that sufficient specimen thawing time was employed in this study, 

the lack of explicit surface and internal temperature measurements, in addition to the lack of 

quantification of specimen hydration or moisture levels, is a third limitation. Beyond implications 

related to changes in the mechanical behaviour of frozen tissue compared to fully thawed and 

hydrated tissue, a recent study by Ma and colleagues revealed that the strain behavior and 

compressive strength of cortical bone samples differed when tested at 38.5 degrees Celsius 

compared to room temperature, observing a general decrease in strength at this elevated 

temperature (Ma et al., 2020). Future work should include measures of specimen hydration, surface 

temperature, and if possible, internal temperature to confirm common test conditions for 

specimens. Additional considerations related to testing specimens in thermostatic conditions 

replicating the internal environment of the body should be investigated. 

 A final, yet similar, limitation relates to the displacement rate used for the MTS 

experiments (~60 mm/s), as using displacement rate of 100 mm/s would have allowed for more 

direct comparisons with previous studies (Courtney et al., 1994; Dragomir-Daescu et al., 2018; 
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Roberts et al., 2010).  Unfortunately, mechanical limitations with the Instron MTS system limited 

displacement rate to 60 mm/s. However, the loading rate associated with the 100 mm/s 

displacement rate would likely still have been significantly lower than the HIS experiments, based 

on an estimated 200 kN/s loading rate presented in Roberts et al., 2010 (extrapolated from a 

digitized version of a load-displacement figure presented in the manuscript). While being able to 

achieve a displacement rate of 100 mm/s would have been ideal, doing so would not have 

significantly changed the findings of this study, and is thus not a true limitation.  

3.5 Conclusion 

 In order to determine the importance of using a biofidelic experimental paradigm to 

quantify femoral bone strength in the context of simulated lateral hip impacts, this study used 

matched pairs of fresh frozen cadaveric femurs to compare the bone strength obtained through the 

use two different experimental paradigms. The first of these paradigms was a vertical drop tower 

HIS experimental paradigm, which is proposed to be more biofidelic in emulating the impact 

dynamics of fall-related lateral hip impacts, and the second paradigm being an MTS experimental 

paradigm using a constant displacement rate, which is the most commonly used method to quantify 

femoral bone strength. While a significant difference in the loading rate was observed, with HIS 

experiments inducing significantly higher loading rates, there was no observed difference in the 

measured bone strength between the two paradigms. When compared to results reported from 

previous investigations, it is possible that previously observed relationship between loading rate 

and bone strength was not observed in this study as the effect of loading rate may be more apparent 

at lower rates. Though the loading rate induced by the HIS was much higher than both previously 

observed loading rates, the loading rate induced by the MTS was also higher than the loading rates 

observed in the “low rate” conditions of previous studies that have found an effect of loading rate. 

Regardless, the results of this study suggest that, while there seems to be no difference in measured 

bone strength when using either the HIS or MTS paradigms, HIS experiments are a valid method 

to measure femoral bone strength in the context of fall-related hip fractures. Furthermore, these 

results also suggest that the results of HIS experiments can be directly compared to previous 

investigations that use the MTS paradigm. 
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Chapter 4 

Study 2: Development of Predictive Models to Estimate Fracture 

Force of the Proximal Femur 

4.1 Introduction 

 The frequency and severity of fall-related hip fractures in older adults necessitate methods 

to predict risk of hip fractures. With an estimated annual cost ranging from $650 million to $1.1 

billion in Canada alone, older adults suffer the greatest number of hip fractures of any age group 

(~30 000 annually), with rates of hip fracture rising dramatically after age 60 (Jean et al., 2013; 

Nikitovic et al., 2013; Wiktorowicz et al., 2001). While the rates and cost of these injuries are 

concerning on their own, the reality that approximately 20% to 40% of these cases result in death 

within the first year of injury is alarming (Ioannidis et al., 2009; Jiang et al., 2005). As a clear 

public health concern for this population group, there is a concerted effort to prevent these injuries. 

One of the primary strategies employed to address this issue has been through the prediction or 

estimation of individual risk of hip fracture.   

  While determining an individual’s risk can be difficult, due to the plurality of variables that 

may affect risk (many of which are age-related) (Caillet et al., 2015; Campbell et al., 1989; Davis 

et al., 2019; Greenspan et al., 1998; Grisso et al., 1991; Rubenstein, 2006 Kaptoge et al., 2003 

Dinçel et al., 2008 Courtney et al., 1995), risk assessment is a crucial step for injury prediction and 

ultimately prevention. Traditionally, hip fracture risk has primarily been assessed through 

measures of femoral areal Bone Mineral Density (aBMD), which has been repeatedly shown to 

strongly correlate with femoral bone strength under lateral loading thought to be experienced 

during fall-related hip fractures (Cheng et al., 1997; Courtney et al., 1995, 1994; Dall’Ara et al., 

2013a; see Table 2-1). The relationship between bone strength and aBMD, supported by the fact 

that aBMD tends to decrease in older age (Hendrickx et al., 2015; Santos et al., 2017), has largely 

driven our current efforts of hip fracture risk prediction (Aspray, 2015; Cummins et al., 2011; 

Dagan et al., 2017; Fraser et al., 2011; Johansen, 2012; Kanis et al., 2018, 2012, 2008b; Leslie et 

al., 2012).  Furthermore, the relationship between femoral aBMD and hip fracture risk is also 

supported by epidemiologic evidence wherein individuals identified as being osteoporotic, a state 

of low bone mineral density, have been observed to have elevated risk and rates of fall-related 

fractures, including hip fractures (Barry et al., 2012; Burge et al., 2007). Therefore, hip fracture 

risk can be inferred from an epidemiologic perspective, comparing measured aBMD to a value 
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representative of healthy levels (as done in the T-score, which categorizes individuals as normal, 

low bone mass/osteopenia, osteoporosis, each having higher risk of fracture than the last), or by 

using a mechanistic approach, predicting bone strength from the measured aBMD to estimate 

tissue tolerance and ultimately fracture risk. Regardless of which approach is used, however, 

accurate prediction of hip fracture risk remains difficult as many hip fractures go unpredicted 

(Schuit et al., 2004; Siris et al., 2004; Stone et al., 2003). 

Previous studies have developed predictive models of femoral bones strength for the 

purpose of fracture risk prediction (Dall’Ara et al., 2013a; Table 2-1), yet many fall related hip 

fractures occur in individuals whose predicted bone strength was associated with a low risk of 

fracture (Schuit et al., 2004; Siris et al., 2004; Stone et al., 2003) . As suggested by Gilchrist et al. 

2014, and further investigated in Chapter 3, it is likely that the standard method of measuring 

femoral fracture force using constant displacement rate materials testing system tests lead to 

significantly lower measures of fracture force compared to those experienced in fall like loading 

(Gilchrist et al., 2014). Consequently, predicting femoral bone strength using models developed 

from these experiments may produce results that underestimate the actual tolerance of the femur, 

leading to inaccurate predictions of fracture risk. Additionally, we must consider if the difference 

in measured fracture force between test paradigms is simply a systematic difference driven entirely 

by loading profile and rate, or due to further interactions involved in testing the femur in different 

paradigms.  

Therefore, the goal of this study was to measure the fracture force of the proximal femur 

in simulated lateral impacts using a biofidelic test paradigm and ultimately develop a model for 

the prediction of bone strength. In general, it was hypothesized that bone strength (Fx) would 

increase with increasing femoral neck aBMD (BMD) and cross-sectional moment of inertia 

(CSMI) (as higher values of both are associated with increased stiffness and bending resistance), 

and a decrease in Fx with increasing age (a) and moment arm (r). Additionally, it was hypothesized 

that Fx would be lower for specimens from female donors when compared to those from male 

donors. In addition, it was hypothesized that the developed model would result in significantly 

higher predicted bone strength values when compared to predictions from previously developed 

models that utilized relatively low (and constant) displacement rate paradigms.  

A secondary goal of this experiment was to investigate the potential influence of bone 

quality affecting disease states, such as Diabetes Mellitus and Chronic Kidney Disease, on bone 
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strength. It was hypothesized that the presence of these disease states would be negatively 

associated with Fx, and that accounting for the presence these disease states would improve the 

ability to accurately predict bone strength.  

4.2 Methods 

4.2.1 Sample Acquisition and Preparation 

All femurs used in this study were acquired from fresh frozen cadavers either received 

through the University of Waterloo School of Anatomy’s Human Body Bequeathal program (N = 

6 femurs collected in Study 1), or acquired through licensed organ and tissue banks, specifically: 

Innoved Institute L.L.C., RegenMed, and National Disease Research Interchange (N = 26 femurs). 

After testing, six specimens failed to fracture after two impacts, and were excluded from the study 

(see Section 4.2.3.1), resulting in a final sample size of N = 26 femurs. Similar to the preparation 

methods used in Study 1 (Chapter 3), the femurs were transected at the mid -diaphysis, 15 cm 

distally to the greatest lateral protuberance of the greater trochanter, resulting in a proximal femur 

specimen. Following transection, each proximal femur specimen was sealed in a plastic bag and 

stored in one of two tissue specimen freezers (freezer temperature ranging from -20 to -80 degrees 

Celsius); all specimens were handled in a way to minimize the number of freeze-thaw cycles, with 

a maximum of three cycles occurring.  

4.2.2 Specimen Characterization 

The proximal femur specimens underwent characterization using the methods described for 

Study 1 (Chapter 3.2.2.1). Briefly, the specimens underwent clinical characterization via high-

resolution hip specific DXA scans to extract femoral neck areal bone mineral density (BMD) 

(Figure 4-1). Additional geometric parameters (r and CSMI), were extracted from the DXA scans 

using custom MATLAB code (Pretty, 2018). A table including specimen images and details is 

presented below (Table 4-1). 
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Figure 4-1: High quality hip specific DXA scan of a femur specimen, with associated image 

analysis results, including the measure for femoral neck aBMD used in this study. 
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Table 4-1: Specimen ID Table consisting of DXA images, X-ray images, Experimental 

images, and specimen ID. 

Specimen 
ID 

DXA Image X-ray Image Experimental Image 

1 

   

2 

 

X-ray Unavailable 

 

3 
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4 

 

X-ray Unavailable 

 

5 

 

X-ray Unavailable 

 

6 

 

X-ray Unavailable 

 

7 
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8 

   

9 

 

 

 

10 

   

11 
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12 

  
 

13 

   

14 

 

X-ray Unavailable 

 

15 
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16 

 

X-ray Unavailable 

 

17 

   

18 

 

  

19 
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20 

 
  

21 

   

22 

   

23 
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24 

   

25 

   

26 

   

4.2.3 Testing Preparation and Protocol 

 Specimens were prepared to undergo testing in the drop tower HIS, as detailed in Study 1 

(Chapter 3.2.2.2). Briefly, the distal 5 cm of the specimen was encased in dental stone within a 10 

cm long, 2” (5.08 cm) diameter ABS pipe, and then set in the mounting jig with a 10-degree 

abduction and 15 degrees internal rotation angle (Courtney et al., 1995, 1994). Similar to the 

methods used in Study 1, a frontal plane X-ray image of the potted specimen was captured using 

an M3001125 Mercury Module (Faxitron, Tuscon, AZ, USA) as a secondary assessment of bone 
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quality, as well as a method to identify any potential defects or pre-existing damage of the 

specimen. Similar to Study 1, axial rotation was limited by fixing the potted specimen to the 

mounting jig via screws (Figure 4-2), and a foam pad (5x5x5 cm cube, 3 cm thickness at greater 

trochanter) was placed over the greater trochanter, emulating the soft tissue overlying the hip. 

Using the same parameters as those used in the HIS tests of study 1 (40 kg mass, 4 m/s impact 

velocity, 45 000 N/m system stiffness), specimens were subjected to a single, high-energy impact 

to induce a fracture of the specimen. Time-varying load applied to the proximal femur was 

measured by a force plate (AMTI OR3-6-2000, AMIT, Watertown, MA, USA).  

 

Figure 4-2: Proximal femur specimen mounted in the mounting jig. The jig was affixed to 

the top surface of the force plate and placed beneath the load carriage of the vertical drop 

tower Hip Impact Simulator (HIS). 
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4.2.3.1 Failed Trial Contingency Protocol 

 In the event that the impact did not result in a fracture, the specimen was removed from the 

mounting jig and a second X-ray image was acquired to assess any potential structural changes, or 

the presence of mechanical defects. In the event that the specimen did not fracture in the first 

impact trial, yet noticeable changes were observed on the second (post-impact trial) X-ray image, 

the situation was noted, and the specimen was excluded for the purposes of this study. If no defects 

are present, or more specifically if no noticeable changes are present when compared to the pre-

trial X-ray image, the specimen was noted as such, and the specimen was subjected to a second 

impact. Finally, if a fracture was not produced after a second impact trial, the specimen was 

excluded. Additional details can be found in Appendix C (Chapter 8.3). 

4.2.4 Data Analysis  

 Similar to study 1 (Chapter 3), the dependent variables for this study were fracture force 

(Fx) which is measured by the HIS force plate. Specifically, the peak force (prior to specimen 

fracture) recorded during the trial, was identified as the fracture force (Fx), the primary dependent 

variable for this study. To help identify the start of the impact, as well as the point of fracture, 

time-varying force data was down sampled to match synchronized high-speed video of the 

experiments. The frames of first visual contact and of visual fracture were identified, and these 

frames (as well the two preceding and proceeding frames) were plotted on a time-varying force 

curve to help identify Fx (Figure 4-3). 
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Figure 4-3: Example force time trace of a HIS impact trial. Diamonds and square points 

represent possible frames aligned with visual identification for the start of impact 

(diamonds) and moment of fracture (squares). 

4.2.5 Statistics and Data Interpretation 

 All statistical analyses were conducted using the R programing language within the 

RStudio integrated development environment (IDE). Multiple linear regression (generalized-linear 

models, GLM) was used to investigate the effects of the independent variables (age, sex, BMD, r, 

CSMI) on Fx. Based on the estimated power of the analyses (using the effect size derived from 

previous femoral bone strength studies), there was sufficient power to allow for linear regression 

analyses with up to four predictors. Thus, the four strongest independent variables (based on the 

level of significance) were retained for multiple linear regression analyses. As the main goal of 

this study was to develop a robust predictive model for proximal femur bone strength (fracture 

force), a subset of the sample (~25%, N = 6) was reserved as a validation (or test) set, with the 

remaining portion of the sample (~75%, N = 20) being used as the model (or training) data set. To 

ensure the validation sample covered the full range of measured Fx values, the full sample was 

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

0 0.002 0.004 0.006 0.008 0.01

F
o

rc
e

 (
N

)

Time (s)



81 
 

ordered by increasing Fx, with the ordered list being split into 6 groups (four groups of 4, two 

groups of 5, Table 4-2); one specimen was randomly selected from each group and assigned to the 

validation sample (N = 6). The remaining specimens (N = 20) were assigned to the model sample.  

Table 4-1: Specimen details, including grouping used to block-randomly select specimens 

for the validation sample; specimens were ordered in order of ascending FX. 

Group 
  

Specimen 
Identifier 

r  
(cm) 

CSMI 
(cm4) 

age 
(years) 

Sex 
  

BMD 
(g/cm2) 

Fx  
(N) 

Validation 
selections 

1 1 5.01 0.83 63 F 0.533 2230.8  

  2 5.65 1.23 100 F 0.617 2320.1 V 

  3 6.51 1.04 103 M 0.504 3201.5  

  4 4.76 0.94 90 M 0.545 3288.5  

2 5 5.63 0.39 85 F 0.535 3763.7  

  6 5.09 1.54 93 M 0.505 4141.7  

  7 3.97 1.73 74 M 0.469 4395.2  

  8 5.52 0.68 92 M 0.333 4471.1 V 

  9 3.27 0.79 87 F 0.487 4500.1  

3 10 5.17 1.50 88 M 0.583 4557.6  

  11 5.68 1.14 80 F 0.532 4642.6  

  12 4.57 1.26 96 M 0.607 5157.1  

  13 4.48 1.00 55 F 0.646 5168.7 V 

  14 4.32 1.09 90 M 0.638 5391.2  

4 15 5.01 1.22 91 M 0.621 5418.0 V 

  16 5.82 1.02 57 M 0.490 5678.6  

  17 4.30 1.02 76 M 0.550 5787.1  

  18 2.87 1.06 76 F 0.680 5952.5  

5 19 5.27 1.64 70 M 0.709 6106.6  

  20 4.61 1.30 75 F 0.891 6685.3  

  21 4.34 1.05 48 F 0.808 7498.0 V 

  22 5.06 1.30 68 M 0.766 7761.3  

6 23 4.44 1.05 84 M 0.727 8019.0  

  24 5.09 1.98 83 M 0.757 8442.8  

  25 5.34 2.04 83 M 0.762 8800.3  

  26 5.00 1.73 65 M 0.749 9104.8 V 

 

 With the goal to develop the most accurate predictive model, both forward selection and 

backward elimination stepwise regression were conducted, with the strongest of the two models 

being retained. These stepwise regression analyses used the four strongest predictors identified in 
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the previous GLM, considering main effects and interactions. Evaluation of model strength at this 

phase was based on a combination of the Akaike Information Criterion values corrected for small 

sample sizes (AICc), the adjusted R2 values, and p values. Additionally, due to the potentially large 

number of predictors that could be retained, particularly through the backward elimination process,  

a parallel stream of model development was also explored, wherein regularization of the linear 

models was completed via the least absolute shrinkage and selection operator (LASSO) method 

(Li et al., 2019; Tibshirani, 2011, 1994). This regularization method removes predictors from the 

regression model (as with backward elimination stepwise regression) while including an additional 

term in the minimizing function that penalizes for large numbers of included factors. The purpose 

for this parallel stream of analysis was to strike a balance between developing the most robust 

model with relatively few predictors, which is an important model characteristic which facilitates 

implementation and adoption in clinical fracture risk prediction (particularly for potential clinical 

purposes). Thus, this process was used to develop a model that sits somewhere between the 

forward selection and backward elimination stepwise regression models in terms of model 

complexity. Additional detail about the LASSO process can be found in Appendix D (Chapter 

8.4). Following the identification and development of these models (GLM and LASSO-GLM), Fx 

was predicted for the validation set for both models. The predictions were compared to their actual 

measured Fx values, and the mean squared error (MSE) was computed; the model with the lowest 

overall MSE in this step was determined to be the stronger overall model, to be used in the final 

analysis of this study.  

Finally, towards comparing this study’s model predictions to the predicted Fx obtained 

from four previously published models (Table 4-3), one paired-samples t-tests comparing Fx each 

of the published models to this study’s model were conducted. 
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Table 4-2: Previously published models to predict femoral neck bone strength from 

femoral neck aBMD (BMD). 

Model (Source) Equation Testing Rate (Constant 

Displacement) 

R2 

Courtney et al., 

1994 

10 500 * BMD -1810 High – 100 mm/s 0.72 

Courtney et al., 

1995* 

12524.54 * BMD -

4035.3 

Low – 2 mm/s 0.92 

Dall’Ara et al., 

2013a 

6365 * BMD – 688  Low – 0.083 mm/s  0.80 

Roberts et al., 2010 8207 * BMD – 568.62 High – 100 mm/s unreported 

 

4.2.5.1 Statistical Model Robustness and Repeatability 

 In addition to developing the best overall and most accurate predictive model of femoral 

bone strength, there is value in evaluating the robustness of the proposed model. Though not 

typically performed in the published literature, conducting repetitions of statistical analyses, 

particularly in the case of stepwise regressions, can provide valuable insight on the robustness of 

the resulting model in terms of the retained model predictors. It also allows investigators to 

determine whether the model resulting from a stepwise regression will be repeatedly found if a 

different subset of the sample is used as the model or training set. Towards these ends, a robustness 

and repeatability analysis was conducted, wherein new model and validation samples were defined 

from the data collected in this study. The previously described regression analyses were then 

conducted on these new model samples and the predictions of the resulting models were compared 

against the measured values of the validation samples to assess model accuracy. This allowed the 

identification of the most commonly retained factors following the stepwise regression analyses, 

as well as evaluation of the relative accuracy of these models. 



84 
 

 Using the same methods described in section 4.2.5, 10 new paired model and validation 

samples were defined, and the stepwise regression analyses were performed, considering both 

forward selection and backward elimination models (labeled “Fwd” and “Bwd”, respectively); 

each analysis was identified as a repetition, with 10 repetitions total. To facilitate comparison to 

models published in the literature, two additional models were evaluated for each newly generated 

model and validation sample. These models were 

- 𝐹𝑋~ 𝐵𝑀𝐷, labeled “BMD” 

- 𝐹𝑋  ~ 𝐵𝑀𝐷 + 𝑆𝑒𝑥, labeled “Main” 

Lastly, the model identified as the best overall model prior to the robustness and repeatability 

analysis was also evaluated (labeled “Inter”, for the interaction effect between BMD and Sex, in 

addition to the main effects of BMD and Sex). Relative performance of each of the evaluated 

models was based firstly on the MSE for the predictions of Fx for the validation sample, 

followed by the model’s AICc. From this set of analyses, the following were identified: 

- The models most commonly emerging from the stepwise regression analyses 

- The most commonly retained main and interaction effects 

- The models with the lowest normalized MSE. Normalized MSE was computed by: 

o Computing Z score for each model for each repetition 

o Calculating mean Z score for each model 

o Identifying the model with the lowest mean Z score is best, as negative values 

indicate improvements in model performance 

- The models with the lowest mean AICc. Normalized AICc was computed by: 

o Computing Z score for each model for each repetition 

o Calculating mean Z score for each model 

o Identifying the model with the lowest mean Z score is best, as negative values 

indicate improvements in model performance 

 A Z score was computed for each of MSE and AICc for the four models in all of the 10 

repetitions, and the mean Z score of each model (across the 10 repetitions) was calculated in order 

to compare between models. Based on these four summary observations, it was determined 

whether the model identified as the best overall model prior to the robustness and repeatability 

analysis (“Inter”)  was indeed the most appropriate model (based on relative model performance), 
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and identified which factors should always be considered and included in the predictive model 

(based on the frequency of factor emergence). 

4.2.5.2 Disease Analysis 
 Towards investigating the effect of disease state on bone strength, a secondary analysis 

was performed wherein presence of an inflammatory disease state was added to the dataset. As 

this information was not available for all specimens, this analysis was conducted on a subset of 

the study sample (N = 20). Following a similar protocol to the previous analyses, a multiple linear 

regression analysis was conducted in order to investigate the main effects of the independent 

variables (age, sex, BMD, r, CSMI) as well as an additional variable (d) representing disease state 

(with a 1 representing the presence of an inflammatory disease state, and a 2 representing no such 

disease state), on Fx. Due to the limited power afforded from the sample size, only the three 

strongest predictors (based on the level of significance) were retained, in addition to disease state, 

which was forcibly retained for the purpose of addressing the goal of this analysis. The four 

retained predictors were then used in a stepwise regression analysis to identify the strongest overall 

model. If resulting models retained disease state, the strength (R2), the significance (p), and the 

AICc scores of the models would be compared to the models without disease state to determine 

whether this variable added predictive value. 

4.3 Results 

 Characteristics of the specimens included in the analysis, and descriptive statistics of 

dependent measures, are presented in Table 4-4 below. Shapiro-Wilk’s tests of normality for age, 

BMD, r, and CSMI, as well as for the dependent variable Fx, revealed that none of the variables 

violated the assumption or normality. 
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Table 4-3: Specimen information for the A) Full Sample, B) Model Sample, C) Validation 

Sample. Respective sample size, sex split, and mean (SD) are presented for the independent 

variables a, s, BMD, r, and CSMI, as well as for the dependent variable Fx. 

A) Full Sample: Mean (SD) 

N sex (F/M) age (years) BMD (g/cm2) r (cm) CSMI (cm4) Fx (N) 

26 9/17 79.7 
(14.2) 

0.617  
(0.128) 

4.88  
(0.78) 

1.21  
(0.39) 

5480.2 
(1908.5) 

  

  

B) Model Sample: Mean (SD) 

N sex (F/M) age (years) BMD (g/cm2) r (cm) CSMI (cm4) Fx (N) 

20 6/14 81.0 
(11.4) 

0.614 
(0.120) 

4.84 
(0.85) 

1.23 
(0.41) 

5425.2 
(1816.4) 

 

 

C) Validation Sample: Mean (SD) 

N sex (F/M) age (years) BMD (g/cm2) r (cm) CSMI (cm4) Fx (N) 

6 3/3 75.2 

(21.9) 

0.629 

(0.164) 

5.00 

(0.53) 

1.15 

(0.35) 

5663.5 

(2371.2) 

 

 A GLM analysis of the main effects of age, sex, BMD, r, and CSMI on the measured 

fracture force (Fx) of the full study sample (N = 26) revealed significant effects for of BMD (p = 

0.0005) and s (p = 0.0079); following these two predictors, in order of significance, were age (p = 

0.0558), r (p = 0.3476), and CSMI (p = 0.7546) (Table 4-5). As the following stepwise regression 

analysis was anticipated to have sufficient power to perform linear regression analyses with up to 

four predictors (based on the Cohen’s f2 effect size estimation from previous bone strength 

studies), age, sex, r, and BMD were retained, and CSMI was removed. The following stepwise 

regression analyses were conducted on the model sample (N =20). 
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Table 4-4: Results for the GLM analysis of the main effects of the independent variables 

(age, sex, BMD, r, and CSMI) on the dependent variable (Fx).  

Predictor  B t p 

Intercept  790.80 0.317 0.755 

age  -35.50 -2.030 0.056 

sex (1F, 2M)  1710.67 2.951 0.008 

BMD  9391.86 4.193 <0.001 

r  -288.19 -0.962 0.348 

CSMI  246.46 0.317 0.755 

  F (df) Adj. R2 p 

  10.74 (5,20) 0.661 <0.001 

 

 Forward selection and backward elimination regression analyses predicting Fx from age, 

sex, BMD, and r were conducted to identify the strongest overall model, based on AIC (log-

likelihood) value corrected for the small sample size (AICc). The model resulting from the forward 

selection process, 

𝑭𝒙 ~ 𝟔𝟒𝟗𝟐.𝟗𝟕 ∗ 𝑩𝑴𝑫 ∗ 𝒔𝒆𝒙 + 𝟏𝟓𝟐𝟐.𝟓𝟑 ∗ 𝑩𝑴𝑫 − 𝟐𝟗𝟎𝟎.𝟖𝟑 ∗ 𝒔𝒆𝒙 + 𝟐𝟔𝟒𝟑.𝟐𝟏  

[Equation 3] 

(where sex is represented as a 1 for females and a 2 for males) had an adjusted R2 value of 0.688 

(p < 0.001) and an AICc value of 279.95. In general, this model predicts higher Fx with higher 

levels of BMD and for males (sex = 2), with increasing BMD resulting in larger increases in Fx for 

males compared to females (Figure 4-4). Post-hoc power analysis using Cohen’s f2 (2.21) revealed 

an achieved power of 0.999.  
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Figure 4-4: Measured Fx over BMD for females (filled circles) and males (open squares) for 

the model sample; lines of best fit (dotted line = female; dashed line = male) included to 

help illustrate the interaction. 

 The model resulting from the backward elimination process,  

𝑭𝒙 ~ 𝟏𝟏𝟒𝟒.𝟖 ∗ 𝒂𝒈𝒆 ∗ 𝑩𝑴𝑫 ∗ 𝒓 + 𝟖𝟎𝟖.𝟑 ∗ 𝒂𝒈𝒆 ∗ 𝒔𝒆𝒙 ∗ 𝒓 − 𝟐𝟎𝟖𝟕𝟑.𝟗 ∗ 𝒂𝒈𝒆 ∗ 𝒔𝒆𝒙 ∗ 𝑩𝑴𝑫 −

𝟗𝟓𝟒𝟓𝟔.𝟏 ∗ 𝑩𝑴𝑫 ∗ 𝒓 − 𝟔𝟒𝟒𝟓𝟓.𝟎 ∗ 𝒔𝒆𝒙 ∗ 𝒓 + 𝟏𝟓𝟕𝟐𝟔𝟗𝟗.𝟐 ∗ 𝒔𝒆𝒙 ∗ 𝑩𝑴𝑫 − 𝟐𝟏𝟔𝟐.𝟖 ∗ 𝒂𝒈𝒆 ∗

𝒓 + 𝟑𝟔𝟓𝟏𝟕𝟑𝟓 ∗ 𝒂𝒈𝒆 ∗ 𝑩𝑴𝑫 + 𝟔𝟖𝟒𝟏.𝟕 ∗ 𝒂𝒈𝒆 ∗ 𝒔𝒆𝒙 + 𝟏𝟕𝟒𝟑𝟒𝟐.𝟎 ∗ 𝒓 − 𝟐𝟔𝟗𝟏𝟑𝟖𝟏.𝟓 ∗

𝑩𝑴𝑫 − 𝟒𝟗𝟔𝟗𝟕𝟏.𝟑 ∗ 𝒔𝒆𝒙 − 𝟏𝟏𝟐𝟖𝟎.𝟐 ∗ 𝒂𝒈𝒆 + 𝟕𝟖𝟗𝟎𝟒𝟐.𝟕 [Equation 4] 

had a larger adjusted R2 value of 0.867 (p = 0.004), and a larger AICc value of 332.42. Therefore, 

the forward selection model was identified as the stronger of the two models, as it’s AICc value 

that was over 2 points lower than the AICc of the backward elimination model, which indicates a 

significant difference in the models. 

 The 10 repetitions of the 10-fold cross-validation of the possible LASSO-GLM models 

resulted in a mean min value of 33.25. When using this min  value, the resulting LASSO-GLM 

model, 
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𝑭𝒙 ~ 𝟒𝟔𝟎𝟏.𝟏𝟓 ∗ 𝒔𝒆𝒙 ∗ 𝑩𝑴𝑫 + 𝟓𝟏.𝟒𝟔 ∗ 𝒂𝒈𝒆 ∗ 𝒔𝒆𝒙 − 𝟐𝟎.𝟏𝟗 ∗ 𝒂𝒈𝒆 ∗ 𝒔𝒆𝒙 − 𝟐. 𝟓𝟐 ∗ 𝒓 ∗

𝒂𝒈𝒆 − 𝟐.𝟓𝟗 ∗ 𝒓 + 𝟏𝟖𝟕𝟖.𝟓𝟕 [Equation 5] 

had an adjusted R2 value of 0.731 (p < 0.001) and an AICc value of 281.21. Using both the forward 

selection GLM and LASSO-GLM models to predict Fx for the validation sample, the MSE for the 

models were 2863993.4 and 3458434.3, respectively. In addition to having the lower overall MSE, 

the forward selection model also had a similar AICc value to the LASSO-GLM model (279.95 vs 

281.21, respectively). Accordingly, for the purposes of this study, the forward selection model was 

identified as the strongest overall model. 

 Paired t-tests demonstrated that the predicted Fx from the forward selection regression were 

significantly higher than the previously published models in the literature (Table 4-6, Figure 4-5). 

Post-hoc analyses investigating sex specific differences in model predictions revealed that the 

Courtney et al., 1995, Dall’Ara et al., 2013, and the Roberts et al., 2010 models all significantly 

overpredict Fx for females, while the Courtney et al., 1994 did not produce significantly different 

predictions of Fx for females. For males, each model significantly underpredicted Fx (Table 4-6). 

When these model predictions were compared to the measured Fx, only the Dall’Ara et al., 2013 

model predictions produced significantly lower Fx for females (p = 0.013), while each model 

produced significantly lower predictions of Fx for males (p < 0.001). When comparing predictions 

of the validation sample alone, the model developed in this study had the lowest overall MSE 

(2863993) when compared to the MSE of the predictions from the four previously published 

models (3458434-8713346).  

Table 4-5: Results of the paired samples t-test comparing predicted Fx of the full sample 

obtained from the forward selection model developed in this study against the predicted Fx 

from four previously published models. 

 
Courtney et 

al., 1994 

Courtney et 

al., 1995 

Roberts et al., 

2010 

Dall’Ara et al., 

2013 

95% CI -969.8 

-425.5 

-1953.1 

-1411.0 

-1177.9 

-545.6 

-2484.4 

-1735.8 

t -5.269 -12.756 -5.603 -11.589 

p <0.001* <0.001* <0.001* <0.001* 

* denotes significance at an α level of 0.05 
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Table 4-6: Results of the paired samples t-test comparing sex specific predicted Fx of the 

full sample obtained from the forward selection model developed in this study against the 

predicted Fx from four previously published models. 

 
Courtney  

et al., 1994 

Courtney  

et al., 1995 

Roberts  

et al., 2010 

Dall’Ara  

et al., 2013 

Females 95% 

CI 

-233.1 

291.4 

-1383.3 

-431.5 

-209.3 

-168.9 

-1655.2 

-1306.8 

t 0.256 -4.397 -21.575 -37.3 

p 0.804 0.002* <0.001* <0.001* 

Males 95% 

CI 

-1309.6 

-812.6 

-2192.4 

-1946.4 

-1588.7 

-807.4 

-2929.5 

-1919.8 

t -9.009 -35.499 -6.470 -9.761 

p <0.001* <0.001* <0.001* <0.001* 

* denotes significance at an α level of 0.05 
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Figure 4-5: Mean(SD) Predicted Fx for the forward selection model developed in this study 

(GLM) and the four previously published models included in this analysis (Courtney 1994, 

Courtney 1995, Dall’Ara 2013, Roberts 2010). Connected bars are significantly different (p 

< 0.05). 

4.3.1 Statistical Model Robustness and Repeatability 

 Following the 10 repetitions of the statistical robustness and repetition analysis, it was 

found that the backwards elimination model always resulted in the highest AICc and MSE error, 

and was therefore excluded from further analyses. In all 10 repetitions, the forward selection model 

always results in a model that retained BMD and Sex as main effects along with other elements, 

with the exception of 2 cases, where only BMD and Sex main effects were retained. The most 

commonly emerging model was BMD + Sex + Age (3/10), followed by BMD + Sex (2/10), with 

the remaining 5 models including BMD, Sex, Age, and other predictors. The resulting models for 

the 10 repetitions are presented in Table 4-7 below. 
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Table 4-7: Resulting forward selection stepwise regression models for the 10 repetitions. 

Repetition Resulting Forward Selection Stepwise Regression Model 

1 BMD + Sex + age 

2 BMD + Sex + age 

3 BMD + Sex + age + BMD*Sex + Sex*age 

4 BMD + Sex 

5 BMD + Sex + age + r + BMD*Sex + BMD*age + Sex*r 

6 BMD + Sex + age + BMD*Sex 

7 BMD + Sex + age 

8 BMD + Sex + age + r + BMD*Sex + Sex*r + Sex*age 

9 BMD + Sex + age + Sex*age + BMD*Sex 

10 BMD + Sex 

 

 The mean and repetition specific Z scores for MSE and AICc for each of the four models 

(BMD, Main, Inter, and Fwd) for all 10 repetitions are presented in Table 4-8 below; Figure 4-6 

represents the mean overall Z scores for MSE and AICc for each of the four models. The model 

including the main effects of BMD and Sex (“Main”), had the lowest mean Z score for AICc (-

0.404), followed by the forward selection models (‘Fwd”) (-0.244), the previously defined model 

of BMD + Sex + BMD*Sex (“Inter”) (0.138), and lastly BMD alone (“BMD”) (0.509). In terms 

of mean MSE Z scores, the “Main” model had the lowest Z score (-0.353), followed by the “Inter” 

model (-0.067), “BMD” (-0.036), and lastly the “Fwd” model (0.456).   

 From these findings, it is evident that the main effects of BMD and Sex are the most robust 

effects for predicting femoral bone strength, or FX, for this sample of data.  Model robustness 

confirms that BMD and Sex are significant and robust predictors that should be retained, but these 

results provide less support for the inclusion of the interaction between BMD and Sex. 
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Table 4-8: The normalized Z Scores for the four models (BMD, Main, Inter, and Fwd) over 

the 10 repetitions. 

 AICc MSE 

Repetition BMD Main Inter Fwd BMD Main Inter Fwd 

1 1.752 0.136 1.058 -0.370 -0.895 -0.620 -0.640 -0.632 

2 1.304 0.402 1.315 0.363 -0.580 -0.851 -0.872 -0.965 

3 -0.854 -1.554 -1.405 -1.031 0.710 0.116 0.561 0.926 

4 0.388 -0.041 0.679 -0.041 -0.003 -0.578 -0.501 -0.578 

5 -0.564 -0.926 -1.371 -0.691 0.649 -0.016 1.041 5.045 

6 0.814 0.084 0.814 -0.909 -0.172 -0.654 -0.567 0.151 

7 1.669 -0.030 0.914 -0.594 -0.786 -0.495 -0.299 -0.376 

8 1.323 -0.456 -0.104 2.582 -0.494 -0.256 0.195 0.341 

9 -0.575 -1.277 -1.142 -1.369 0.666 0.113 0.681 0.939 

10 -0.168 -0.375 0.626 -0.375 0.543 -0.289 -0.270 -0.289 

Mean 0.509 -0.404 0.138 -0.244 -0.036 -0.353 -0.067 0.456 
Rank 
Order 

4 1 3 2 3 1 2 4 

 

 

 

Figure 4-6: Mean Z score for AICc (Blue) and MSE (Orange) for the 4 models evaluated. 
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 Due to further concerns that the interaction between sex and BMD was due to a potential 

outlier in the original model sample, additional analyses were conducted. The data point in 

question was a female specimen (Specimen ID 20) with a BMD of 0.891 g/cm2 and a measured Fx 

of 6685.3 N. When compared to the rest of the female specimens of the full sample, this 

represented a BMD that was 1.853 SD greater than the mean and an Fx that was 1.068 SD greater 

than the mean. Neither the BMD or Fx of this specimen resulted in a Grub’s test value that achieved 

or surpassed the critical t value, which demonstrated that this point was not a statistically 

significant outlier. Regardless, due to concerns that this point was still driving the interaction 

between BMD and Sex, this data point was removed from all 10 model samples from the 

Robustness and Repeatability analysis (when present), and sex specific regressions between BMD 

and Fx were plotted to visualize these relationships without this point (Figure 4-7). While there 

were differences in the relationships depending on the model sample used, in general, a clear main 

effect of Sex exists, while an interaction was observed in some model samples. These results echo 

the findings of the Robustness and Repeatability analysis and add further evidence for the 

importance of considering sex effects, while there is less evidence for a clear interaction between 

BMD and Sex. 
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Figure 4-7: Sex specific regression lines (Males = dashed lines; Females = dotted lines) for 

the 10 model samples of the robustness and repeatability analysis after having removed 

(specimen ID 20). The bolded black lines represent the regression lines of the original 

model sample (wherein an interaction between BMD and Sex was observed). 

 

4.3.2 Disease Analysis 

 As the secondary goal of this study was to investigate the influence of disease on Fx, and 

more specifically, if accounting for the presence of inflammatory disease states improves the 

ability to predict Fx. Towards addressing this goal, similar regression analysis methods were 

conducted, beginning with a main effects GLM to quantify the relative strength of each predictor. 

This analysis revealed that the four strongest predictors were, in order of significance, BMD, sex, 

CSMI, and r, with d and age being the least significant (Table 4-9).  
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Table 4-9:Results for the GLM analysis of the main effects of the independent variables (a, 

s, BMD, r, CSMI, and d) on the dependent variable (Fx). 

Predictor  B t p 

Intercept  -1467.8 -0.478 0.640 

age  -20.7 -0.873 0.399 

sex (1F, 2M)  1823.2 2.759  0.016* 

BMD  10409.3 5.102  0.001* 

r  -96.7 -0.253 0.804 

CSMI  -459.4 -0.873 0.294 

d  389.3 0.576 0.574 

  F (df) R2 P 

  7.88 (6,13) 0.685 0.001 

 

 For the stepwise regression, BMD, s, and CSMI were retained alongside d. Forward 

selection and backward elimination regression analyses predicting Fx from BMD, s, r, and d 

(including up to second order interactions) were conducted to identify the strongest  overall model, 

based on AIC (log-likelihood) value corrected for the small sample size (AICc). The model 

resulting from the forward selection process, 

𝑭𝒙 ~𝟏𝟏𝟎𝟎𝟕.𝟕 ∗ 𝑩𝑴𝑫 + 𝟏𝟑𝟏𝟓.𝟕 ∗ 𝒔𝒆𝒙 − 𝟑𝟐𝟕𝟑.𝟒  [Equation 6] 

had an adjusted R2 value of 0.673 (p < 0.001) and an AICc value of 343.67 yet did not retain d 

as a predictor. The model resulting from the backward selection process, 

𝑭𝒙~ 𝟏𝟕𝟎𝟏.𝟓 ∗ 𝒔𝒆𝒙 ∗ 𝒅 + 𝟕𝟓𝟒𝟕.𝟔 ∗ 𝒔𝒆𝒙 ∗ 𝑩𝑴𝑫 − 𝟏𝟎𝟗𝟐𝟔.𝟑 ∗ 𝑪𝑺𝑴𝑰 ∗ 𝒅 − 𝟔𝟒𝟔𝟓.𝟕 ∗ 𝑪𝑺𝑴𝑰 ∗

𝑩𝑴𝑫 − 𝟓𝟏𝟓𝟓.𝟖 ∗ 𝑪𝑺𝑴𝑰 ∗ 𝒔𝒆𝒙 + 𝟗𝟗𝟒𝟒.𝟕 ∗ 𝒅 + 𝟏𝟎𝟗𝟐𝟓.𝟔 ∗ 𝑩𝑴𝑫 − 𝟕𝟒𝟔.𝟐 ∗ 𝒔𝒆𝒙 +

𝟐𝟔𝟕𝟏𝟖.𝟕 ∗ 𝑪𝑺𝑴𝑰 − 𝟐𝟒𝟐𝟗𝟓.𝟖  [Equation 7] 

(where d is represented as a 1 for the presence of a relevant disease state and a 2 for the lack of 

disease) had an adjusted R2 value of 0.873 (p < 0.001) and AICc value of 358.50. In this case, 

while the backward elimination model had a larger adjusted R2 value, the results suggest that the 

backward elimination model much less likely to fit new data based on AICc values, and the 

forward selection model is the overall stronger model.  
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4.4 Discussion 

 The main objective of this study was to develop a model for the prediction of proximal 

femur bone strength based on hip impact experiments using a biofidelic test paradigm. Comparing 

models by a combination of adjusted R2 values, Akaike Information Criterion values adjusted for 

small sample sizes (AICc) and mean squared error for Fx predictions of the validation sample, the 

model resulting from the forward selection process was identified as the strongest overall model. 

This model included BMD and s as predictors, as well as their interaction, showing a significantly 

greater rate (or slope) at which Fx increases with increasing BMD for males compared to females. 

These findings align with the initial hypotheses related to both BMD and sex, however, our 

findings related to the other investigated factors (a, r, and CSMI) did not result in the rejection of 

our null hypothesis, as these factors did not significantly relate to Fx. Predictions of Fx based on 

four previously published models (Table 4-2) were all significantly lower than the predictions of 

this study’s model predictions (Table 4-6). A post-hoc analysis revealed these models all 

significantly underpredict male Fx, while predictions of female Fx had a less consistent trend (Table 

4-7). However, only one of the models (Courtney et al., 1994) did not have significantly different 

predictions of Fx for females. Towards achieving the secondary objective of this study, a separate 

analysis of the effect of inflammatory disease state was conducted. Using a categorical variable 

(d) which encompassed such diseases as Type I and II Diabetes, Chronic Kidney Disease, and 

Chronic Obstructive Pulmonary Disorder, revealed that accounting for the presence of such a 

disease state or its absence was not significantly related to Fx  (Table 4-8). However, when 

including d with the three most significant predictors (BMD, s, and CSMI in this case) into a 

stepwise regression analysis, d was only retained in the backward elimination process. While the 

resulting model had a total of nine predictors, compared to the two predictors in the model resulting 

from the forward selection model, it was a significant model with a relatively large R2 value 

(0.893). However, it’s AICc value (358.50) was significantly larger than that of the forward 

selection model (343.67). Additionally, the high dimensionality of this model does hinder clear 

interpretation of the results, and further investigation into the effect of disease on bone strength is 

needed. Regardless, the findings related to the primary and secondary objectives of this study each 

have important implications. 

 The regression model developed in this study exhibited the greatest accuracy in predictions 

of proximal femur bone strength (for both the whole model and for the validation sample alone) 
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when compared to the predictions obtained from four previously published models. This finding 

alone has many important implications, particularly related to clinical research and injury risk 

prediction in the context of fall-related hip fractures. Firstly, the results suggest that sex-based 

characteristics (beyond sex-related differences in femoral neck aBMD) significantly affect 

proximal femur bone strength. Though not retained in the regression analyses, post-hoc analysis 

revealed that CSMI was significantly higher for males than females (p = 0.021) and predicting Fx 

from CSMI resulted in a significant model with and adjusted R2 value of 0.257 (p = 0.0049); this 

may help explain the effect of sex that was observed. While a relatively broad grouping variables, 

significant differences were observed for measured Fx between sexes. When comparing this 

study’s model predictions of Fx to BMD based predictions of previously published models, it was 

observed that all four models produced significantly lower predicted Fx for males, while three 

models produced significantly lower predicted Fx for females. Additionally, it is important to note 

that, while each of the four published models investigated included femoral specimens from male 

and female donors, none of the resulting models included sex as a factor, despite observing 

significant differences in bone strength and femoral neck aBMD in some cases. While it is unclear 

exactly why sex was not considered as a factor in these models, other published models developed 

from predicting proximal femur bone strength in the context of fall-related hip fractures, such as 

Dragomir-Daescu et al., 2018, do include sex (and age) as factors. However, the model presented 

in Dragomir-Daescu et al., 2018 also significantly under predicted Fx (p < 0.001) for both males 

and females, despite having sex specific models, as well as including data from a range of different 

MTS displacement rate experiments (5, 100, and 700 mm/s). Regardless, the fact that each of these 

four previously published models predict significantly lower Fx for males when compared to the 

measured Fx suggests the possibility that current BMD based estimates of male hip fracture risk 

may be inaccurate, meaning that these BMD based methods currently overpredict male hip fracture 

risk (by under predicting bone strength). While this may help explain some of the lack specificity 

in hip fracture prediction, this experiment does not allow us to answer these questions, and further 

research is required. Nevertheless, if the experimental design of this study does indeed provide 

more physiologically accurate measures of proximal femur bone strength (Fx), this study has 

identified the importance of considering sex when predicting Fx, and that some currently used 

BMD based estimates of bone strength (derived from MTS based experiments of bone strength) 

tend to significantly under predict Fx for males compared to females. 
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 The results of the statistical model robustness and repeatability analysis revealed that the 

main effects of BMD and Sex were retained in each of the forward selection models for all 10 

repetitions. Beyond this, when the model containing BMD and Sex (Main) was evaluated against 

the other three models, it performed the best overall, leading to the overall lowest MSE and AICc 

values. These results suggest that that BMD and Sex are significant and robust predictors that 

should be retained when developing a predictive model of femoral bone strength resulting from 

the vertical drop tower HIS experiments conducted in this study. Beyond this, the robustness and 

repeatability analysis conducted in this study present a viable framework that can be applied to 

future studies wherein stepwise regression approaches are applied on a training or model sample 

with the goal of predicting a validation or test sample. Though a single iteration of stepwise 

regression analyses, if properly performed, should satisfy all associated assumptions of normality 

and variance, performing a similar or equivalent robustness and repeatability analysis can provide 

additional evidence and insight into the representativeness of any proposed model. 

 A model developed through experimental methods that more accurately simulate the hip 

impact dynamics of lateral hip impacts, as done in this study, may produce more physiologically 

accurate bone strength predictions. However, before being able to make this conclusion, there was 

a need to demonstrate that the experimental methods used in this study, and the resulting model, 

produce significantly different results (in terms of measured and predicted Fx) than findings from 

past studies that used low or high displacement rate material testing system experiments; this was 

achieved in this study. Our ability to determine accuracy of the Fx measured from this biofidelic 

experimental method is limited, and the claim of accuracy rests on the assumption that more 

physiologically accurate experiments will result in more physiologically accurate measures, and 

ultimately more accurate predictions. As discussed in the previous Chapter, the definition for 

biofidelity in this context is “the degree to which the simulated lateral impacts produces loading 

of a cadaveric proximal femur specimen that matches that measured from human volunteers during 

a fall-related lateral hip impact” (Appendix B, Chapter 8.2). Currently, other groups, such as Fleps 

et al. 2019, are using novel and biofidelic experimental designs to investigate the underlying 

mechanics of lateral hip impacts, such as the loading profile of impacts and their subsequent hip 

fractures (Fleps et al., 2019). Indeed, the loading rates of the femur resulting from their lateral hip 

impact simulations (which align with the loading rates observed in this study’s HIS experiments) 

are orders of magnitude larger than the loading rates experienced using traditional high 
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displacement rate MTS experiments, which may suggest that these later experiments may not be 

subjecting femurs to physiologically relevant or accurate loading scenarios. Findings such as this 

provide additional support to the notion that the HIS experiments used in this study are biofidelic 

and simulate physiological loading resulting in proximal femur bone strength measures that are 

particularly relevant for fall-related hip fractures. In general, these results suggest that bone 

strength estimated from previously published BMD based methods are lower than in reality, thus, 

previous estimates of hip fracture risk may be artificially elevated.   

  An argument can be made that overpredicting hip fracture risk is the better option 

(compared to underpredicting risk), as it will ideally capture more true positives (individuals who 

will suffer a hip fracture) at the expense of more false positives (individuals who will not suffer a 

hip fracture). However, a similar argument can be made for the opposite, and in a resource-limited 

ecosystem or in high-cost scenarios (for example, in overly burdened healthcare systems, or in 

cases of high-cost prevention methods, such as the installation of safety flooring) a higher degree 

of accuracy brings a higher level of efficiency that may ultimately result in more hip fractures 

prevented (compared to a system that casts a wider net yet does not have the ability or resources 

to intervene in each case). However, this study only provides the first step towards improved hip 

fracture risk prediction, and further research is needed, specifically related to comparing model 

predictions to clinical outcomes. Though this would be most appropriately achieved through a 

longitudinal study or retrospective data analysis, an alternative option would be the use of a 

probabilistic model, such as the one presented in Martel et al., 2020, to compare distributions of 

hip fracture risk when using different models predicting bone strength (Martel et al., 2020). For 

context, the probabilistic model developed by Martel and colleagues uses factor of risk (FOR) 

principles to assess risk of hip fracture as the ratio between predicted impact force of a lateral hip 

impact over the strength of the proximal femur. The probabilistic model simulates a representative 

sample of Canadian older adults to characterize the distribution of risk for this population. 

Encouragingly, when the predictive bone strength model developed in this study is used as to 

method to determine bone strength, and thus, set the denominator for calculating factor of risk 

(FOR) of a fall-related hip fracture, resulted in sex-specific distributions of risk to more closely 

match the relative incidence of risk observed in this population (when compared to distributions 

where the Roberts et al., 2010 predictive model of bone strength was used). More specifically, the 

use of the Roberts et al., 2010 bone strength model resulted in significantly higher risk for males 
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compared to females, which does not align with epidemiological evidence (Cummings, 2002; Jean 

et al., 2013; Leslie, 2009). The use of the predictive bone strength model developed in this study 

resulted in distributions that align much more closely with epidemiological evidence. However, 

this preliminary investigation is limited, and is only presented here as supporting evidence 

demonstrating the need for continued research in this area. Nevertheless, the addition of sex to 

BMD based estimates of bone strength appears to increase the accuracy of femoral bone strength 

predictions, at least in the context of simulated fall-related hip impacts via the HIS paradigm used 

in this study. While the addition of this factor may help allay some of the sensitivity issues of 

currently used BMD based estimates, there is still a portion of variance that remains unexplained. 

As this, and previous, investigations of femoral bone strength have been limited to metrics 

extracted from X-ray-based methods, and hence evaluating the gross morphological aspects of the 

bone as well as quantifying the inorganic phase of bone, this unexplained variance may be related 

to previously under-investigated aspects, such as the organic phase of bone and the state of the 

bone collagen, and further research in this area is needed. 

 Beyond the lack of consideration of the organic phase of bone, there are several additional 

limitations associated with this study. A first limitation relates to the sample size (total N = 26; 

Model N = 20, Validation N = 6). In general, a larger sample size allowing for a better balance 

between sexes and a more even distribution of ages would have been beneficial. Unforeseen 

limitations and delays associated with the COVID-19 pandemic greatly influenced the ability to 

obtain donors and specimens for this study, and there was a different outlook at the time of the 

proposal. However, the sample size used was still sufficient to identify the differences observed in 

this study, due to the robustness of the effects. Additionally, the sample size achieved in this study 

does align with previous investigations, and in a survey of 13 published studies, the sample size 

of 26 surpasses the median sample size of these studies (N = 21), and the number of procured 

femurs, prior to technical exclusion (N = 30) matches the mean sample size of this same set of 

previously published studies (N = 29.9). A table representing the findings of this survey can be 

found in Appendix E (Chapter 8.5). As mentioned in the previous Chapter, an additional limitation 

relates to the lack of explicit temperature and hydration measurements of the specimens prior to 

testing. Future work should include measures of surface temperature, and if possible, internal 

temperature to ensure a common testing condition for specimens. Despite using X-ray and DXA 

scans and visual inspection of the specimens to identify any defects or macro-scale damage, 
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another limitation in this study is the lack of consideration of pre-existing micro-scale damage or 

microcracks in the specimens. Alongside load and fracture toughness, defect size is the third key 

factor in the fracture mechanics triad, and the size of these defects (be it pores, microcracks or 

other damage) can greatly influence how and when cortical will fracture (Augat and Schorlemmer, 

2006; Launey et al., 2010; Zioupos and Currey, 1998). Future work should incorporate further 

characterization of the bone structure at the micro-scale, such as obtained through using 3D 

volumetric micro computed tomography, to quantify the degree of porosity and microdamage in 

the regions of interest of the specimens prior to testing. 

 A final limitation of this study that needs to be addressed is the definition of some of the 

factors used in the analysis, specifically sex and disease as broad categorial variables. In relation 

to sex as a categorical variable, there are important discussions occurring at the intersection of 

science and society around the notion of sex, and the appropriateness of using sex as a categorical 

variable, and I believe it is important to mention here. While the effects of sex (typically as a 

categorical variable of declared sex by participants, sometimes simplified to gender, often limited 

to male or female) are often robust in the field of human sciences, specifically biomechanics, it is 

a relatively broad categorical variable that encompasses many difference characteristics and 

aspects. Indeed, in this study, sex was a significant factor, particularly the interaction between sex 

and femoral neck aBMD (which seems to go beyond the typical sex-based differences in BMD). 

However, there are likely many “sex” specific or related factors that weren’t directly investigated 

or quantified in this study. It is therefore possible that these specific or related factors have a more 

mechanistically based association with femoral bone strength. It is therefore important  to state that 

these likely myriad factors that fall under the umbrella of the categorical variable of sex seem to 

play an effect on bone strength. Further research into these currently unaccounted factors could 

ultimately improve our understanding of the underlying mechanics of bone fracture and could 

ultimately improve the accuracy of future predictive models of Fx. Similarly, the categorical 

variable of disease used in the secondary analysis of this study (specifically, the presence or lack 

of presence of an inflammatory disease state) was likely much too broad and may have been the 

reason why an effect of disease on bone strength was not identified (despite reported evidence of 

disease-specific differences in bone strength and fracture rates). This was likely due to the broad 

category of “inflammatory disease” used in this study to encompass the following diseases: Type 

I and 2 Diabetes, Chronic Kidney Disease, and Chronic Obstructive Pulmonary Disorder. While 
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the general understanding is that these diseases have a similar biological basis for the damage or 

deterioration of the body (specifically through oxidative stress related to inflammatory processes) 

(Abdollahi et al., 2005; Hamada et al., 2009; McNerny and Nickolas, 2017), these disease states 

have many unique aspects and it may not be appropriate to group them all together. One clear 

example of this is type I and type II Diabetes. While both are considered to be inflammatory 

diseases, the pathways and biological processes associated with each are quite different, and while 

the risk of hip fracture increases for both Type I and Type II diabetes (Janghorbani et al., 2007; 

Vestergaard, 2007), aBMD measures at the hip differ significantly, with it decreasing in Type I 

Diabetes and increasing in Type II diabetes (Vestergaard, 2007). It would likely have been more 

appropriate or accurate to differentiate the types of disease states further. However, due to a 

combination of factors (namely limited sample size and presence of comorbidities), this was not 

possible in this investigation. Additionally, relevant information for certain specimens was not 

available, or was limited to reported conditions disclosed by third parties. Regardless, 

epidemiological evidence (in the form of differences in hip fracture risk and observed rates 

between diseases), as well as the retention of disease in the backward elimination model in this 

study, support the notion that further research in this domain is warranted.  

4.5 Conclusion 

 Through the use of a biofidelic experimental paradigm, this study successfully quantified 

the relationship between sex and femoral neck aBMD on the strength of the proximal femur in 

simulated lateral hip impacts leading to fracture. From this, a model to predict proximal femur 

bone strength was developed; the predictions from this model were found to be significantly higher 

than the predictions of previously published BMD-based models of femoral bone strength 

prediction. The findings of this study have important implications in both the areas of basic science 

and clinical research. While the results of Study 1 do not demonstrate any difference between the 

traditional MTS experimental paradigm and the biofidelic HIS experimental paradigm, the results 

of the current study suggest that a difference may exist between these experimental paradigms. 

Specifically, the significant differences between published MTS based model predictions and HIS 

based model predictions observed in this study do suggest that fracture force may be dependent on 

experimental paradigm. There is merit in future work to further explore this. If this interaction 

does exist, it would demonstrate the importance of experimental design related to the biofidelic 
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loading of specimens, which may produce more physiologically accurate measures of bone 

strength. As to the latter, this study was able to develop a relatively simple, yet robust, model for 

the prediction of femoral bone strength that can be used clinically to potential produce more 

accurate estimates of femoral bone strength, ultimately improving the ability to predict fall-related 

hip fracture risk. However, as elaborated in the previous sections, further research on this problem 

is needed in order to determine whether this experimental paradigm produces physiologically 

accurate estimates of bone strength, and if the use of the developed model does indeed improve 

our ability to predict and prevent fall-related injuries. Finally, this study represents an important 

first step into the evaluation of the multiscale contributions of both the inorganic and organic phase 

of bone on its ultimate strength, as will be more fully investigated in Study 4 (Chapter 6). 
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Chapter 5 

Study 3: The Role of Bone Collagen Integrity on Fracture 

Toughness of the Inferior Femoral Neck Under Simulated Impact 

Loading Rates 

5.1 Introduction 

 Human bone is a complex composite material, consisting mainly of non-organic 

hydroxyapatite and organic type I collagen (Shoulders and Raines, 2009; Stock, 2015). Both the 

organic and inorganic phases of bone are known to play contribute to the material properties and 

mechanical behavior of bone (Keaveny and Hayes, 1993; Luo and Wu, 2020; Zioupos and Currey, 

1998; Zysset et al., 1999). However, the organic phase of bone goes largely unconsidered when 

investigating bone fractures, particularly in context in estimating bone strength and predicting 

fracture risk. Currently, the inorganic phase of bone is the focus of attention in terms of quantifying 

bone strength and fracture risk. This is primarily due to the strong positive correlation between the 

non-organic phase of bone, typically measured as amount of bone mineral per unit area or volume, 

and bone strength  which has been used as a strong foundation towards the development of methods 

to predict fracture risk (Cheng et al., 1997; Courtney et al., 1995, 1994; Dall’Ara et al., 2013a; 

Table 2-2). In fact, previous experiments have found that areal bone mineral density (aBMD) alone 

explains a great deal of the variance of bone strength, and it is these relationships on which many 

models and predictive algorithms are based, such as the T-score and Factor of Risk (FOR) based 

methods for predicting hip fracture risk. However, despite the strong relationship between bone 

strength and aBMD, many fall related hip fractures occur in individuals who don’t have low BMD 

and would not be deemed at risk based on these methods (Schuit et al., 2004; Siris et al., 2004; 

Stone et al., 2003). 

 One potential explanation for these failed predictions is that these methods focus almost 

entirely on the inorganic phase of bone despite emerging evidence that the organic materials within 

bone influence bone integrity. As an integral component of bone, collagen has been found to 

contribute to bone’s resistance to crack growth (Launey et al., 2010; Willett et al., 2019; Zioupos 

et al., 1999), quantified via fracture toughness metrics such as elastic plastic fracture toughness 

(J), and even relate to bone strength in animal models (Saito et al., 2011; Uppuganti et al., 2016). 

More specifically, higher levels of collagen network integrity or connectivity, measured through 

Hydrothermal Isometric Tensions (HIT) test,  are positively associated with higher fracture 
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toughness (Burton et al., 2014; Wang et al., 2002; Willett et al., 2019; Woodside and Willett, 2016; 

Zioupos et al., 1999), while higher concentrations of non-enzymatic collagen crosslinks, measured 

with High Performance Liquid Chromatography assays revealing concentrations of collagen 

crosslink type, are associated with lower fracture toughness (Knott et al., 1995; Massé et al., 1996; 

Nyman et al., 2007; Vashishth et al., 2001), and also affects the thermal stability of the collagen 

network (Bailey and Lister, 1968; Unal et al., 2016). Despite the evidence of the role of the organic 

phase, or it’s state, on fracture toughness, the organic phase of bone is not currently included in 

human bone strength or fracture risk predictions. While this may be due in part to the fact that 

traditional methods used to assess the non-organic phase of bone, namely dual energy X-ray 

absorptiometry and other X-ray-based methods, do not detect the organic phase of bone, it is likely 

due to the fact that the relationship between bone collagen and bone strength has yet to be fully 

investigated in the case of human bone fracture. Despite the strong relationship between bone 

strength and bone mineral density, approximately 70% of hip fractures go unpredicted when 

solely-BMD based risk prediction is employed (Schuit et al., 2004; Siris et al., 2004; Stone et al., 

2003). Considering the potential role of collagen on bone strength could have clinical importance, 

explaining additional variance and improving hip fracture risk prediction. However, much has yet 

to be investigated before this can occur, as current investigations related to collagen and fracture 

mechanics have not directly focused on the femur in the context of fall-related hip fractures. 

Specifically, the role of collagen on cortical bone fracture toughness has yet to be investigated in 

the context of high, impact-like, loading of a clinically relevant site.  

 In previous investigations of the role of collagen on bone fracture mechanics, typical 

fracture toughness testing of bone focuses on quasi-static loading of diaphyseal cortical bone in 

order to probe the underlying mechanisms contributing to crack-growth resistance and post-yield 

energy dissipation (Burton et al., 2014; Nyman et al., 2007; Willett et al., 2019). While use of this 

test paradigm has provided valuable insight into the underlying mechanics of collagen-mediated 

fracture toughness, specifically in the context of age-related bone fragility, it has not been directly 

applied to investigations of specific injury mechanisms, such as fall-related hip fractures. 

Specifically, the low rate of loading used, as well as the site from which bone samples are extracted 

(primarily the diaphysis, when the femur is used) make it difficult to infer implications in terms of 

fall-related hip fractures. The viscoelastic properties of bone mean that, as a material, its response 

to loading will be affected by the rate (McElhaney, 1966). Current understanding of bone links its 
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viscoelastic properties to its collagen, or more generally the organic phase of bone, and the 

movement of water within and around its helical structure (Fois et al., 2001; Launey et al., 2010a; 

Shoulders and Raines, 2009; Yamashita et al., 2001).  Therefore, it is possible that fracture 

toughness, a property thought to be influenced by collagen (Launey et al., 2010; Nyman et al., 

2007; Willett et al., 2019; Zioupos et al., 1999), may depend on loading rate (Gauthier et al., 2017). 

Hence, fracture toughness extracted from impact like loading rate tests may better mimic the tissue 

behaviour during fall-related impacts, which could relate more strongly to ultimate bone strength. 

 Accordingly, the primary goal of this study was to investigate the relationship between 

cortical bone collagen and cortical bone fracture toughness of the inferior femoral neck under high-

rate, impact like loading. Specifically, metrics of collagen network integrity (or connectivity, via 

the maximum slope of isometric tension over temperature, Max Slope) and stability (the 

denaturation temperature, Td), achieved through Hydrothermal Isometric Tension (HIT) tests were 

compared to critical elastic and critical elastic-plastic fracture toughness (Kq and Jq, respectively) 

metrics extracted from high-rate constant displacement three-point bending experiments. It was 

hypothesized that fracture toughness would be significantly and positively associated with higher 

collagen quality (specifically pertaining to higher collagen network connectivity and stability).  

 Finally, a secondary analysis of fracture toughness and collagen quality as a function of 

disease state was conducted, wherein it was hypothesized that fracture toughness would be lower 

in diseased samples, which would be mediated by overall lower collagen quality. 

5.2 Methods 

5.2.1 Sample Acquisition and Preparation 

 Femurs used in this study were acquired through licensed organ and tissue banks, 

specifically: Innoved Institue L.L.C., RegenMed, and National Disease Research Interchange. A 

total of 23 femurs were acquired and included in this study (N = 23 femurs). As in Studies 1 and 

2 (Chapters 3 and 4), femurs underwent hip specific DXA scans to extract morphological and 

aBMD measures (to be used in Study 4, Chapter 6).  Afterwards, beams were extracted from the 

inferior femoral neck (Figure 5-1), with the target dimensions of 35 mm length x 4 mm width x 2 

mm thickness (Figure 5-2). In four of the specimens, there was sufficient material to extract an 

additional beam, resulting in a total sample size of N = 28. Following extraction, a 1.8 mm length 

by 0.3 mm width notch was cut into the side of the beam, perpendicular to the long edge of the 
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beam. The crack tip was sharpened to a micro-crack (0.01 mm width, 0.2 mm length) with the use 

of a Computerized Numerical Control system driven razor blade. Specimens were then frozen until 

approximately 24h prior to testing, at which point specimens were placed in a PBS solution to 

thaw and hydrate in advance of testing. In total, specimens underwent a maximum of 5 freeze thaw 

cycles (assuming that specimens remained frozen throughout the initial transport and reception of 

the specimens); this is a rather liberal estimate and assumes a thaw cycle occurred during the DXA 

scanning process. It should be noted that the protocol used to scan femurs minimized the time that 

each specimen was out of a freezer, in an attempt to keep specimens frozen throughout the 

scanning process. However, since neither surface nor internal temperature were measured during 

this process, this cannot be confirmed.  Regardless, the general specimen preparation protocol 

aligned with ASTM E1820-20 specifications for the standard test method for measurement of 

fracture toughness and follows the methods previously established (Gauthier et al., 2017; Granke 

et al., 2015; Willett et al., 2019). 

 

Figure 5-1: Isolated proximal portion of the femur, with SENB specimen extraction site 

highlighted (A - Inferior Femoral Neck). 
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Figure 5-2: Single Edge Notch Bending (SENB) target dimensions. 

5.2.2 SENB Fracture Toughness Testing 

5.2.2.1 Fracture Toughness Tests 

 As with SENB specimen preparation, fracture toughness tests were conducted in 

accordance with ASTM E1820-20, following the methods previously established (Gauthier et al., 

2017; Granke et al., 2015; Willett et al., 2019). Experiments were conducted with a micro material 

testing system (MMTS) (μTS, Psylotech Inc, Evanston, IL, USA) and a high-speed video-enabled 

microscope system (HSV, AOS Technologies, Cheshire, CT); both test systems were mounted on 

a vibration-dampening test bench. Fracture toughness tests were conducted under constant 

displacement three-point bending in the MMTS system, with a target displacement rate of 12 mm/s 

and a span length of 30 mm.  A previous study by Gauthier and colleagues in 2017 applied a 

displacement rate of 10 mm/s to replicate impact-like loading, which was based on strain measures 

taken from the radius in impacts during forward falls onto outstretched hands (Földhazy et al., 

2005; Gauthier et al., 2017). A recent study by Zioupos and colleagues in 2020 demonstrated that, 

especially for bone samples from older adult donors, this displacement rate should almost always 

result in completely brittle (unstable) crack growth (which should mimic what is experienced 

during fall-related hip fractures) (Zioupos et al., 2020). Pilot work found that the simulated impacts 

induced by a drop tower hip impact simulator (HIS) induces a strain at rates that would correspond 

with a displacement rate of 12 mm/s.  Additional details supporting the rationale for using a 12 

mm/s displacement rate are provided in Appendix F (Chapter 8.6). Load, measured through an in-

line load cell within the MMTS system, and displacement data were a sampling frequency of 3000 

Hz. High-speed video-enabled microscopy of the experiment was recorded at a resolution of 400 



110 
 

by 400 pixels with a sampling frequency of 1000 Hz (Figure 5-3). An external trigger, linked to 

both the camera and MMTS, was used to simultaneously trigger the start of data collection. 

 

 

Figure 5-3: Image captured from high-speed microscopy-enabled videography during a 

high displacement rate (12 mm/s) experiment at: A) Frame 1, B) The frame of max stable 

crack growth, C) The first frame of unstable crack growth (frame of max stable crack 

growth +1) 

5.2.2.2 Calculating Fracture Toughness 

 Both critical elastic fracture toughness (Kq) and critical elastic plastic fracture toughness 

(Jq) were computed from load displacement data that was first dual pass filtered with a 2nd order 

low-pass Butterworth filter (4th order equivalent) with an effective cutoff frequency of 150 Hz. 

This filter was used to minimize the number data smoothness criteria violations (as outlined in   

ASTM E1820-20 (ASTM E1820-20a, 2020). 

5.2.2.2.1 Critical Elastic Fracture Toughness (Kq) 

 To compute critical elastic fracture toughness (Kq), also known as plane-strain fracture 

toughness (E399-20, 2020) the stress intensity factor (K) was computed at the point of which a 5% 

secant modulus loss was observed in the load displacement data according to the methods and 

calculations outlined in ASTM E1820-20 (ASTM E1820-20a, 2020). Specifically, 

𝑲𝒒 = [
𝑷𝒒𝑺

𝑩𝑾
𝟑
𝟐 

] 𝒇 (
𝒂

𝑾
) [Equation 8] 

A) B) C) 
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which follows the syntax in Table 5-1 below. Accordingly, the function 𝑓(
𝑎𝑖

𝑊
) represents the 

equation: 
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) [Equation 9] 

 

Table 5-1: Variable syntax for elastic fracture toughness equations. 

Variable Name/Description 

Pq Load or Force (in N) at the point of 5% secant modulus loss 

S Span Length of the bending supports (in m) 

B Specimen Thickness (in m) 

W Specimen Width (in m) 

a Starting Crack Length (in m) 

 

 Pq was taken directly from the load displacement data (Figure 5-4), and a was extracted 

from the high-speed microscopy-enabled video collected during the experiments. This was done 

by importing the video into ImageJ (National Institutes of Health, Bethesda, MD, USA), where 

digital calipers were used to measure straight-line crack length (a) at the start of the trial (prior to 

any loading).  
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Figure 5-4: Sample load displacement data, where the raw data (light gray) was filtered 

(black line), from which the linear stiffness region (green line) was defined from a linear fit 

between 20% and 50% of peak force. By extrapolating this linear fit for the full-

displacement range (blue dotted line), the 95% secant modulus (dashed yellow line) was 

defined. Pq (red diamond) was defined as the final crossing point of the filtered line with the 

95% secant line. Smoothness criteria (dashed red line) was defined between 50% Pq and Pq.  

5.2.2.2.2 Critical Elastic-Plastic Fracture Toughness (Jq) 

 To capture potential non-elastic behavior of the SENB specimens, critical elastic-plastic 

fracture toughness was determined by computing J, which describes work to fracture (Rice, 1968), 

relating to the energy required to grow a fracture, from the start of the trial up to the point of Pq, 

which will give Jq. More specifically, Jq was computed by first calculating the area underneath the 

load displacement curve from the start of the trial to the point Pq (Uq). From this Jq was calculated 

by 

𝑱𝒒 =
𝟐 ∗𝑼𝒒

𝑩(𝑾−𝒂)
  [Equation 10] 
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5.2.2.2.3 Peak Fracture toughness (KMax, JMax) 

 After having characterized load-displacement curves and identifying Pq for each 

experiment, it was apparent that there was noticeable plastic deformation still occurring after point 

Pq. This revelation suggested that the method for which this study attempted to characterize J at 

point Pq may not have been appropriately quantifying the elastic-plastic fracture toughness of the 

specimens. Therefore, an additional set of analyses were conducted to compute J fracture 

toughness at the point of peak force (JMax) allowing for more of the plastic deformation to be 

considered. A similar analysis was conducted with K fracture toughness (KMax) in order to both 

maintain parity of variables as well as quantify elastic fracture toughness immediately prior to 

ultimate failure.   

5.2.3 Hydrothermal Isometric Tension Tests 

 Hydrothermal isometric tension (HIT) tests were performed to quantify collagen network 

integrity, and connectivity, of cortical bone. Following previously established methods, a small 

section of cortical bone was extracted from SENB specimens  following fracture toughness testing 

in order to perform HIT tests (Willett et al., 2019; Woodside and Willett, 2016). As outlined by 

Woodside and Willett in their 2016 study, the subsample was stored in a room-temperature 

solution of ethylenediaminetetraacetic acid (EDTA, 0.5 M, pH = 7.4) for a minimum of three 

weeks in order to decalcify the subsample. To ensure complete decalcification, the EDTA solution 

was constantly agitated using a magnetic stir rod, and the solution itself was changed after the first 

7 days of agitation. Following decalcification, the subsample, was further reduced to a ~1.5 x 1.8 

x 16 mm (~43.2 mm3) beam using a razor blade. The beam was then fitted with tissue grips on 

both ends, with one of the tissue grips being rigidly fixed to a mounting plate, and the other 

attached to an in-line load cell (InterfaceMB-5, Scottsdale, Arizona, USA)) that was attached to 

the mounting plate (Figure 5-5). Following the methods previously established, a ~2 N preload 

was applied to the specimen ( Willett et al., 2019). The apparatus was placed onto a large glass 

beaker filled with 4 liters of distilled water, such that the mounting plate above the beaker, and the 

specimens and clamps were submerged in the distilled water (not contacting the bottom of the 

beaker) (Figure 5-5). A resistance thermometer was placed in the bath to monitor temperature, as 

the bath’s temperature was raised from 30 degrees Celsius to 90 degrees Celsius at a rate of ~1.5 

degrees per minute.  
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Figure 5-5: A) Example of a hydrothermal isometric tension (HIT) testing system, taken 

from Lee et al., 1995 for reference; B) actual HIT experimental setup. 

 This process caused the collagen to denature, resulting structural changes in the collagen. 

Specifically, the tropocollagen molecule, which is semi-crystalline in nature, uncoils and its 
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structure developed into an amorphous coil (Flory and Garrett, 1958; Moore et al., 1996; Willett 

et al., 2019; Woodside, 2015).  This structural change caused the specimen to begin shrinking; as 

this specimen was held isometrically, the contractile force was measured by the load cell. Load 

and temperature data were recorded using LabVIEW (National Instruments, Austin, TX, USA) at 

a sampling frequency of 2 Hz, with data collections starting once the water temperature reached 

30 degrees Celsius. Load data were transformed to stress by dividing the load by the cross-sectional 

area of the specimens. The slope of load over temperature was computed per 5 degree increase in 

temperature between 70 and 85 degrees Celsius, and the maximum slope (Max Slope) was 

determined as the highest observed slope. Additionally, the denaturation temperature (Td) was 

extracted by projecting Max Slope downward and finding the temperature when this projection 

intercepted with the starting load (Figure 5-6).   
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 Figure 5-6: Example of stress-temperature curves (dark gray lines) for paired-samples of a 

single specimen during a HIT experiment. Max Slope was extracted as the slope of the 5 °C 

segment with the largest gradient (solid black lines) observed between 70 °C and 85 °C. Td 

(black circles) was identified as the temperature at which the backward projection of the 

linear portion of the curves (dashed black lines) intersected with the lowest observed stress 

(dashed gray lines). 

5.2.4 Data Analysis 

 All data were processed using custom developed MATLAB (MATLAB R2020a, 

Mathworks, Natick, Massachusetts, USA) scripts. Specifically, raw load and displacement data 

(from the fracture toughness tests), along with crack length data were imported into the MATLAB 

environment to perform fracture toughness calculations. Similarly, data from HIT tests were 

imported into the software in order to extract specific variables of interest. Following this, resulting 

data were processed using the R statistical software to perform statistical analyses. 
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5.2.5 Statistics and Data Interpretation 

 To investigate the relationship between fracture toughness of the inferior femoral neck 

SENB specimens and the integrity and connectivity of cortical bone collagen, multiple regression 

analyses were performed. Separate analyses were performed for each dependent variable (Kq, KMax, 

Jq, and JMax), using collagen network connectivity and stability metrics (Max Slope and Td) and age 

as the independent variables.  More specifically, regressions included all independent variables 

and interactions, from which backward elimination stepwise regression methods were used. In the 

case that this process did not produce a significant model, predictors were sequentially removed 

(by order of significance, starting with interactions) until a significant model emerged. In order to 

achieve the secondary goal of this study, the same process was conducted with an additional factor 

(d), representing either the presence or lack of presence of an inflammatory disease state) being 

considered. All statistical analyses were evaluated at an alpha level of 0.05 and were computed in 

the R statistics programming language using the R Studio IDE.  

5.3 Results 

 Characteristics of the SENB specimens included in the analysis, and descriptive statistics 

of dependent measures, are presented in Table 5-2 below. Full specimen details are presented in 

Table 5-3. Shapiro-Wilk’s tests of normality for Max Slope and Td, as well as for the dependent 

variables Kq, KMax, Jq, and JMax, revealed that none of the variables violated the assumption or 

normality. It should be noted that, in 3 cases, a rising slope was observed in the load displacement 

data of the three-point bending tests of some specimens, meaning that a secant modulus loss was 

not observed. Therefore, Kq and Jq values are missing for 3 specimens, bringing the final sample 

size to 24. Of these 24 specimens, 11 came from donors with at least one reported inflammatory 

disease state. 

Table 5-2: SENB specimen information; total sample size, sex split, and mean (SD) of the 

independent variables Max Slope and Td, as well as for the dependent variables Kq and Jq. 

N a (years) Kq 

(MPa√mm) 

Jq (kJ/m2) Max slope 

(MPa/°C) 

Td (°C) 

24 73.4 

(20.1) 

94.66 

(25.25) 

1.87 

(0.73) 

47.17 

(7.02) 

63.04 

(0.87) 
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Table 5-3: Specimen details for the entire sample, including independent and dependent 

variables. 

Specimen 

ID 
Sex 

Age 

(years) 

Max Slope 

(MPa/°C) 

Td 

(°C) 

KMax 

(MPa√mm) 

JMax 

(kJ/m2) 

Kq 

(MPa√mm) 

Jq 

(kJ/m2) 

1 F 75 19.28 65.49 43.52 1.81 N/A N/A 

2 M 83 38.27 62.96 88.80 2.98 85.97 2.11 

3 F 56 52.03 62.32 137.64 5.08 116.74 2.32 

4 F 93 45.08 62.66 130.41 5.81 110.01 3.41 

5 F 83 63.77 63.82 108.98 2.86 87.98 1.50 

6 F 59 44.87 64.30 124.90 3.42 103.96 2.04 

7 M 83 36.53 63.33 68.55 2.26 45.15 0.49 

8 F 34 44.90 62.68 95.93 4.51 64.88 1.01 

9 M 83 47.96 64.17 110.43 3.31 80.45 1.46 

10 M 68 56.08 63.55 139.88 4.46 99.84 1.60 

11 F 48 52.50 62.95 133.94 5.39 112.61 2.62 

12 F 59 47.40 64.56 84.33 2.67 73.90 1.77 

13 M 93 41.21 62.36 92.31 3.59 77.44 1.71 

14 M 65 52.89 64.12 132.22 4.48 111.62 2.09 

15 M 93 41.36 62.09 105.17 3.29 71.05 1.15 

16 M 84 53.30 62.51 134.04 3.60 101.80 1.64 

17 M 83 40.98 62.81 79.87 2.00 63.57 0.97 

18 F 55 53.28 63.93 104.34 3.80 70.19 0.96 

19 M 70 46.88 63.22 99.22 3.38 78.44 1.43 

20 F 63 42.27 61.39 56.49 1.18 N/A N/A 

21 M 76 34.44 63.53 117.54 3.63 89.80 1.62 

22 M 91 51.13 62.60 158.65 6.02 129.63 2.32 

23 M 91 43.43 62.93 162.52 5.23 136.94 2.56 

24 F 85 52.71 62.61 152.92 7.64 118.38 2.07 

25 M 23 51.73 62.34 149.88 4.40 147.56 3.35 

26 M 103 39.30 60.67 121.61 4.41 94.01 2.63 

27 F 59 42.60 63.25 149.40 2.81 N/A N/A 

 

 

 Using Kq as the dependent variable of interest, a full-factorial GLM revealed that none of 

the factors (main or interaction effects) reached significance, and the overall model did not reach 

significance (adjusted R2 = 0.326, p = 0.0547). This process resulted in none of the interactions 

remaining. While Max Slope emerged as a significant factor (p = 0.044) in the model limited to 

main effects, neither of the other variables were significant, and the model itself did not reach 



119 
 

significance (adjusted R2 = 0.147, p = 0.106) (Table 5-4). Removing age (the least significant 

factor) resulted in a significant model (adjusted R2 = 0.177, p = 0.05), where Max Slope remained 

a significant factor (p = 0.025), while Td was not significant (p = 0.114). Removing Td did not 

improve the model (adjusted R2 = 0.113, p = 0.06), and Max Slope did not remain a significant 

factor (Table 5-4, Figure 5.7). Following the same statistical process using Jq as the dependent 

variable of interest also resulted in none of the interactions remaining. None of the subsequent 

main effect models reached significance, nor did any of the factors reach significance in any model 

(Table 5-4); Figure 5.7 also depicts the relationship between Jq and Max Slope for comparison to 

Kq. 

 

Table 5-4: Linear models predicting fracture toughness (Kq and Jq) from Age, Max Slope, 

and Td. 

Fracture Property Linear Model   Adj-R2 (p) 

Kq Age 

(β = -0.11,  

p =0.618) 

Max Slope 

(β = 0.44,  

p = 0.044) 

Td 

(β = -0.35,  

p = 0.106) 

0.147  

(p = 0.106) 

  Max Slope 

(β = 0.47,  

p = 0.025) 

Td 

(β = -0.32,  

p = 0.114) 

0.177  

(p = 0.050) 

  Max Slope 

(β = 0.39,  

p = 0.060) 

 0.113  

(p = 0.060) 

Jq Age  

(β = 0.12,  

p =0.593) 

Max Slope 

(β = 0.22,  

p = 0.332) 

Td 

(β = -0.42,  

p = 0.067) 

0.053  

(p = 0.264) 

  Max Slope 

(β = 0.25,  

p = 0.244) 

Td 

(β = -0.39,  

p = 0.072) 

0.085  

(p = 0.152) 

   Td 

(β = -0.33,  

p = 0.118 

0.067  

(p = 0.118) 
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Figure 5-7: Linear relationship between Max Slope and both Kq (blue dots) and Jq (red 

dots). 

5.3.1 Disease Analysis 
 This process was repeated with the addition of d as an independent variable, resulting in 

overall model improvements. Beginning with Kq, none of the interactions were retained, yet the 

model that included all main effects (age, Max Slope, Td, and d) reached significance (adjusted R2 

= 0.275, p = 0.037), and both Max Slope and d emerged as significant factors (p values of 0.009 

and 0.046, respectively) (Table 5-5). Sequential removal of non-significant factors (in order of 

least significance) resulted in overall model improvements, and ultimately resulted in a significant 

model that retained both Max Slope and d as significant predictors (adjusted R2 = 0.306, p = 0.008) 

(Table 5-5). Similarly, no interactions were retained when Jq was used as the dependent variable 

of interest, and the model that included all main effects reached significance (adjusted R2 = 0.261, 

p = 0.043); however, only d emerged as a significant factor (p = 0.003) (Table 5-5). While 

sequential removal of non-significant predictors resulted in improvements in overall model 

significance, the strongest overall model retained Max Slope, Td, and d (adjusted R2 = 0.325, p = 

0.008), while only the latter predictor reached significance (p = 0.019). In fact, continuation of this 
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process resulted in a model that only retained d as a significant predictor (adjusted R2 = 0.211, p 

= 0.014) (Table 5-5). One-sided independent samples t-tests revealed Jq was significantly lower 

for specimens in the disease group (95% CI [-1.262 kJ/m2 to -1.592 kJ/m2], p = 0.007) while this 

was not observed for Kq (95% CI [-37.131 MPa√mm to 4.267 MPa√mm], p = 0.057). 

Table 5-5: Linear models predicting fracture toughness (Kq and Jq) from Age, Max Slope, 

Td, and d. 

Fracture Property Linear Model    Adj-R2 (p) 

Kq Age 

(β = 0.05,  

p =0.809) 

Max Slope 

(β = 0.58,  

p = 0.009) 

Td 

(β = -0.18,  

p = 0.389) 

Disease 

(β = 0.44,  

p = 0.046) 

0.275  

(p = 0.037) 

  Max Slope 

(β = 0.56,  

p = 0.006) 

Td 

(β = -0.20,  

p = 0.309) 

Disease 

(β = 0.43,  

p = 0.037) 

0.309  

(p = 0.015) 

  Max Slope 

(β = 0.53,  

p = 0.008) 

 Disease 

(β = 0.48,  

p = 0.014) 

0.306  

(p = 0.008) 

Jq Age  

(β = 0.07,  

p =0.736) 

Max Slope 

(β = 0.38,  

p = 0.075) 

Td 

(β = -0.21,  

p = 0.301) 

Disease 

(β = 0.54,  

p = 0.019) 

0.261  

(p = 0.043) 

  Max Slope 

(β = 0.36,  

p = 0.069) 

Td 

(β = -0.24,  

p = 0.225) 

Disease 

(β = 0.51,  

p = 0.014) 

0.293  

(p = 0.019) 

  Max Slope 

(β = 0.32,  

p = 0.102) 

 Disease 

(β = 0.59,  

p = 0.005) 

0.274  

(p = 0.013) 

    Disease 

(β = 0.50,  

p = 0.014) 

0.211  

(p = 0.014) 

  

 In order to more appropriately consider the potential role of plastic deformation, these 

statistical methods were repeated with KMax (mean[SD] = 114.20 [31.30] MPa√mm) and JMax 

(mean[SD] = 3.85 [1.43] kJ/m2). No interactions were retained for KMax, and while the main effects 

model reached significance (adjusted R2 = 0.271, p = 0.001), only Max Slope remained a 

significant factor throughout, and the strongest overall model was with Max Slope as the sole 
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predictor (adjusted R2 = 0.299, p < 0.001) (Table 5-6). Similar results were observed for JMax, with 

no interactions being retained, and Max Slope remaining as the sole significant predictor; however, 

the relationship wasn’t as strong as it was for KMax (adjusted R2 = 0.163, p = 0.021) (Table 5-6) 

(Figure 5-8). 

Table 5-6: Linear models predicting fracture toughness (KMax and JMax) from Age, Max 

Slope, and Td. 

Fracture Property Linear Model   Adj-R2 (p) 

KMax Age 

(β = 0.06,  

p =0.735) 

Max Slope 

(β = 0.57,  

p = 0.003) 

Td 

(β = -0.15,  

p = 0.397) 

0.271 

(p = 0.016) 

  Max Slope 

(β = 0.55,  

p = 0.003) 

Td 

(β = -0.16,  

p = 0.336) 

0.298  

(p = 0.006) 

  Max Slope 

(β = 0.57,  

p = 0.002) 

 0.299  

(p = 0.002) 

JMax Age  

(β = 0.11,  

p =0.575) 

Max Slope 

(β = 0.45,  

p = 0.026) 

Td 

(β = -0.18,  

p = 0.340) 

0.150 

(p = 0.083) 

  Max Slope 

(β = 0.42,  

p = 0.028) 

Td 

(β = -0.21,  

p = 0.263) 

0.174  

(p = 0.039) 

  Max Slope 

(β = 0.44,  

p = 0.021) 

 0.163 

(p = 0.021) 
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Figure 5-8: Linear relationship between Max Slope and both KMax (blue dots) and JMax (red 

dots). 

 Lastly, repeating the analyses of KMax with the addition of disease revealed that its addition 

generally improved the predictive ability of models for KMax. Both Max slope and disease remained 

as significant variables (adjusted R2 = 0.380, p = 0.001) (Table 5-7). Similarly, disease remained 

as a significant factor for JMax, and Max Slope and disease remained as the only remaining 

significant factors, with disease explaining 16.1% additional variance when compared to Max 

Slope alone (adjusted R2 = 0.324, p = 0.003) (Table 5-7). There was no significant difference in 

either KMax or JMax between disease groups (p > 0.05). 
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Table 5-7: Linear models predicting fracture toughness (KMax and JMax) from Age, Max 

Slope, Td, and d. 

Fracture Property Linear Model    Adj-R2 (p) 

KMax Age 

(β = 0.13,  

p =0.452) 

Max Slope 

(β = 0.69,  

p < 0.001) 

Td 

(β = -0.08,  

p = 0.631) 

Disease 

(β = 0.34,  

p = 0.057) 

0.355  

(p = 0.008) 

 Age 

(β = 0.15,  

p =0.359) 

Max Slope 

(β = 0.71,  

p < 0.001) 

 Disease 

(β = 0.36,  

p = 0.039) 

0.377  

(p = 0.003) 

  Max Slope 

(β = 0.67,  

p < 0.001) 

 Disease 

(β = 0.33,  

p = 0.049) 

0.380 

(p = 0.001) 

JMax Age  

(β = 0.20,  

p =0.256) 

Max Slope 

(β = 0.61,  

p = 0.002) 

Td 

(β = -0.09,  

p = 0.604) 

Disease 

(β = 0.46,  

p = 0.014) 

0.327  

(p = 0.012) 

 Age  

(β = 0.23,  

p =0.184) 

Max Slope 

(β = 0.63,  

p = 0.001) 

 Disease 

(β = 0.48,  

p = 0.009) 

0.348  

(p = 0.005) 

  Max Slope 

(β = 0.57,  

p = 0.002) 

 Disease 

(β = 0.44,  

p = 0.014) 

0.324  

(p = 0.003) 

 

5.4 Discussion 

 The overall goal of the study was to investigate the relationship between cortical bone 

collagen and cortical bone fracture toughness of the inferior femoral neck under high-rate, impact 

like loading. In line with the first hypothesis, neither Kq nor Jq fracture toughness was positively 

associated with either Max Slope or Td. However, fracture toughness assessed at, and up to the 

point of peak load (KMax and JMax) was positively associated with Max Slope. Pertaining to the 

second hypothesis, only Jq fracture toughness was significantly lower in the disease group, while 

the addition of disease as a factor alongside Max Slope and Td led to additional explained variance 

in almost all cases. 

 A potential explanation for the stronger relationships observed between Max Slope and the 

peak KMax and JMax fracture toughness when compared to Kq and Jq fracture toughness relates to 
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the methods used to quantify those metrics. By design, the methods used to quantify Kq and Jq only 

consider a limited amount of any potential plastic deformation, since these metrics are evaluated 

at, or up to, the point that the load line intersects the 95% secant modulus. In addition to providing 

a systematic way to evaluate fracture toughness at a common point, this method was originally 

chosen since very little plastic deformation was expected based on results from pilot work 

(Appendix G, Chapter 8.7). However, there was substantially more stable tearing and plastic 

deformation observed in this study. Consequently, many of the collagen related toughening 

mechanisms are known to be associated with plastic deformation of the material, and include 

collagen fiber bridging, microcracking of mineralized fibrils, breaking of interfibrillar crosslinks 

fibrillar sliding, and molecular uncoiling (Akkus and Rimnac, 2001; Barth et al., 2011, 2010; 

Buehler, 2007; Burton et al., 2014; Launey et al., 2010a; Nalla et al., 2003; Willett et al., 2015). 

The state of collagen network connectivity, as captured by Max Slope, is hypothesized to be related 

to some of these toughening mechanisms, thus fracture toughness metrics that capture or consider 

plastic deformation, such as KMax and JMax, are indeed expected to relate more strongly to the state 

of the collagen network. This study adds further support the notion that toughness of cortical bone 

is dependent on the integrity and connectivity of the collagen network (as captured by Max Slope) 

even under impact-like loading rates. However, its influence, or importance may be less than in 

quasi-static loading scenarios, as certain toughening mechanisms may be rate dependent.  

 A study by Gauthier and colleagues originally published in 2017 found significantly lower 

metrics of fracture toughness for SENB experiments for specimens tested under high-rate loading 

compared to those subjected to quasi-static loading (Gauthier et al., 2017), and in a follow-up 

experiment being published in 2019, observed a significantly lower volume fraction of 

microcracks in SENB specimens tested under high rate loading compared to those subjected to 

quasi-static loading (Gauthier et al., 2019). Similarly, Dapaah and colleagues (In Review) 

quantified the area of micro-damage, specifically micron-level cracks in the material, ahead of the 

crack tip (termed the micro-damage process zone, MDPZ) during both quasi-static and high-rate 

three-point bending experiments of femoral SENB (related to pilot work described in Appendix 

G, Chapter 8.7). The authors observed significantly smaller MDPZ, and significantly lower elastic 

plastic fracture toughness (JMax) in the high-rate experiments compared to the quasistatic 

experiments. Though there are multiple fracture toughening mechanisms found in bone (Launey 

et al., 2010), microcracking is one of many collagen-related intrinsic toughening mechanisms. 
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Briefly, energy is dissipated as mineralized collagen fibrils break, creating microcracks ahead of, 

and in the vicinity of the crack tip. This expenditure of energy helps prevent or slow growth of the 

crack and consequently increases fracture toughness (Vashishth et al., 1997). Therefore, it is likely 

that certain toughening mechanisms, such as micro-cracking, are not able to engage to the same 

degree in high-rate scenarios. While collagen-related fracture toughness is an important aspect of 

the material behaviour of cortical bone, it is possible that it’s relative importance or influence on 

the overall strength of bone is lessened in high-rate loading scenarios, such as fall-related hip 

fractures. However, the link between collagen-related fracture toughness, or more generally the 

connectivity of the collagen network, and femoral bone strength has yet to be investigated.  

 Even though disease was categorized as broad categorical variable (either the presence of 

an inflammatory disease or the lack thereof), it was still a significant predictor of fracture 

toughness, and its addition to models with Max Slope resulted in overall improvements in model 

strength. In fact, by accounting for their presence, we observed noticeable improvements in model 

strength, as this broad categorical variable helped explain additional variance (8.1% for KMax, 

16.1% for JMax). Though only significant for JMax, fracture toughness metrics were lower in SENB 

specimens from donors with inflammatory or bone-affecting diseases, such as Diabetes, Chronic 

Kidney Disease, and COPD. These diseases are thought to damage bone and more specifically 

alter the collagen network through elevated levels of oxidative stress (Modaresi et al., 2015; 

Ravarotto et al., 2018; Saito et al., 2006; Silva et al., 2009; Tomasek et al., 1994). The resulting 

oxidative damage has been hypothesized for the cause of the accumulation of advanced glycation 

end-products (AGEs) in the collagen networks of individuals with these diseases (Saito and 

Marumo, 2015; Tomasek et al., 1994). Previous studies have found the amount of AGEs changes 

the material properties of collagen (Poundarik et al., 2015; Saito et al., 2006; Silva et al., 2009), 

and higher concentrations of non-enzymatic collagen crosslinks are associated with lower fracture 

toughness (Knott et al., 1995; Massé et al., 1996; Nyman et al., 2007; Vashishth et al., 2001). A 

more recent investigation Arakawa and colleagues postulates that the presence of non-crosslinking 

AGEs (ligands such as carboxy-methyl-lysine, CML) may inhibit or block the formation of 

enzymatic crosslinks, further deteriorating the mechanical properties of the collagen network 

(Arakawa et al., 2020). Thus, the current understanding is that the accumulation of AGEs and the 

increase in NEG crosslinks observed in diseased tissue, and the resultant effect on material 

properties, may explain the increased rates of fractures seen in old age and in diseased states, which 
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provides a direct pathway of the role of collagen on bone strength and fracture risk. The findings 

of this study align with this general idea, and further amplify the need for additional research into 

the effect of changes in the connectivity or general organization of the collagen network and the 

material behaviour of bone, towards ultimately linking this to the overall strength of whole bone. 

The importance of the current work lies in the investigation of the relationship between collagen 

network connectivity and the behaviour of cortical bone (as quantified through fracture toughness 

in this study) under impact like loading towards encouraging translational research into the role of 

collagen on the strength of bone in the context of fall-related fractures. 

 There are, however, certain clear limitations that may both affect the strength of the 

reported findings, as well as limit their broader applicability. Firstly, despite characterizing four 

different metrics of fracture toughness, it is still unclear which most appropriately captures the 

mechanical behaviour of SENB samples of cortical bone under high-rate loading. While the peak-

load based metrics (KMax, JMax), which captured more of the non-linear plastic deformation of the 

experiments, were more strongly associated with the metric of collagen network connectivity (Max 

Slope) than the more linear-elastic based metrics Kq and Jq, it is surprising to find that KMax, the 

elastic fracture toughness measure, was more strongly associated than the elastic-plastic measure 

JMax. Due to the viscoelastic properties of bone, it was anticipated that the response to three-point 

bending would be more linear elastic when loaded at a high displacement rate, at least when 

compared to quasi-static loading. Thus, Kq and Jq were thought to be the most appropriate metrics 

to quantify fracture toughness. However, it wasn’t until after the load-displacement data of the 

experiments was analyzed that noticeable plastic deformation was observed. Though this 

observation led to the use of peak-load based metrics KMax and JMax, it was not until after the data 

was processed that these metrics were considered. Additionally, a post-hoc analysis was conducted 

wherein the plain strain fracture toughness (K) equivalent of elastic-plastic (J) fracture toughness 

(KJ) was computed as an alternative metric of fracture toughness (Appendix H, Chapter 8.8). This 

metric of fracture toughness is distinct from the other metrics of toughness used in this study in 

that it considers the measured elastic modulus of each specimen when computing toughness. The 

use of KJ fracture toughness led to improvements in the relationship between fracture toughness 

and Max Slope. This course of action highlights a need for more research into the impact-like 

behaviour of cortical bone at both the meso- and micro-scale and suggests the need to reconsider 
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the methods that are used in order to appropriately quantify the variables of interest (fracture 

toughness in this case). 

 A second limitation is related to the drawbacks of using such a heterogeneous sample of 

specimens in terms of the presence of multiple disease states. While this study was able to 

demonstrate that accounting for these diseases did help explain the relationship between fracture 

toughness and the connectivity of the collagen network, it likely hindered the ability to properly 

address the primary goal of this study. Though a minor limitation, since the heterogenous nature 

of the sample was specifically sought out for this study, it is nonetheless important to mention, as 

it may have weakened the strength of the relationships observed, as suggested in a previous study 

(Willett et al., 2019). Regardless, it was surprising how such a broad categorical variable as the 

presence or absence of certain disease states managed to explain a great deal of the variance, and 

it is possible that a more refined and targeted variable that more accurately or individually 

accounted for the different disease states could have resulted in even stronger models. Further 

research into the specific effect of these disease states on both the collagen network and on overall 

bone strength is needed. Another limitation relates to a physical limitation in the extraction of 

adequately sized SENB from the inferior femoral neck. While previous investigations of this 

nature have used SENB from the diaphysis of long bones, areas with thick and well-defined 

sections of cortical bone, this investigation aimed to extract SENB of cortical bone from a 

clinically relevant area in the context of fall-related hip fractures. As fall-related hip fractures often 

occur at the intertrochanteric or femoral neck areas, the goal was to extract SENB from that area. 

However, the cortical shell is much thinner in these sections (when compared to the diaphysis), 

meaning there was less cortical bone to begin with, and there is much trabecular bone present in 

the proximal femur. Add to this the complexities of attempting to extract a straight beam from a 

curved section, and the difficulties of extracting uniform cortical bone SENB become apparent. 

While appropriately sized SENB were extracted from all specimens, certain specimens had clear 

trabecular elements visible on at certain ends of the SENB. Furthermore, the specific area from 

which the SENB were extracted varied based on specimen morphology, with specimens with either 

shorter femoral neck axis lengths or more acute neck shaft angles having SENB extracted from a 

more distal portion of the neck and trochanteric area. Nevertheless, the use of CNC milling, and 

micro-level polishing allowed for a fine level of control when shaping the SENB down to the final 
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dimensions, and careful planning and selection of where the SENB would be extracted from 

ensured that the majority of the inner portion of the beams were cortical bone.  

 Other potential limitations include the influence of pore size or volume on crack growth 

and fracture toughness measures, or errors in the micro-level measurements of crack length. 

However post-hoc analyses revealed that the ratio of pore area to total area was not significantly 

related to any of the fracture toughness metrics (r2 = 0.02-0.09, p > 0.05), and a sensitivity analysis 

revealed that a random error of +/- 0.03 mm in crack length did not significantly affect fracture 

toughness nor changed model or predictor significance. However, pre-existing microcracks and 

micro-damage were not able to be characterized, and the associated effects on the behaviour and 

toughness of the specimens could not be quantified. Previous work has demonstrated the presence 

of microdamage and the accumulation of microdamage affects cortical strength and is thought to 

contribute to bone fragility and increased fracture risk seen in older age (Augat and Schorlemmer, 

2006; Bell et al., 1999; Bouxsein, 2005; Chevalley et al., 2012; Frost, 1960; Hazenberg et al., 

2007; Schaffler et al., 1995). As part of the fracture mechanics triad alongside load (or stress) and 

fracture toughness, future work should identify the degree of microdamage and microcracking 

prior to testing, which could be achieved through the use of 3D volumetric micro computed 

tomography, in order to comprehensively consider multiple factors that might influence cortical 

bone fracture mechanics. Lastly, though Td, a metric of collagen thermal stability that is thought 

to be related to the crosslinking content and connectivity of the collagen network and the presence 

of AGEs, was not related to fracture toughness. While not entirely surprising, as a similar study 

also found no correlation between Td and measures of fracture toughness during quasi-static 

loading (Willett et al., 2019), it was hypothesized that metric may capture important information 

unique from Max Slope. Additional biochemical analyses to assess the crosslink content of the 

collagen network, such as HPLC and CML assays would have allowed for further level of detail 

in the analyses; however, there were cost and time-related limitations that prevented this from 

occurring. Regardless, while Td did not relate to fracture toughness, it is still unknown if it will 

relate to bone strength, and continued consideration of this variable, as well as the underlying 

properties that his variable captures, is warranted. 
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5.5 Conclusion 

 Using impact-like loading of SENB from a clinically relevant site, the relationship between 

collagen network connectivity (as captured by Max Slope and Td) and multiple metrics of fracture 

toughness were quantified. Significant relationships between peak-load based fracture toughness 

metrics KMax and JMax and Max Slope were observed, and the strength of these relationships 

increased considerably (~ 8 - 30%) when accounting for the presence of certain inflammatory 

disease states. These findings not only reiterates that collagen connectivity is an important factor 

in fracture toughness and crack growth at the meso-scale, but also confirms that this holds true for 

high-rate, impact like loading. While previous studies have investigated the influence of rate on 

fracture toughness of cortical bone at the inferior femoral neck (Gauthier et al., 2019, 2017), this 

is the first study to relate measures of fracture toughness measured under impact-like loading to 

metrics of collagen network connectivity and stability. Furthermore, this study was also able to 

demonstrate that the presence of inflammatory disease states, even when captured by a broad 

categorical variable, also influences fracture toughness, and its consideration greatly improves the 

strength of the relationship between fracture toughness and Max Slope, explaining up to 30% 

additional variance. These findings have important implications for the understanding of the role 

of collagen on the mechanical behaviour of cortical bone at the meso-scale under impact-like 

loading. More importantly, these results will allow both fracture toughness and collagen-related  

metrics of connectivity and stability to be compared alongside contributions of the inorganic phase 

on femoral bone strength in the context of fall-related hip fractures in Study 4 (Chapter 6). 
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Chapter 6 

Study 4: Investigating the Relationship Between Femoral Collagen 

Connectivity, Quality, Bone Toughness, and Bone Strength 

6.1 Introduction 

 Fall related hip fractures are a serious problem concerning older adults (Billette and Janz, 

2011; George Ioannidis et al., 2009; Jean et al., 2013; Jiang et al., 2005). Due to the large-scale 

deleterious consequences of these injuries, including cost and related mortality, efforts have been 

made to identify individuals at risk in order to implement appropriate prevention strategies. While 

currently used X-ray-based methods can successfully identify high-risk individuals due to severe 

bone loss, in the form of very low measures of bone mineral density (BMD), the sensitivity of 

these methods suffers for individuals with BMD above these very low measures (Schuit et al., 

2004; Siris et al., 2004; Stone et al., 2003).  To combat this and ultimately improve the sensitivity 

of fracture risk prediction, most avenues of research have included other factors related to bone 

strength, such as morphology, or turned to more complex imaging modalities to further 

investigated the non-organic phase of bone (Chappard et al., 2010; Cheng et al., 2007; Enns-Bray 

et al., 2016; Luo, 2017; Maeda et al., 2011; Museyko et al., 2016; Partanen et al., 2001; Yeung et 

al., 2006). Yet, little research has been devoted to investigating the contributions of the organic 

phase of bone, something that isn’t captured in typically used X-ray-based methods, despite the 

fact that it is as integral to bone as the inorganic phase.  

 Previous research has shown the importance of the organic phase of bone, or more simply 

bone collagen (type I collagen) in the behaviour of bone as a material (Luo and Wu, 2020; 

Vashishth et al., 2001; Zioupos et al., 1999), yet the role of collagen on bone strength is not fully 

understood. While many have suggested that collagen plays a critical role in bone strength (Boskey 

et al., 1999; Viguet-carrin et al., 2006) based on understanding of the chemical, genetic, and 

material properties of bone collagen, and most notably its relation to fracture toughness, the direct 

link between bone strength and collagen has not been studied. More specifically, this relationship 

has not been established in the case of fall-related hip fractures, although it has often been inferred 

or implied. While the link between bone collagen and fracture toughness has been established and 

continues to be a focus of research, the link between fracture toughness and bone strength has been 

inferred through the related link between fracture toughness and strength observed in brittle 

materials. The fact that bone is more than just a complex anisotropic/orthotropic nano-composite 
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material, and is in fact an organ that grows, adapts, and degrades along with the human body, 

brings into question this relationship, which requires further investigation.  

 Therefore, the overall purpose of this study was to conduct a novel investigation of the role 

of bone collagen on bone strength of the proximal femur in fall-related hip fractures. To achieve 

this, the data gathered in Studies 2, and 3 (Chapters 4 and 5) was aggregated for all matched pairs 

of specimens that were divided between the various studies (N = 12). As well as probing the 

relationship between bone strength and collagen quality, the primary goal of this study was to 

develop a model for predicting fracture force of the proximal femur (bone strength), similar to the 

model created in Study 2 (Chapter 4), which also included metrics of collagen mediated fracture 

toughness measured during study 3. Specifically, collagen-related metrics of toughness (KMax and 

JMax fracture toughness) were included into generalized-linear models to predict bone strength, 

determining whether these toughness metrics were significantly related to bone strength, and how 

much additional variance they explained compared to currently used clinical factors, such as bone 

mineral density and age. It was hypothesized that fracture toughness would be significantly 

associated with bone strength, with increases in either KMax or JMax leading to greater bone strength.  

 The secondary goal of this study was to investigate the relationship between collagen 

stability and connectivity metrics and bone strength. The reasoning for this goal was that, these 

metrics may be more easily assessed, or estimated from related biomarkers or other factors such 

as age or the presence of certain diseases, resulting in their potential use in clinical assessments of 

fracture risk (Eastell and Hannon, 2008; Garnero et al., 1996; Granke et al., 2015; Kuo and Chen, 

2017).  It was hypothesized that collagen stability metrics, specifically Max slope and Td, would 

have significant positive associations with bone strength. Finally, it was hypothesized that the 

addition of these factors would improve the strength of the model predicting bone strength when 

compared to model without these metrics that was developed in study 2 of this thesis. 

 Towards investigating any potential interactions with the presence of an inflammatory 

disease state (as investigated in Studies 2 and 3), a secondary data analysis was performed wherein 

disease state presence (including Diabetes, Chronic Kidney Disease, and Chronic Obstructive 

Pulmonary Disorder) was included into the above-mentioned models. Towards exploring the 

potential mechanism underlying the increased hip fracture risk seen in these disease states (De 

Liefde et al., 2005; Forsén et al., 1999; Giangregorio et al., 2012), this analysis allowed for the 

investigation of potential disease-related differences, and if they were captured through collagen-
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related metrics. Accordingly, it was hypothesized that the presence of a disease state would be 

significantly associated with lower bone strength, and its inclusion in the predictive model would 

improve the strength of the model. Additionally, it was hypothesized that collagen-related metrics 

would be significantly different between disease groups. 

6.2 Methods 

6.2.1 Data Aggregation 

 Data was aggregated from Studies 2 and 3 (Chapters 4 and 5) for all matched pair 

specimens that were acquired during the thesis and separated between the various studies. This 

resulted in a total sample size of 12 pairs of femurs. Demographic data, bone strength (Fx), femoral 

neck aBMD (BMD), fracture toughness (KMax and JMax) and collagen stability and connectivity 

metrics (Max slope and Td) were aggregated (Table 6-1).  

Table 6-1: Mean (SD) for the independent and dependent variables for the 12 samples used 

in this study. Note: BMD is from the femur that underwent the HIS bone strength 

experiments. 

N Age 

(years) 

Sex 

(f/m) 

Disease  

(N 

present) 

Fx 

(N) 

BMD 

(g/cm2) 

KMax 

(MPa√mm) 

JMaxc 

(kJ/m2) 

Max slope 

(MPa/°C) 

Td  

(°C) 

12 76.2 
(16.8) 

3/9 9 6382.5 
(2234.86) 

0.669 
(0.105) 

113.16 
(30.27) 

3.72 
(1.31) 

45.92 
(7.46) 

62.80 
(1.01) 

 

6.2.2 Statistics and Data Interpretation 

 A table including individual details for each specimen is presented in Table 6-2. In 

order to investigate the role of collagen and fracture toughness on fracture force, multiple linear 

regression was used to quantify the effect of BMD, sex, the two fracture toughness metrics (KMax 

and JMax), and collagen stability and connectivity metrics (Max Slope and Td) on Fx. As was done 

in study 2 (Chapter 4), multiple linear regression via generalized-linear models was used to first 

re-investigate the relationship between fracture force and the variables that were retained in the 

strongest overall model developed in study 2 (namely sex, BMD, and their interaction). This was 

done to limit model comparisons to the sample available in this study. The model was then used 
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as the benchmark (Study 2 Benchmark Model) from which the models evaluated in this study 

would be compared. Additional backward elimination stepwise regression analyses were 

performed to determine the strongest overall model for this sample, to be used as a second, more 

internally valid, benchmark (Study 4 Benchmark Model).  

Table 6-2: Specimen details for the entire sample, including independent and dependent 

variables 

Specimen 

ID 

Age 

(years) 
Sex 

BMD 
(g/cm2) 

Fx  

(N) 

Max Slope 

(MPa/°C) 
Td 

(°C) 
KMax 

(MPa√mm) 
JMax 

(kJ/m2) 

1 48 F 0.808 7498.0 52.50 62.95 133.94 5.39 

2 76 M 0.55 5787.1 34.44 63.53 117.54 3.63 

3 65 M 0.749 9104.8 52.89 64.12 132.22 4.48 

4 96 M 0.607 5157.1 41.29 62.22 98.74 3.44 

5 83 M 0.757 8442.8 37.40 63.15 78.68 2.62 

6 91 M 0.621 5418.0 47.28 62.77 160.58 5.62 

7 103 M 0.504 3201.5 39.30 60.67 121.61 4.41 

8 63 F 0.533 2230.8 42.27 61.39 56.49 1.18 

9 83 M 0.762 8800.3 40.98 62.81 79.87 2.00 

10 68 M 0.766 7761.3 56.08 63.55 139.88 4.46 

11 55 F 0.646 5168.7 53.28 63.93 104.34 3.80 

12 84 M 0.727 8019.0 53.30 62.51 134.04 3.60 

 

 Following this, regression analyses were conducted to assess relationship between fracture 

toughness and bone strength, as well as identify if the addition fracture toughness metrics to the 

previously defined benchmark models resulted in additional explained variance. This was achieved 

by first investigating the individual relationships between fracture toughness and Fx (separately 

for both KMax and JMax), followed by regression analyses that added a fracture toughness metric 

into either of the benchmark models.  Similar analyses were performed with the inclusion of Max 

Slope and Td instead of fracture toughness. Individual relationships between collagen stability and 

connectivity metrics (Max Slope and Td) and Fx were first assessed, followed by the addition of 

these metrics into the benchmark models. Model strength will be compared in terms of adjusted 

R2, AICc, and significance. All statistical models will be developed and tested using the R 

programing language within the RStudio integrated development environment (IDE). Lastly, a 

final analysis will be performed, wherein a categorical variable representing either the presence or 
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absence of an inflammatory disease state (d) was added, and the above-mentioned analyses were 

repeated with the addition of this variable. 

6.3 Results 

 Shapiro-Wilk’s tests of normality for all variables (Fx, BMD, KMax, JMax, Max Slope and Td) 

revealed that none of the variables violated the assumption or normality (p > 0.05). The linear 

regression model using BMD, sex, and their interaction to predict Fx was significant (adjusted R2  

= 0.898, p <0.001). The model including only the main effect of BMD and sex was stronger, with 

an adjusted R2 values of 0.910 (p = < 0.001). Neither KMax nor JMax were significantly related to Fx 

(adjusted R2 = -0.033 and 0.072, p = 0.441 and 0.618, respectively). Including either factor into 

the benchmark models led to decreases in adjusted R2 value, suggesting that the factors did not 

explain any additional variance (Table 6-3). While there was no effect of Max Slope on Fx (adjusted 

R2 = 0.023, p = 0.287), there was a significant moderate relationship between Td and Fx (adjusted 

R2 = 0.395, p = 0.017). Adding both factors to either benchmark model resulted in improvements 

to both the Study 2 Benchmark Model (adjusted R2 = 0.938, p < 0.001) and the Study 4 Benchmark 

Model (adjusted R2 = 0.947, p < 0.001) (Table 6-4). While the latter model had the highest overall 

adjusted R2 value, the model’s AICc value (219.40) was significantly higher than the Study 4 

Benchmark Model (200.56), Adding Td to the Study 4 Benchmark Model did improve the adjusted 

R2 to 0.942, and it’s AICc value (200.07) was smaller than that of the Study 4 Benchmark model; 

however, this difference was not significant (ΔAICc > 2). Regression analyses revealed that the 

model including sex, BMD, and Td was the strongest overall model, explaining 94.2% of the 

variance, a 3.2% improvement compared to the strongest overall model that did not include any 

toughness or collagen-related metrics (Study 4 Benchmark Model) (Table 6-5). Post-hoc analyses 

comparing the strongest model from this study (main effects of BMD, sex, and Td, adjusted R2 = 

0.942) against that of the Study 2 Benchmark Model revealed that the model including the metric 

of collagen thermal stability (Td) was 12.4% more accurate based on the projection of predicted 

over measured Fx (Figure 6-1). 
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Table 6-3: Regression analyses adding in fracture toughness metrics (KMax and JMax) to both 

benchmark models. 

Study 4 

Benchmark  
Predictor  B t p 

Fx Intercept  -9103.58 -5.640 <0.001 

 Sex  1760.77 3.558 0.007 

 BMD  18913.96 9.127 <0.001 

 KMax  -2.23 -0.296 0.775 

   F (df) Adj. R2 p 

   33.795 (3,8) 0.899 <0.0001 

Fx Intercept  -9085.92 -5.692 <0.001 

 Sex  1740.53 3.674 0.006 

 BMD  18945.39 9.214 <0.001 

 JMax  -68.62 -0.412 0.691 

   F (df) Adj. R2 p 

   34.166 (3,8) 0.900 <0.0001 

Study 2 

Benchmark 
Predictor  B t p 

Fx Intercept  -10293.73 -1.633 0.146 

 Sex  2517.14 0.647 0.538 

 BMD  20832.63 2.079 0.076 

 KMax  -3.29 -0.340 0.744 

 BMD:Sex  -1106.04 -0.196 0.850 

   F (df) Adj. R2 p 

   22.310 (4,7) 0.886 0.0004 

Fx Intercept  -11961.54 -1.651 0.143 

 Sex  3548.58 0.796 0.452 

 BMD  32619.48 2.026 0.082 

 JMax  -141.68 -0.564 0.590 

 BMD:Sex  -2681.33 -0.408 0.695 

   F (df) Adj. R2 p 

   22.996 (4,7) 0.889 0.0004 
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Table 6-4: Regression analyses adding in collagen connectivity and stability metrics (Max 

Slope and Td) to both benchmark models. 

Main Effects Predictor  B t p 

Fx Intercept  -39319.34 -3.482 0.010 

 Sex  1539.19 4.184 0.004 

 BMD  17231.63 8.509 <0.001 

 Max Slope  -35.27 -1.316 0.230 

 Td  527.02 2.747 0.029 

   F (df) Adj. R2 p 

   50.16 (4,7) 0.947 <0.0001 

Study 2 Factors Predictor  B t p 

Fx Intercept  -39770.07 -3.056 0.022 

 Sex  1765.93 0.757 0.478 

 BMD  17791.83 2.924 0.026 

 BMD:Sex  -339.76 -0.099 0.925 

 Max Slope  -35.12 -1.212 0.271 

 Td  528.14 2.547 0.044 

   F (df) Adj. R2 p 

   34.460 (5,6) 0.938 0.0002 

 

Table 6-5: Strongest overall linear model with all significant predictors. 

 Linear Model   Adj-R2 (p) 

Fx Sex 

(β = 0.35,  

p =0.001) 

BMD 

(β = 0.76,  

p < 0.001) 

Td 

(β = 0.22,  

p = 0.039) 

0.942  

(p < 0.0001) 
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Figure 6-1: Predicted Fx regressed over measured Fx, with linear fits (dotted lines). 

 The addition of disease (d) as a factor into the regression analyses did not improve any of 

the models, and the presence of inflammatory disease states was not associated with Fx (adjusted 

R2 = -0.096, p = 0.845). While the mean Fx for the disease group (6460.8 N) was higher than that 

of the non-disease group (6147.389), this difference was not significant (p > 0.05). 

6.4 Discussion 

 The goal of this study was to quantify the role of fracture toughness and bone collagen 

connectivity and quality on bone strength of the proximal femur in fall-related hip fractures, as 

well as investigate if consideration of collagen-related factors would improve model predictions 

of bone strength. Though it was originally hypothesized that collagen-mediated fracture toughness 

was an important contributor of bone strength, fracture toughness metrics were not associated with 

Fx (KMax adj. R2 = -0.033, p = 0.441; JMax adj. R2 = 0.072, p = 0.618) nor did their addition improve 

the strength of models with BMD and sex as predictors. However, in partial support of the second 
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hypothesis, Td, but not Max Slope, was significantly associated with Fx (adj. R2 = 0.395, p = 0.017). 

In fact, Td was a significant predictor of Fx alongside BMD and sex, and the model including these 

three factors had the lowest overall AICc of models considered in this study. While the 

combination of BMD and sex constituted a very strong positive relationship with Fx (adj. R2 = 

0.910), the addition of Td led to an additional 3.2% of the variance being explained. Towards 

addressing the secondary goal of this study, the influence of disease was also considered, yet it 

was not a significant predictor of Fx and did not explain additional variance. While the mean 

difference between disease groups failed to reach statistical significance, it did not align with the 

associated hypothesis. 

  In Study 2 (Chapter 4), HIS experiments of a larger sample of femurs revealed a significant 

positive relationship between Fx and BMD, as well as with sex (higher Fx for males compared to 

females) was observed. Though it was demonstrated, through the use of a validation subset that 

BMD, sex, and their interaction resulted in the strongest overall model, the adjusted R2 value was 

only 0.688, compared to the adjusted R2 value of 0.898 for the Study 2 Benchmark model in this 

study, which used the same predictors. As this study only used a subset of the samples used in 

study 2, the results of this study may be misleading and do not properly capture the possible 

variance that a more representative (and larger) sample of the population contains. One of the 

potential consequences of the findings of this study is that some of the influence or role of collagen 

may have been obscured since almost all of the variance in this sample of specimens was explained 

by BMD and sex alone. While Td was significantly associated with Fx (adj. R2 = 0.395), adding it 

as a predictor alongside BMD and sex only led to an additional 3.2% of explained variance. It is 

entirely possible that, had Td been able to be quantified for the entire sample of Study 2, a more 

sizeable portion of additional variance could have been explained by the addition of Td. It may, 

however, still be possible to do so, as using bone from an alternate site (ex: diaphysis) within the 

same femur would allow for Td (as well as Max Slope) to be quantified. While previous research 

by Gauthier and colleagues suggests that fracture toughness (which is known to be related to the 

condition of the collagen network) does not differ significantly between sites (femoral neck, 

femoral diaphysis, radial diaphysis, tibial diaphysis) under high-rate loading, further research is 

needed to determine if measures of collagen network connectivity and stability are equally site- or 

bone independent (Gauthier et al., 2017). Regardless, any improvement in model strength is 

generally encouraging. However, the question as to whether a 3.2% improvement is clinically 
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significant must be asked. Though its contributions are statistically significant, an argument can 

be made that the extra effort to quantify Td may not be worth the slight improvement in model 

accuracy. Furthermore, Td, as characterized in this study, is not currently a clinically quantifiable 

variable, unlike BMD or sex. While it may be possible to assess or estimate Td via parallel 

regressions (for example, predicting Td by age and sex, adj. R2 = 0.641, p = 0.004), or via more 

direct measures by using other collagen rich tissue (such as skin), a major limitation of using Td as 

a variable lies in the fact that the mechanistic link between Td and material behaviour remains to 

be identified.  

 The results observed in this study do not support the hypothesis that collagen mediated 

fracture toughness, or the aspects of collagen connectivity captured by Max Slope, are significantly 

related to Fx. Or, more precisely, these variables do not explain any variance that is not already 

captured by BMD or sex. However, a post-hoc analysis of multi-collinearity (via quantification of 

variance inflation factors, VIF) and tolerance suggests otherwise, as >90% of the variance 

explained by BMD and sex are unique to those predictors, independently, while 87 and 96% of the 

variance explained by either KMax or JMax is unique to those predictors. Post-hoc analyses also 

revealed that neither Kq nor Jq (other fracture toughness metrics quantified in Study 3) were 

significantly associated with Fx (adj. R2 = -0.100, 0.018, respectively, p > 0.05). Though different 

measures of collagen content were used (weight fracture of the mineral and organic phase of bone 

samples), a previous study by Wang and colleagues in 2000 suggested that collagen plays a role 

in fracture toughness but not in strength. However, the significant relationship between Td and Fx 

observed in the current study contradicts this conclusion, even though fracture toughness and Max 

Slope were not associated. Therefore, the information about the collagen network that is captured 

by Td seems to be unique from fracture toughness and Max Slope, at least as how it pertains to Fx 

of the proximal femur in simulated lateral hip impacts and fractures.  

 While Td has been found to decrease alongside fracture toughness when comparing γ-

irradiated bone to normal bone (Willett et al., 2015; Woodside and Willett, 2016), a recent study 

by Willett and colleagues in 2019 did not observe any correlation between Td and Max Slope, 

despite observing significant relationships between fracture toughness metrics and Max Slope 

(Willett et al., 2019). As Max Slope has been described as “a function of collagen scission density 

and crosslink density”, and is also a function of peptide chain length (Willett et al., 2015; Woodside 

and Willett, 2016), Td, a measure of the thermal stability of collagen, may capture other unique 
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information about the state of the collagen network. Previous work has suggested that the thermal 

stability of the collagen network is related to the level of intramolecular bonds stabilizing the triple 

helix from within (Berg and Prockop, 1973; Miles and Bailey, 2001; Willett et al., 2008), the 

amount of connectivity and fragmentation of the collagen network (Burton et al., 2014; Gaar et 

al., 2020; Monnier et al., 1996; Sun and Leung, 2008; Wang et al., 2002; Willett et al., 2015, 2013; 

Zioupos et al., 1999), and changes in the structure or spacing of the collagen lattice (Miles and 

Avery, 2011; Miles and Bailey, 2001; Willett et al., 2008). Consequently, the thermal stability of 

collagen can be affected by the number and types of crosslinks in the collagen network (Bailey 

and Lister, 1968; Unal et al., 2016), which may themselves affect or relate to the fragmentation or 

organization of the collagen network (Arakawa et al., 2020; Woodside and Willett, 2016). Using 

γ-irradiation as a method to damage the collagen network, or more specifically create scissions in 

the peptide chain, Sun and colleagues demonstrate a dose response on the level of fragmentation, 

and observed a decrease in Td as the dose, and ultimately damage, increased (Sun and Leung, 

2008). Other groups have successfully used this method to demonstrate both a decrease in Td as 

well as fracture toughness with γ-irradiation (Burton et al., 2014; Willett et al., 2015; Woodside 

and Willett, 2016). By inducing non-enzymatic crosslinks through a ribose pre-treatment, resulting 

in an increase in the overall connectivity of the collagen network, the γ-irradiation based damage 

and changes to toughness and Td were significantly mitigated (Woodside and Willett, 2016). As 

for the relationship between the thermal stability of collagen and the structure and spacing of the 

collagen lattice, a study by Miles and Avery in 2011 demonstrated that thermal stability increased 

when the spacing between molecules in the collagen lattice was reduced through dehydration 

(Miles and Avery, 2011). A 2008 study by Willett and colleagues adds credence to this notion, as 

mechanical disruption of the lattice structure led to decreases in the thermal stability of collagen, 

with the authors suggesting that this decrease in stability was a result of increased molecular 

freedom within the collagen network (Willett et al., 2008). Unfortunately, while these studies help 

illuminate the underlying molecular level aspects that Td may be capturing, the relationship 

between collagen-level connectivity or organization (pertaining to the structure and spacing of the 

collagen lattice) and macro scale bone strength is still unclear, and additional research is necessary. 

There is, however, some research related to collagen crosslink content that may help bridge the 

gap between collagen connectivity or organization and bone strength. 
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 Alterations to collagen crosslink content and the presence of advanced glycation end -

products (AGEs) have been hypothesized as a cause for the fragility fracture seen in older age 

(Brennan, 1989; Oxlund et al., 1996; Saito and Marumo, 2015; Zioupos et al., 1999), with some 

studies even making the link between crosslinking and the strength of bone in animal models 

(Oxlund et al., 1995; Saito et al., 2011). In an exhaustive review of the effect of collagen crosslinks 

on the material properties of bone, Saito and Marumo cover not only the pathway of typical 

enzymatic crosslinking (lysyl oxidase), but also discuss the formation of AGE crosslinks via non-

enzymatic glycation (Saito and Marumo, 2015). As implied by the name, AGE crosslinks (as well 

as non-crosslinking AGE ligands such as carboxy methyl lysine, CML) are formed through 

glycation in the presence of free-reducing sugars (ex: glucose, pentose), or through oxidative stress 

(McCarthy et al., 2001; Saito and Marumo, 2015). Herein lies the link with bone affecting or 

inflammatory diseases, as either increased blood-sugar content, as observed in Diabetes Miletus 

(Saito et al., 2006; Silva et al., 2009; Tomasek et al., 1994) or oxidative stress and reactive oxygen 

species (Nose, 2000) resulting from inflammatory pathologies (as observed in Chronic Kidney 

disease) (Modaresi et al., 2015; Ravarotto et al., 2018) leads to increase presence of AGEs.  

Interestingly, these disease states are also associated with increase fracture risk (Janghorbani et al., 

2007; Kazama et al., 2013; Miller, 2014), and in some cases increased risk is observed elevated 

BMD in the case of type II Diabetes (Leslie et al., 2012; Vestergaard, 2007). In addition to 

affecting or even disrupting crosslinking, the presence of AGEs has also been hypothesized to 

affect osteoblastic cellular function, affecting bone turnover, which provides another potential 

pathway for the influence of AGEs on bone strength (Fernandes et al., 2009; McCarthy et al., 2001; 

Turecek et al., 2008).  

 While not fully explored in human bone, and never on the macro-level of whole bone, 

previous studies have found that the number of enzymatic crosslinks is positively associated with 

ultimate strength of lumbar vertebra cancellous bone of cynomolgus monkeys (Saito et al., 2011), 

and conversely, Oxlund and colleagues found that a decreased concentration of enzymatic 

crosslinks (due to Beta-amino-proprionitrile , BAPN, binding to potential enzymatic crosslinking 

sites) was associated with a reduction in maximum bending stress and elastic stiffness of rat femurs 

(Oxlund et al., 1995). More recently, an investigation by Arakawa and colleagues helps provide a 

framework that connects many of these concepts, wherein the authors suggest that the presence of 

both crosslinking and non-crosslinking AGEs blocks the formation of immature crosslinks due to 
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the limited number of potential enzymatic crosslinking sites on the peptide chains (Arakawa et al., 

2020). This finding may hint at a potential interaction between non-crosslinking AGEs and Td, 

such that increased concentration of non-crosslinking AGEs at these potential enzymatic 

crosslinking sites of the carboxy and amino terminals of the collagen molecule could lead to 

reduced Td. In their 2001 article, Miles and Bailey have already indirectly speculated on this 

possibility, as they noted that thermally labile domains of collagen are found in these terminals, 

which also happen to be where the enzymatic crosslinking sites are found (Miles and Bailey, 2001). 

These thermally labile domains are described as such due to the lack of hydroxyproline found in 

these regions, where it is hydroxyproline related hydrogen bonded water-bridges that provide 

intramolecular stability to the triple helix (Berg and Prockop, 1973; Miles and Bailey, 2001). 

However, these domains are typically stabilized intermolecularly through lysyl-oxidase mediated 

enzymatic crosslinks. Therefore, if non-crosslinking AGEs form at these sites (as suggested by 

Arakawa et al., 2020), resulting in a lack of intermolecular stabilization, it would follow that these 

regions would begin to unravel and coil at a lower temperature, or a lower Td. However, further 

research into this specific link is needed, and the effect of this potential interaction on bone strength 

is still unknown. Arakawa and colleagues conclude that the role of non-crosslinking AGEs on bone 

strength needs to be investigated, and the present study may represent the first step towards 

addressing this gap in the literature. While limited by monetary and logistical barriers, future 

research into the collagen crosslink content of this sample is already planned, with high 

performance liquid chromatography (HPLC) and Raman spectroscopy to be used to identify 

relative concentrations of different crosslinks, and carboxy methyl lysine assays planned to assess 

the concentration of CML ligands. In general, if these planned experiments reveal that Td is related 

to the concentration of crosslinking and non-crosslinking AGEs, a molecular based mechanism of 

bone strength may be identified. 

 While Td is a relatively broad variable that appears to encompass many aspects related to 

the crosslinking content and overall organization of the collagen network, this study was 

nonetheless able to provide some of the first potential evidence of the role of collagen on whole 

bone strength, specifically in the context of fall-related hip fractures. Though the addition of Td as 

predictors only led to a small improvement in an already strong model using BMD and sex as 

predictors, the effect was significant, and the improvement may be more substantial in a larger, 

more representative sample. Though further research is required to better understand the exact 
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mechanism through which collagen quality (as captured by its thermal stability, quantified here as 

Td), our current understanding of the factors affecting thermal stability (described above) may 

already allow us to consider the role of collagen on bone strength in a clinical setting. While Td 

may not be quantifiable without a tissue sample, recent developments in imaging techniques such 

as Raman spectroscopy may allow for the quantification of relative concentrations of crosslinks in 

the collagen network of bone (Unal, 2021; Unal et al., 2016). While this method is currently limited 

to direct spectroscopy of bone samples, continued improvements in the technique (such as the 

development of novel probes) may allow for in-situ measurements, or conversely, skin level 

external measures may provide a surrogate site for quantifying collagen quality at the whole-body 

level. Currently available methods that may provide insight into collagen crosslink content include 

the use of biomarkers, such as skin and urine pentosidine, which has previously been found to be 

positively correlated with bone pentosidine (a well-studied AGE crosslink) (Kida et al., 2019). 

However, further research into this avenue is necessary, as results linking pentosidine to bone 

strength are inconsistent (Saito et al., 2011; Saito and Marumo, 2010), despite previously being 

identified as a surrogate marker of the total concentration of AGEs in the collagen network (Saito 

and Marumo, 2015). Regardless, the findings of this study encourage further investigation into 

these areas, as clinically quantifiable metrics of bone collagen may allow for more accurate 

predictions of femoral bone strength, ultimately improving the ability to predict injury risk.  

 Indeed, further research into the relationship between collagen network connectivity and 

bone strength may reveal new clinical pathways through collagen network targeting 

pharmaceutical or nutritional interventions, or reveal the importance of reducing oxidative stress 

and the underlying causes. Lastly, simply the improvement in the accuracy of bone strength 

predictions, as suggested by this study and the thesis at large, could lead to improved predictive 

ability to identify at risk individuals. This alone could lead to improvements in the efficiency of 

targeted physical interventions, such as the installation of safety flooring (Lachance et al., 2017; 

Laing et al., 2006) or the prescription of hip protectors (Korall et al., 2015; Laing et al., 2011), 

with the former having larger monetary barriers, and the latter having significant limitations related 

to compliance. Despite the fact that much research is yet needed to fully address the problem of 

fall-related hip fractures, this study, and more generally this thesis, has bridged an important gap 

in the related literature. The work herein highlights the importance of multiscale research, and how 

an understanding of the problem at the macroscale is complimentary to knowledge of the micro-
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scale, and this body of work demonstrates that combining the two allows for fulsome and in-depth 

basic research with immediate clinical applicability.  

 As previously suggested, there are, however, clear limitations associated with this study. 

Firstly, despite a concerted effort to procure matched pairs of cadaveric femurs, substantial barriers 

persisted, and only 12 femoral pairs were ultimately acquired. Further research using a larger 

sample size is clearly necessary. A possible solution, previously mentioned earlier in this 

discussion, relates to using samples from a surrogate site within femurs (rather than pairs) to access 

collagen network connectivity and quality (such as quantifying Td). However, further validation is 

necessary in order to determine whether measures from surrogate sites are equivalent to that of 

samples from the inferior femoral neck. Secondly, by using such a representative variable as Td, 

caution must be taken when interpreting the results. Though Td is a direct measure of collagen 

thermal stability, this study postulates that Td captures many aspects related to collagen network 

connectivity and organization, and it is in those aspects that the mechanistic link to bone strength 

resides. However, since the underlying aspects of collagen connectivity and organization were not 

directly investigated in this study, the veracity of the conclusions are limited. Additionally, the 

argument of correlation vs. causation must be mentioned, as Td (and its related factors) may simply 

be correlated with the Fx of this sample, with the possibility of no causal link. This is unlikely, due 

to the body of research described earlier in this discussion, yet it is nonetheless important to 

mention. This is partly a limitation of the statistical methods used in this study, and further research 

into the determinants of Td that are unique from Max Slope and fracture toughness is needed.  

 A third limitation relates to the methods used to collect this data, namely those used in 

Studies 1, 2 and 3 and are discussed in greater depth in their respective chapters (Chapters 3, 4 and 

5). Briefly, the 4 m/s impact velocity used in studies 1 and 2 (4 m/s) is higher than typically 

observed during fall-related hip impacts (1.29 – 3.51 m/s) (Choi et al., 2015). However, as 

discussed in the discussions of Chapters 3 and 4, the 4 m/s impact velocity helped ensure sufficient 

energy to fracture the specimens. Other related limitations pertain to design flaws in the surrogate 

pelvis spring system that only revealed themselves during the data processing and analysis steps 

of Studies 1 and 2 (see Appendix A, Chapter 8.1 for more details). As for study 3, there were 

limitations with the availability of cortical bone in the inferior femoral neck of specimens, such 

that some specimens had some evident trabecular regions on the outer edges of the SENB 

specimens. However, the impact of this was minimal due to careful planning of cuts and a high 
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degree of control during the milling and polishing process. Other limitations in Study 3 related to 

the initial choice of computing elastic and elastic-plastic fracture toughness at the intersection of 

the load-displacement curve with the 95% secant modulus line (Kq and Jq). After processing of the 

data, clear regions of plastic deformation were observed after this point, such that a second 

computation of fracture toughness at the point of peak load (KMax and JMax) was deemed 

appropriate. While a case can be made for the use of either pair of fracture toughness values, the 

fact that anticipated load-displacement behaviour of the specimens were not accurate suggests a 

poor understanding of the material behaviour of cortical bone under those loading conditions, 

suggesting the further need for research. As discussed in previous Chapters, the lack of 

quantification and consideration of micro-cracking and microdamage in the SENB specimens and 

the larger femur specimens is a clear limitation of this work. While load and toughness are critical 

factors in the fracture mechanics of a material, defect size is the third point in the fracture 

mechanics triad. The presence of microdamage, often in the form of micro-cracks, or voids and 

pores in cortical bone will greatly influence its mechanical behaviour. Indeed, the accumulation of 

microdamage observed in aging is thought to be linked with age-related bone fragility and 

increased fracture risk (Augat and Schorlemmer, 2006; Bell et al., 1999; Bouxsein, 2005; 

Chevalley et al., 2012; Frost, 1960; Hazenberg et al., 2007; Schaffler et al., 1995). Though pore 

size was considered in the SENB specimens, this was limited to a 2D, planar characterization, and 

was further limited by the resolution of the images. In order to more fully characterize the fracture 

mechanics of inferior femoral neck cortical bone, all aspects of the fracture mechanics triad need 

to be considered, and defect size should be more precisely quantified through the use of 3D 

volumetric micro computed tomography. Despite these limitations, the results of the current study 

clearly suggest that aspects of collagen that are captured by Td are significantly related to bone 

strength, and its consideration in predictive equations of femoral bone strength could improve the 

accuracy of those predictions.   

6.5 Conclusion 

 Through multiscale investigations of whole bone strength at the macroscale and 

characterization of aspects of the collagen network at the micro-scale, this study represents the 

first investigation to relate the influence of measures of collagen on whole bone strength, 

specifically in the context of fall-related hip fractures. Td, a measure of collagen thermal stability 
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that is related to the molecular crosslinking and intermolecular spacing, was a significant predictor 

of Fx, and its inclusion alongside the commonly used predictive variables of sex and BMD resulted 

in a predictive model that explained 94.2% of the variance in the small sample. Though the 

additional variance explained by Td was small (3.2%), these findings suggest that the crosslinking 

content of the collagen network, and the resulting organization of the collagen lattice structure of 

cortical bone from the inferior femoral neck, plays a significant role in the not only the material 

behaviour of cortical bone, but also the whole-bone response to impact-like loading and ultimately 

fracture in the proximal femur. While limited by the relatively small sample size, the results are 

nonetheless encouraging, and these findings warrant continued investigation on the multiscale 

contributions of bone composition, specifically pertaining to the collagen phase. Further research 

into the underlying molecular mechanisms and post-translational modification of collagen 

responsible for Td may allow for relevant biomarkers to be identified and used to measure or predict 

Td, allowing for clinical application of these findings. As a whole, this thesis presented mixed 

results relating to the potential importance of biofidelic experimental methods towards achieving 

physiologically accurate measures of bone strength, but demonstrated evidence for the 

contribution of collagen on the strength of the proximal femur in the context of fall-related hip 

fractures. This work builds on a foundation of mechanistically minded basic research towards 

further illuminating the underlying mechanics of fall-related hip fractures in order to generate 

predictive models of bone strength that have clear clinical applicability. 
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Chapter 7 

Thesis Summary 
 The overall purpose of this thesis work was to investigate the multiscale contributions of 

loading rate, fracture toughness, and bone composition (including the mineral and collagen phases 

of bone) on the strength of the proximal femur in the context of fall-related hip fractures. The 

specific goals included:  

1) Investigating the relationship between loading rate and bone strength by comparing 

measured Fx between MTS and HIS experiments.  

2) Developing a predictive model of femoral bone strength based on a biofidelic test paradigm.  

3) Comparing the predictions of the developed model to the predictions of published models 

that were based on MTS experiments. 

4) Evaluating the collagen mediated fracture toughness of cortical bone of a clinically relevant 

site under impact-like loading. 

5) Quantifying the relative role of fracture toughness and collagen-related metrics on bone 

strength. 

6) Developing a predictive model of Fx that considers collagen-related metrics alongside BMD 

and sex. 

  In addition to these goals, many of the studies had a secondary goal of investigating the 

influence of disease on fracture toughness and bone strength. These goals were achieved through 

four studies; a summary of the findings of these studies follows. 

7.1 Study 1: Investigating the influence of test paradigm on fracture force of the proximal 

femur during lateral impacts 

 In this study, the bone strength (Fx) of 6 matched pairs of femurs was quantified through 

using one of two experimental paradigms: a constant-displacement rate (60 mm/s) driven 

deformation using a material testing system (MTS), and a vertical drop tower lateral impact (4 

m/s) using a biofidelic hip impact simulator (HIS). Though the loading rate induced in the HIS 

experiments was significantly higher than that of the MTS (p < 0.001), there was no significant 
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difference in Fx due to this loading rate difference. These results suggest that, at least at the 

difference in loading rates observed in this study, loading rate does not have an effect on Fx. 

7.2 Study 2: Development of predictive models to estimate fracture force of the proximal 

femur 

 Using a sample of 26 femurs, HIS experiments were used to quantify Fx. The relationship 

between Fx and factors such as age, sex, femoral neck areal bone mineral density (BMD), and 

morphological aspects like femoral neck moment arm (r) and cross-sectional moment of inertia 

(CSMI) were investigated using multiple linear regression. GLM analyses revealed that BMD and 

sex were significant predictors of Fx, and forward regression analyses resulted in a model that 

included BMD, sex, and their interaction, which had an adjusted R2 value of 0.688 (p < 0.001). 

When comparing predictions of femoral bone strength from this model to those of four published 

models that were based on MTS constant displacement experiments, predictions from the 

published models were significantly lower (p < 0.005). A secondary analysis wherein the presence 

of an inflammatory disease state was included as a categorical variable did not reveal any 

relationship with Fx, nor did the inclusion of this variable improve model strength. Additionally, 

when the predictions of the published models were compared to the measured values, all four 

models significantly underpredicted Fx for male specimens, and three of the models underpredicted 

female Fx. The findings related to model prediction differences suggest not only that a biofidelic 

experimental paradigm may produces significantly different measures of bone strength, but also 

that considering sex in bone strength predictions may result in more accurate estimates of bone 

strength and ultimately hip fracture risk.  

7.3 Study 3: The role of bone collagen integrity on fracture toughness of the inferior 

femoral neck under simulated impact loading rates 

 From a sample of 23 femur specimens, 28 SENB were extracted from the inferior femoral 

neck and subjected to high-rate (12 mm/s) three-point bending experiments to quantify two elastic 

and two elastic-plastic fracture toughness metrics (Kq, KMax, Jq, JMax). These fracture toughness 

metrics were compared to the measures of collagen network connectivity and stability (Max Slope 

and Td) as measured during hydrothermal isometric tension (HIT) experiments. Regression 

analyses revealed that significant relationships between Max slope and KMax and JMax. In addition, 

accounting for the presence of certain inflammatory disease states considerably increased the 
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strength of the relationships. However, Td was not significantly related to any toughness metric. 

These findings reveal that the previously reported relationship between cortical bone fracture 

toughness and collagen network connectivity (as captured by Max Slope) is still observed under 

impact-like loading of a clinically relevant site. Additionally, considering the presence of 

inflammatory disease states helped explain additional variance, which adds support for the 

hypothesis that oxidative stress resulting from inflammatory disease states negatively affects 

collagen network connectivity, likely through increased AGE crosslinks, resulting in the 

embrittlement of collagen and a decrease in fracture toughness. 

7.4 Study 4: Investigating the relationship between femoral collagen connectivity, quality, 

bone toughness, and bone strength 

 In the final study of this thesis, data from 12 matched pairs of femurs that were split 

between studies 2 and 3 were aggregated, resulting bone strength (Fx) and collagen-related metric 

(KMax, JMax, Max Slope, Td) data being quantified for each pair. This allowed for the quantification 

of the relative role fracture toughness and metrics of collagen connectivity and stability on Fx. 

While there was no observed relationship between fracture toughness and Fx, Td was significantly 

and positively related to Fx (ajd. R2 = 0.395, p = 0.017). Though BMD and sex alone explained 

91% of the variance in Fx for this sample of femurs (N = 12), the addition of Td resulted in an 

additional 3.2% explained variance (adj. R2 = 0.932, p < 0.0001). While these findings do not 

support the hypothesis that collagen mediated fracture toughness affects bone strength, these 

findings do support the hypothesis that the collagen-related aspects (as captured by Td) are 

significantly related to bone strength, and that considering collagen results in an improvement in 

our ability to predict bone strength. A secondary analysis considering the presence of inflammatory 

disease states did not reveal any relationship between Fx and disease, nor did the inclusion of 

disease state improve model strength.  

7.5 Significance and Implications 

7.5.1 Significance 
 This thesis work represents the first investigations to directly measure the influence of 

collagen on whole bone strength, specifically in the context of fall-related hip fractures. Though 

study 1 did not demonstrate a statistically significant difference in measured fracture force between 

the traditional MTS paradigm and the HIS paradigm, the model prediction differences observed in 
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study 2 allude to a potential difference driven by experimental paradigms that warrants further 

research. Beyond this, this thesis provides evidence that collagen does indeed affect femoral bone 

strength in the context of fall-related hip fractures. While collagen network connectivity aspects 

that are captured by Max Slope are significantly related to fracture toughness, it is the collagen 

network connectivity and stability aspects captured by Td that are significantly associated with 

bone strength. Though the specific mechanism through which Td captured collagen connectivity 

influence bone strength is still unknown, this thesis speculates that it is the concentration and type 

of enzymatic crosslinks, as well as the presence of crosslinking and non-crosslinking AGEs, that 

affects bone strength. In general, greater crosslinking is known to be positively associated with Td, 

and this thesis work demonstrates that higher Td is positively associated with bone strength. 

Therefore, it is possible that greater crosslinking leads to increased stiffness and strength of the 

collagen fibers, which has previously been reported, which contribute to bone strength alongside 

the mineral phase of bone. While it appears that the mineral phase of bone accounts for the majority 

of bone strength, the contribution of collagen is still significant and should not be ignored. 

7.5.2 Clinical Implications 

 Beyond the significance of this work from a basic science perspective, these findings also 

have important clinical implications. As demonstrated in Study 2, the model developed therein 

produced significantly different predictions of bone strength than previously published models 

based on less biofidelic test paradigms. While the physiological accuracy of the model developed 

in study is assumed based on our current understanding of hip impact dynamics, it does provide a 

potential explanation for some of the inaccuracy of current hip fracture prediction methods. Indeed, 

the findings of this study may help explain the large number of false-positive hip fracture risk 

predictions. Additionally, these findings also provide evidence for the importance of sex-based 

effects on bone strength and considering sex may further help improve hip fracture risk prediction, 

particularly for males.  

7.5.2.1 Fracture Risk Estimates 
 This model may have immediate clinical applicability, and its use may help identify true 

at-risk cases and prevent false-positives. Indeed, as demonstrated in Study 2 (Chapter 4), the 

published models produced femoral bone strength, or fracture force, estimates that were on average 

1413 N lower than the measured fracture force.  When split by sex, published model predictions 

were on average 1938 N lower for males, and 544 N lower for females. As the mean fracture 
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strength of the ranges from 3000 N to 7000 N (Courtney et al., 1994; Courtney et al., 1995; 

Dall’Ara et al., 2013; Roberts et al., 2010), these represent clinically meaningful differences. As 

presented in the discussion of Study 2 (Chapter 4), it is possible to estimate the effect of the 

predicted models developed in this thesis (versus previously published models) on hip fracture risk 

through the use of a probabilistic model (Martel et al., 2020). This allows for comparisons of 

population level distributions of hip fracture risk (using Factor of Risk (FOR) methods) when using 

different predictive models of femoral bone strength. When the predictive bone strength model 

developed in Study 2 was used to determine bone strength, and thus, set the denominator for 

calculating FOR of a fall-related hip fracture, it resulted in sex-specific distributions of risk that 

more closely matched the relative incidence of risk observed in this simulated population (when 

compared to distributions where the Roberts et al., 2010 predictive model of bone strength was 

used) (Figure 7.1). More specifically, the use of the Roberts et al., 2010 bone strength model 

(dashed lines) resulted in significantly higher risk for males (blue) compared to females (red), 

which does not align with epidemiological evidence (Cummings, 2002; Jean et al., 2013; Leslie, 

2009). The use of the predictive bone strength model developed in Study 2 (solid lines) resulted in 

distributions that align much more closely with epidemiological evidence. Using a FOR value of 

1 as a threshold for fracture risk, since this represents an impact force that is equal to or greater 

than the predicted bone strength, it is possible to compare the percentage of the population that 

would be identified at risk of hip fracture with either model. Using the Roberts et al. 2010 femur 

strength algorithm results in approximately 40.5% of the male population, and 10.4% of the female 

population, of older adults being identified at risk of sustaining a hip fracture. This increased risk 

for males does not align with the epidemiological evidence (Cummings, 2002; Jean et al., 2013; 

Leslie, 2009). When using the model developed in Study 2, this number is reduced to only 9.3% 

for males and down to 8.1% for females. While the change in percentage is smaller for the female 

population (from 10.4% to 8.1%), the important aspect is that male and female risk distributions 

are much more closely matched and the trends much more closely match epidemiological 

observations (Cummings, 2002; Jean et al., 2013; Leslie, 2009). Though this probabilistic 

modelling approach is dependant on many assumptions, it does provide interesting insight into 

population level risk and may be used to help guide clinical decisions and even help support or 

direct policy level changes. This alone has important research implications, urging further research 

into this domain. 
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Figure 7-1: Probability density distributions of Factor of Risk (FOR) from the Martel et al., 

2020 probabilistic model of hip fracture risk. Solid lines represent distributions using the 

model developed in Study 2 of this thesis, whereas the dashed lines represent distributions 

using the Roberts et al., 2010 published model. In both cases, blue represents males and red 

represents females. 

7.5.2.2 Clinical Screening and Biomarkers 
Clinically, these findings currently have limited applicability, due to the fact that Td is both an 

indirect metric of the state of bone collagen, and is also currently not possible to quantify clinically, 

at least, not without the use of a cortical bone sample. However, as discussed previously (Study 

4), recent developments in imaging techniques may allow for the quantification of relative 

concentrations of crosslinks in the collagen network. More specifically, the use of clinical 

biomarkers may provide a method of characterizing, or at the very least estimating, the state of the 

collagen network in terms of connectivity and quality. Previous work has used skin and urine 

measures of pentosidine as a method of estimating bone collagen AGE crosslink concentrations 

(Saito and Marumo, 2015), however, further research into this avenue is necessary, as results 

linking pentosidine to bone strength are inconsistent (Saito et al., 2011; Saito and Marumo, 2010), 

and other biomarkers should be investigated. One promising biomarker relates to the measure of 
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the relative amount of beta isomerization of the C telopeptide of type I bone collagen in urine 

samples, which specifically relates to the degradation of bone collagen (Byrjalsen et al., 2008). 

Beyond biomarkers extracted from blood and urine samples, another potential method of 

estimating the state of the bone collagen network is through Raman spectroscopy. In both a 2016 

and 2021 paper, Unal and colleagues demonstrated the use of Raman spectroscopy of bone samples 

to quantify the relative concentrations of crosslinks in the collagen network (Unal, 2021; Unal et 

al., 2016). While currently limited to direct spectroscopy of bone, continued research may allow 

for in-situ measurements or measurements at surrogate sites, like the skin. While further research 

is necessary to find a viable clinical method of assessing bone collagen, the findings of these 

studies will lead to further investigation into these areas, as clinically quantifiable metrics of bone 

collagen may allow for more accurate predictions of femoral bone strength, ultimately improving 

the ability to predict injury risk. 

7.6 Future Research and Next Steps 

 Beyond future research related to fracture risk estimates and clinical biomarkers mentioned 

in the previous two sections, there are clear next steps for research related to each of the four 

studies conducted in this thesis. The first clear aspect of future research applies to all four studies 

and more specifically relates to the need or benefit that would come from repeating or continuing 

these studies with a larger sample size. While the sample size achieved in studies 2 and 3 mimic 

common sample sizes for similar experiments, there is a lack of statistical power for some of the 

more advanced or in-depth analyses in these studies, and a lack of power for even simple analyses 

exists in studies 1 and 4. While the results of most of the studies allow for certain hypotheses to 

be addressed, further research with a larger sample is needed to more clearly identify or 

characterize relationships (e.g. the relationship between Td and femoral bone strength). As the 

sample sizes of each of the studies was negatively affected by the emergence and presence of the 

COVID-19 global pandemic, there is hope that the availability of research specimens will 

eventually reach pre-pandemic levels and allow for continued research of this nature. 

 In terms of more study-specific next steps for research, there are many clear and exciting 

avenues that have emerged following this thesis work. Firstly, this thesis adds to the existing 

literature exploring the influence of test methods (and rate of loading) on measures of proximal 

femur strength. The inconsistencies in findings suggest the need to more comprehensively 
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characterize potential rate-dependencies, and identify whether loading rate should be standardized 

between experiments towards having comparable, and ultimately, accurate measures/predictive 

models of bone strength. Secondly, repeating Study 2 with a larger and more balanced sample, in 

terms of specimen donor sex, could more precisely assess the relationship between sex and femoral 

neck bone mineral density, and ultimately femoral bone strength. Thirdly, while limited by 

monetary and logistical barriers for the thesis, future research into the collagen crosslink content 

of the sample of specimens collected in Study 3 is already planned, with high performance liquid 

chromatography (HPLC) and Raman spectroscopy to be used to identify relative concentrations of 

crosslinks, and carboxy methyl lysine assays planned to assess the concentration of CML ligands. 

These analyses will allow for further characterization of the collagen network, and provide 

information related to the relative concentrations of certain enzymatic crosslinks, crosslinking and 

non-crosslinking AGEs. This line of future research is vital towards understanding the link 

between the mechanical properties of bone and the state of the collagen network. Related to this 

point is the need for future work to sufficiently characterize the microscale structure of the cortical 

bone in order to quantify and account for pre-existing microdamage and micro-cracks. As fracture 

mechanics are dependant on the interaction of load, toughness, and the size of defects or stress-

risers, the most comprehensive characterization efforts would consider all aspects of the fracture 

mechanics triad. Therefore, future work should include explicit measures to quantify microdamage 

of cortical bone, which could be achieved through 3D volumetric micro computed tomography. 

Lastly, due to the limited statistical power resulting from the limited sample size, Study 4 would 

benefit from repetition or continuation with a larger sample size. Notwithstanding sample size, the 

findings of study 4 are some of the most intriguing and promising of the thesis, and have generated 

a host of new hypotheses for follow-up. These findings are some of the first evidence showing a 

link between human femur whole bone strength and the state of bone collagen, and if nothing else, 

provide evidence that further research is warranted and could lead to exciting and impactful 

advancements in this field. 
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Appendices 

Appendix A 

Limitations and concerns associated with the design of the HIS pelvis/spring system 

 While the design of the HIS was based on the current understanding of hip impact 

biomechanics and designed to align with CSA standards for hip protector testing (the HIS is an 

alternative version of test rig design A) (CSA Group, 2020), the high-energy nature of the 

experiments resulted in unexpected behaviour of the mechanical system, differences that weren’t 

clearly identified until the data processing phase. First of these was the unexpected bending or 

deflection of the impact plate, rending the impact plate to have an orientation that was no longer 

parallel with the surface of the force plate or floor. This occurred in the phase of the impact between 

initial contact and peak force (or earlier in the case of fractures), likely caused by the point of force 

application being different than the effective center of the impact plate and overall load carriage. 

It should be noted that both the experimental design and the mechanical design of the test system 

attempted to take this into account in order to mitigate this effect. Firstly, part of the experimental 

design dealt with attempting to align the greatest lateral protuberance of the greater trochanter of 

the specimens (which would be the highest vertical point of the specimens and therefore the 

primary point of force application) with the center of the impact plate. Beyond visual inspection, 

a plumb line was used to align these points without prematurely loading the specimen, and this 

was generally confirmed during the static preload. From a mechanical design standpoint, guide 

rod/support columns, which were partly used to connect the impact plate to the load carriage (with 

the springs confined between these boundaries) were also designed to guide the vertical translation 

of the entire spring/impact system and prevent horizontal deformation or deflection. However, 

likely due to the high energy nature of the impacts, these guide bars did not adequately prevent 

this deflection, likely due to deformation at the guide bar/impact plate interface. More specifically, 

the guide bars were attached to the impact plate via bolts, and as observed part way through 

experimentation, one of these bolts broke, and there was obvious necking in the remaining bolt, 

which indicated large tensile forces. These tensile forces were likely caused by bending of the plate 

(as can be seen in some of the high-speed videos). A 3D representation of the mechanical system, 

as well as the hypothesized method of failure can be seen in Figure A-1. When combined, this 

bending in the impact plate likely affected the impact force vector/direction of loading, which 
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could have been a source of the variance seen in the measured values. An analysis of the forces in 

the X and Y axes at the moment of Fx revealed a mean (SD) X axis shear force of -1.10 (1.78) % 

of Fx, and a mean (SD) Y axis shear force of -1.33 (4.23)% of Fx. These values reveal a slight 

rightward and backward bias during the impact (from a frontal view frame of reference of the HIS 

drop tower). However, despite the potential variance introduced  by these sources, the findings 

were still clear, likely due to the robust effects of the considered factors on bone strength. 

Improvements to the mechanical design of the test system and more rigorous experimental 

methods would likely lead to improved results through reduced introduced error or variance. This, 

in general, is a limitation of using a HIS type experimental paradigm compared to the traditional 

MTS paradigm, which has relatively fewer degrees of freedom, and more controlled boundary 

conditions. Despite this, it is possible that the increased biofidelic loading and more 

physiologically accurate measures of bone strength outweigh the error introduced through a less 

constrained mechanical system. 
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Figure A-1: A composite image of a 3D render of the spring system (A) with material, B) with no material). Panel 

C) represents the guide rod/impact plate interface with the connecting screw presented; note that the gap shown (E) 

is only to help visualize, whereas in reality, there is contact between bottom of the rod and the top of the impact 

plate (with no screw exposed). Panel D) represents the suspected plastic lengthening of the screw (F) that occurs due 

to multiplanar deflection of the impact plate. It is hypothesized that, due to the rotation of the impact plate relative to 

the guide rod, a mechanical hinge between guide rod and impact late on one side acts as a lever, resulting in tension 

on the screw that resulted in the stretching of the screw. The lengthening shown (F) is exaggerated and does not 

demonstrate the mechanical hinge. 
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Appendix B 

Supplemental investigation to evaluate the biofidelity of HIS and MTS loading (for 

simulated lateral hip impacts) via comparisons with lateral pelvis release experiments of 

live volunteers. 

Purpose: The goal of this supplemental analysis was to quantify the biofidelity of the HIS 

experimental paradigm, specifically in relation to fall-related lateral hip impacts. An additional 

goal of this analysis was to contrast the biofidelity of both experimental paradigms used in this 

thesis (HIS and MTS) when compared to lateral hip impact data from live volunteers (collected as 

part of Martel et al., 2018). In order to do this, a more specific definition of biofidelity was 

proposed, which allowed for the evaluation of biofidelity (in this context) on a spectrum. Overall, 

the hypothesis throughout the thesis was that HIS experiments were more biofidelic than MTS 

experiments, and this supplemental analysis provides a more direct method to test this hypothesis, 

albeit on a limited scale. 

Biofidelity: While “biofidelity” is not a recognized word according to English-language dictionary 

Meriam-Webster, it is, however, a term that has been used in scientific contexts to explain a state 

of being similar/true/accurate to a biological organism/system/function, with the word 

“biodfidelic” being an adjective with the same meaning. A combination of the words “bio” (short 

for biologic/biological) and “fidelity” (meaning “the degree to which something matches or copies 

something else,” as defined by the Merriam-Webster dictionary), the word “biofidelity” and its 

adjective “biofidelic” are used throughout this thesis to either describe presence, or lack of, a close 

similarity to the true biological, or more precisely biomechanical function or response to an input 

stimulus. This word is used in this thesis almost exclusively in the context of discussing the input 

stimulus of two experimental paradigms (the HIS and MTS bone strength experiments conducted 

in study 1 of thesis [Chapter 3]) and mechanical response of the cadaveric femur specimen when 

subjected to simulated lateral impacts via either experimental paradigm. Therefore, a more specific 

or accurate definition of “biofidelity” in the context of this thesis would be: “the degree to which 

the simulated lateral impacts produces loading of a cadaveric proximal femur specimen that 

matches that measured from human volunteers during a fall-related lateral hip impact ”. 

Methods: Towards quantifying the biofidelity of both the HIS and MTS experimental paradigms, 

and more specifically, the simulated lateral impact loading scenarios produced by either paradigm, 

the load displacement curves of the femur specimens included in study 1 were compared to the 
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load displacement curves of six lateral pelvis release experiments (1 m/s impacts) from live human 

volunteers (1 male, 1 female, 3 impacts each) that were collected as part of Martel et al., 2018. In 

general, HIS and MTS experiment curves that more closely match the curves from the lateral pelvis  

release impacts were deemed more biofidelic. In order to quantify this, the time to peak force (Tp) 

of each of the HIS and MTS experiments were compared to the mean values of the lateral pelvis 

release impacts. Additionally, as biofidelity is defined as a spectrum in this investigation, the 

relative difference in time to peak force (ΔTp) of the HIS and MTS curves compared to the mean 

values of the lateral pelvis release impacts were also extracted, allowing for the comparison of 

biofidelity between the HIS and MTS experiments. Paired-samples t-test was conducted to 

compare ΔTp of both paradigms, in order to determine a given paradigm was significantly lower 

than the other, which would by the definition proposed in this investigation, mean that the 

paradigm is more biofidelic than the other. Finally, as the proposed comparison between HIS, 

MTS, and pelvis release experiments is inherently flawed, due to the large discrepancies in impact 

velocities and displacement rates (4 m/s for HIS, 1 m/s for pelvis release, and 0.06 m/s for MTS). 

Therefore, in an attempt to more appropriately compare the HIS and MTS experiments to the pelvis 

release experiments (the standard which was used to assess biofidelity), each of the HIS and MTS 

experiment curves were characterized as an exponential function. The exponent was then 

normalized to the trial specific velocity or displacement rate, and new curves were generated using 

trial specific exponential fit functions, using the normalized exponents to generate a theoretical 1 

m/s velocity curve (up to the mean time to peak force of the pelvis release experiments). Paradigm 

specific mean curves were also computed for these fitted curves, and RMSE was computed 

(comparing paradigm specific mean curves to the mean curve of the pelvis release experiments). 

The paradigm specific mean fitted curve with the lowest RMSE would be deemed more biofidelic, 

as well as help quantify the degree of biofidelity if assessed on a spectrum. 

Results: Force time curves for the experiments can be seen in Figure B-1. Mean Tp and ΔTp for the 

HIS experiments were 0.007 and -0.017 s, respectively, compared to the mean Tp and ΔTp of the 

MTS experiments (0.507 and 0.483 s, respectively). Based on Tp, HIS experiments were more 

biofidelic in terms of Tp. Paired-samples T-tests comparing HIS and MTS ΔTp revealed that HIS 

ΔTp was significantly lower than MTS ΔTp (95% CI [-0.504: -0.428 s], t(df = 5) = -31.102, p < 

0.0001). Paradigm specific mean normalized fit curves were generated (Figure B-2), and RMSE 

was computed, revealing that the mean normalized HIS curve has a lower RMSE (63.978) 
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compared to the mean normalized MTS curves (194.260). Visual inspection of the mean and +/-1 

SD corridor curves (Figure B-2), the mean normalized HIS curve more closely aligns the mean 

pelvis release curve. 

 

 

Figure B-1: Force over time of the HIS (dark gray lines), MTS (purple lines) and Pelvis Release 

experiments (black).  
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Figure B-2: Pelvis release (black line, solid = mean, dashed = 1 SD), HIS normalized (dark gray, 

solid = mean, dashed = 1 SD), and MTS normalized (purple, solid = mean, dashed  = 1 SD). 

 

Discussion: Based on all considered metrics and the proposed definition of biofidelity, the HIS 

experiments are more biofidelic than the MTS experiments. Not only do the timing-related 

characteristics of the HIS experiments more closely match those of the pelvis release 

experiments, the shape and magnitude of the velocity normalized mean curves of the HIS 

experiments closely match those of the pelvis release experiments. In this sense, when 

normalizing for velocity, the impact dynamics of HIS experiments more closely match the 

impact dynamics of simulated lateral hip impacts of live volunteers (compared to the MTS 

experiments), and thus, more closely satisfies the proposed definition of biofidelity. While there 

are many limitations associated with this supplemental analysis (with the primary limitation 

being a small sample size), the results are promising, and based on the hypothesis tested by this 

analysis, suggest that the HIS experimental paradigm is a more biofidelic method for simulating 

fall-related lateral hip impacts and fractures compared to the traditionally used MTS approach. 

 

 

 

 

 

0

500

1000

1500

2000

2500

0 0.005 0.01 0.015 0.02

F
o

rc
e

 (
N

)

Time (s)



192 
 

Appendix C 

Reasoning for the Failed Trial Contingency 

 The reasoning for this contingency protocol is to prevent introducing additional variance 

in the dataset. While specimens which do not fracture in the first trial and have no noticeable 

changes upon inspection of the X-ray are still accumulating microdamage (Hazenberg et al., 

2007; Schaffler et al., 1995), the methods that will be used to characterize the specimens prior to 

the impact trials do not offer sufficient resolution to characterize or quantify the degree of 

microdamage present. In fact, prior to testing it is not possible for us accurately quantify the level 

of microdamage present in specimens, which is a level of variance that cannot currently be 

accounted for. Hence, while microdamage will be introduced in impacts wherein fracture does 

not occur, it is possible that the microdamage that occurs is still within the range of microdamage 

present within specimens of this sample. However, a second failed impact trial may introduce 

more microdamage to a specimen already in a state of heightened microdamage and will 

therefore be excluded. The rate or magnitude of microdamage accumulation from subsequent 

impacts has not yet been investigated, and further research of this phenomena is warranted. 
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Appendix D 

LASSO-GLM Process and Rationale 

 LASSO regression equations predicted Fx from all possible combinations of the 4 variables 

(age, sex, r, and BMD), given a range of 101 lambda values (the regularization parameter) ranging 

from 10^3 to 10^-2, decreasing the exponent by 0.05 increments. An additional model parameter 

was provided in the form of a constraint that limited the number of predictors p in the considered 

models to be less than the number of predictors included in the largest model generated from the 

stepwise regression process. Beyond limiting the number of final predictors, the purpose of this 

additional constraint was to reduce the problem space for possible regression models generated.  

 Towards identifying the optimal lambda value used to identify the resulting LASSO-GLM 

model,  a 10-fold cross-validation was conducted for the full range of generated LASSO models 

on the same range of lambda values (Johannesdottir et al., 2017; Li et al., 2019). With 10 folds, 

the model data sample (N = 20) was divided into 10 equally sized sets (termed folds); the process 

then used 9 folds to generate a model and tests it against the remaining fold. This process is then 

repeated such that each fold is used exactly once as the test fold. From this cross-validation, the 

mean squared error (MSE) was computed for the 10 folds of each generated model, which allows 

for the identification of the lambda value that results in the model with the lowest average error 

(referred to as min). Due to the resulting bootstrapping, repeated cross-validation evaluations can 

result in varying min values, even when the lambda range evaluated is held constant. To combat 

this, the cross-validation was repeated 10 times, and the mean min value was selected and used to 

generate the final LASSO-GLM model.  
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Appendix E 

Survey of Previous Femoral Bone Strength Studies 

Table E-1: List of previously conducted experiments wherein proximal femur bone 

strength was related to bone mineral density. Adapted from Table 1 of Dall’Ara et al. 

2013a, with the addition of Gilchrist 2014.  

Reference Loading Rate (mm/s) Sample Size Best Predictor Best R2 

Bouxsein et al., 1999 100 25 Trochanteric BMD 0.92 

Cheng et al., 1997 14 70 Trochanteric BMD 0.88 

Courtney et al., 1994 100 20 Femoral Neck BMD 0.72 

Courtney et al., 1995 2 17 Femoral Neck BMD 0.92 

Dall’Ara et al., 2013a 0.082 36 Femoral Neck BMD 0.80 

Dragomir-Daescu et al., 2011 100 18 Total Hip BMD 0.79 

Gilchrist et al., 2014 0.5 20 Total Hip BMD 0.94 

Hansen et al., 2011 0.033 31 Trochanteric BMD 0.78 

Kolta et al., 2012 2 12 Trochanteric BMD 0.78 

Le Corroller et al., 2012 0.167 21 Femoral Neck BMD* 0.77 

Manske et al., 2009 100 35 Femoral Neck BMD 0.64 

Pinilla et al., 1996 100 11 Total Hip BMD 0.68 

Roberts et al., 2010 100 73 Femoral Neck BMD 0.70 

Mean (Median) Sample size - 29.9 (21) - - 
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Appendix F 

Displacement Rate Rationale for Study 3 (SENB protocol) 

This displacement rate differs from the rate used during pilot work conducted, where it was found 

that the 40 mm/s displacement rate use resulted in a time to peak force ~3-4 times larger than those 

extracted from the HIS impact experiments. By scaling down the 40 mm/s displacement rate by 3-

4 times (resulting in a new displacement rate of 10-13 mm/s), we should achieve a time to peak 

force in the MMTS experiments that mimic those observed in the HIS experiments. This is done 

in an attempt to match the dynamics of impact loading. While the higher 40 mm/s displacement 

rate was used in the pilot study to attempt to elicit the loading rate observed in the HIS impact 

experiments, the loads experienced during these two different experiments differ by orders of 

magnitude. Upon further consideration, mimicking time to peak force is more feasible and should 

properly mimic the impact dynamics in this MMTS test paradigm. Further support for the choice 

of 13 mm/s as the new target displacement rate comes from a previous fracture toughness 

experiment conducted by Gauthier and colleagues in 2017, wherein they investigated differences 

in fracture toughness of femoral neck and diaphysis cortical bone (as well as the diaphysis of the 

radius and tibia). In Gauthier’s study, a displacement rate of 10 mm/s was used, with their 

justification stemming from a study by Foldhazy and colleagues in 2005, in which the strain at the 

distal radius was measured during standing falls onto outstretched hands (Földhazy et al., 2005). 

A median strain rate of 45954 microstrain/s was reported by Foldhazy et al. 2005, which in turn 

Gauthier et al. 2017 used to set their fall/impact loading displacement rate to 10 mm/s (Gauthier 

et al., 2017). From the pilot work previously described in Chapter 3.1.1, strain and strain rate were 

measured at the inferior femoral neck during simulated lateral hip impacts (and ultimately hip 

fracture), wherein median and mean strain rates measured were 11 to 35% higher than those 

reported by Foldhazy et al. 2005. As the pilot work included multiple different impact velocities, 

including extremely low velocity impacts (< 1 m/s), the range of strain values measures may not 

properly represent fall-related hip impacts/fractures. Therefore, data from trials with impact 

velocities below 1 m/s where excluded, resulting in median and mean strain rates of 57088 and 

58055 microstrain/s (representing median and mean impact velocities of 3.17 and 2.95 m/s), which 

correspond to strain rates 24.2 and 26.3 % higher than those reported by Foldhazy et al. 2005. If 

the logic used by Gauthier et al. 2017 to determine displacement rate is used, it follows that a 

displacement rate that is 24-26% higher than 10 mm/s should more accurately match the loading 
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dynamics seen in lateral hip impacts. Consequently, this results in a targeted displacement rate of 

12.4 to 12.6 mm/s, which aligns with the targeted 10-13 mm/s displacement rate suggested by 

matching time to peak force. However, an argument can be made to maintain the 10 mm/s used by 

Gauthier and colleagues, including one that goes beyond simple experimental method history. 

 The main argument for maintaining the 10 mm/s displacement rate, targeting the low end 

of the displacement rates expected to mimic the loading dynamics of HIS impact tests (10 mm/s 

instead of 13 mm/s), is due to the fact that high-frequency oscillations were observed in the load 

displacement data, superimposed above the expected signal of interest, of the pilot study 

experiments (using the 40 mm/s displacement rate), which is suspected to be driven entirely by the 

high-displacement of the system itself. By using a lower displacement rate, the magnitude of these 

high-frequency oscillations should be minimized. ASTM E1820-20, which was originally 

developed for testing of metals, does have a sub-section for high-rate fracture toughness testing, 

wherein it describes the possibility of observing these high-frequency oscillations. The standards 

document does provide options, primarily test system modifications, to mitigate or account for 

these oscillations; if these oscillations are still present in further pilot testing under the 10 mm/s 

displacement rate, the suggested modifications described in ASTM E1820-20 will be considered. 

Lastly, it should be noted to high-rate fracture toughness testing of bone tissue is rare, and in the 

few cases in the literature had derived their loading or displacement rate by attempting to match 

the strain rate experienced during an impact (refs) or (blank, if other refs found). The reason for 

not using the same displacement rate described by these studies is derived from the st rain rate of a 

jump landing impact, as measured at the tibia, and (blank, if other refs found). While it is possible 

that this strain rate is similar to that experienced at the femoral neck during a lateral hip impact, it 

was decided to derive a displacement rate from the data acquired through the pilot work. 
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Appendix G 

Study 3 Pilot Study 

Building from the pilot work previously discussed in Chapter 3.2.6 and 4.2.6, fracture toughness 

testing was conducted as part of the collaborative project funded by the University of Waterloo 

Network for Aging Research investigating the influence of bone collagen on femoral neck fracture 

force and femoral bone beam fracture toughness. To do so, the unused matched pair of the femurs 

used in the previous pilot work were used for this study, in addition to the remaining distal portions 

of the femurs used in the previous pilot work. From the unused matched pair femurs, one SENB 

(30 mm length x 4 mm width x 2 mm) was cut from the inferior femoral neck, and two SENB (40 

mm length x 4 mm width x 2 mm) were cut from the diaphysis (one more proximal, one more 

distal).  While femoral neck, nor proximal femur, SENB could be extracted from the femur that 

was tested in the previous pilot work (Chapter 3.2.6), one distal diaphysis SENB was extracted 

from the distal portion of the femur that resulted following specimen bisection. This resulted in 4 

unique SENB specimens from each femur pair; Three from one femur, and 1 from the femur used 

in the previous pilot work. Specifics about SENB preparation, extraction, and notch creation are 

outlined in Chapter 5.2.2.1, as the same standard methods were used.  

 For this experiment, the influence of loading rate (through constant displacement) and 

location (femoral neck versus diaphysis) on fracture toughness, the resistance to crack growth. 

However, due to the small sample size, a full-factorial study design could not be completed. 

Instead, high displacement rate (40 mm/s) test were conducted on both the femoral neck and 

proximal diaphysis SENB specimens, whereas low displacement rate (0.083 mm/s) test were 

conducted on the distal diaphysis SENB samples. This was done due to the primary interest of 

measuring fracture toughness of a clinically relevant site (inferior femoral neck) under physiologic 

loading (high displacement rate to mimic high loading rate), while allowing us to compare those 

results to low displacement rate fracture toughness test results of the distal diaphysis, as it is the 

current methods for cortical bone fracture toughness testing (Willet et al. 2019). The purpose of 

these measures and comparisons was ultimately to relate fracture toughness back to femoral bone 

strength/fracture force of simulated lateral hip impacts, which is discussed in further detail in 

Chapter 6. 
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 Fracture toughness tests were conducted in accordance with ASTM E1820-20 procedures 

for both low and high rate fracture toughness tests of SENB specimens, with modifications to 

accommodate testing of cortical bone, ultimately following previously established methods 

(Willett et al., 2019; Willett et al., 2015; Woodside and Willett, 2016). A micro material testing 

system (MMTS) (μTS, Psylotech Inc, Evanston, IL, USA) was used to conduct three-point bending 

while measuring load and displacement. Experiments were performed under a high-powered 

microscope with a mounted high-speed video camera, which collected video of the experiment; 

this was later used to extract crack length. Analysis of the load displacement data of the high 

displacement rate tests revealed high frequency oscillations in the signal (a possibility outlined in 

ASTM E1820-20), which resulted in some trials violating the data smoothness criteria outlined in 

ASTM E1820-20. To remedy this, a low-pass filter (2nd order Butterworth filter, dual-pass) with a 

750 Hz cutoff was used to mitigate the high frequency oscillations, which resulted in all trials 

satisfying the data smoothness criteria (Figure G-1). 

 

Figure G-1: Load displacement for a high displacement rate three-point bending test of a cortical 

bone SENB specimen. Dashed lines represent the data smoothness criteria (red) and linear model 

fitted data (green) as outlined in ASTM E1820-20. 
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Two separate fracture toughness values were computed: critical elastic-plastic fracture 

toughness (JIC), and critical elastic fracture toughness (KIC). JIC was computed for both high and 

low displacement rate tests, whereas KIC was only computed for the high-rate tests. While the 

specifics of fracture toughness calculations can be found in section 5.2.2.3, mean(SD) JIC measured 

during high rate tests was 0.26 (0.14) N/mm for the femoral neck specimens, 0.30 (0.10) N/mm 

for the proximal diaphysis, whereas JIC for the distal diaphysis during slow rate tests was 2.8 (2.6)  

N/mm. While the variance was large, these results suggest that fracture toughness may be lower 

when under high-rate loading, as even the lowest measured JIC value during the slow rate test (0.66 

N/mm) was higher than the highest value measured during high-rate tests (0.48 N/mm). As for 

elastic fracture toughness, KIC was slightly lower on average in the femoral neck, with a mean(SD) 

value of 159.8 (17.1) MPa√mm, compared to the proximal diaphysis with a mean(SD) of 169.7 

(23.8) MPa√mm. In general, these results suggest that, while fracture toughness may not differ 

between locations, the rate at which specimens are loaded seems to have an effect on fracture 

toughness. These findings may have important implications when relating fracture toughness back 

to bone strength/fracture force, especially if inferences on fracture risk are made from low-rate 

fracture toughness tests, which warrants further investigation. 
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Appendix H 

Computing KJ equivalent using measured Young’s modulus 

 

Purpose: Due to the high-rate nature of the experiments, less plastic deformation was anticipated 

when compared to similar experiments under quasi-static loading conditions. This brings into 

question the appropriateness of using metric of elastic plastic toughness, J. While the 

implementation of Jq and JMax attempt to address this, an alternative exists wherein the plane strain 

fracture toughness, K, equivalent of J fracture toughness can be computed. In this analysis, this 

value, the KJ equivalent, was computed and utilized in the regression analyses relating to collagen 

connectivity and quality, as done in Study 3, Chapter 5. 

Methods: The general equation to compute the KJ equivalent is presented in ASTM E1820 

(referred to therein KJIC) as: 

𝐾𝐽 = √𝐸′𝐽𝐼𝐶, where 

𝐸′ =
𝐸

1 − 𝑣2 

 

These equations can then be simplified to  

𝐾𝐽 = √(
𝐸

1 − 𝑣2
)𝐽  

 

where Jd is the value of the J-integral fracture toughness at just before ultimate failure. Therefore, 

as per the notation used throughout this thesis, J becomes JMax, and the equation becomes 

𝐾𝐽𝑀𝑎𝑥
= √(

𝐸

1 − 𝑣2
)𝐽𝑀𝑎𝑥 

 

While JMax has already been computed as part of Study 3 (Chapter 5), both E and v need to be 

defined. As the experimental setup did not allow for the quantification of Poisson’s ratio, a value 

of 0.3 was used for cortical bone, as established by Koester et al., 2011 and Zimmermann et al., 

2014 and has been used in similar investigations (Burton et al., 2014; Gauthier et al., 2017; Willett 

et al., 2015). As for Young’s modulus, the load deflection data paired with the SENB beam 

measurements allow us to compute E, as defined by Woodside in the 2015 MASc thesis, where 

𝐸𝑚𝑒𝑎𝑠 =
𝑀𝑆3

4𝐵𝑊3 
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Analysis: These equations were used to compute Emeas followed by KJMax (Table H-1). These values 

were then used in the same regression analyses conducted in Study 3 (Chapter 5). Briefly, the 

relationship between KJMax and the independent variables Age, Max slope, and Td were investigated 

in a backwards stepwise manner (Table H-2). 

 

Table H-1: Mean and SD values for SENB beam dimensions, Emeas, and KJMax; KMax is 

presented with the units as KJMax to compare 

 B  
(mm) 

W 
(mm) 

M 
(kN/m) 

Emeas 
(GPa) 

KJMax 
(MPa√m) 

KMax 
(MPa√m) 

Mean 2.06 3.99 79.6 3.89 4.00 3.61 

Sd 0.06 0.05 2.76 1.30 1.28 0.99 
 

Table H-2: Linear models predicting fracture toughness KJ using Emeas from Age, Max 

Slope, and Td; Best overall KMax and JMax models are presented for comparison. 

Fracture Property Linear Model   Adj-R2 (p) 

KJMax Age 

(β = 0.06,  

p =0.725) 

Max Slope 

(β = 0.60,  

p = 0.002) 

Td 

(β = -0.14,  

p = 0.402) 

0.315 

(p = 0.008) 

  Max Slope 

(β = 0.59,  

p = 0.001) 

Td 

(β = -0.16,  

p = 0.339) 

0.340  

(p = 0.003) 

     

  Max Slope 

(β = 0.61,  

p = 0.001) 

 0.341 

(p = 0.001) 

KMax  Max Slope 

(β = 0.57,  

p = 0.002) 

 0.299  

(p = 0.002) 

JMax  Max Slope 

(β = 0.44,  

p = 0.021) 

 0.163 

(p = 0.021) 

 

 

Discussion: Unlike KMax and even JMax, KJMax directly considers the Young’s modulus of each 

specimen. This direct consideration of the material properties of the specimens in question may 

provide a more specimen-accurate metric of fracture toughness. However, it should be noted that 
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this purpose is not outlined in ASTM E1820. Rather, the standard defines KJ as simply as the 

equivalent of K for JIC. Nevertheless, it is interesting that accounting for specimen elastic modulus 

resulted in an improvement in the model predicting fracture toughness from Max Slope, where an 

additional 4.2% was explained when compared to KMax, and 17.8% when compared to JMax. 

However, this is a modest improvement when compared to KMax, and the use of KJMax does not 

necessarily provide a clearer explanation as to the relationship between fracture toughness and 

collagen network connectivity. Therefore, the appropriateness of using KJMax is still debatable, 

though the improvement in model strength may suggest that it is indeed more appropriate than JMax 

and potentially KMax.    

Limitation: Previous work by Woodside in 2015 (MASc thesis) defines this relationship, and states 

that the modulus must be corrected by the compliance of the test system (ks). Unfortunately, this 

value is currently unknown for the mechanical testing system used in this study. Due to the nature 

of the work, the stiffness of the testing system should be orders of magnitude larger than that of 

the samples tested. To get an idea of the relative effect of this correction, the stiffness of the system 

used in the Woodside 2015 thesis (similar in design and function to that used in the current thesis) 

was used, where ks = 1.26 kN/mm. The ratio between the corrected Young’s modulus (Etrue) and 

Emeas is as follows: 

𝐸𝑡𝑟𝑢𝑒

𝐸𝑚𝑒𝑎𝑠

=
1

1 −
𝑀
𝑘𝑠

 

where M is the elastic modulus (of stiffness) of the tested specimen. It should be noted that the 

above equation is different than that presented in the Woodside 2015 thesis, as it is believed that 

there was a typo inverting the position of M and ks. Using this to compute Etrue allowed for new 

KJMax values (Table H-3), which were then used in the same regression analyses (Table H-4). 

 

Table H-3: Mean and SD values for SENB beam dimensions, Emeas, Etrue* and KJMax; KMax is 

presented with the units as KJMax to compare 

 

 B  
(mm) 

W 
(mm) 

M 
(kN/m) 

Emeas 

(GPa) 
Etrue* 

(GPa) 
KMax 
(MPa√m) 

KJMax 
(MPa√m) 

Mean 2.06 3.99 79.6 3.89 4.18 3.61 4.15 

Sd 0.06 0.05 2.76 1.30 1.47 0.99 1.36 
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Table H-4: Linear models predicting fracture toughness KJMax using Etrue* from Age, Max 

Slope, and Td. Best overall KMax model presented for comparison. 

Fracture Property Linear Model   Adj-R2 (p) 

KJ Age 

(β = 0.07,  

p =0.739) 

Max Slope 

(β = 0.60,  

p = 0.002) 

Td 

(β = -0.14,  

p = 0.416) 

0.311 

(p = 0.009) 

  Max Slope 

(β = 0.59,  

p = 0.001) 

Td 

(β = -0.15,  

p = 0.354) 

0.337  

(p = 0.003) 

  Max Slope 

(β = 0.60,  

p = 0.001) 

 0.339  

(p = 0.001) 

KMax  Max Slope 

(β = 0.57,  

p = 0.002) 

 0.299  

(p = 0.002) 

 

 


