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Abstract 

The precise control of nanostructure and surface atomic arrangement can be used to tune the 

electrocatalytic properties of materials and improve their performance. Unfortunately, the long-term 

structural stability of electrocatalysts with complex nanoscale morphology, a necessary requirement for 

industrial implementation, often remains elusive. This work explores structural changes in complex 

cathodic nanoscale electrocatalysts with and without oxidation state changes during CO2 reduction 

reaction (CO2RR) or hydrogen evolution reaction (HER). Based on the experimentally obtained 

structural and surface analyses, density functional theory (DFT) calculations and finite element method 

(FEM) simulations, I elucidate the mechanisms of the structural dynamics in electrocatalysts under 

bias, demonstrating that the reaction intermediates (RIs) of electrolysis reactions, the electrocatalyst 

material and the current density distribution are the crucial factors in influencing the structural 

transformations in electrocatalysts. 

In chapter 3, I focus on the structural behaviour of hydroxide-derived copper during CO2RR and 

well-defined gold and palladium core cages and branched nanoparticles in the course of CO2RR and 

HER conditions using ex situ high-resolution scanning electron microscopy and electrochemical 

surface analysis via underpotential deposition of lead. First, the structural transformation with the 

oxidation state change were observed in Cu(II)-nanoparticle-derived copper electrodes when producing 

them by electrochemically reducing the precursor of Cu(OH)2 under CO2RR conditions, with the 

structural changes in this case directed by the interplay between facet stabilization by CO2RR 

intermediates, electrochemical Ostwald ripening and field-induced reagent concentration effect. 

Moreover, the structural behavior of well-defined gold and palladium nanoparticles are explored under 

electrolysis reactions of CO2RR and HER. The morphological changes were also observed in these 

well-defined nanoparticles without oxidation state change under both electrolysis conditions, with more 

pronounced morphological changes observed in specific localities of complex nanoscale 

electrocatalysts (e.g., narrow constrictions). More importantly, the structural changes of the studied 

nanoparticles are accelerated by the RIs of the electrolysis reactions, with the extent and rates of 

structural transformations depending on the material of the nanostructure and the nature of the 

environment and electrocatalytic reaction at its surface.  

The experimental observations discussed in Chapter 3 revealed a significant influence of the surface 

reactions on the restructuring of nanoparticles, which motivated me to perform a DFT analysis of the 

RIs on the mobility of different metals. Thus, in chapter 4, I explore the parameters affecting the 
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mobility of the surface metal atoms using DFT and MD calculations. Specifically, I consider several 

electrocatalyst compositions of common interest in CO2RR electrocatalyst design: Cu, Ag, Au, Pd, and 

Cu3Pd, and the key RI associated with CO2 reduction and accompanying reactions, i.e., HER and 

oxygen reduction reaction: *COOH, *H, and *OOH. Using DFT calculations, I demonstrate that that 

RIs may promote the thermodynamic process of vacancy formation (VF) and accelerate the migration 

kinetics of the adatom on crystallographic facets of Au and Pd. In addition to the thermodynamic VF 

assessment, I also expand the atomic mobility assessment method to enable the evaluation of both 

thermodynamics and kinetics of VF via DFT and to probe the stability of a complex surface structure 

(compared to low-index facets) mimicking nanostructured catalysts using ab initio molecular dynamic 

(AIMD) simulations. Based on the atomic mobility assessment for a series of metal and metal-alloy 

CO2RR catalysts, this chapter provides a more comprehensive description of atomic mobility induced 

by RIs during CO2RR electrolysis.  

The DFT calculations performed in Chapter 4 demonstrated the influence of the RIs and material on 

the atomic mobility in electrocatalysts, however, which cannot explain the locality of the structural 

changes in the morphologically complex nanoparticles observed in Chapter 3. To understand the origins 

of the locality and directionality of atomic mobility in nanocatalysts, I decide to investigate the 

electrochemical physics effects of the studied nanostructures. Therefore, in chapter 5, I summarize the 

current status and recent advances in the theoretical models used for the electric field (E-field), reaction 

current density (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒), electrode current density (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒) simulations using FEM, propose the 

protocols for reliable simulations of these electrochemical effects, and study the electrochemical 

performances various nanostructured electrodes with complex morphologies. In section 2 of this 

chapter, I discuss the setup of the FEM simulation domains and the interfaces of Comsol Multiphysics 

required for the simulations performed in this chapter. In section 3, I introduce the fundamentals 

relevant to the essential electrochemical phenomena at the electrode-electrolyte interface, the classical 

theories for modelling these electrochemical effects, and the advanced modifications to these classical 

theories to account for the steric effect of the solution species and field-dependent dielectric function 

of the electrolyte. In section 4-6, I describe a protocol for simulating the E-field, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  and 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 under different electrolysis conditions. In section 7, I demonstrate simulations on the specific 

electrode models with complex shapes that represent nanoparticle-based electrodes. In section 8, I 

compare the electrochemical performances, especially the current density, of various nanostructured 

electrodes including anchored nanostar, nanostar, core-cages and frames. In section 9, I discuss the 

application scope of the models involved in this work as well as their limitations. This chapter provides 
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a useful departure point for electrocatalysis researchers to begin implementing FEM in their work and 

will facilitate a wider adoption of computational studies and rational design of nanoscale effects in 

electrocatalysts to further improve the performance of the electrocatalysts for CO2RR and other clean 

energy conversion reactions.   

In summary, using a series of complex nanostructured electrodes, this thesis demonstrates that RIs 

of electrolysis reactions, the nature of the electrocatalyst material and the current density distribution 

are the important factors determining the extent of and trends in structural transformation of 

electrocatalysts under electrolysis conditions. Furthermore, the mechanistic descriptions of the impact 

of the factors mentioned above on the structural transformation are revealed using DFT and FEM 

simulations. Moreover, this thesis establishes a general framework for evaluating the structural 

transformations in cathodic metal nanocatalysts and explain specific qualitative trends. In chapter 6, I 

provide an outlook for future work on both improving the predictive power of the framework and 

expanding the scope of nanoscale electrocatalysts and reactions it is applied to. In conjunction with 

catalyst design rules, this mechanistic framework will facilitate the development of nanostructured 

electrocatalysts with sufficient stability for sustainable applications. 
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Figure 3.3: Characterization of the initial and electroreduced Cu(II)-NCs. (a) CV plot corresponding 

to the reduction of Cu(II)-NCs dispersed in CO2-saturated 0.5 M KHCO3 electrolyte at 20mV s-1 scan 

rate. (b) Representative XRD plot of Cu(II)-NCs-derived Cu (black and red lines show standard XRD 

patterns for Cu2O and Cu, respectively) (c) Cu2p3/2 and (d) CuLMM representative XPS plots of the 

original Cu(II)-NCs (gray line) and electroreduced material (red). Reprinted with permission from ref. 

[111]. Copyright 2019, Royal Society of Chemistry. ........................................................................... 40 

Figure 3.4: SEM images of Cu nanostructures observed on the surface of carbon paper working 

electrode at different densities of precursor Cu(II)-NCs in CO2-saturated 0.5M KHCO3 electrolyte. (a) 

after 4 CV cycles at 20 mV/s in the electrolyte containing Cu(II)-NCs at [Cu]=0.001 M. (b) after 20 

CV cycles at 20 mV/s in the electrolyte containing Cu(II)-NCs at [Cu]=0.001 M. (c) after 20 CV cycles 

at 20 mV/s with Cu(II)-NCs directly spin-coated on the working electrode (20 μL, [Cu]=0.085 M, 3000 

rpm). (d,e) after 20 CV cycles at 20 mV/s in the electrolyte containing Cu(II)-NCs at [Cu]=0.02M. (f) 

after 20 CV cycles at 20 mV/s with Cu(II)-NCs directly spin-coated on the gas diffusion working 

electrode (Sigracet purchased from Fuel Cell Store) containing carbon black and PTFE particles (200 

μL, [Cu]=0.085 M, 3000 rpm). Reprinted with permission from ref. [111]. Copyright 2019, Royal 

Society of Chemistry. ........................................................................................................................... 41 

Figure 3.5: Pourbaix diagrams of Cu phases at 0.001 M (a) and 0.0001 M (b) copper concentration in 

bicarbonate aqueous solution. Obtained using “Pourbaix diagram” app by Materials Project.112 

Reprinted with permission from ref. [111]. Copyright 2019, Royal Society of Chemistry. ................ 42 

Figure 3.6: SEM analysis of structures obtained in electroreduction of Cu(II)-NCs and schematics of 

their formation processes. (a) Minimum [Cu(II)-NC]: single particle reduction to individual Cu NCs. 

(b) Low [Cu(II)-NC]: Cu cube-containing clump formation due to Cu(II)-NC diffusion spheres overlap 

(shown in blue) (c) intermediate [Cu(II)-NC]: Cu structure extrusion due to the FIRC effect (E-field 

enhancement shown at structure extrusions in red). Smoothening the surface due to electrochemical 

Ostwald ripening is shown in magenta. (d) High [Cu(II)-NCs]: Cu MUs obtained at full coverage of 

the working electrode substrate surface. (e) Phase-like diagram of the structures obtained at different 

[Cu] and number of CV cycles. Shaded areas correspond to the dominance of facet stabilization 

(orange) and FIRC effect (blue) as driving force determining the structure shape. Reprinted with 

permission from ref. [111]. Copyright 2019, Royal Society of Chemistry. ......................................... 43 

Figure 3.7: SEM images of Cu nanocubes observed on the surface of carbon paper working electrode 

after 4 CV cycles at 20 mV/s in CO2-saturated 0.5M KHCO3 electrolyte containing Cu(II)-NCs 

([Cu]=0.0001 M). Reprinted with permission from ref. [111]. Copyright 2019, Royal Society of 

Chemistry. ............................................................................................................................................ 44 
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`Figure 3.8: The relative Gibbs free energy of COOH* and OCHO* on Cu(111) and Cu(100) surfaces.
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Figure 3.9: SEM images of Cu nanostructures observed on the surface of carbon paper working 

electrode at different densities of precursor Cu(II)-NCs in Ar-saturated 0.5M KHCO3 electrolyte 

containing Cu(II)-NCs at [Cu]=0.0001 M (a) and [Cu]=0.001 M (b). Reprinted with permission from 

ref. [111]. Copyright 2019, Royal Society of Chemistry. .................................................................... 45 

Figure 3.10: Electrochemical performance and stability of Au CCs and BNPs. a-c, CO2 reduction 

activity of Au BNPs (a,b) and Au CCs (c) over time during potentiostatic electrolysis at −0.6 V (a,c) 

and −1.2 V (b) vs RHE in CO2 saturated 0.5 M KHCO3. d-g, Cyclic voltammograms of Au BNPs (d,e) 

and Au CCs (f,g) before and after 5 hours of potentiostatic electrolysis at −0.6 V vs RHE in CO2 

saturated (d,f) or Ar saturated 0.5 M KHCO3 (e,g). Current densities correspond to currents normalized 

by the geometric area of the electrode. For surface roughness analysis of these electrodes see Table 3.4. 

Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. ..................................... 47 

Figure 3.11: Structural changes in gold nanoparticles during CO2RR. a–h, SEM images of gold BNPs 

before (a–c) and after (d–h) 300 min of electrolysis in CO2-saturated 0.5 M KHCO3 at −0.6 V versus 

RHE, with d and f–h showing magnified areas of the electrode with sintering of the BNPs with each 

other (d,f) and with the substrate (g,h). Scale bars, 100 nm. i–l,o,p, SEM images of gold CCs before 

(i,o) and after 60 min (j), 120 min (k,p) and 300 min (l) of electrolysis in CO2 saturated 0.5 M KHCO3 

at −0.6 V versus RHE. Panels i–l and panels o and p show the behaviour of a close-packed array of 

CCs and sparsely distributed CCs, respectively. Scale bars, 100 nm. m,n, Lead UPD before (purple 

traces) and after 120 min (orange traces) of electrolysis using gold BNPs (m) and gold CCs (n). Black 

dashed traces correspond to lead UPD on the substrate gold foil without deposited particles. Reprinted 

with permission from ref. [71]. Copyright 2021, Springer Nature. ..................................................... 49 

Figure 3.12: Illustration of Au BNPs sintering. SEM images of standard Au BNPs sintering in a pile 

(a), sintering of tips (b), and sintering of a tip with Au substrate (c); and of small Au BNPs sintering of 

tips (d), and sintering in a pile (e) after 300 min of CO2RR reaction at -0.6V vs RHE. Reprinted with 

permission from ref. [71]. Copyright 2021, Springer Nature. ............................................................. 50 

Figure 3.13: CO2 reduction activity of small Au BNPs over time during potentiostatic electrolysis at -

0.6V vs RHE in CO2-saturated 0.5M KHCO3: changes in total current density (left axis) and Faradaic 

efficiencies (right axis) of CO (solid circles) and H2 (empty circles) are shown as a function of time. 

Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. ..................................... 50 
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Figure 3.14: SEM images of small branched Au nanoparticle before (a,d), after 120 min (b,e), and after 

300 min (c,f) of CO2RR reaction at -0.6V vs RHE at different magnifications. Reprinted with 

permission from ref. [71]. Copyright 2021, Springer Nature. .............................................................. 51 

Figure 3.15: Structural evolution of branched Au nanoparticles. SEM images of branched Au 

nanoparticles before (a,d) and after 300 min of CO2RR reaction at -0.6V (b,e) and -1.2V (c,f) vs RHE 

at different magnifications. Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature.

 .............................................................................................................................................................. 52 

Figure 3.16: SEM images of Au-Au CCs before (a), after 120 min (b), and 300 min (c) of HER at -

0.6V vs RHE, and after 60 min (d), 120 min (e), and 300 min (f) of CO2RR reaction at -0.6V vs RHE. 

Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. ..................................... 53 

Figure 3.17: (a,b) SEM images of Au CCs after 30 min (a) and 60 min (b) of CO2RR at -1.2V vs RHE. 

(c) Disfigurement of Au CCs observed after potential overload error when running electrolysis at - 0.6V 

vs RHE for 30 min. Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. ..... 53 

Figure 3.18: (a,b) SEM images of Au CCs after 60 min of electrolysis under CO2RR conditions in 

CO2-saturated 0.5M KHCO3 at -0.6V vs RHE. The loading of CCs in these experiments is twice lower 

than in the standard fully covered electrode samples. Reprinted with permission from ref. [71]. 

Copyright 2021, Springer Nature. ........................................................................................................ 54 

Figure 3.19: Effect of electrochemical reaction and catalyst material on the structural stability of CCs. 

a–c, SEM images of gold CCs before (b) and after (a,c) 120 min of electrolysis at −0.6 V versus RHE: 

effect of HER (a) and CO2RR (c). (d,e) SEM images of palladium CCs before (d) and after (e) 300 min 

under CO2RR conditions at −1.2 V versus RHE. Scale bars in a–e, 100 nm. f,g, Evolution of 

electrocatalytic activity of gold and palladium CCs over five hours of potentiostatic electrolysis: gold 

CCs (f) under CO2RR conditions (blue traces) and under HER reaction conditions (orange traces) at 

−0.6 V versus RHE, and palladium CCs (g) under CO2RR conditions. Solid lines, current evolution 

over time; filled circles, FE(CO); open circles, FE(H2). CO2RR and HER reaction conditions 

correspond to CO2 and argon-saturated 0.5 M KHCO3, respectively. Reprinted with permission from 

ref. [71]. Copyright 2021, Springer Nature. ......................................................................................... 55 

Figure 3.20: Structural stability of Pd CCs under CO2 reduction conditions. a-d, SEM images areas of 

Pd CCs before (a,c) and after (b,d) 300 min of CO2RR reaction at −1.2 V vs RHE at different 

magnifications. e-h, SEM images of Pd CCs with a more open wall morphology before (e,g) and after 

(f,h) 300 min of CO2RR reaction at −1.2 V vs RHE at different magnifications. Reprinted with 

permission from ref. [71]. Copyright 2021, Springer Nature. .............................................................. 57 
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Figure 3.21: Structural stability of BNPs under CO2 reduction conditions. a-f, SEM images of Pd BNPs 

before (a,d), after 120 min (b,e), and after 300 min (c,f) of CO2RR reaction at −1.2 V vs RHE at different 

magnifications. Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. ........... 58 

Figure 4.1: Adsorbed reaction intermediate facilitation of atomic mobility on different crystallographic 

facets. a, Atomic migration energy barrier and atomic vacancy formation energy calculated for different 

crystallographic facets of gold with and without surface-bound intermediates *COOH or *H and of 

palladium with and without surface-bound intermediate *COOH. The arrow shows the general trend of 

decreasing atomic mobility. The cartoons on the left illustrate the migration of a single metal adatom 

with bound reaction intermediates (*H, above; *COOH, below) to an adjacent surface site, and the 

cartoon scheme along the bottom illustrates the vacancy formation events for which the energies were 

calculated. IS, initial state; TS, transition state; FS, final state. b, Calculated binding energy of *COOH 

and *H intermediates to different crystallographic facets of gold. c, Calculated binding energy of 

*COOH intermediate to different crystallographic facets of palladium. d,e, Charge distribution for 

Au(100)–H (d) and for Au(100)–COOH (e); yellow and blue colors represent the charge accumulation 

and depletion, respectively, with an iso-surface value of 0.001 e Å−3 implemented. Reprinted with 

permission from ref. [71]. Copyright 2021, Springer Nature. ............................................................. 67 

Figure 4.2: Charge distribution profiles for different Ay facets with surface-bound intermediates 

*COOH or *H. a–c, Side view of Au(111), Au(110) and Au(211). d-g, Top view of Au(111), Au(100), 

Au(110) and Au(211). Yellow and blue colors represent the charge accumulation and depletion, with 

an iso-surface value of 0.001 e/Å3 implemented.. Reprinted with permission from ref. [71]. Copyright 

2021, Springer Nature. ......................................................................................................................... 68 

Figure 4.3: Au atom mobility differentiation based on reaction intermediates present in the media. (a-

d) the hooping paths studied for surface atom migration on Au(111), Au(100), Au(110) and Au(211) 

surfaces, with the olive colour atoms representing the Au surface and orange colour atoms representing 

the hooping Au atom and intermediate-bound Au atoms (Au-COOH and Au-H). (e-h) calculated energy 

barriers for migration path of Au atom, Au-COOH (CO2RR) and Au-H (HER) intermediate-bound Au 

atoms on Au(111), Au(100), Au(110) and Au(211) surfaces, respectively. Reprinted with permission 

from ref. [71]. Copyright 2021, Springer Nature. ................................................................................ 69 

Figure 4.4: Calculated energy barriers for migration path of Pd atom and Pd-COOH (CO2RR) 

intermediate-bound Au atom, with (a-d) for Pd(111), Pd(100), Pd(110) and Pd(211) surfaces, 

respectively. The paths studied for Pd are the same as that for Au. Reprinted with permission from ref. 

[71]. Copyright 2021, Springer Nature. ............................................................................................... 70 
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Figure 4.5: The interaction of different intermediates with various metal surfaces. (a) the optimized 

geometries of absorbed *H, *OOH and *COOH on Cu surfaces of (111), (100), (110) and (211), and 

(b) the binding energies of *H, *OOH and *COOH on (111), (100), (110) and (211) surfaces of Cu, 

Ag, Au and Pd. White, H atom; red, O atom; gray, C atom; dark/light blue, Cu atom in outmost/inner 

layer. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. ...... 72 

Figure 4.6: The influence of the reaction intermediates and metal materials on vacancy formation 

energy. The (111), (100), (110), and (211) surfaces of Cu, Ag, Au, and Pd were studied with and without 

adsorbed RIs. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry.

 .............................................................................................................................................................. 73 

Figure 4.7: Comparison of the adsorption structures for *OOH and *COOH on Cu(111), Ag(111), 

Au(111), and Pd(111) without vacancy.  Reprinted with permission from ref. [132]. Copyright 2022, 

Royal Society of Chemistry. ................................................................................................................. 74 

Figure 4.8: Comparison of the adsorption structures for *OOH and *COOH on Cu(111), Ag(111), 

Au(111), and Pd(111) with single-atom vacancy.  Reprinted with permission from ref. [132]. Copyright 

2022, Royal Society of Chemistry. ....................................................................................................... 75 

Figure 4.9: The influence of the RIs and metal nature on the one-atom and the two-atom VF 

mechanisms: the schematic of the two VF mechanisms (a) and the associated energy barriers (b) on 

(111), (100), (110), and (211) surfaces of studied metals with and without adsorbed RIs. Reprinted with 

permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. ......................................... 76 

Figure 4.10:  Comparison of the kinetic barriers for the two VF mechanisms on (111), (100), (110), 

and (211) surfaces of Cu, Ag, Au, and Pd.  Reprinted with permission from ref. [132]. Copyright 2022, 

Royal Society of Chemistry. ................................................................................................................. 77 
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Figure 4.13:  Optimized geometry structures for initial, transition and final states of migration for Cu 

atom and intermediate-bound Cu atoms of Cu*H (HER), Cu*OOH (ORR), and Cu*COOH (CO2RR) 

on the Cu(110) surface. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry.
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Cu atom. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 83 
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Figure 4.22: The comparison of the lowest energy barriers of VF process and atom migration on 
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(b), (c), (d) and (e) for 0.1 mM, 1mM, 10mM and 100mM KHCO3, respectively. The results in this 

figure are obtained using Tertiary Current Density with applied potential of -0.3 V vs SHE. .......... 126 

Figure 5.19: Comparison between the results of current density in electrode for nanostar and nanocone. 

The results in this figure obtained using an average current density of 1 mA/cm2 for cathode as boundary 

condition. ............................................................................................................................................ 128 

Figure 5.20: Simulations performed for 3D branched nanoparticle: (a) potential, (b) electric field, (c) 

K+ concentration and (d) current density in metal (𝑱𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒) and adjacent electrolyte (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆). 

𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆 is shown as color map.𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 is shown as groups of cyan arrows, where the size and 

direction of each arrow represent the magnitude and direction of the current at the spatial position of 
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the arrow, respectively. The results in (a), (b) and (c) are obtained from MPB & Booth model with the 

electrolyte of 500 mM KHCO3 and potential of -0.8V vs PZC, the reaction current density (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆) 

in (d) is calculated using 𝑱𝑺𝒆𝒄+𝑴. ....................................................................................................... 130 

Figure 5.21: Simulations performed for 2D nanostar nanoparticle. (a) The potential (𝝓), (b) electric 

field (E-field) (c) K+ concentration and (d) current density in metal (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆) and adjacent electrolyte 

(𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆). The results in (a), (b) and (c) are obtained from MPB & Booth model with the electrolyte 

of 500 mM KHCO3 and potential of -0.8V vs PZC, the reaction current density (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆) in (d) is 

calculated using  𝑱𝑺𝒆𝒄+𝑴 .................................................................................................................... 131 

Figure 5.22: Computed current-density distributions of various gold nanoshapes. The current-density 

distribution within the metal structures (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆 ) is shown as colour maps; the current-density 

distribution in the electrolyte at the nanostructure surface (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆) is shown as groups of yellow 

arrows, where the size and direction of each arrow represent the magnitude and direction of the current 

at the spatial position of the arrow, respectively; the average (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆)  was set at 0.1 A cm−2. a–e, 

Structures shown are the symmetric branched (a), anchored branched (b), CC (c), thick (d) and thin (e) 

frames. f, A 2D-slice of the structure a showing the computed current density in a BNP and the 

surrounding electrolyte for an apparent comparison of current-density magnitudes in both the metal 

(𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆) and the adjacent electrolyte (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆). g,h, BNP dimer (g) and CC dimer (h), where the 

two particles are in direct contact, showing the locations of current crowding at the interfaces between 

the particles and between a particle and the substrate. In h, the left CC is hidden from the view to reveal 

the 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆  distribution in the planes of contact, where the inset shows the full geometry of the 

corresponding CC dimer. All scale bars, 25 nm. Reprinted with permission from ref. [71]. Copyright 

2021, Springer Nature. ....................................................................................................................... 134 

Figure 5.23: Effects of geometry, material, and interelectrode distance on computed current density 

and E-field. a, Computed current density distribution in Pd BNPs. b-d, average current density within 

the Debye length, 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆   (b), average current density within the electrode, 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆  (c) and 

average E-field within the Stern layer (d), as the function of the distance between anode and cathode. 

e, Computed current density distribution in a Au CC tetramer with the geometry shown in the inset; 

three CCs in the front of the structure are hidden from the view to reveal the current distribution at the 

interfaces between the particles and at the particle-substrate interfaces. In (a) and (e) 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆 is shown 

as colour maps, and 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 at the nanostructure surface is shown as a group of yellow arrows, 

where the size and direction of each arrow represent the magnitude and direction of current at the spatial 
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position of the arrow, respectively. Scale bars are 25 nm. Reprinted with permission from ref. [71]. 

Copyright 2021, Springer Nature. ...................................................................................................... 135 

Figure 5.24: Computed power density distribution (shown as colour map) in Au nanostructures of 
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Chapter 1 

Introduction 

1.1 Significance of the cathodic electrosynthetic methods 

With rising global concerns about energy demand and climate change, sustainable synthesis of 

renewable fuels is becoming increasingly important. In particular, electrocatalytic approaches, 

including hydrogen evolution reaction (HER), nitrogen reduction reaction (NRR), and carbon dioxide 

reduction reaction (CO2RR) are promising solutions for the sustainable production of synthetic fuels 

such as hydrogen, ammonia, hydrocarbons, and oxygenates while also representing a long-term storage 

strategy for intermittent renewable electricity.1 HER can be used to produce hydrogen, which is an 

attractive energy carrier that can be used to produce clean electricity in fuel cells. NRR can be 

performed for electrochemically reducing the nitrogen (N2) and water (H2O) to ammonia (NH3), which 

is an activated nitrogen building block for the manufacture of modern fertilizers, plastics, fibers, 

 

Figure 1.1: Schematic showing sustainable electrochemical synthesis of renewable value-added 

products such as hydrocarbons, oxygenates, and ammonia.1 Reprinted from ref. [1]. Copyright 2017, 

with the permission from American Association for the Advancement of Science.  
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explosives, etc. Compared to HER and NRR, CO2RR is attracting particular attention, as it can not only 

produce various value-added chemical products, but also can recycle the CO2 released from burning 

fossil fuels back to fuels and mitigate the deteriorating environmental issues caused by global climate 

change.2 However, various single- and multi-carbon gas and liquid products can be produced in CO2RR 

electrocatalysis, with most of these products requiring multiple proton-electron transfers during their 

formation processes.3 A wide distribution of possible products as well as multi-proton-electron transfer 

mechanisms lead to poor selectivity and sluggish kinetics of CO2RR. The reaction selectivity is further 

disrupted by the competing HER4,5  and oxygen reduction reaction (ORR), where the latter occurs when 

oxygen is present in the CO2 feedstock6 as both H+ and O2 can be easily reduced at the applied potentials 

required for CO2RR. The key to improving the selectivity and kinetics of CO2RR towards target 

products is rationally designed electrocatalysts, as they play a central role in determining the rate, 

efficiency, and selectivity of the chemical transformations involved in CO2RR.1 Thus, developing 

electrocatalysts with desired properties is necessary to realize the prospects of using CO2RR to produce 

fuels and chemicals that we need for a sustainable energy future.  

 

 

 

  

 

Figure 1.2: Various single- and multi-carbon gas and liquid products that can be produced in CO2RR 

electrocatalysis.3 Reprinted from ref. [3]. Copyright 2019, with the permission from Springer Nature.  
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1.2 Outstanding activity and selectivity of nanostructured electrocatalysts with 

complex shape 

In the past decades, developing nanostructured heterogeneous electrocatalysts has been on the rise due 

to their advantages over conventional heterogenous electrocatalysts.7 Cathodic nanoscale 

electrocatalysts with structural complexity often show outstanding catalytic activity and selectivity 

towards target products.7  For example, nanostructured catalysts provide more degrees of freedom in 

adjusting their composition, surface chemistry and morphology, which enables finetuning the catalytic 

active sites via manipulating the atomic arrangement on the nanoscale electrode surface,8–10 as shown 

in Figure 1.3.11 In particular, the electronic structures of nanostructured electrodes can be modulated to 

stabilize key reaction intermediates, thereby steering the reaction selectivity.12 Furthermore, the 

nanostructured electrocatalysts are rich in active sites due to the presence of various surface defects 

including grain boundaries,8 subsurface oxides,9 and  highly undercoordinated atoms,10 and which can 

act as enhanced active sites contributing to the improved activity.1  In addition to the aforementioned 

 

Figure 1.3: Motifs on a metal electrode surface that may influence C─C bond formation in CO2RR. 

Reprinted from ref. [11]. Copyright 2019, with the permission from Springer Nature.  
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effects on the atomic scale, the activity and selectivity of nanoparticle-based electrodes in surface 

reactions can also be modulated by varying their nanostructure due to various electrochemical physics 

effects on nanoscale. For instance, high-curvature nanoscale features in complex nanostructures can 

generate high electric fields (E-fields) in the electrolyte adjacent to their surface under an applied bias, 

which can increase the CO2 concentration by accumulating the electrolyte cations in their vicinity and 

therefore promote the CO2RR performance (Figure 1.4a).13 Moreover, the distribution of reaction 

species can also be affected by the nanoscale geometry of electrocatalysts: for example, nanocavities 

in nanostructured electrodes can confine the reaction intermediates during the CO2RR electrolysis, 

steering the reaction towards more valuable multi-carbon products (Figure 1.4b).14 These specific 

electrocatalytic effects illustrate the significance of optimizing the geometry of catalytic nanostructures 

in improving the electrocatalytic performance of these materials.  

Considering the advantages of the complex nanostructured electrodes in electrocatalysis, the 

electrocatalysts with various nanoscale shape have been designed, ranging from cages,15–19 frames,20–27 

 

Figure 1.4: Various electrochemical physics effects on nanoscale. (a) Field induced reagent 

concentration effect by concentrating the cations at the vicinity of a high-curvature feature. Reprinted 

from ref. [13]. Copyright 2016, with the permission from Springer Nature. (b) Cavity confinement 

effect that promotes C2 species binding and further conversion to C3. C2 and C3 concentrations are 

shown in colour scale in millimoles and flux distributions are shown in arrows. Reprinted from ref. 

[14]. Copyright 2018, with the permission from Springer Nature.  

C2 C3

(a) (b)
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cavities,14,28  multi-shell hollow29–33  and yolk–shell particles34,35 to various branched morphologies36,37 

being reported as superior electrocatalysts compared with their more geometrically simple counterparts.  

Their exceptional electrocatalytic performance has been ascribed to high mass activity, the specificity 

of exposed crystalline facets, a high number of undercoordinated surface atoms, structural disorder and 

a high density of surface defects, confinement of the reactants in the pores of the structure, and the 

concentration of reagents at the surface due to local electric field (E-field) enhancement at high surface 

curvature features.13,14,38 The latter effect is specific to electrocatalysis, while the other factors may 

generally apply to any heterogeneous catalysis scenario. The electrocatalytic performance enhancement 

attributed specifically to local E-field behaviour is currently on the rise and has been reported for 

spherical,13,39 conical,40 rod,11 prism,41 needle-like13,42 and more complex structures, including three-

dimensional hierarchic nanoflowers,43 nanoflakes,44 tetrapods,39 porous foams45 and cage-like porous 

spheres,43 that have been used as catalysts for the electroreduction. 

1.3 Poor structural stability of complex nanostructured electrocatalysts 

Many researchers have focused on modifying the composition and morphology of metal nanostructured 

catalysts to increase their selectivity and activity in CO2RR.46 However, comparatively less attention 

has been given to the structural stability of nanoscale electrocatalysts under CO2RR conditions. 

Understanding the factors determining their structural stability in the course of electrolysis is of 

paramount importance to the practical application of CO2RR, as the long-term stability is another key 

performance parameter beyond activity and selectivity for real-world catalysts.47,48 Structural 

transformations have been observed in solid state materials with and without oxidation state change 

under cathodic electrolysis conditions. For example, structural evolutions were observed in oxide- and 

hydroxide-derived copper electrodes with obvious oxidation state change when Cu(II) precursors are 

electrochemically reduced to make copper electrodes (Figure 1.5a).45,49–51  The changes in the structure 

and oxidation state of Cu(II)-derived copper electrodes give rise to the formation of unique structural 

and compositional features, including grain boundaries,52,53 exposed surface facets,54 presence of 

Cu(I)species (or subsurface oxygen),9 and high-curvature sites,13 which makes Cu(II)-derived copper 

electrodes with higher selectivity towards multicarbon products compared to polycrystalline copper. 

Moreover, it has been recently discovered that metal Cu nanoparticles can also undergo significant 

structural transformation in the course of CO2RR with drastic effect on their catalytic performance,55 

suggesting that in situ formation of catalytic active sites and morphological changes are not unique to 

the electroreduction of oxidized copper (Figure 1.5 b and c). Furthermore, recent studies have revealed 
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the reconstruction of Au nanospheres under CO2 electroreduction conditions,55–59 signifying the 

prominent mobility of the nanocatalyst material during electrolysis. Further structural and mechanistic 

elucidation of the structural dynamics under electrical bias is necessary to ensure that the catalytically 

active features of complex nanostructures are not transient states of their evolving morphology, which 

is very important for engineering long-term catalyst performance and stability in CO2RR and beyond.  

The evolution of the metal structures could proceed via different mechanisms,60 such as dissolution, 

electrodeposition, electrochemical Ostwald ripening, fragmentation, and agglomeration, to name a few, 

and most of them are accompanied by a prominent atomic mobility. During the electrolysis conditions, 

atomic mobility could change the particle size, crystalline phase, and morphology of the heterogeneous 

metal catalysts, which does not only affect their stability and activity,61 but also cause the active sites 

to be dynamically evolving.62  Therefore, understanding the factors affecting the atomic mobility under 

electrolysis conditions is the key to reveal the structural transformations mechanisms of the 

electrocatalysts. 

1.4 Application of DFT calculations in designing advanced electrocatalysts 

To date, the known factors affecting the atomic mobility of metal surfaces include the reaction 

intermediate (RI), electrolyte, applied potential, local pH, nanostructure size, and catalyst support.57–

59,62–64 Among them, RI is one of the key parameters in driving the atomic mobility during CO2RR 

electrolysis. In principle, the ability to remove a metal atom from a surface is determined by the bonding 

strength of an atom to its neighbouring atoms in lattice, and thus correlates with the number of valence 

electrons that the metal atom has to form the metallic bond. As an essential step for the CO2RR on the 

electrode surface, the bond formation between the RI and the catalytic metal atom on the surface may 

distract the valence electrons of the atom from metallic bonding and eventually influence its mobility 

on the metallic surface. The investigation of the impact of CO2RR-associated RIs on the atomic 

mobility is of significant importance not only to reveal the mechanisms of structural degradation and 

subsequently develop solutions to prolonging the catalyst lifetime for metal catalysts used in CO2RR, 

but also to shine more light on the dynamic nature of the catalyst surface during electrochemical 

reactions. Density functional theory (DFT) calculations is a commonly used tool to explore the 

interaction of RIs with metal surfaces as well as the migration of the RI and RI-bound metal atom on 

metal surface at the atomic scale.65–67  
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 Figure 1.5: Structural transformations observed in shape-specific nanostructured electrocatalysts with 

and without oxidation state change. (a) SEM images and schematic of the key structure features during  

the growth process of the electrochemically reduced Cu nanostructures at their specific applied 

potentials. Reprinted from ref. [51]. Copyright 2017, with the permission from The American Chemical 

Society (b) Schematic illustrating the transformation process of Cu NP ensembles to an active catalyst 

for C2–C3 product formation. Reprinted from ref. [55]. Copyright 2017, with the permission from 

National Academy of Science of the United States of America. (c) Tomographic reconstruction of the 

CuNCs and corresponding schematic morphological models at different stages under CO2RR 

electrolysis conditions. Reprinted from ref. [63]. Copyright 2018, with the permission from Springer 

Nature. 

 

 

 

(a)

(b)
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First, DFT calculations can be performed to investigate the energetically favourable geometries of 

(111) (100), (110), and (211) surfaces for the commonly used metals in CO2RR such as Cu, Ag, Au, 

and Pd with adsorbed CO2RR-related RIs, including *COOH, *H, and *OOH, key RIs for CO2RR 

itself, competing HER, and competing ORR from traces of air/oxygen present in CO2, respectively. 

Optimized geometries of RI-bound metal surfaces can be used to calculate the binding energy of 

adsorbed RIs on metal surfaces. Binding energy reflects the binding strength of the adsorbates on a 

surface, which can be performed for studying the interaction strength and likelihood of RIs adsorption 

on metal surfaces.  

Furthermore, DFT calculations can be applied to explore the impact of the adsorbed RIs on the 

chemical bonds of RI-bound metal atom with its neighbours in the lattice by studying thermodynamic 

and kinetic aspects of extracting a metal atom on different crystallographic facets of the studied metals 

with and without surface-bound RIs. The thermodynamic profile can be assessed by calculating the 

vacancy formation energy (𝐸𝑉𝐹). The kinetic aspects can be accessed by searching for the energy 

favourable paths of extracting a metal atom on metal facets and the energy barriers associated with 

them using the climbing-image nudged elastic band (CI-NEB) method.68 Moreover, DFT calculation 

can be performed to explore the migration profile of a metal adatom on different metal surfaces with 

and without bound RI. The migration pathway of the surface adatom on metal surfaces and the energy 

barriers associated with it can also be studied using CI-NEB method. 

In addition to DFT calculation, molecular dynamic (MD) simulation is another a powerful tool to 

monitor the structural dynamics of a complex multiatomic surface structure69 and the influence of 

adsorbed species.70 In contrast to DFT calculation, MD simulation can be used to probe the stability of 

a complex surface structure (compared to low-index facets) mimicking nanostructured catalysts such 

as surface model comprised of a metal cluster bound to an extended metal surface. The trajectory for 

the morphology evolution of the studied metal clusters can be obtained from MD simulations. Based 

on the trajectory file, the averaged displacement, mean square displacements (MSDs), radial 

distribution functions (RDFs), and Lindemann indices of the atoms in a metal cluster can be assessed, 

which can be used to analyse the atomic mobility of a metal qualitatively and quantitatively. Moreover, 

the trajectory file can also be used for calculating the temperature and heat capacity of the metal system, 

which can reveal the influence of the heat transfer efficiency and heat capacity of a metal on its atomic 

mobility.  
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The DFT and MD approaches mentioned above can be applied to a series of metal and metal-alloy 

CO2RR catalysts to provide a more comprehensive description of atomic mobility induced by RIs 

during CO2RR electrolysis. Therefore, the influence of the RIs on the atomic mobility and their specific 

mechanisms, along with the trends in atomic mobility in the series of metals and their correlations with 

their chemical and physical nature are be revealed. These studies can not only shine light on the atomic 

mobility trends in the commonly used CO2RR metal electrocatalysts and the influence of the RIs under 

electrolysis conditions, but also enables the evaluation of the atomic mobility in a cathodic catalyst of 

a new composition and provides another step in guiding experiments toward designing more stable 

electrocatalysts for industrial applications. 

1.5 Application of FEM simulations in designing advanced electrocatalysts 

As discussed above, the influence of the RIs and metal nature on the atomic mobility can be well 

characterized by DFT and MD calculations at atomic scale. However, the DFT and MD approaches do 

not reflect the impact of the morphology of nanostructured electrocatalysts on the atomic mobility and 

the structural stability in the electrocatalysts. Conversely,  experimental reports suggested that metal 

catalysts with complex nanostructures can take advantage of the field-induced reagent concentration 

near high-curvature nanoscale features13 or the confinement of reaction intermediates in a nanocavity, 

promoting both activity and selectivity of CO2RR.14 These specific electrochemical physics effects 

generated by the specific nanoscale features of the electrocatalysts can not only affect the catalytic 

activity and selectivity of the electrocatalysts, but also affect the structural stability of electrocatalysts 

since these electrocatalytic phenomena could promote the electrolysis reactions proceeding on the 

electrode surfaces. Electrolysis reactions have been proven to have significant impacts on the structural 

transformations of the electrocatalysts under electrolysis conditions. These specific electrochemical 

physics effects illustrate the significance of the nanoscale morphology of the electrocatalysts in the 

structural stability of the electrode under the electrolysis conditions.  

To understand how the nanoscale shapes structurally affect the structural stability of the 

electrocatalysts under bias conditions, one needs to get the quantitative spatial analysis of 

physicochemical properties adjacent to and in the morphologically complex electrocatalysts. Finite 

element method (FEM) is a well-known numerical engineering tool for modelling various multiphysics 

systems and processes, therefore, which has been increasingly applied to electrocatalytic systems to 

quantitatively and spatially describe their electrocatalytic performance on nanoscale.  
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First, FEM has been performed for studying the E-field profiles of various nanostructured electrodes 

including geometries of nanoneedles,42,71–73 nanorods,72 nanoflakes,44 nanoprisms,41 nanogrooves,74 and 

nanoflowers.43 The distribution of E-field at the electrode-electrolyte interface is one of the crucial 

metrics in evaluating the electrochemical performance of the electrode. The interfacial E-field could 

significantly impact the reactivity of the electrode in CO2RR by accelerating the electron transfer. 

Moreover, E-field can greatly affect the adsorption energy of an adsorbate that is uncharged, but has a 

significant dipole moment and/or a large polarizability. More recently, Liu et al. demonstrated that E-

field generated by nanofeatures with high curvature can also promote CO2RR by concentrating K+ ions 

at the electrode surface and thereby enhancing CO2 adsorption and decreasing the thermodynamic 

energy barrier for CO2RR.13 

Furthermore, FEM has also been used to study the reaction current density (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒) for various 

nanostructured electrodes including nanoneedles,13,45 nanocones,13,45 nanorods,13,45 nanocages,75 

branched nanoparticles71 and nanoframes.71 The 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  near the electrode surface is another 

important indicator for evaluating the electrochemical performance of an electrode, as it reflects the 

reaction rate of the electroactive species on the electrode surface. Therefore, a high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 on the 

surfaces of an electrode indicates a high electrochemical activity at these areas, which can be regarded 

as an electrochemical activity indicator to guide the electrocatalyst design. 

In addition to the E-field and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 , FEM has also been reported to evaluate the electron 

density13,39,40,75 on the electrode surface and the concentration of the electrolyte ions13,40,72,75,76 and other 

species14,77–80 in the electrolyte adjacent to the electrode surface. These parameters are also the 

important factors for evaluating the electrochemical performance of an electrode, as they reflect the 

properties of the electrode kinetics and mass transport of an electrode.  

Although the application of FEM simulation in analysing the electrochemical performance of 

nanostructured electrodes is on the rise, less attention has been given in this area in comparison to the 

DFT calculations in designing advanced electrocatalysts for CO2RR.  In these limited reports on 

studying the electrochemical behavior of nanostructured electrodes using FEM, there are some 

inaccurate and inconsistent results. This is due to a lack of established best practices and consistent 

protocols in setting and solving the necessary equations for determining the distributions of the local 

E-field, current density and active species at electrodes with complex nanoscale morphologies. The 

protocols for reliable simulations of these electrochemical effects are required to facilitate a wider 

adoption of FEM simulations in analysing the electrochemical performance of morphologically 
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complex nanostructured electrodes and rational design of advanced electrocatalysts for CO2RR and 

other clean energy conversion reactions.  

1.6 Scope of this thesis 

This thesis provides the mechanistic elucidation of the structural dynamics in electrocatalysts under 

bias based on structural and surface analyses, DFT/MD calculations and FEM simulations for the 

cathodic nanostructured electrocatalysts with complex morphologies. In the next chapter, I describe the 

experimental and theoretical methods used in the thesis. Chapter 3 explores the structural behaviour of 

Cu(II)-derived copper electrodes during the oxidation state change and well-defined Au and Pd 

branched nanoparticles (BNPs) and core-cage nanoparticles (CCs) without oxidation state changes 

using ex situ high-resolution scanning electron microscopy (SEM) and electrochemical surface analysis 

via underpotential deposition of lead (UPD). Chapter 4 explores the influence of RIs and nanostructure 

materials on the atomic mobility of the surface metal atoms in commonly used CO2RR electrocatalyst, 

including Cu, Ag, Au, Pd, and Cu3Pd, using DFT and MD simulations. Chapter 5 summarizes the state-

of-the-art theoretical models for the E-field, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 , electrode current density ( 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 ) 

simulations using FEM, proposes the protocols for reliable simulations of these electrochemical effects, 

and applies these models to study current density behavior of real electrochemical nanoparticles with 

complex morphologies, including anchored nanostar, nanostar, CCs and frames, and understand how 

their nanoscale shapes structurally affect the structural dynamics of the electrocatalysts. Chapter 6 

provides the conclusions of the work presented in this thesis and the future works.  
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Chapter 2 

Materials and methods 

2.1 Materials 

Copper (II) chloride (CuCl2, other details), polyvinylpyrrolidone (PVP), sodium borohydride (NaBH4), 

were purchased from TCI America. Gold foil (99.95%, thickness 0.05mm), palladium foil (99.9%, 

thickness 0.025mm), sodium salicylate (NaSal, 99%), BrijL23, and palladium(II) chloride (PdCl2, 

99.9%) were purchased from Alfa Aesar. Potassium bicarbonate (KHCO3, 99.5-101.0%), 

hexadecyltrimethylammonium bromide (CTAB, ≥99.0%, BioUltra, for molecular biology), 

cetylpyridinium chloride monohydrate (CPC, UPS grade), L-Ascorbic acid (AA, ≥99%, anhydrous, 

ACS grade), gold(III) chloride trihydrate (HAuCl4x3H2O, ≥99.9%, used for the synthesis of Au BNPs), 

sodium borohydride (NaBH4, ≥98.0%), copper(II) sulfate (CuSO4, ≥99.99%), gold(III) chloride 

solution (HAuCl4, 99.99%, 30 wt. % solution in dilute HCl), hydrogen peroxide (H2O2, 30 wt. % 

solution in H2O), and sodium hydroxide (NaOH, ≥97%, ACS grade) were purchased from Sigma 

Aldrich. Hexadecyltrimethylammonium chloride (CTAC, >95.0%) was purchased from TCI America. 

Silver nitrate (AgNO3, 99.98%) was purchased from Engelhard Industries. Toray carbon paper (060, 

Wet Proofed) was purchased from FuelCellStore. All chemicals were used without further purification. 

All solutions were aqueous and freshly prepared before use. Ultrapure water (Millipore, 18.2 MΩ*cm) 

was used for all experiments. 
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2.2 Methods 

2.2.1 Experimental methods 

2.2.1.1 Synthesis of Cu(II)-nanoparticle-derived structures 

To synthesize the Cu(II)-nanoparticle-derived structures, Cu(OH)2 nanocages (Cu(II)-NCs) were first 

synthesized according to the procedure reported elsewhere.81 Briefly, a solution of CuCl2 in ethanol (40 

mL, 5.5 mM) was mixed with a solution of polyvinylpyrrolidone (PVP, Mn = 55000), and the resultant 

mixture was sonicated for 10 min, followed by stirring for 30 min at room temperature. Nanoparticle 

formation was initiated by a quick addition of a freshly prepared NaBH4 solution (20 mL, 20 mM) to 

the mixture of CuCl2 and PVP in ethanol under vigorous stirring. The solution color immediately 

changed to dark brown, the stirring was stopped, and the reaction mixture was aged without agitation 

for at least 48 h. In this method, the formation of Cu(II)-NCs proceeds through the oxidation of initially 

formed copper clusters.81 The final blue colloid of Cu(OH)2 nanocages were purified with ethanol using 

three centrifugation cycles (7200 g, 10 min), and dispersed in 2 mL of methanol to provide 

[Cu]=0.085M final concentrated Cu(II)-NCs colloidal solution. Elongated 17±4 nm-wide bundles 

comprising the structure can be observed in high magnification SEM and TEM images. The formation 

of these bundles is due to the anisotropic nature of Cu(OH)2, as it consists of complex chains formed 

through coordination of OH- and Cu2+, while the bundle organization and the overall size of the particles 

is dictated by the stabilizing surfactant.82 

Then, Cu(II)-NCs were dispersed in CO2-saturated 0.5 M KHCO3 electrolyte, and reductive cyclic 

voltammetry (CV) was performed the  in a three-electrode configuration cell with carbon paper used 

as a working electrode. Cu(II)-NCs were electroreduced to Cu(II)-nanoparticle-derived structures  once 

they came in contact with the working electrode, with the their morphologies depending on the 

concentration of Cu(II)-NCs dispersed in the electrolyte. 

2.2.1.2 Synthesis of Au CCs 

The synthesis of Au-Au CCs was previously reported by our group elsewhere.83 Briefly, (i) 3 nm Au 

nanoparticles were synthesized by the addition of 0.6 mL of ice-cold 10mM NaBH4 solution into the 

vigorously stirred mixture of 0.167 mL of 15mM HAuCl4 and 10 ml of aqueous 0.1M CTAB. After 

two hours of aging, seed solution was diluted to 50 mL; 6 mL of this solution was added into the diluted 

to 1 L mixture of 100mL of 0.2M CTAB, 2.66 mL of 15mM HAuCl4, and 50 mL of 0.12M AA under 
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mild stirring. Resultant was left to react overnight undisturbed. As prepared Au octahedrons were 

concentrated to 5 mL, washed twice with water, and redispersed in 5 mL of water. (ii) Au@Ag CCs 

were synthesized by the consequent addition of 1 mL of 10mM AgNO3 and 4 mL of 1M AA into the 

preheated to 60 ℃ mixture of 2.5 mL of concentrated Au octahedrons and 5 mL of 0.3 M aqueous CPC 

solution. Reaction was left to proceed under intense stirring on the thermomixer for 1h, then cooled 

down, washed once, and redispersed in 62.5 mL of water. (iii) 0.1 mL of 1mM HAuCl4 was added 

dropwise into 1 mL of the Au@Ag cubes at a rate of 2 mL/min under vigorous stirring on thermomixer, 

followed by the addition of 0.05 mL of H2O2. Resultant – Au-Au CCs – were washed once at a high 

speed, once at a low speed, concentrated, and used as prepared for the electrode preparation. 

2.2.1.3 Synthesis of Pd CCs 

Pd CCs were synthesized following a modified procedure described for the synthesis of Au CCs, where 

in step (iii) 0.1 mL of the 1mM Na2PdCl4 was used instead of HAuCl4 and in step (ii) surfactant-rich 

solution was used to top up Ag cubes. Specifically, when 0.1M CTAC solution was used, a more closed 

cage structured was obtained (a) and when 0.1M CTAB solution was used more open frame-like cage 

structure was obtained (b). 

2.2.1.4 Synthesis of Au BNPs 

Au BNPs were prepared according to the previously reported procedure.84 Au seeds were synthesized 

by the addition of the 1 mL ice-cold 100mM NaBH4 into the mixture of 1 mL of 10mM HAuCl4, 1 mL 

of 10mM sodium citrate, and 36 mL of water under stirring. The resulting mixture was left undisturbed 

for 3 hours. Au BNP growth has been done in two steps. First, 0.1 mL of Au seeds were added to the 

aqueous mixture of 1 mL of 0.2M BrijL23, 1 mL of 0.1 M CTAB, 0.08 mL of 10 mM HAuCl4, 0.01 

mL of 5mM AgNO3, 0.2 mL of NaSal, and 0.02 mL of 0.1 M AA. Second, 0.1 mL of the solution that 

was prepared on the first step was added to the mixture of 10 mL of 0.2 M BrijL23, 10 mL of 0.1 M 

CTAB, 0.8 mL of 10 mM HAuCl4, 0.1 mL of 5 mM AgNO3, 2 mL of NaSal, and 0.2 mL of 0.1 M AA. 

Resultant was vigorously shaken for 1 min, left undisturbed for 8 h, washed twice, concentrated, and 

then used for the electrode preparation. 

For the small Au BNPs, they were synthesized following the procedure for Au BNPs, but addition of 

NaSal was replaced by the addition of equimolar AA. 



 

15 

2.2.1.5 Synthesis of Pd BNPs 

The synthesis was performed according to the procedure reported elsewhere.85 Firstly, Pd polygonal 

seeds were synthesized. 345 mg of CTAB was dissolved in 10 mL of 0.25 mM solution of Na2PdCl4 in 

a 50 mL two-neck round-bottom flask, the solution was bubbled with Ar for 30 minutes under stirring 

at 30 ℃, followed by the injection of 0.22 mL of 15 mM ice-cold NaBH4 aqueous solution. Then 0.168 

mL of this solution was added to the mixture of 690 mg CTAB, 20 mL of 0.25 mM Na2PdCl4, and 

0.156 mL of 0.1 M AA. Resultant was shaken for 1 minute and left undisturbed for 2 h. Secondly, seed- 

mediated growth of branched Pd nanoparticles was performed. 1g of CTAB was dissolved in 6.8 mL 

of water and stirred at 30 ℃, then 1 mL of 100 mM CuSO4 was added, followed by the consequent 

addition of 3.2 mL of a solution containing 100 mM of Na2PdCl4 and 0.25 M of HCl, and 10 mL of the 

polygonal seeds, and 5 mL of 1 M AA. Resulting mixture was stirred for 24 hours at 45 ℃, washed 2 

times, concentrated, and then used for the electrode preparation. 

2.2.1.6 Electrode fabrication 

Fabrication of the working electrodes with Cu(II)-nanoparticle-derived structures 

To prepare a series of electrodes with different distribution density of the Cu(II)-nanoparticle-derived 

structures at the surface, solution regime (a) and spin-coating regime (b) were used: 

(a) In the solution regime, a certain volume of the concentrated Cu(II)-NCs solution in methanol was 

centrifuged to remove methanol and subsequently dried, following redispersion and quick sonication 

in 50 ml of CO2-saturated 0.5M KHCO3 to obtain a homogeneous solution. The final concentration of 

Cu(II)-NCs in the series of experiments varied from [Cu]=0.0001-0.02 M. This solution was transferred 

into a three-electrode configuration cell with carbon paper (typical working area: 0.5 cm2), Pt mesh (2 

cm2), and saturated Ag/AgCl as a working, counter and reference electrodes, respectively. The solution 

was purged with CO2 for 15 min, followed by a number of CV scans at 20 mV/s, typically from 0 to -

1.2 V (using Biologic SP300 electrochemical workstation). After the CV scans, the working electrode 

was removed from the electrolyte, rinsed thoroughly with deionized water, dried in air, and analyzed 

using SEM and other characterization methods, as described below. Variables controlling the material 

density at the electrode surface in this method included (I) precursor amount added to the electrolyte, 

as described above; (II) number of CV cycles: increasing the number of cycles resulted in the increase 

of material density; (III) CV potential range: increasing the range from 0V: -1.2 V to 0 V : -1.4 V 

resulted in the increase of material density obtained in the same number of CV scans. 
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(b) In the spin-coating regime, a certain volume (from 20 to 200 µL) of the concentrated Cu(II)-NCs 

solution in methanol was spin-coated at 3000 rpm on the surface of carbon paper (typical area: 0.5 

cm2), followed by the deposition of 10 µL of 0.5 wt% Nafion 117 solution in methanol. The resultant 

electrode and dried in a vacuum oven at 500 ℃ for 10 min. Finally, as-prepared working electrode was 

immersed into CO2-saturated 0.5M KHCO3 in a three-electrode configuration cell with Pt mesh (2 cm2) 

and saturated Ag/AgCl as a counter and reference electrodes, respectively. The electrolyte was purged 

with CO2 for 15 min, followed by at least 20 CV scans at 20 mV/s, typically from 0 to -1.2 V, followed 

by applying -1.2 V for at least 10 min to allow for the system to reach equilibrium and ensure that all 

Cu(II) was electroreduced. Finally, working electrode was removed from the electrolyte, rinsed 

thoroughly with deionized water, dried in air, and analyzed using SEM and other characterization 

methods, as described below. The variable controlling the material density at the electrode surface in 

this method was the precursor amount spin-coated on the electrode surface. 

Fabrication of the working electrodes with gold (Au CCs and BNPs) or palladium (Pd CCs and 

BNPs) nanoparticles 

All electrodes were prepared by drop-casting a concentrated gold or palladium nanoparticle solution 

onto the gold or palladium foil substrate, respectively. For the product analysis of potentiostatic 

electrolysis, carbon paper was used as a support in place of noble metal foils to eliminate the 

contribution of the foil electrochemical activity and to increase the working electrode area for accurate 

product analysis. All prepared electrodes were dried, washed with methanol and water to clean their 

surface from the surfactants used in the nanoparticle synthesis, and then used as prepared or stored 

under argon. The thermogravimetric analysis measurements were conducted to assess the purity of the 

electrode surface from the organic surfactants using a Mettler-Toledo TGA/SDTA-851 thermobalance 

(room temperature to 1,000 °C, at a heating rate of 10 °C min−1, under a nitrogen atmosphere; the 

sample weight was about 10 mg). 

Unless otherwise specified, the particle loading of the fabricated electrodes was such that a full 

coverage of the substrate surface was achieved while minimizing the formation of multi-layer 

structures, which was confirmed by SEM analysis. Specifically, approximately 0.02 and 0.01 mg cm−2 

mass loadings of gold and palladium CCs, respectively, were needed to achieve a densely packed 

monolayer coverage on a flat surface. Owing to a more complex geometry and packing mode, a three-

times higher mass loading of BNPs compared with CCs was required to achieve full substrate coverage, 

as was determined empirically. When carbon paper was used as a support for potentiostatic electrolysis 
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and product analysis (see the paragraph above), the loading was increased sixfold for all particle types 

to account for the higher surface area of the support.  

2.2.1.7 Electrochemical cell assembly 

Electrochemical experiments were performed using a three-electrode system connected to an 

electrochemical workstation (Bio-Logic SP300). Au and Pd nanoparticles supported on Au and Pd foils, 

respectively, were used as a working electrode, Pt mesh was used as a counter electrode, and double 

junction saturated Ag/AgCl was used as a reference electrode. The experiments were performed in a 

gas-tight undivided cell. For electrolysis product analysis, a divided cell with Nafion 117 proton 

exchange membrane (FuelCellStore) was employed, which was integrated with in-line gas 

chromatographer. Gases were delivered at a rate of 20 sccm. All recorded potentials (vs Ag/AgCl) were 

converted to the reversible hydrogen electrode (RHE) scale using the Nernst equation: ERHE = EAg/AgCl 

+ E0
Ag/AgCl + 0.059*pH, where E0

Ag/AgCl = 0.1976V at 25○C. All potentials are reported as measured, 

without resistance (iR) corrections. 

For CO2RR experiments, the reactions were performed in the constant potential regime – 

chronoamperometry (CA). CO2 saturated 0.5 M KHCO3 was used as an electrolyte, CO2 was delivered 

into the electrochemical cell throughout all reaction. Cyclic voltammetry was performed prior to and 

following the potentiostatic electrolysis to assess the electrode performance in a wide potential range. 

After a certain time (30 min to 5 hours) reaction was stopped. Working electrode was washed with 

water and ethanol, dried, and characterized. 

For HER experiments, the reactions were performed similarly to the CO2 electroreduction, but Ar-

saturated electrolyte and Ar bubbling was used instead of CO2 saturated electrolyte and CO2 bubbling. 

2.2.1.8 Electrochemical assessment 

For the electroreduction experiments performed for the Cu(II)-nanoparticle-derived nanoparticle, gas 

products were analyzed using  MG5 GC system (SRI Instruments),  equipped with a packed MolSieve 

5A column and a packed Haysep D column. Argon (Praxair, 99.999%) was used as a carrier gas. A 

flame ionization detector, equipped with a methanizer, was used to qualify CO, methane, and ethylene 

yields, and a thermal conductivity detector was used to quantify hydrogen yield. 

For the electroreduction experiments performed for the Au or Pd nanoparticles, gas products were 

analyzed using Agilent 7890B GC System, equipped with multiple columns sequence (two HP-PLOT 
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Q PT columns, HP-PLOT Molesieve column and deactivated fused silica restrictor) for efficient 

separation of electrolysis major products (H2 and CO) and bypassing CO2. The gas composition in the 

headspace of the cell was analyzed using in-line gas chromatography analysis every 20 minutes.  The 

quantitative analysis of the gas products was performed using a thermal conductivity detector (TCD) 

and flame ionization detector (FID). 

Concentration of liquid products was analyzed using Bruker 500 MHz nuclear magnetic resonance 

spectrometer. In a typical experiment, 0.8 mL sample of the electrolyte after 1 hour of electrolysis was 

mixed with 0.1 mL D2O and 2×10-7 M dimethyl sulfoxide solution in water, used as an internal standard. 

1D 1H spectra were measured using water suppression technique. 

2.2.1.9 SEM analysis of structural changes 

SEM imaging was performed using a Hitachi S-5200 microscope operating at 30 kV (0.5 nm 

resolution). Samples for imaging were prepared by attaching the electrode (a foil with deposited 

particles) to the SEM holder using conductive tape (NEM tape, Nisshin EM). 

2.2.1.10 UPD analysis of structural and surface changes 

The lead underpotential deposition was performed according to the procedure reported elsewhere.86 

Briefly, lead UPD was conducted by cyclic voltammetry in the argon-saturated solution of 0.1 M NaOH 

containing 1 mM Pb(NO3)2 over a potential range of −0.7 V to −0.2 V (versus Ag/AgCl) at a scan rate 

of 50 mV s−1. 

2.2.1.11 XPS analysis of surface chemistry changes 

The surface analysis of the electrodes comprised of metal nanoparticles with different shapes was 

performed using X-ray photoelectron spectroscopy with an Thermo Fisher Scientific K-Alpha system. 

2.2.2 DFT Calculations 

All DFT calculations in this work were performed within Vienna Ab initio Simulation Package 

(VASP).87–89 The electronic exchange-correlation energy was treated by the spin-polarized generalized-

gradient approximation (GGA) of Perdew-Burke-Ernzerhof (PBE).90 The electron-ion interaction was 

described by projector augmented wave (PAW) potentials.91,92 The kinetic energy cutoff for the plane-

wave expansion was set to 500 eV. For geometry optimizations, the convergence criteria of electronic 
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and ionic iterations were 10−5 eV and 10−2 eV Å−1, respectively. To decouple the interaction between 

periodic surfaces, 15 Å of vacuum space was set among them in the z-direction. 

For the DFT calculations in section 4.4, the 3 × 3 × 1 and 4 × 4 × 1 Monkhorst–Pack k-point meshes 

were applied for geometry optimization and electronic structural calculation, respectively. The (3 × 3) 

cells with four atomic layers were used to simulate various gold and palladium surfaces, including 

(111), (100), (110) and (211).  

For the DFT calculations in section 4.5 and 4.6, the Monkhorst-Pack93 k-point mesh was set to 

(4 × 4 × 1). The metal surface was modelled using a (3 × 3) supercell structure with five atomic layers 

consisting of 45 metal atoms, including (111), (100), (110), and (211) fcc metal facets. To model 

Cu3Pd(100) surface, the bulk structure of Cu3Pd (mp-580357) was first obtained from the Material 

Project.94 Then Cu3Pd(100) surface was constructed based on the optimized Cu3Pd bulk structure using 

a (3 × 3) supercell with four atomic layers consisting of 72 atoms. 

2.2.2.1 Binding energy calculations 

In section 4.4, the binding energy Eb was calculated as follows:  

𝐸𝑏 = 𝐸𝑀 +  𝐸𝑖 − 𝐸𝑎 2.1 

where 𝐸𝑀 is the energy of metal surface, 𝐸𝑖 the energy of isolated reaction intermediates and 𝐸𝑎 the 

energy of the adsorbed metal surface. 

In section 4.5 and 4.6, the binding energy 𝐸𝑏 of RIs on metal surface was calculated based on the 

optimized geometries of the metal surfaces bound RIs as follows: 

𝐸𝑏 = 𝐸𝑎 − (𝐸𝑀 +  𝐸𝑖) 2.2 

where 𝐸𝑎 is the energy of reaction-intermediate-bound metal surface, 𝐸𝑀 is the energy of the metal 

surface, and 𝐸𝑖 is the energy of the gas phase reaction intermediate including H, OOH, and COOH, 

with  𝐸𝐻 =  
1

2
 𝐸𝐻2

 , 𝐸𝑂𝑂𝐻 =  
1

2
 𝐸𝐻2

+ 𝐸𝑂2
 , and  𝐸𝐶𝑂𝑂𝐻 =  

1

2
 𝐸𝐻2

+ 𝐸𝐶𝑂2
. In essence, everything is 

referenced to CO2, H2, and O2 to avoid the calculation of gas-phase fragments. 

2.2.2.2 Vacancy formation calculations 

The vacancy formation energy 𝐸𝑓 of a pure metal surface and an intermediate-adsorbed metal surface 

were calculated according to equations 2.3 and 2.4, respectively: 
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𝐸𝑓 = 𝐸𝑉_𝑀 −  𝐸𝑀 2.3 

𝐸𝑓 = 𝐸𝑉_𝑀_𝑋 −  𝐸𝑎 2.4 

where 𝐸𝑉_𝑀 is the energy of the metal surface with the metal atom adsorbed near the atomic vacancy 

and 𝐸𝑉_𝑀_𝑋 is the energy of a metal surface with an intermediate-bound metal atom adsorbed near the 

atomic vacancy. 

2.2.2.3 Kinetic energy barrier calculations for vacancy formation or atom migration 

The kinetic energy barrier 𝐸𝐸𝐵   for the vacancy formation and atom migration on different metal 

surfaces with and without the bound RI was calculated as follows: 

𝐸𝐸𝐵 = 𝐸𝑇𝑆 −  𝐸𝐼𝑆 2.5 

where 𝐸𝐼𝑆 and 𝐸𝑇𝑆 are the energies of the initial state and transition state of the vacancy formation or 

atom migration on the metal surface, respectively. The initial-state structure was obtained from 

structure optimization; the transition-state structure was searched by using the climbing-image nudged 

elastic band (CI-NEB),68 which were then verified by analysis of the normal modes and contain only 

one imaginary frequency. 

2.2.2.4 Charge-density difference calculations 

A charge-density difference95,96 was applied to investigate the charge transfer between the adsorbates 

and the catalyst surfaces. The charge-density differences were generated in the program named 

Visualization for Electronic and Structural Analysis (VESTA) by subtracting the charge density of 

isolated catalytic substrate and a gas-phase adsorbate from the total charge density of an adsorbed 

system. The charge density of the adsorbed system, the isolated catalytic substrate and gas-phased 

adsorbate was obtained from VASP output.  

2.2.3 MD simulations 

AIMD simulations were performed for metal clusters on metal (111) surfaces without and with different 

adsorbed RIs in the canonical ensemble (NVT) with the Nosé-Hoover thermostat.97–99 The initial 

velocities of the atoms were sampled from the Maxwell-Boltzmann distribution for the target 

temperature. Even though a single trajectory is computed for each of the systems, we have used time 

averaging in order to estimate ensemble average properties such as mean square displacements (MSDs), 

radial distribution functions (RDFs), and Lindemann indices. Our tests indicate that the systems are 



 

21 

ergodic enough for the timescales of interest here. The simulation was set to be 2000 steps with a 1.0 

fs time step at 300 K. As it is hugely computational demanding for a large system with above 100 

atoms, a (2×2×1) k-point mesh was used in the calculations for the Brillouin-zone integration. Based 

on the trajectory of the AIMD simulations, the displacement, MSD, RDF, Lindemann index, 

temperature, and heat capacity of the metal surfaces were calculated. 

2.2.3.1 Mean square displacement (MSD) of the cluster 

The mean squared displacement (MSD) for coordinate 𝑟 is time dependent quantity defined as 

𝑀𝑆𝐷(𝑡) = ⟨|𝑟(𝑡) − 𝑟(𝑡 = 0)|2⟩ 2.6 

In practice, the ensemble average in the above definition is computed using time averaging and the 

MSD at some time step 𝑡𝑗 is now, 

𝑀𝑆𝐷(𝑡𝑗) =
1

𝑁𝑖
∑|𝑟(𝑡𝑖+𝑗) − 𝑟(𝑡𝑖)|

2

𝑁𝑖

𝑖

 2.7 

where 𝑁𝑖 is the number of time origins used in the averaging procedure. In terms of the simulation time 

step 𝛥, the time origins are 𝑡𝑖 = 𝑖 ⋅ 𝛥𝑡. 

The coordinate 𝑟 can be that of a single atom. It can also be a collective coordinate. In the present 

work, we have have computed the 𝑀𝑆𝐷(𝑡) for all the atoms composing the substrate slab and averaged 

over those atoms. It should be noted that due to the fact the system is only periodic in the two x and y 

dimensions, only the x and y components are used in the definition of 𝑟 for the substrate. In the case of 

the 13 metal atoms forming the initial cluster, the 𝑀𝑆𝐷(𝑡) is computed using the full 3-dimensional 𝑟 

vector of each atom. For each simulation, we have identified which of the 13 cluster atoms have the 

largest 𝑀𝑆𝐷(𝑡). For the RIs, the centre-of-mass of the RI was used as a coordinate. 

2.2.3.2 Velocity autocorrelation function 

The velocity autocorrelation function is defined as 

𝐶𝑣𝑣(𝑡) = ⟨𝑣(𝑡 = 0) ⋅ 𝑣(𝑡)⟩ 2.8 

where the velocity vector at time 𝑡, 𝑣(𝑡), is correlated to its value at time zero. The ensemble averaging 

is performed using the time averaging procedure described above for the MSD calculations. We have 

computed the velocity of the RI’s Center of Mass (CMRI) in the present calculations. The 𝐶𝑣𝑣(𝑡) 
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correlation function is related to the RI’s contribution to the density of states (DOS) via a Fourier 

transform. 

2.2.3.3 Radial distribution function (RDF) of the cluster 

The radial distribution function for a system of 𝑁 atoms is defined as 

𝑔(𝑟) = 𝐶 ∑ ⟨

𝑖<𝑗

𝛿(𝑟 − 𝑟𝑖𝑗)⟩ 2.9 

where 𝐶 is a proportionality factor and 𝑟𝑖𝑗 is the distance between atoms 𝑖 and 𝑗. The sum is over all 

pairs of atoms and the ensemble averaging is performed via time averaging as above. We have 

separately computed the 𝑔(𝑟)’s of the substrate atoms, and those of the 13 metal atom clusters, and that 

of the atom distances of the RI’s. The radial distribution function is a measure of the solid-like or liquid-

like nature of a system. We observe that for the substrate, the 𝑔(𝑟) is that of a solid lattice in good 

agreement with literature values.100 For the 13 atom clusters, the 𝑔(𝑟) is much less structured due to 

the fluxional nature of the cluster where the atoms are more mobile. 

2.2.3.4 Lindemann indices of the cluster 

As and additional measure of atom mobility, we have also computed the Lindemann index of the 

substrate and cluster atoms. The Lindemann index is defined as: 

𝜆 =
1

𝑁 − 1
∑

√⟨𝑟𝑖𝑗
2⟩ − ⟨𝑟𝑖𝑗⟩2

⟨𝑟𝑖𝑗⟩
𝑖<𝑗

 2.10 

The quantity 𝜆 is measure of how much the distance between a specific pair of atoms can grow. In a 

solid, atoms stay around their lattice sites and 𝜆 is small. However, for a system where atomic mobility 

is increased, 𝜆 will be larger. This is observed for the 13 atom clusters. For all the systems studied here, 

𝜆𝑐𝑙𝑢𝑠𝑡𝑒𝑟  is 2 to 3 times larger than 𝜆𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒. This is a clear indicator of the enhanced mobility of the 

cluster atoms compared to their substrate counterpart. 

2.2.3.5 Averaged displacement of metal atoms in the cluster 

The displacement 𝑠𝑗
 (𝑡)  of the jth metal atom in the cluster was calculated by comparing its position 

𝑟𝑗(𝑡)  at reaction time t with its initial position 𝑟𝑗(0)  according to: 
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𝑠𝑗
 (𝑡) = ‖𝑟𝑗(𝑡) − 𝑟𝑗(0)‖ = √[(𝑥𝑗(𝑡)– 𝑥𝑗(0)]2 + [𝑦𝑗(𝑡) −  𝑦𝑗(0)]2 + [𝑧𝑗(𝑡) −  𝑧𝑗(0)]2 2.11 

Then the displacement of the metal cluster 𝑠𝑐𝑙𝑢𝑠𝑡𝑒𝑟 
 (𝑡) at reaction time t was calculated by averaging 

the displacement of the cluster metal atoms according to: 

𝑠𝑐𝑙𝑢𝑠𝑡𝑒𝑟 
 (𝑡) =

1

13
[ ∑ 𝑑𝑗

 (𝑡)

𝑗=13

𝑗=1

] 2.12 

2.2.3.6 Displacement of the cluster center of mass (COM) 

The displacement of the metal cluster COM 𝑠𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑐𝑜𝑚 
 (𝑡) was calculated by comparing its COM 

𝑅(𝑡) at reaction time t with its initial COM 𝑅(0)  according to: 

scluster_com 
 (t)= 

1

M
 ∑ mj rj(t)

13

j=1

-
1

M
 ∑ mj rj(0)

13

j=1

 2.13 

where 𝑚𝑗 is the mass of the jth metal atom and scluster_com 
 (t)= 

1

M
 ∑ mj rj(t)13

j=1 -
1

M
 ∑ mj rj(0)13

j=1  is 

the total mass of all of the atoms in the cluster. 

2.2.3.7 Kinetic temperature of the cluster 

The instantaneous temperature 𝑇𝑗
 (𝑡) of the jth

 metal atom at reaction time t was calculated according to 

the equipartition theorem as follows: 

𝑇𝑗
 (𝑡) =  

2

3
 [

𝐸𝐾𝐸−𝑗(𝑡)

𝑘𝐵
] 2.14 

where 𝑘𝐵 = 1.38 × 10−23 𝐽 ∙ 𝐾−1 is the Boltzmann constant and 𝐸𝐾𝐸−𝑗(𝑡) =  
1

2
  𝑚𝑗  [𝑣𝑗𝑥

2 (𝑡) +

𝑣𝑗𝑦
2 (𝑡) +  𝑣𝑗𝑧

2 (𝑡)]  is the kinetic energy of the jth
 metal atom at time t. In the kinetic energy equation, 𝑚𝑗 

is the mass of the jth metal atom and 𝑣𝑗𝑥
 (𝑡), 𝑣𝑗𝑦

 (𝑡), and 𝑣𝑗𝑧
 (𝑡),  are the speeds of the jth metal atom 

along x, y, and z directions, respectively, at reaction time t. 𝑣𝑗𝑥
 (𝑡)  was calculated as follows: 

𝑣𝑗𝑥
 (𝑡) = [𝑥𝑗

 (𝑡 + 1)– 𝑥𝑗
 (𝑡)]/1  2.15 

𝑥𝑗
 (𝑡) and  𝑥𝑗

 (𝑡 + 1) are the positions of the jth atom at reaction time t and t+1, respectively, along the 

x direction. 𝑣𝑗𝑦
 (𝑡) and 𝑣𝑗𝑧

 (𝑡) were obtained with analogous equations for the y and z directions. 
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The temperatures of the metal cluster, the metal slab, and the overall system at reaction time t, 

𝑇𝑐𝑙𝑢𝑠𝑡𝑒𝑟
 (𝑡), 𝑇𝑠𝑙𝑎𝑏

 (𝑡), and 𝑇𝑠𝑦𝑠
 (𝑡), , were obtained by averaging the 𝑇𝑗

 (𝑡) of the metal atoms in  the 

cluster, the slab, and  the whole metal system, respectively. 

2.2.3.8 Heat capacity of the metal system 

The kinetic energy 𝐸𝐾𝐸 
(𝑡) of the whole metal system at the reaction time t is the sum of the kinetic 

energy of each atom, 

𝐸𝐾𝐸 
(𝑡) = ∑ 𝐸𝐾𝐸𝑗

(𝑡)

𝑗

 2.16 

Therefore, the total energy 𝐸𝑡𝑜𝑡(𝑡) of the whole system at reaction time t was calculated as follows: 

𝐸𝑡𝑜𝑡(𝑡) =  𝐸𝐾𝐸 
(𝑡) + 𝐸𝑃𝐸 

(𝑡) 2.17 

where 𝐸𝑃𝐸 
(𝑡) is the potential energy of the whole metal system, which can be collected from VASP 

output. 

The total energy  𝐸𝑡𝑜𝑡_𝑎(𝑡) of each atom at reaction time t was set to be 

𝐸𝑡𝑜𝑡_𝑎(𝑡) =  𝐸𝑡𝑜𝑡(𝑡)/𝑛 2.18 

where n is the number of the metal atoms in the system. 

The heat capacity 𝐶𝑉
 of the metal system at the reaction time t was calculated according to the 

following equation: 

𝐶𝑉
 =  

〈𝐸𝑡𝑜𝑡_𝑎(𝑡)2〉 − 〈𝐸𝑡𝑜𝑡𝑎
(𝑡)2〉

𝑘𝐵𝑇𝑠𝑦𝑠
2 ∗ 𝑛 2.19 

where < 𝐸𝑡𝑜𝑡_𝑎(𝑡)2 > is the expected value of the squared 𝐸𝑡𝑜𝑡_𝑎(𝑡) and < 𝐸𝑡𝑜𝑡_𝑎(𝑡) >2 is the square 

of the expected value of 𝐸𝑡𝑜𝑡_𝑎(𝑡). They were calculated as follows: 

< 𝐸𝑡𝑜𝑡_𝑎(𝑡)2 > =  
∑ 𝐸𝑡𝑜𝑡_𝑎(𝑡)2𝑡=𝑡2

𝑡=𝑡1

𝑚
 2.20 

< 𝐸𝑡𝑜𝑡_𝑎(𝑡) >2=  [
∑ 𝐸𝑡𝑜𝑡_𝑎(𝑡) 𝑡=𝑡2

𝑡=𝑡1

𝑚
]

2

 
2.21 

where m is the number of the reaction steps between 𝑡1 and 𝑡2 . 𝑡1 and  𝑡2 are the time points when the 

system first reaches an equilibrated state, and when the simulation was finished, respectively. 
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2.2.4 FEM simulations 

All FEM simulations in this work were performed in COMSOL Multiphysics package based on the 

finite-element-method solver (https://www.comsol.com/). For different purposes described in the text, 

six interfaces were applied in the simulation, including ‘Primary Current Distribution’, ‘Secondary 

Current Distribution’, ‘Tertiary Current Distribution’, ‘Transport of Diluted Species’, ‘Electrostatics’, 

as well as ‘Electric Currents’, and the details of these interfaces and the corresponding electrochemical 

theories are also discussed. 

2.2.4.1 EDL simulation 

Poisson-Boltzmann model 

In the GCS model, the distribution of ionic species in the diffuse layer at equilibrium is determined by 

the Boltzmann distribution: 101 

𝜌(𝒓) = ∑ 𝜌𝑖(𝒓)

𝑖

= ∑ 𝑧𝑖𝐹𝐶𝑖
∗𝑒

−(
𝑧𝑖𝐹𝜙(𝒓)

𝑅𝑇
)

𝑖

 2.22 

In equation (2.22), 𝜌(𝒓) denotes the charge density within the electrolyte; 𝑧𝑖 and 𝐶𝑖
∗ are the charge 

and the bulk concentration of the 𝑖𝑡ℎ ionic species, respectively; 𝑇 is the temperature of the electrolyte; 

𝐹 and 𝑅 is the Faradaic constant and the ideal gas constant, respectively. The unevenly distributed 

charged ionic species could generate a non-uniform potential in the diffuse layer, which is denoted as 

𝜙(𝒓). The local potential profile 𝜙(𝒓) is related with the charge density 𝜌(𝒓) as described by the 

Poisson equation:101 

∇ ∙ (𝜀0𝜀𝑟∇𝜙(𝒓)) = −𝜌(𝒓) 2.23 

In equation (2.23), 𝜀0 and 𝜀𝑟 are the vacuum permittivity and the relative permittivity of the solution, 

respectively. 

To solve the 𝜌(𝒓) and 𝜙(𝒓) numerically, equation (2.22) has to combined with equation (2.23) to get 

the equation (2.24), which is the well-known Poisson-Boltzmann (PB) equation.101 

∇ ∙ (𝜀0𝜀𝑟∇𝜙(𝒓)) = − ∑ 𝑧𝑖𝐹𝐶𝑖
∗𝑒

−(
𝑧𝑖𝐹
𝑅𝑇

𝜙(𝒓))

𝑖

 2.24 
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However, for a symmetric binary electrolyte, where valence charge (𝑧+) and bulk concentration (𝐶+
∗ ) 

of the cation are equal to that (𝑧− and 𝐶−
∗ ) of the anion (𝑧+ = −𝑧−, 𝐶+

∗ = 𝐶−
∗ ).  equation (2.24) can be 

simplified to a hyperbolic function:101,102 

∇ ∙ (𝜀0𝜀𝑟∇𝜙(𝒓)) = 2𝑧𝐹𝐶∗ sinh (
𝑧𝐹

𝑅𝑇
𝜙(𝒓)) 2.25 

The charge density at Outer Helmholtz plane (OHP), 𝜎𝑂𝐻𝑃, in GCS model is given by: 

𝜎𝑂𝐻𝑃 =
𝜀0𝜀𝑟(𝜙𝑀 − 𝜙𝑂𝐻𝑃)

𝑑𝑠
 2.26 

where 𝜙𝑀 and  𝜙𝑂𝐻𝑃 are the potentials at the electrode surface and OHP, respectively; 𝑑𝑠 denotes the 

Stern layer thickness. Since there is no charge presented in the Stern layer, the potential is assumed to 

drop linearly from 𝜙𝑀 to  𝜙𝑂𝐻𝑃 in the Stern layer. 

Poisson-Nernst-Plank model 

The distribution of ionic species in diffuse layer at the steady-state conditions can also be described by 

the Nernst-Plank (NP) equation. Provided that the magnetic interaction and convection are absent, and 

the electrolyte is inert (i.e., no electrolysis is associated with the ionic species), the resulting NP 

equation has the following form:103 

𝜕𝐶𝑖(𝒓)

𝜕𝑡
= −∇ ∙ 𝑱𝒊(𝑟) = −∇ ∙ (−𝐷𝑖𝛻𝐶𝑖(𝒓) −

𝐷𝑖𝑧𝑖𝐹𝐶𝑖(𝒓)

𝑅𝑇
∇ϕ(𝐫)) = 0 2.27 

In equation (2.27), 𝐽𝑖(𝒓) and 𝐷 𝑖 refer to the total flux and the diffusion constant for the 𝑖𝑡ℎ ionic 

species, respectively, while the other terms are defined the same way as in the PB equation. Similarly 

to the PB model, equation (2.27) has to combine with the Poisson equation given by equation (2.28) to 

solve 𝐶𝑖(𝒓) and 𝜙(𝒓) numerically. The combination of equation (2.27) and (2.28) is the so-called 

Poisson-Nernst-Plank (PNP) model.103 

∇ ∙ (𝜀0𝜀𝑟∇𝜙(𝒓)) = −𝐹 ∑ 𝑧𝑖𝐶𝑖

𝑖

 2.28 

Modified Poisson-Boltzmann model 

Mathematically, the maximum concentration of the species in the space can be expressed by: 
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𝐶𝑚𝑎𝑥 = ∑
1

𝑁𝐴𝑎𝑖
3

𝑖

 2.29 

Here 𝑁𝐴 is the Avogadro constant and 𝑎𝑖 is the effective solvent diameter of the 𝑖𝑡ℎ species. 

If we further assume that the effective solvent diameter of all species is the same (and is denoted 𝑎), 

the entropy of the electrolyte system considering the steric effect is: 103 

𝑆 = −
𝑘𝐵

𝑎3
∫ 𝑑𝒓 (∑ 𝑁𝐴𝑎3𝐶𝑖

𝑖

ln(𝑁𝐴𝑎3𝐶𝑖) + (1 − ∑ 𝑁𝐴𝑎3𝐶𝑖

𝑖

) 𝑙𝑛 (1 − ∑ 𝑁𝐴𝑎3𝐶𝑖

𝑖

)) 2.30 

In equation (2.30), the first term is the entropy of each species. The second term is the entropy of the 

solvent molecules, which can introduce steric corrections to the PB or PNP equations. Here, the term 

of 1 − ∑ 𝑁𝐴𝑎3𝐶𝑖𝑖  can be regarded as the probability for a system with the concentration of species 

∑ 𝐶𝑖𝑖 , while the term of 𝑙𝑛(1 − ∑ 𝑁𝐴𝑎3𝐶𝑖𝑖 ) is the interaction intensity between species in this system. 

When ∑ 𝐶𝑖𝑖  approaches 𝐶𝑚𝑎𝑥 , the terms of 1 − ∑ 𝑁𝐴𝑎3𝐶𝑖𝑖  and 𝑙𝑛(1 − ∑ 𝑁𝐴𝑎3𝐶𝑖𝑖 )  reach zero and 

infinity, respectively, meaning that in this system the interaction between species is infinitely strong 

and its probability is zero. Therefore, the concentration of the species in the simulations cannot beyond 

𝐶𝑚𝑎𝑥 . 

To take into account the steric effect, equation (2.30) is incorporated into the PB model as 

demonstrated in the work of Borukhov et al.,104 generating modified PB (MPB) model. For a symmetric 

binary electrolyte where 𝑧+ = −𝑧− = 𝑧, the resulting MPB equation becomes equation (2.31).  

∇ ∙ (𝜀0𝜀𝑟∇𝜙(𝒓)) = −𝑧𝑒
𝑁𝐴𝐶∗𝑒−

𝑧𝐹𝜙(𝒓)
𝑅𝑇 − 𝑁𝐴𝐶∗𝑒

𝑧𝐹𝜙(𝒓)
𝑅𝑇

1 − 2𝑧𝑁𝐴𝑎3𝐶∗ + 𝑁𝐴𝑎3𝐶∗𝑒−
𝑧𝐹𝜙(𝒓)

𝑅𝑇 + 𝑁𝐴𝑎3𝐶∗𝑒
𝑧𝐹𝜙(𝒓)

𝑅𝑇

 2.31 

For 𝐾𝐻𝐶𝑂3, 𝑧 = 1, and equation 2.31 can be further simplified to a hyperbolic form: 

∇ ∙ (𝜀0𝜀𝑟∇𝜙(𝒓)) =
2𝑒𝑁𝐴𝐶∗ sinh (

𝐹𝜙(𝑟)
𝑅𝑇

)

1 + 2𝑁𝐴𝑎3𝐶∗ sinh2 (
𝐹𝜙(𝑟)
2𝑅𝑇

) 
 2.32 

 

Modified Poisson-Nernst-Plank model 
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Similar to the MPB equation, equation (2.30) is incorporated into the PNP models as demonstrated in 

the work of Kilic et al.,103 generating modified PNP (General Modified PNP, or GMPNP) models. For 

a symmetric binary electrolyte where 𝑧+ = −𝑧− = 𝑧 , the resulting MPB and GMPNP equations 

become equation (2.33), respectively. 

𝜕𝐶𝑖

𝜕𝑡
= −∇ ∙ 𝑱𝒊 = −∇ ∙ (𝐷𝑖∇𝐶𝑖 −

𝐷𝑖𝐶𝑖𝑧𝐹

𝑅𝑇
∇𝜙(𝒓) − 𝐷𝑖𝐶𝑖

𝑁𝐴𝑎3 ∑ ∇𝐶𝑖𝑖

1 − 𝑁𝐴𝑎3 ∑ 𝐶𝑖𝑖
) = 0 2.33 

Booth model 

To account for the dependence of the dielectric permittivity on E-field, the Booth model, equation 

(2.34), can be employed.102,105,106  

εr(𝐸; 𝛽) = 𝑛2 + (𝜀𝑟(0) − 𝑛2)
3

𝛽𝐸
[coth(𝛽𝐸) −

1

𝛽𝐸
] 2.34 

In equation (2.34), 𝐸 = |−∇𝜙(𝑟)| is the local E-field strength, 𝑛 is the electrolyte refractive index, 

and 𝛽 is a parameter given by: 107 

β =  
5𝜇

2𝑘𝑇
(𝑛2 + 2) 2.35 

where 𝜇 is the dipole moment of the water molecule. 

In addition, there is another way of expressing the Booth model, equation (2.34a):108 

𝜀𝑟(𝐸) = 𝑛2 +
𝑎

|𝐸|
𝐿(𝑏|𝐸|), 𝐿(𝑥) = 𝑐𝑜𝑡ℎ(𝑥) − 1/𝑥 

 

𝑎 =
7 𝑁0𝜇(𝑛2 + 2)

3√73𝜀0

, 𝑏 =
√73𝜇(𝑛2 + 2)

6𝑘𝑇
 

2.34a 

where 𝑛 is the optical refractive index, 𝑁0=3.343 × 1028 𝑚−3 is the number of molecules per unit 

volume,  𝜇  is the water molecule dipole moment, k is the Boltzmann constant, 𝑇  is the absolute 

temperature, 𝐿 is the Langevin function. To make sure that the 𝜀𝑟 of electrolyte equals to 78 in regions 

of weak electric field, 𝜇 was set up to 6.6621 × 10−30 C m.108 

2.2.4.2 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 calculations 

Nernst equation 
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The overall free energy change of the half-cell reaction, Δ𝐺𝑟 , on the electrode surface, is usually 

expressed in electrochemistry in terms of the electrode potential, 𝜙:101 

Δ𝐺𝑟 = (𝐺𝐶𝑂 − 𝐺𝐶𝑂2
) = −𝑛𝐹𝜙 2.36 

In equation (2.36), 𝑛 is the number of electrons transferred in the half-cell reaction and 𝐹 is the 

Faradaic constant.  

For a half-cell reaction, its electrode potential,𝜙, is governed by the Nernst equation:101 

𝜙𝐶𝑂2𝑅𝑅
  =  𝜙𝐶𝑂2𝑅𝑅

0 +
𝑅𝑇

𝑛𝐹
ln (

𝛾𝐶𝑂2

𝛾𝐶𝑂 

)  +
𝑅𝑇

𝑛𝐹
ln (

𝐶𝐶𝑂2

𝐶𝐶𝑂 

) 2.37 

In equation (2.37), 𝜙𝐶𝑂2𝑅𝑅
0  is the standard potential of CO2RR, 𝛾 and 𝐶 are the activity coefficient 

and the concentration of the species, respectively. However, dealing with the activities in the evaluation 

of the electrode potential is complicated by the fact that the activity coefficients remain unknown for 

most species. One way to avoid dealing with the activities in the simulations is to rearrange equation 

(2.37) into equation (2.38): 

𝜙𝐶𝑂2𝑅𝑅
  =  𝜙𝐶𝑂2𝑅𝑅

0′  +
𝑅𝑇

𝑛𝐹
ln (

𝐶𝐶𝑂2

𝐶𝐶𝑂 

) 2.38 

In equation (2.38), 𝜙𝐶𝑂2𝑅𝑅
0′  is the formal potential of CO2RR, which is given by: 

𝜙𝐶𝑂2𝑅𝑅
0′  =  𝜙𝐶𝑂2𝑅𝑅

0 +
𝑅𝑇

𝑛𝐹
ln (

𝛾𝐶𝑂2

𝛾𝐶𝑂 

) 2.39 

In contrast to 𝜙𝐶𝑂2𝑅𝑅
0 , 𝜙𝐶𝑂2𝑅𝑅

0′  can be measured experimentally, when the ratio of 𝐶𝐶𝑂2
𝐶𝐶𝑂 

⁄  in 

equation is equal to unity. 

Generalized Butler-Volmer equation 

The dependence of the reaction current on the activation overpotential 𝜂 can be characterized by the 

various Butler-Volmer equations.  Generalized Butler-Volmer equation is given by equation (2.40):101 

𝑖 (𝜂) =  𝑖0  {(
𝐶𝑂(0, 𝑡)

𝐶𝑂
∗ ) 𝑒−

𝛼𝑛𝐹𝜂
𝑅𝑇 −  (

𝐶𝑅(0, 𝑡)

𝐶𝑅
∗ ) 𝑒

(1−𝛼)𝑛𝐹𝜂
𝑅𝑇 } 2.40 

where 𝑖0 is the exchange current;  𝐶(0, 𝑡) and 𝐶∗ terms denote the concentration of a species at the 

electrode surface and in the bulk electrolyte, respectively; 𝛼 is the transfer coefficient, which is a 
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measure of the symmetry of the energy barrier;  𝑇 is the temperature, and 𝐹, 𝑅 are the Faradaic constant 

and the ideal gas constant, respectively. 

Standard Butler-Volmer equation 

Standard Butler-Volmer equation is given by equation (2.41): 

𝑖(𝜂)  =  𝑖0 {𝑒−
𝛼𝑛𝐹𝜂

𝑅𝑇 − 𝑒
(1−𝛼)𝑛𝐹𝜂

𝑅𝑇 } 2.41 

 

Linearized Butler-Volmer equation 

Linearized Butler-Volmer equation is given by equation (2.42): 

𝑖 (𝜂) =  − 
𝑖0𝑛𝐹𝜂

𝑅𝑇
 2.42 

Tafel equation 

Tafel equation is given by equation (2.43): 

𝑖 (𝜂) =  𝑖0𝑒−
𝛼𝑛𝐹𝜂

𝑅𝑇  2.43 

2.2.4.3 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 calculations 

The current density in a metal obeys Ohm’s law, therefore, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 is solved as follows:  

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  =  𝜎𝐸 2.44 

where the σ is electrical conductivity of the material, which is 4.42 × 107 S m−1 for gold109 and 0.93 × 

107 S m−1 for palladium.110 

2.2.4.4 Heat power density and temperature calculations 

The heat power density is calculated as follows: 

𝑄 = 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒
2 𝜌 2.45 

where is the resistivity of a metal. 

To calculate the temperature of the electrode, the Au branched nanoparticle is defined as the heat 

source, with the heat power density as described above. The convective heat flux is applied to the liquid-

solid interface of the electrolyte and the electrode according to the equation 
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𝑞0 = ℎ ∙  (𝑇𝑒𝑥𝑡 − 𝑇) 2.46 

where ℎ is the heat transfer coefficient of the electrolyte, and 𝑇𝑒𝑥𝑡 and 𝑇 are the temperature of the 

electrolyte and the electrode, respectively. ℎ was set to 50 W/(m2∙K).  𝑇𝑒𝑥𝑡  is assumed to be a constant 

of 293.15 K due to the high heat capacity of water. To simulate the temperature profile of Au branched 

electrode, I assume that the substrate is covered by monolayer of Au branched nanoparticles. Therefore, 

the electrode can be represented by a periodic model, in which the computation domain can be restricted 

to a single unit cell. 

 

 

  



 

32 

Chapter 3 

Experimental observations of structural dynamics in various 

nanostructured catalysts 

 

Partially reprinted with permission from Phys.Chem.Chem.Phys. 2019, 21,5894. Copyright 2019, 

Royal Society of Chemistry 

Contribution: performed electrochemical experiments and product analysis.  

 

Partially reprinted with permission from Nature Catal. 2021, 4, 479. Copyright 2021, Springer Nature. 

Contribution: designed and carried out the DFT calculations and the FEM simulations, assisted in 

manuscript writing. 

 

3.1 Introduction 

Cathodic nanoscale electrocatalysts with structural complexity often show outstanding catalytic activity 

and selectivity towards target products.7 Current advancements in nanoparticle synthesis have enabled 

control over nanoscale shape to a high degree, with complex nanostructures ranging from cages, frames, 

cavities, multi-shell hollow and yolk–shell particles to various branched morphologies being reported 

as superior electrocatalysts compared with their more geometrically simple counterparts (Tables 3.1–

3.3). More complex structures, including three-dimensional hierarchic nanoflowers,43 nanoflakes,44 

tetrapods,39 porous foams45 and cage-like porous spheres,43 that have been used as catalysts for the 

electroreduction of CO2 (CO2RR)13,39–42,44,45 and O2 (ORR)75 and the hydrogen evolution reaction 

(HER).43 Considering the application scope of cathodic nanoelectrocatalysts with complex shapes, 

understanding the factors determining their structural stability in the course of electrocatalysis is of 

paramount importance to the field. So far, only a fraction of the reports on nanocatalysts with complex 

shapes has included notes on their structural stability or observed morphological changes after 

continuous electrolysis (Tables 3.1–3.3), with somewhat contradictory and inconclusive general trends.  
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The structural transformations could occur in solid state materials with and without oxidation state 

change. Typically, the oxidation state change occurs in the structural transformation of oxide- and 

hydroxide-derived metals such as copper, which have been reported as effective copper electrocatalysts 

with higher selectivity towards multicarbon products compared to polycrystalline copper.45,50,51 Oxide- 

hydroxide-derived copper catalysts is fabricated by electrochemically reducing the Cu(II), in which the 

unique structural and compositional features could form, including grain boundaries,52,53  exposed 

surface facets,54 presence of Cu(I)species (or subsurface oxygen),9 and high-curvature sites.13 These 

active features could benefit from field-induced reagent (FIRC) concentration that enhances CO2RR. 

Moreover, it has been recently discovered that metal Cu and other metal nanoparticles55–59 can also 

undergo significant structural transformation in the course of CO2RR with drastic effect on their 

catalytic performance, suggesting the prominent mobility of the nanocatalyst material during 

electrolysis which is not unique to the electroreduction of oxidized copper.  Further structural and 

mechanistic elucidation of the structural dynamics under electrical bias is necessary for engineering 

long-term catalyst performance and stability in CO2RR and beyond. 

Here I explore the structural behavior of hydroxide-derived copper during CO2RR111 and well-

defined gold and palladium core cages (CCs) and branched nanoparticles (BNPs) in the course of 

CO2RR and HER conditions using ex situ high-resolution scanning electron microscopy (SEM) and 

electrochemical surface analysis via underpotential deposition (UPD)71. I found that structural 

evolution of Cu(II)-nanoparticle-derived copper electrodes with oxidation state change under CO2RR 

conditions is directed by the interplay between facet stabilization by CO2RR intermediates, 

electrochemical Ostwald ripening and field-induced reagent concentration (FIRC) effect; 

morphological changes of well-defined gold and palladium nanoparticles without oxidation state 

change can be accelerated by the RIs of the electrolysis reactions, with the extent and rates of structural 

transformations depending on the material of the nanostructure and the nature of the environment and 

electrocatalytic reaction at its surface. 
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Table 3.1: Hollow and porous nanostructures as electrocatalysts for CO2RR. 

Electrocatalyst 

composition 
Overall Size Structure 

Structure 

description 
Test of stability Ref. 

CuSnO2 26.5±3.5 nm 

 

Hollow nanospheres 

Stable current density and FEs of the 

products during 10h electrolysis in CO2-

saturated 0.1M KHCO3 at -0.7V vs RHE. No 

significant changes in the morphology of 

nanoparticles (TEM data) were observed. 

29 

CuSnO2 32.5±4.5 nm 

 

Cu NPs/Hollow SnO2 

Janus structures 

Stable current density and FEs of the 

products during 10h electrolysis in CO2-

saturated 0.1M KHCO3 at -0.7V vs RHE. 

Changes in morphology have not been 

studied. 

29 

AuCu 50-100 nm 

 

Thin-walled hollow 

nanospheres 

Current density and FE of the CO decreased 

slightly during 12h electrolysis in CO2-

saturated 0.5M KHCO3 at -0.7V vs RHE. No 

obvious changes in the morphology of 

nanoparticles (TEM data) were observed. 

30 

Cu 110±20 nm 

 

Nanocavities 

Current density and FEs of C3-products 

significantly decreased after 2.5h of 

electrolysis in a flow-cell configuration with 

GDE (1M KOH electrolyte) at -0.56V vs RHE.  

Catalyst reconstructed to form aggregated 

Cu nanoparticles (SEM data). 

14 

Au 120 nm 

 Concave rhombic 

dodecahedral 

nanoparticles 

Current density was stable during 8.3h 

electrolysis in CO2-saturated 0.5M KHCO3 

(potential not specified). The concave 

features were maintained (SEM data). 

 

28 

Cu ≈ 700 nm 

 

Porous microspheres 

Current density increased without 

significant changes in average FE of C2H4 

during 10h electrolysis in CO2-saturated 

0.05M KHCO3 + 0.05M KI at -1.1V vs RHE. No 

significant changes in the morphology of 

nanoparticles (SEM data) were observed.  

36 



 

35 

Au ≈ 1µm 

 

Hollow cubic NPs Stability of the catalyst has not been studied. 31 

Cu2O@Au ≈ 1µm 

 

Hollow cubic 

nanocomposites 
Stability of the catalyst has not been studied. 31 

Ag ≈ 1.2 µm 

 

Hollow porous 

microspheres 

Current density was stable, and FE of CO 

slightly decreased after 10h of electrolysis in 

0.1M NaHCO3 at -0.845V vs RHE. No 

significant changes in the morphology of 

nanoparticles (SEM and TEM data) were 

observed. 

32 

(CoOH)2CO3 ≈ 2 µm 

 
Hollow urchin-like 

structures 

Stable current density and FE of MeOH 

during 10h electrolysis in CO2-saturated 

0.1M NaHCO3 at -0.25V vs RHE. No 

significant changes in the morphology of 

nanoparticles (SEM and TEM data) were 

observed.  

37 

Reprinted from the cited papers with the permission from Springer Nature, Royal Society of Chemistry, The American Chemical Society, 

John Wiley and Sons, and Nanoscale Research Letters.   
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Table 3.2: Hollow and porous nanostructures as electrocatalysts for HER. 

Electrocatalyst 

composition 
Size Structure 

Structure 

description 
Test of stability Ref. 

PtCu 17.7 nm 

 

Dodecahedral 

nanoframes 

Little changes in polarization curves after 

1000 CV cycles. Current density decreased 

slightly after 2.8h electrolysis in 0.5M H2SO4 

at -0.05V vs RHE. No significant changes in 

the structure of nanoparticles, except the 

broken of some ultrathin edges (TEM data).  

26 

PdPt 17.5-21.5 nm 

 Bilayer nanocages 

with sub-nanometer 

thin shells 

The mass activities of nanocages given as 

kinetic current densities at -0.05V vs RHE 

reduced by 24% after 10000 CV cycles in 

0.5M H2SO4. Changes in morphology have 

not been studied.  

15 

CuNi 62 nm 

 
Mesoporous 

nanocages 

Little changes in polarization curves after 

2000 CV cycles. Current density slightly 

during 8h electrolysis in 1M KOH at -0.022V 

vs RHE. Changes in morphology have not 

been studied. 

16 

RuCoP 200 nm 

 

Ru NPs doped into 

CoP nanocage 

 Little changes in polarization curves after 

1000 CV cycles in 0.5M H2SO4. Initial current 

was decreased by 16% after continuous 

operation of 10h. No significant changes in 

the morphology of nanoparticles (TEM data) 

were observed. 

17 

CoFeSeP 300 nm 

 

Mesoporous 

nanostructured 

frames 

No changes in polarization curves after 1000 

CV cycles in 0.5M H2SO4. Current density 

was relatively stable during 40h electrolysis 

in 0.5M H2SO4 at constant overpotential of 

0.07V vs RHE. No significant changes in the 

morphology of nanoparticles (SEM data) 

were observed. 

27 

CoSP 450 nm 

 
Yolk-shell 

microspheres 

Current density was stable during 20h 

electrolysis in 0.5M H2SO4 at constant 

overpotential of 0.135V vs RHE. Changes in 

morphology have not been studied. 

34 

NiCo2S4 550 nm 

 

Double-shelled 

hollow nanospheres 

Little changes in polarization curves after 

2000 CV cycles in 1M KOH. No significant 

changes in the morphology of nanoparticles 

(SEM and TEM data) were observed.  

35 



 

37 

CoSe2/(NiCo) 

Se2 
400-600 nm 

 

Box-in-box hollow 

nanocubes 

Little changes in polarization curves after 

2000 CV cycles in 1M NaClO4. Small changes 

in the morphology of nanoparticles (SEM 

and TEM data) were observed. 

33 

Reprinted from the cited papers with the permission from The American Chemical Society, Springer Nature, and Royal Society of Chemistry.   

 

Table 3.3: Hollow and porous nanostructures as electrocatalysts for NRR and ORR. 

Electrocatalyst 

composition 
Size Structure Structure description Test of stability Ref. 

Electrocatalysts for Nitrogen Reduction Reaction  

Au 

 
35 nm 

 

Nanocages 

Current density was stable, and FE of the NH3 

decreased slightly during 12h (5 runs) 

electrolysis in N2-saturated 0.5M LiClO4 at -

0.4V vs RHE. At more negative than -0.6V 

potentials current density was not stable. 

Changes in morphology have not been 

studied.  

18
 

 

Au-Ag2O 40 nm 

 

Bimetallic nanocages 

Current density was relatively stable during 

12h electrolysis in N2-saturated 0.5M LiClO4 at 

-0.3V and -0.4V vs RHE, but not stable at -0.5V. 

Changes in morphology have not been 

studied. 

19 

Electrocatalysts for Oxygen Reduction Reaction 

Pt4PdCu0.4 

 
10 nm 

 

Alloy nanoframes 

Little changes in polarization curves after 2000 

CV cycles in 0.1M HClO4. Nanoframes largely 

maintained original structures while a few 

nanoboxes have been slightly fractured after 

stability test (TEM data).  

20 

Pt 18nm 

 

Cubic nanoframes 

No significant aggregation after 30000 CV 

cycles in O2 sat.  0.1M HClO4. Nanoframes 

slightly deformed, but their open structure 

was still retained (TEM data) after stability test. 

However, the cubic nanoframes shrank in 

terms of particle size and the average 

thickness of their ridges increased from 1.7 to 

2.6 nm. 

21
 

PtNi3 
20.1±1.9 

nm 

 
Nanoframes 

Negligible changes in polarization curves after 

10000 CV cycles in 0.1M HClO4. No significant 

changes in morphology of nanoparticles 

22 



 

38 

(bright- and dark-field STEM data) were 

observed. 

PtCu 20 nm 

 

Octopod nanoframes 

Small changes in polarization curves after 

10000 CV cycles in O2 sat.  0.1M HClO4. No 

significant changes in the morphology of 

nanoparticles (STEM and TEM data) were 

observed. 

 

23 

PtCuPd 20 nm 

 

Yolk-shell octopod 

nanoframe 

Significant changes in polarization curves after 

10000 CV cycles in O2 sat.  0.1M HClO4. 

Changes in morphology have not been 

studied. 

23 

CuPt 30 nm 

 

Rhombic dodecahedral 

nanoframes 

A few segregated nanocrystals were observed 

(TEM data) after 1200 CV cycles in O2 sat. 0.1M 

HClO4, but frame skeletons were still well-

defined. 

24 

CuPt 30 nm 

 

Spiny rhombic 

dodecahedral 

nanoframes 

Nanoparticles distorted in their frame 

structure (TEM data) after 1200 CV cycles in O2 

sat. 0.1M HClO4, and the extended {100} 

vertices evolved rounded. 

24 

PtCu 40 nm 

 

Spiny alloy octahedral 

nanoframes 

Small changes in polarization curves after 8000 

CV cycles in O2 sat.  0.1M HClO4. The XPS 

characterization showed that the chemical 

state of PtCu structure did not change. No 

significant changes in the morphology of 

nanoparticles (TEM data) were observed. 

 

25 

Reprinted from the cited papers with the permission from Elsevier, The American Chemical Society, John Wiley and Sons, and American 

Association for the Advancement of Science.   
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3.2 Structural changes in Cu(II) nanoparticle-derived structures during CO2RR 

Structural changes in oxide-derived Cu have been generally studied in shape-undefined nanomaterials. 

47–49 To better understand the structural evolution associated with changing oxidation state of Cu from 

II to 0 during CO2RR, this project was focussed on well-defined Cu(OH)2 nanoparticles that were 

reduced at a substrate in the course of electrolysis. Thus, different Cu morphologies was obtained to 

separate the factors affecting the structural evolution of the precursor during the reduction process.  

Amorphous Cu(OH)2 nanocages (Cu(II)-NCs)81 with narrow size distribution and regular structure 

were selected as a copper precursor material (Figure 3.1). Scanning and transmission electron 

microscopy (SEM and TEM) images of the Cu(II)-NCs with average core size 𝑥 = 165 ±  10  and arm 

size 𝑦 = 51 ± 17 𝑛𝑚 are shown in Figure 3.2 and Figure 3.1. Elongated 17 ±  4 nm-wide bundles 

 

Figure 3.1: SEM (a) and TEM (b) images of Cu(OH)2 nanocages (Cu(II)-NCs). Reprinted with 

permission from ref. [111]. Copyright 2019, Royal Society of Chemistry. 

 

 

 

Figure 3.2: Copper precursor: Cu(II)-NCs. Inset shows a 3D cartoon representation of the Cu(II)-

NCs with core (x) and arms (y) size parameters. (a, b and d) SEM images and (c) TEM image of 

Cu(II)-NCs. Scale bars in (c and d) are 200 nm. Reprinted with permission from ref. [111]. 

Copyright 2019, Royal Society of Chemistry. 
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comprising the structure can be observed in high magnification SEM and TEM images (Figure 3.2c 

and d).  

For the electrode fabrication with varied surface density of the precursor nanoparticles, different 

concentrations of Cu(II)-NCs were dispersed in CO2-saturated 0.5 M KHCO3 electrolyte, and reductive 

cyclic voltammetry (CV) was performed in a three electrode configuration cell with carbon paper used 

as a working electrode. The potential was scanned at 20 mV s-1 rate from 0 to -1.2 V vs. RHE for 4–20 

cycles. Cu(II)-NCs were electroreduced once they came in contact with the working electrode. The 

density of the nanoparticles at the surface could be increased by increasing the concentration of Cu(II)-

NCs in solution or the number of CV cycles. Figure 3.3a show representative CV plots corresponding 

to the Cu(II)-NCs elecroreduction. Alternative way to vary the precursor surface density consisted in 

 

Figure 3.3: Characterization of the initial and electroreduced Cu(II)-NCs. (a) CV plot 

corresponding to the reduction of Cu(II)-NCs dispersed in CO2-saturated 0.5 M KHCO3 electrolyte 

at 20mV s-1 scan rate. (b) Representative XRD plot of Cu(II)-NCs-derived Cu (black and red lines 

show standard XRD patterns for Cu2O and Cu, respectively) (c) Cu2p3/2 and (d) CuLMM 

representative XPS plots of the original Cu(II)-NCs (gray line) and electroreduced material (red). 

Reprinted with permission from ref. [111]. Copyright 2019, Royal Society of Chemistry. 
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spin-coating of a solution containing Cu(II)-NCs and Nafion (as a binder) onto carbon paper substrate, 

followed by subsequent electroreduction in CO2-saturated 0.5 M KHCO3 electrolyte. In this method, 

Cu(II)-NCs surface density was controlled by varying the concentration of Cu(II)-NCs in the spin-

coating solution and the number of spin-coating cycles. Similar general trends in the morphological 

 

Figure 3.4: SEM images of Cu nanostructures observed on the surface of carbon paper working electrode 

at different densities of precursor Cu(II)-NCs in CO2-saturated 0.5M KHCO3 electrolyte. (a) after 4 CV cycles 

at 20 mV/s in the electrolyte containing Cu(II)-NCs at [Cu]=0.001 M. (b) after 20 CV cycles at 20 mV/s in 

the electrolyte containing Cu(II)-NCs at [Cu]=0.001 M. (c) after 20 CV cycles at 20 mV/s with Cu(II)-NCs 

directly spin-coated on the working electrode (20 μL, [Cu]=0.085 M, 3000 rpm). (d,e) after 20 CV cycles at 

20 mV/s in the electrolyte containing Cu(II)-NCs at [Cu]=0.02M. (f) after 20 CV cycles at 20 mV/s with 

Cu(II)-NCs directly spin-coated on the gas diffusion working electrode (Sigracet purchased from Fuel Cell 

Store) containing carbon black and PTFE particles (200 μL, [Cu]=0.085 M, 3000 rpm). Reprinted with 

permission from ref. [111]. Copyright 2019, Royal Society of Chemistry. 
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changes were observed using Cu(II)-NCs-containing electrolyte and in spin-coating method (Figure 

3.4). Below I describe the structural transformations observed using the former approach. 

According to the Pourbaix diagrams112 (Figure 3.5), only solid-state transitions took place during 

electroreduction of Cu(OH)2 to Cu(0) through Cu(I) (Cu2O and/or CuOH2
113) in CO2-saturated 0.5 M 

KHCO3 at pH = 7.23 (or higher, when a negative potential was applied114). After CV cycling, all the 

resultant electroreduced structures consisted primarily of metal Cu(0), with small fraction of Cu(I), 

according to X-ray diffraction analysis (Figure 3.3b). X-ray photoelectron spectroscopy results (Figure 

3.3c and d) also showed a complete reduction of Cu(II) and a presence of a mixture of Cu(0) and Cu(I) 

states based on the satellite peak in Cu2p region (Figure 3.3c) and the peak shift in the Auger spectrum 

(Figure 3.3d). Peak features and ratios were the same for the samples obtained in the Cu(II)-NCs 

concentration and CV scan numbers ranges studied here. The final electrode morphologies were 

analyzed using SEM to examine the structural transformations as a function of Cu(II)-NCs surface 

density. These transformations were ‘‘mapped’’ by a phase-like diagram in concentration of [Cu] – 

number of CV cycles parameter space (Figure 3.6e). 

 

Figure 3.5: Pourbaix diagrams of Cu phases at 0.001 M (a) and 0.0001 M (b) copper concentration 

in bicarbonate aqueous solution. Obtained using “Pourbaix diagram” app by Materials Project.112 

Reprinted with permission from ref. [111]. Copyright 2019, Royal Society of Chemistry. 
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At a low Cu(II)-NCs surface density, a single particle regime was achieved, where each 

electroreduced structure on the substrate originated from a single Cu(II)-NC. Figure 3.6a and 3.7 show 

the individual nanocubes (NCs) of 94 ± 19 𝑛𝑚 edge length observed after 4 CV cycles in solution 

regime at a low concentration of Cu(II)-NCs in the electrolyte ([Cu] = 0.0001 M). The decrease in the 

average size of the nanoparticles upon electroreduction agrees with the mass loss and crystallization 

associated with the transition of the amorphous void-containing Cu(II)-NCs into metal Cu. Copper NCs 

enclosed by {100} facets have been shown to exhibit higher catalytic activity in CO2 electroreduction 

reaction.54,115,116 As the experiments were conducted in a CO2-saturated electrolyte, Cu(II)- NCs 

electroreduction co-occurred with CO2RR at the reduced copper sites. Higher catalytic activity of the 

{100} facet is related to its stronger binding to key CO2RR intermediates117 compared to the most 

thermodynamically stable {111} surface of fcc metal.118 The DFT calculations in Figure 3.8 also 

demonstrate the CO2RR reaction intermediates (COOH* and OCHO*) prefer the adsorption on 

Cu(100) surface instead of Cu(111) surface.  Thus, CO2RR intermediates can stabilize {100} facet over 

{111} facet during crystal formation, essentially allowing these moieties to act as shape-directing 

 

Figure 3.6: SEM analysis of structures obtained in electroreduction of Cu(II)-NCs and schematics 

of their formation processes. (a) Minimum [Cu(II)-NC]: single particle reduction to individual Cu 

NCs. (b) Low [Cu(II)-NC]: Cu cube-containing clump formation due to Cu(II)-NC diffusion 

spheres overlap (shown in blue) (c) intermediate [Cu(II)-NC]: Cu structure extrusion due to the 

FIRC effect (E-field enhancement shown at structure extrusions in red). Smoothening the surface 

due to electrochemical Ostwald ripening is shown in magenta. (d) High [Cu(II)-NCs]: Cu MUs 

obtained at full coverage of the working electrode substrate surface. (e) Phase-like diagram of the 

structures obtained at different [Cu] and number of CV cycles. Shaded areas correspond to the 

dominance of facet stabilization (orange) and FIRC effect (blue) as driving force determining the 

structure shape. Reprinted with permission from ref. [111]. Copyright 2019, Royal Society of 

Chemistry. 
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surface stabilizers.119,120 In Ar-saturated 0.5 M KHCO3 electrolyte, spherical Cu nanoparticles were 

observed instead, further supporting that forming CO2RR intermediates are responsible for the Cu NCs 

formation when CO2 is present (Figure 3.9a). 

At a higher Cu(II)-NCs concentration in the electrolyte ([Cu] =0.001 M), which allowed for the 

overlap of Cu(II)-NCs diffusion spheres at the substrate surface, a formation of submicron Cu clumps 

with defined cubic elements with edge length ≤ 50 𝑛𝑚 was observed (Figure 3.6b and Figure 3.4a, b,). 

The presence of these cubic elements suggests that the forming structures still experienced the 

 

`Figure 3.8: The relative Gibbs free energy of COOH* and OCHO* on Cu(111) and Cu(100) 

surfaces. 
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Figure 3.7: SEM images of Cu nanocubes observed on the surface of carbon paper working 

electrode after 4 CV cycles at 20 mV/s in CO2-saturated 0.5M KHCO3 electrolyte containing 

Cu(II)-NCs ([Cu]=0.0001 M). Reprinted with permission from ref. [111]. Copyright 2019, Royal 

Society of Chemistry. 
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thermodynamic drive to develop features with more stable under CO2RR conditions {100} facets, while 

their multiparticle origin hindered the formation of a single submicron cube. 

With a further increase in Cu(II)-NCs surface density, the reduced Cu clumps became more 

polydisperse and increased in size (Figure 3.6c, [Cu] = 0.005 M). Notably, a prominent shape 

anisotropy in a form of extrusions was observed for the larger Cu clumps. This anisotropic structure 

development is ascribed to the FIRC effect,13 that is responsible for promoting electrochemical 

reactions at high-curvature features of the electrode surface. Such high-curvature features could already 

be seen in the cube-containing clumps obtained at a lower precursor surface density: their exposed 

cubic vertices result in a local negative electric field enhancement, thereby attracting Cu(II)-NCs to 

these parts of the surface and causing their preferential deposition (see the cartoon in Figure 3.6b). This 

process differentiated nucleation sites not only within, but also between the copper islands on the 

substrate surface, promoting the growth of more anisotropic depositions and suppressing the growth of 

less anisotropic ones, resulting in the broadening of their size distribution. The extruding features 

experienced further field enhancement at their vicinity and in turn higher affinity to the next precursor 

particle attachment; this oriented attachment further increased structure anisotropy, and propagated the 

extrusion of the features. Due to the FIRC-based self-propagating and accelerating feedback loop in 

Cu(II)-NCs electroreduction process, a drastic increase in the aspect ratio of extruded features was 

observed with a further increase of the concentration of the precursor ([Cu] = 0.02 M), producing 

sparsely-spaced Cu microurchins (MUs; Figure 3.6d and Figure 3.4d–f). 

 

Figure 3.9: SEM images of Cu nanostructures observed on the surface of carbon paper working 

electrode at different densities of precursor Cu(II)-NCs in Ar-saturated 0.5M KHCO3 electrolyte 

containing Cu(II)-NCs at [Cu]=0.0001 M (a) and [Cu]=0.001 M (b). Reprinted with permission from 

ref. [111]. Copyright 2019, Royal Society of Chemistry. 

 



 

46 

In addition to the structure extrusion, smoothening of the features with increasing the precursor 

Cu(II)-NCs concentration was observed. This morphological change can be ascribed to electrochemical  

Ostwald ripening,121 i.e., local nanoscale surface reconstruction via copper dissolution and redeposition. 

The standard electrode potential of sub-50 nm metal features on conductive substrates shifts negatively 

with decreasing size, meaning that smaller features are more easily oxidized than larger ones. The work 

function of metal nanoparticles also decreases with particle size due to their reduced electron affinity.122 

As a result, nanoscale surface inhomogeneities are more susceptible to electroredeposition to minimize 

surface energy than larger surface features. Interestingly, based on our experimental results observed 

at single precursor particle regime and the recent report on the sub-10 nm Cu nanoparticle ensemble 

transformations into cubes during electrolysis,62 electrochemical surface reconstruction into the most 

thermodynamically stable spherical shape is less favorable than {100} facet development, likely 

through the facet stabilization with CO2RR intermediates discussed above. These observations agreed 

with an earlier report demonstrating that structural reformation on nanoscale could be shut off by the 

addition of a surface stabilizing agent.121 With the precursor concentration increase, the more surface 

smearing was observed in the obtained structures the higher was the aspect ratio of the extruded 

features. This trend suggests that high-curvature surface extrusions (‘‘needles’’) are more stabilized 

under CO2RR conditions than {100} surfaces, in line with their reported outstanding activity in CO2RR 

ascribed to the efficient physical removal of CO2RR products123 in combination with the 

aforementioned FIRC effect. As a result of the extremely high CO2RR rates and efficient mass transfer 

at the tips of the needles, CO2 concentration at the base of the structure (i.e., further from the tips and 

closer the substrate) became depleted, while further CO2 access to these surfaces from the bulk of the 

solution was hindered, virtually suppressing CO2RR at these surfaces. Thus, Ostwald ripening at the 

needles’ sides and base could take place due to the lack of the stabilizing effect of the CO2RR 

intermediates, directing the observed morphological transformations to smoother surfaces. 
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3.3 Structural changes in Au CCs and BNPs during CO2RR 

Another way of fabricating the electrode is to deposit the pre-synthesized metal nanoparticles on a 

substrate. In this approach, the catalyst is already present in metal form, so no oxidation state change 

(except for the oxidized surface when it is exposed to air in some materials) and no mass loss associated 

with it occurs in this case. However, when the nanoparticles have complex morphologies, structural 

changes could be observed in metal nanoparticles under electrolysis conditions, which is described 

below and in section 3.4 and 3.5.123 

 

 

Figure 3.10: Electrochemical performance and stability of Au CCs and BNPs. a-c, CO2 reduction 

activity of Au BNPs (a,b) and Au CCs (c) over time during potentiostatic electrolysis at −0.6 V 

(a,c) and −1.2 V (b) vs RHE in CO2 saturated 0.5 M KHCO3. d-g, Cyclic voltammograms of Au 

BNPs (d,e) and Au CCs (f,g) before and after 5 hours of potentiostatic electrolysis at −0.6 V vs 

RHE in CO2 saturated (d,f) or Ar saturated 0.5 M KHCO3 (e,g). Current densities correspond to 

currents normalized by the geometric area of the electrode. For surface roughness analysis of these 

electrodes see Table 3.4. Reprinted with permission from ref. [71]. Copyright 2021, Springer 

Nature. 
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The first series of experiments was performed with gold BNPs and CCs under potentiostatic CO2RR 

electrolysis conditions at −0.6 V versus the reversible hydrogen electrode (RHE; the typical potential 

for CO2RR on gold7). For surface roughness analysis of these electrodes see Table 3.4. While gold 

BNPs generally preserved their overall structure and showed minor decay in current density over time 

(Figure 3.10a), after five hours of electrolysis I observed structural changes (Figure 3.11a–h), with 

pronounced sintering between a BNP and the substrate (Figure 3.11g,h) and between multiple BNPs 

(Figure 3.11f,d and Figure 3.12a–c). Only slight surface smoothening was observed in the external BNP 

arms facing the electrolyte (Figure 3.11e–h), and their average length and width decreased negligibly 

Table 3.5: Statistical analysis of nanoparticle sizes before and 5 hours of CO2RR electrolysis obtained 

using Image-J software. On average, 100 nanoparticles were analyzed for each measurement. 

Nanoparticle shape type As-synthesized size, nm ± SD Size after 5h CO
2
RR, nm ± SD 

Standard Au BNPs (overall diameter | arm length| arm width) 265±51 | 127±31 | 31±8 256±35 | 124±20 | 29±7 
Small Au BNPs (overall diameter | arm length | arm width) 112±15 | 54±13 | 15±4 113±14 | 50±16 | 19±4 
Au CCs (side length) 29±3 N/A*** 
Pd BNPs (overall diameter | arm length | arm width) 133±12 | 45±12 | 17±4 139±16 | 46±16 | 21±5**** 
Standard Pd CCs (side length)* 25±2 26±2**** 
Pd CCs – more open structure (side length)** 26±2 27±2**** 

*These measurements correspond to Pd CCs with a closed wall structure (see Figure 3.20 a-d). 
** These measurements correspond to Pd CCs with an open wall structure (see Figure 3.21 e-h).  
Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 

Table 3.4: Surface roughness assessment of the fabricated Au electrodes.  

Material 
Q Pb stripping 
(𝜇C cm-2) 

Roughness 
factor 

Au (111) 123 272 1 
Au CCs 1479 5.44 

Au BNPs 2453 9.02 
Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 
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(Table 3.5). Smaller BNPs followed a similar trend (Table 3.5 and Figure 3.12d,e, 3.13 and 3.14). In 

potentiostatic experiments at the more negative potential of −1.2 V (Figure 3.10b), only surface 

smoothening and minor sintering close to the substrate was observed after five hours of electrolysis 

(Figure 3.15). Interestingly, at −1.2 V, which favoured the HER (with the Faradaic efficiency for H2 

(FEH2
) over 80%), the current decay was less pronounced than at −0.6 V, which favoured the CO2RR 

(FECO over 80%), even though the more negative potential resulted in higher currents (Figure 3.10a,b). 

This observation suggested the influence of the surface reaction nature on the degradation rate. 

 

 

Figure 3.11: Structural changes in gold nanoparticles during CO2RR. a–h, SEM images of gold BNPs 

before (a–c) and after (d–h) 300 min of electrolysis in CO2-saturated 0.5 M KHCO3 at −0.6 V versus 

RHE, with d and f–h showing magnified areas of the electrode with sintering of the BNPs with each 

other (d,f) and with the substrate (g,h). Scale bars, 100 nm. i–l,o,p, SEM images of gold CCs before 

(i,o) and after 60 min (j), 120 min (k,p) and 300 min (l) of electrolysis in CO2 saturated 0.5 M KHCO3 

at −0.6 V versus RHE. Panels i–l and panels o and p show the behaviour of a close-packed array of 

CCs and sparsely distributed CCs, respectively. Scale bars, 100 nm. m,n, Lead UPD before (purple 

traces) and after 120 min (orange traces) of electrolysis using gold BNPs (m) and gold CCs (n). Black 

dashed traces correspond to lead UPD on the substrate gold foil without deposited particles. Reprinted 

with permission from ref. [71]. Copyright 2021, Springer Nature. 
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Figure 3.13: CO2 reduction activity of small Au BNPs over time during potentiostatic electrolysis at 

-0.6V vs RHE in CO2-saturated 0.5M KHCO3: changes in total current density (left axis) and Faradaic 

efficiencies (right axis) of CO (solid circles) and H2 (empty circles) are shown as a function of time. 

Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 

 

Figure 3.12: Illustration of Au BNPs sintering. SEM images of standard Au BNPs sintering in a pile 

(a), sintering of tips (b), and sintering of a tip with Au substrate (c); and of small Au BNPs sintering 

of tips (d), and sintering in a pile (e) after 300 min of CO2RR reaction at -0.6V vs RHE. Reprinted 

with permission from ref. [71]. Copyright 2021, Springer Nature. 
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To obtain further insight into the surface smoothening observed in gold BNPs, electrochemical 

surface characterization was performed before and after electrolysis. The crystallographic orientation 

of the gold surface can be assessed by the electrochemical adsorption of foreign metal atoms:124 lead 

UPD on gold enables the assignment of the voltammetric peaks to lead stripping occurring on {111}, 

{110} or {100} gold terraces or steps125–129 (Figure 3.11m). The lead UPD voltammogram of gold BNPs 

before electrolysis shows that the initial surface was rich in {110} and {111} terraces, with broad peaks 

consistent with the presence of steps and kinks associated with the nanoscale surface curvature. After 

two hours of CO2RR electrolysis at −0.6 V versus RHE, {111} and {110} UPD features remained 

dominant and became more pronounced, and a minor shift in the peaks was observed, suggesting that 

some surface restructuring took place (Figure 3.11m).127 This evidence, along with 

chronoamperometric data (Figure 3.10a), highlighted the presence of an ongoing structural surface 

morphing on a smaller timescale not detected by SEM analysis. 

 

Figure 3.14: SEM images of small branched Au nanoparticle before (a,d), after 120 min (b,e), and 

after 300 min (c,f) of CO2RR reaction at -0.6V vs RHE at different magnifications. Reprinted with 

permission from ref. [71]. Copyright 2021, Springer Nature. 
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The structural transformations observed by SEM in gold CCs were substantially more pronounced 

than in the case of gold BNPs, which was also evidenced by a notable current decay in potentiostatic 

electrolysis (Figure 3.10c). Already after one hour of electrolysis under CO2RR conditions at −0.6 V 

versus RHE, a breakage of the structural integrity of the CC walls facing the electrolyte and a sintering 

of the adjacent CCs could be seen (Figure 3.11i,j and 3.16). After two hours, complete disfigurement 

of the CC shape was observed (Figure 3.11k), although the structural deformation continued beyond 

this point (Figure 3.11l). At a more negative applied potential, this process was further accelerated 

(Figure. 3.17). Therefore, after 5 hours of CO2RR electrolysis, no definitive side measurements could 

be obtained due to the disfigurement of Au CCs in Table 3.5.  In contrast to BNPs, layers of CCs form 

close-packed structures due to their more compact geometry (Figure 3.11i–l and 3.16). To assess 

whether or not the observed degradation is a consequence of the ensemble behaviour due to interparticle 

interactions, electrodes with a reduced CC loading were tested (Figure 3.11 o,p and 3.18). The 

individual CCs still underwent some structural degradation, while CCs that were touching each other 

exhibited sintering at the interface. The beginning of interparticle sintering could be observed in both 

small particle assemblies and close-packed arrays already during the first hour of electrolysis under 

 

Figure 3.15: Structural evolution of branched Au nanoparticles. SEM images of branched Au 

nanoparticles before (a,d) and after 300 min of CO2RR reaction at -0.6V (b,e) and -1.2V (c,f) vs RHE 

at different magnifications. Reprinted with permission from ref. [71]. Copyright 2021, Springer 

Nature. 
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CO2RR conditions, further deteriorating with time. The lead UPD voltammogram revealed that the 

initial gold CCs were rich in {100} and {111} terraces, with the leftmost shoulder peak in the 

voltammogram associated with the presence of high-index surfaces (Figure 3.11n). After two hours of 

 

Figure 3.16: SEM images of Au-Au CCs before (a), after 120 min (b), and 300 min (c) of HER at -

0.6V vs RHE, and after 60 min (d), 120 min (e), and 300 min (f) of CO2RR reaction at -0.6V vs RHE. 

Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 

.   

 

 

Figure 3.17: (a,b) SEM images of Au CCs after 30 min (a) and 60 min (b) of CO2RR at -1.2V vs RHE. 

(c) Disfigurement of Au CCs observed after potential overload error when running electrolysis at - 

0.6V vs RHE for 30 min. Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 
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CO2RR electrolysis at −0.6 V versus RHE, the lead UPD voltammogram revealed the dominance of 

{111} terraces in the resultant structure, indicating a change in crystallographic surface structure in the 

course of electrolysis towards a different stable state than that observed for gold BNPs (Figure 

3.11m,n). This difference in lead UPD behaviour for gold BNPs and CCs suggested that the 

thermodynamic stability of the final surface may not be the only factor driving these structural 

transformations. 

  

Figure 3.18: (a,b) SEM images of Au CCs after 60 min of electrolysis under CO2RR conditions in 

CO2-saturated 0.5M KHCO3 at -0.6V vs RHE. The loading of CCs in these experiments is twice lower 

than in the standard fully covered electrode samples. Reprinted with permission from ref. [71]. 

Copyright 2021, Springer Nature. 
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3.4 Effect of cathodic reactions on the structural changes in Au CCs  

To elucidate the effect of electrochemical reactions on the structural behaviour of the particles, the 

outcomes of electrolysis under CO2RR and HER conditions were compared (Figure 3.19). Figure 

3.19a–c shows the SEM images of the gold CCs before (Figure 3.19b) and after two hours of 

electrolysis at −0.6 V versus RHE under HER (Figure 3.19a) and CO2RR (Figure 3.19c) reaction 

conditions (see also Figure 3.16). The disfigurement and sintering of the CC structures along with a 

drop in the current density, 𝐽𝑔𝑒𝑜𝑚, were more pronounced under CO2RR than under HER conditions, 

although the current density measured for the same electrode sizes was lower in CO2RR than in HER 

(Figure 3.19f and 3.10d–g) due to the difference in kinetics between these two reactions.130,131 

Importantly, the Faradaic efficiency (FE) of CO under CO2RR conditions was only under 20%, showing 

that a relatively minor contribution of the CO2RR resulted in different structural degradation rates, 

 

Figure 3.19: Effect of electrochemical reaction and catalyst material on the structural stability of CCs. 

a–c, SEM images of gold CCs before (b) and after (a,c) 120 min of electrolysis at −0.6 V versus RHE: 

effect of HER (a) and CO2RR (c). (d,e) SEM images of palladium CCs before (d) and after (e) 300 

min under CO2RR conditions at −1.2 V versus RHE. Scale bars in a–e, 100 nm. f,g, Evolution of 

electrocatalytic activity of gold and palladium CCs over five hours of potentiostatic electrolysis: gold 

CCs (f) under CO2RR conditions (blue traces) and under HER reaction conditions (orange traces) at 

−0.6 V versus RHE, and palladium CCs (g) under CO2RR conditions. Solid lines, current evolution 

over time; filled circles, FE(CO); open circles, FE(H2). CO2RR and HER reaction conditions 

correspond to CO2 and argon-saturated 0.5 M KHCO3, respectively. Reprinted with permission from 

ref. [71]. Copyright 2021, Springer Nature. 
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although hydrogen evolution was still the dominant process on the catalyst surface (FE over 80%). The 

observed stability trends for both CCs and BNPs suggested that the surface chemistry (adsorbed 

reaction intermediates) has a strong effect on the process of structural transformation of the 

electrocatalyst material.  
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3.5  Effect of materials on the structural changes in CCs and BNP during 

CO2RR 

To further probe the effect of surface chemistry interactions during electrolysis on the structural 

behaviour of the electrocatalyst, CO2RR electrocatalysis on palladium CCs of comparable sizes to gold 

CCs were performed. In contrast to gold CCs, palladium CCs did not undergo noticeable structural 

transformation or interparticle sintering even after five hours of electrolysis at −1.2 V versus RHE and 

with an FECO over 30% (Figure 3.19d,e, Figure 3.20 and Table 3.5), and only a minor decrease in the 

current density was observed (Figure 3.19g). Similarly, palladium BNPs preserved their overall shape 

after five hours of CO2RR electrolysis under the same conditions, although some minor dulling of the 

sharp BNP tips was observed (Figure 3.21 and Table 3.5). A slight increase in the size of Pd 

nanoparticles after electrolysis in aqueous medium was observed in Table 3.5, which is related to Pd 

hydride formation and associated lattice expansion from 388.9 pm to 402.5 pm.  

 

Figure 3.20: Structural stability of Pd CCs under CO2 reduction conditions. a-d, SEM images areas of 

Pd CCs before (a,c) and after (b,d) 300 min of CO2RR reaction at −1.2 V vs RHE at different 

magnifications. e-h, SEM images of Pd CCs with a more open wall morphology before (e,g) and after 

(f,h) 300 min of CO2RR reaction at −1.2 V vs RHE at different magnifications. Reprinted with 

permission from ref. [71]. Copyright 2021, Springer Nature. 
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Figure 3.21: Structural stability of BNPs under CO2 reduction conditions. a-f, SEM images of Pd BNPs 

before (a,d), after 120 min (b,e), and after 300 min (c,f) of CO2RR reaction at −1.2 V vs RHE at different 

magnifications. Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 
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3.6 Summary 

In this chapter, I explored the structural behavior in the nanostructured electrocatalysts with and without 

oxidation state changes during electrolysis conditions. To study the cases with oxidation state changes, 

Cu(II)-nanoparticle-derived copper electrodes were prepared by electrochemically reducing the 

Cu(OH)2 nanoparticles under CO2RR electrolysis conditions. Structural transformations were observed 

in the Cu(II)-nanoparticle-derived copper electrodes under CO2RR conditions, with the structural 

evolution of the electrodes being found to be directed by the facet stabilization by CO2RR 

intermediates, electrochemical Ostwald ripening and FIRC effect. Furthermore, to investigate the cases 

without oxidation state changes, as-synthesized well-defined Au and Pd CCs and BNPs nanoparticles 

were used to fabricate electrodes that were subjected to CO2RR and HER electrolysis. The experimental 

observations revealed that the morphological changes of the electrodes were accelerated by the RIs of 

the electrolysis reactions, with CO2RR having a more pronounced effect than HER. In addition, Pd 

showed higher stability against the structural changes than Au under electrolysis conditions.  Based on 

the experiments performed for Cu(II)-nanoparticle-derived copper electrodes, well-defined Au and Pd 

CCs and BNPs nanoparticles, the structural transformations in the electrocatalyst with and without 

oxidation state changes  were demonstrated to be strongly affect by the surface reactions (RIs), the 

material nature and applied bias, showing the properties of locality and directionality in structural 

evolution of the electrocatalysts under the electrolysis conditions. The works included in this chapter 

reveals the crucial factors affecting the structural dynamics in the electrocatalysts, paving the way for 

understanding the stories behind the structural transformations in electrocatalysts under bias conditions.   
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Chapter 4  

Atomic- and molecular-scale mechanistic description of structural 

changes in CO2RR electrocatalysts 

Partially reprinted with permission from Nature Catal. 2021, 4, 479. Copyright 2021, Springer Nature. 

Contribution: designed and carried out the DFT calculations and the FEM simulations, assisted in 

manuscript writing. 

Partially reprinted with permission from Phys.Chem.Chem.Phys. 2022, DOI: 10.1039/d2cp02075k. 

Copyright 2022, Royal Society of Chemistry 

Contribution: conceived the idea, designed and carried out all the DFT calculations and MD 

simulations, and wrote the manuscript. 

4.1 Introduction 

To date, the known factors affecting the atomic mobility of metal surfaces include the reaction 

intermediate (RI), electrolyte, applied potential, local pH, nanostructure size, and catalyst support.57–

59,62–64 Furthermore, based on the experimental observations discussed in Chapter 3, RIs have significant 

impact on the structural transformations of various nanoparticles under the electrolysis of HER and 

CO2RR. In principle, the ability to remove a metal atom from a surface is determined by the bonding 

strength of an atom to its neighbouring atoms in lattice, and thus correlates with the number of valence 

electrons that the metal atom has to form the metallic bond. As an essential step for CO2RR on the 

electrode surface, the bond formation between a RI and the catalytic metal atom on the surface may 

attract the valence electrons of the atom from metallic bonding and eventually influence its mobility on 

the metallic surface. The investigation of the impact of CO2RR-associated RIs on the atomic mobility 

is of significant importance not only to reveal the mechanisms of structural degradation and 

subsequently develop solutions to prolonging the catalyst lifetime for metal catalysts used in CO2RR, 

but also to shine more light on the dynamic nature of the catalyst surface during electrochemical 

reactions. Density functional theory (DFT) calculation is a commonly used tool to explore the migration 

of the RI and RI-bound metal atom on metal surface at the atomic scale.65–67  

In this chapter, I show that RIs may promote the thermodynamic process of vacancy formation (VF) 

and accelerate the migration kinetics of the adatom on crystallographic facets of Au and Pd using DFT 
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calculations. This VF assessment from the thermodynamic standpoint provided the initial mechanistic 

insight into the impact of RIs on the atomic mobility in metal electrocatalysts. In addition to the 

thermodynamic VF assessment, I also expand the atomic mobility assessment method to enable the 

evaluation of both thermodynamics and kinetics of VF via DFT and to probe the stability of a complex 

surface structure (compared to low-index facets) mimicking nanostructured catalysts using ab initio 

molecular dynamic (AIMD) simulations132. This approach was applied to a series of metal and metal-

alloy CO2RR catalysts to provide a more comprehensive description of atomic mobility induced by RIs 

during CO2RR electrolysis. Specifically, I considered several electrocatalyst compositions of common 

interest in CO2RR electrocatalyst design133–137: Cu, Ag, Au, Pd, and Cu3Pd, and the key RI associated 

with CO2 reduction and accompanying reactions, i.e., hydrogen evolution reaction (HER) and oxygen 

reduction reaction (ORR): *COOH, *H, and *OOH. In this chapter the relative trends in increased 

atomic mobility by these RI and their specific mechanisms, along with the trends in atomic mobility in 

the series of metals and their correlations with their chemical and physical nature are discussed in detail, 

which I present in the following. 
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4.2 Application of DFT calculations in studying atomic mobility of metal 

surfaces 

The structural stability of metal surfaces depends on the chemical bonds of surface atom with its 

neighboring lattice atoms as well as the migration difficulty of an adatom on a metal surface. In the 

case of surface-catalysed reactions, RIs can affect the structural stability of metal surfaces from both 

aspects due to their intimate interactions with metal surfaces. DFT is a well-established tool to study 

the influence of a RI on the atomic mobility in a metal catalyst.  

The influence of a RI on the atomic mobility in a metal catalyst starts with its adsorption on the 

catalyst surface. To reveal the interaction of various RIs with metal surfaces, I should first investigate 

the energetically favorable geometries of (111) (100), (110), and (211) surfaces for the commonly used 

metals in CO2RR with adsorbed CO2RR-related RIs. Optimized geometries of RI-bound metal surfaces 

can be obtained using DFT calculations, which can reveal the most favorable adsorption structures of 

CO2RR-related RIs on various different metal surfaces.  

Binding energy of the RIs on the metal surfaces 

To understand the binding strength between the RIs and the metal surfaces, the binding energies (𝐸𝑏) 

of the studied RIs can be calculated according to equation (2.1) or (2.2) based on the optimized 

geometries of the metal surfaces bound with the RIs. The binding energy reflects strength and likelihood 

of RIs on metal surfaces. Therefore, binding energy is an appropriate parameter for describing the 

formation of adsorbed surface species during CO2RR, which can help me understand the favorable 

adsorbed surface species during CO2RR and its dependences on the materials and surfaces. 

Vacancy formation on the metal surfaces 

To understand the impact of the adsorbed RIs on the chemical bonds of RI-bound metal atom with its 

neighbors in the lattice, both the thermodynamic and kinetic aspects of extracting a metal atom can be 

explored on different crystallographic facets of the studied metals with and without surface-bound RIs. 

The thermodynamic profile can be assessed by calculating the vacancy formation energy ( 𝐸𝑉𝐹 ) 

according to the equation (2.3) or (2.4). Then, the kinetic aspects of extracting a metal atom from the 

metal surface can be studied by calculating the energy barriers of single-atom vacancy formation (VF) 

process according to the equation (2.5). The calculations of 𝐸𝑉𝐹 and energy barrier of VF process can 

reveal the influence of the RIs on the interactions of RI-bound metal atom with its neighbors in the 

lattice.  
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Atom migration on the metal surfaces  

To further understand the impact of RIs on the atomic mobility, the kinetic energy barriers for the 

migration of a metal adatom can be assessed on different metal surfaces with and without the bound 

RI, which can be calculated according to equation (2.5). The kinetic energy barrier reflects the 

minimum kinetic energy required to drive the migration of a metal adatom on metal surfaces, which is 

another important parameter for understanding the atomic mobility of a metal surface.  
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4.3 Application of AIMD simulations in studying the atomic mobility 

Considering real nanoscale electrocatalysts attainable experimentally, which typically have complex 

nanomorphology and a high number of undercoordinated sites, the calculations for single-atom VF and 

migration may not fully reveal the nuances of atomic mobility in the realistic catalysts during CO2RR. 

Specifically, possible processes include VF, migration of multiple atoms, and the mutual interactions 

between the migrating atoms and their neighbors in the lattice. Therefore, the structures and surface 

behavior description presented above serve only as ideal, hypothetical models to the real catalytic 

systems, allowing me to roughly assess the comparative surface stability of different compositions and 

facets in the presence of different RIs. The complexity of multi-atom mechanisms makes it very 

difficult to study the impact of surface reactions on the structural behavior of realistic catalysts by using 

the DFT calculations of the VF and atom migration. In contrast, molecular dynamic (MD) simulation 

is a powerful tool to monitor the structural dynamics of a complex multiatomic surface structure69 and 

the influence of adsorbed species.70 Previously, the displacement of atoms in MD simulations has been 

used to evaluate the atomic mobility in metal materials.138 Thus, to have a more comprehensive 

understanding of the atomic mobility induced by adsorbed RIs in a multiatomic system, I can 

investigate the dynamical behavior and the displacement of metal atoms on a complex metal surface 

with and without bound RIs using AIMD simulations. To reflect the complexity and atomic 

coordination of shaped nanoparticle surface features, I should use a surface model comprised of a metal 

cluster bound to an extended metal surface. Based on the trajectory of the AIMD simulations, the 

averaged displacement, mean square displacements (MSDs), radial distribution functions (RDFs), 

Lindemann index, temperature, and heat capacity of the metal surfaces can be calculated.  

Averaged displacement and MSD 

The averaged displacement of a metal system defines the average value of the differences between the 

positions of the metal atoms at reaction time t and the initial time, which is calculated according to 

equations (2.12) and can be used to qualitatively describe the atomic mobility of a metal. MSD is a 

measure of the deviation of the position of a particle with respect to a reference position over time, 

which is calculated according to equation (2.6) and can be applied to quantitatively evaluate the atomic 

mobility in a metal. The ensemble average in MSD is computed using time averaging according to 

equation (2.7). 

RDF and Lindemann index 
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RDF describes how density varies as a function of distance from a reference particle, which is calculated 

according to equation (2.9) and can reveal the feature of a particle: ordered solid behavior or disordered 

liquid behavior. Lindemann index is a measure of thermally driven disorder in atoms, which is defined 

in equation (2.10) and can be used to evaluate the atomic order in a solid material.  

Temperature and heat capacity 

The temperature calculation can be performed to access the heat transfer between RIs and the metal 

slab, which can be further used to calculate the heat capacity 𝐶𝑉
  of the metal system. The temperature 

and heat capacity calculations can reveal the influence of the heat transfer efficiency and heat capacity 

of a metal on its atomic mobility, which are calculated according to the equation (2.14) and (2.19), 

respectively.  
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4.4 Comparison of the atomic mobility on Au and Pd facets during HER and 

CO2RR electrolysis 

The restructuring of gold and palladium nanoparticles and the surface reactions influencing this process 

(discussed in Chapter 3) motivated me to perform DFT calculations to study the influence of the RIs 

on the mobility of the surface metal atoms in the studied systems. More specifically, I investigated the 

thermodynamics of extracting a metal atom from the metal surface as well as the binding energy and 

charge distribution between RIs and metal surfaces. Furthermore, kinetic energy barrier of atom 

migration on metal surfaces was also discussed in this section.  

First, I assessed the thermodynamics of extracting a metal atom from the metal surface by calculating 

the vacancy formation energies on different crystallographic facets of gold and palladium with and 

without surface-bound CO2RR and HER reaction intermediates, that is, *COOH and *H, respectively 

(Figure 4.1a, x-axis, and the scheme underneath). I observed that the vacancy formation energy was 

considerably reduced by bound *COOH and *H on all studied gold and palladium surfaces, with the 

adsorbed *COOH having a more pronounced effect than *H. Notably, the material of the metal surface 

had a marked effect on how strongly the atoms are bound with their neighbors. In addition, the vacancy 

formation energy was lower on high-index surfaces with undercoordinated sites, such as Au (211). 

Simultaneously, these sites had higher *COOH and *H binding energies (Figure 4.1b,c) and therefore 

were more likely to capture the reaction intermediates during the reaction, which in turn reduced the 

vacancy formation energy, as discussed above. These factors result in high-index surfaces being less 

thermodynamically stable compared with their low-index counterparts. 

To explore further the impact of adsorbed intermediates on the surface atomic mobility, I performed 

DFT calculations of the charge-density difference for gold surfaces with bound *H and *COOH 

intermediates (Figure 4.1d,e, respectively, and Figure 4.2). The results showed that *COOH, as an 

electron acceptor, stabilized its adsorption by pulling the electron density from the gold surface and 

accumulating it between *COOH and the gold surface along the C–Au bond (Figure 4.1e and 4.2). 

Consequently, this electron depletion weakened the interaction of the *COOH-bound gold atom with 

its neighbors in the lattice, making it easier to extract that *COOH-bound gold atom from the surface. 

Similar to *COOH, *H also caused an electron density accumulation between *H and *H-bound gold 

along the H–Au bond (Figure 4.1d and 4.2). However, *H is less efficient in displacing the electron 

density in this way, as can be seen by a smaller cyan area compared with *COOH-bound gold. Thus, 

the bonds between *H-bound gold and its neighbors in the lattice are less affected by this adsorbed 
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intermediate due to the lower electron depletion by bound *H. These results also correlate with the 

relatively higher stability of gold structures in HER electrolysis than in CO2RR electrolysis under the 

same operating conditions.  

 

 

Figure 4.1: Adsorbed reaction intermediate facilitation of atomic mobility on different 

crystallographic facets. a, Atomic migration energy barrier and atomic vacancy formation energy 

calculated for different crystallographic facets of gold with and without surface-bound intermediates 

*COOH or *H and of palladium with and without surface-bound intermediate *COOH. The arrow 

shows the general trend of decreasing atomic mobility. The cartoons on the left illustrate the migration 

of a single metal adatom with bound reaction intermediates (*H, above; *COOH, below) to an adjacent 

surface site, and the cartoon scheme along the bottom illustrates the vacancy formation events for 

which the energies were calculated. IS, initial state; TS, transition state; FS, final state. b, Calculated 

binding energy of *COOH and *H intermediates to different crystallographic facets of gold. c, 

Calculated binding energy of *COOH intermediate to different crystallographic facets of palladium. 

d,e, Charge distribution for Au(100)–H (d) and for Au(100)–COOH (e); yellow and blue colors 

represent the charge accumulation and depletion, respectively, with an iso-surface value of 0.001 e Å−3 

implemented. Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 

H. 



 

68 

Next, I assessed the kinetic aspect of the surface atomic mobility by calculating the migration energy 

barriers on different surfaces with and without the bound electrocatalytic reaction intermediates (Figure 

4.1a, y-axis, and Figure 4.3, 4.4, A.1-A.8). As in the vacancy formation energy calculations, palladium 

suggested a comparatively higher stability than gold, based on the relatively lower migration energy 

barriers of the latter. Bound reaction intermediates were shown to decrease the migration energy barrier 

for the studied gold and palladium surfaces, with the adsorbed *COOH having a more pronounced 

effect than *H on all calculated crystallographic facets of gold. The relative positions of the facets on 

the migration energy barrier axis showed a different trend than the vacancy formation energy axis 

(Figure 4.1a). Specifically, despite the lowest vacancy formation energy, Au (110) had the highest 

H  

 

Figure 4.2: Charge distribution profiles for different Ay facets with surface-bound intermediates 

*COOH or *H. a–c, Side view of Au(111), Au(110) and Au(211). d-g, Top view of Au(111), 

Au(100), Au(110) and Au(211). Yellow and blue colors represent the charge accumulation and 

depletion, with an iso-surface value of 0.001 e/Å3 implemented.. Reprinted with permission from ref. 

[71]. Copyright 2021, Springer Nature. 
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migration energy barrier among the studied gold surfaces, which correlates with the experimental 

evidence of gold BNPs maintaining their dominant (110) surfaces after continuous electrolysis (Figure 

3.11m). 

Considering the migration energy barriers and vacancy formation energies together, the plot in Figure 

4.1a shows the comparatively higher stability of the surface atomic structures in the top-right corner, 

whereas the structures in the bottom-left corner are relatively more likely to reconstruct. However, these 

thermodynamic and kinetic aspects consider random hoping of surface atoms and do not reflect any 

locality or directionality of atomic mobility on the nanoscale. Conversely, the experimental data 

implied that in some localities of complex nanoscale electrocatalysts the atoms were hopping about 

more than in other otherwise identical features, suggesting that the impacts exerted on them are 

associated with the applied bias. Moreover, the experimental evidence revealed structural changes at 

the interfaces of the particles with the substrate and each other, where the electrolysis is hindered due 

to apparent mass-transport limitations, further suggesting the presence of additional driving forces for 

atomic migration. 

 

 

Figure 4.3: Au atom mobility differentiation based on reaction intermediates present in the media. (a-

d) the hooping paths studied for surface atom migration on Au(111), Au(100), Au(110) and Au(211) 

surfaces, with the olive colour atoms representing the Au surface and orange colour atoms representing 

the hooping Au atom and intermediate-bound Au atoms (Au-COOH and Au-H). (e-h) calculated 

energy barriers for migration path of Au atom, Au-COOH (CO2RR) and Au-H (HER) intermediate-

bound Au atoms on Au(111), Au(100), Au(110) and Au(211) surfaces, respectively. Reprinted with 

permission from ref. [71]. Copyright 2021, Springer Nature. 
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Figure 4.4: Calculated energy barriers for migration path of Pd atom and Pd-COOH (CO2RR) 

intermediate-bound Au atom, with (a-d) for Pd(111), Pd(100), Pd(110) and Pd(211) surfaces, 

respectively. The paths studied for Pd are the same as that for Au. Reprinted with permission from ref. 

[71]. Copyright 2021, Springer Nature. 
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4.5 Comparison of the atomic mobility on Cu, Ag, Au, and Pd facets during 

HER, ORR and CO2RR electrolysis  

In the previous section 4.4, I showed that the RI may promote the thermodynamic process of vacancy 

formation (VF) and accelerate the migration kinetics of the adatom on crystallographic facets of Au 

and Pd using DFT calculations. This VF assessment from the thermodynamic standpoint provided the 

initial mechanistic insight into the impact of RIs on atomic mobility in metal electrocatalysts. A more 

detailed description of RI-induced VF mechanism on metal surfaces, which includes kinetic 

considerations of VF pathways, however, has not been explored to date. In addition, more complex 

structural models reflecting the complexity of nanostructured metal catalysts and accounting for all 

possible RIs are necessary to accurately predict the atomic mobility trends in a series of electrocatalysts 

with various compositions.  

To address this knowledge gap, in this section 4.5, I expanded the atomic mobility assessment method 

to enable the evaluation of both thermodynamics and kinetics of VF via DFT and to probe the stability 

of a complex surface structure (compared to low-index facets) mimicking nanostructured catalysts 

using ab initio molecular dynamic (AIMD) simulations. This approach was applied to a series of metal 

CO2RR catalysts to provide a more comprehensive description of atomic mobility induced by RIs 

during CO2RR electrolysis. Specifically, I considered several electrocatalyst compositions of common 

interest in CO2RR electrocatalyst design:133–137 Cu, Ag, Au, Pd, and the key RI associated with CO2 

reduction and accompanying reactions, i.e., HER and ORR: *COOH, *H, and *OOH. In this work, the 

relative trends in increased atomic mobility by these RI and their specific mechanisms, along with the 

trends in atomic mobility in the series of metals and their correlations with their chemical and physical 

nature are discussed in detail, which I present in the following. 

The influence of a RI on the atomic mobility in a metal catalyst starts with its adsorption on the 

catalyst surface. To reveal the interaction of various RIs with metal surfaces, I first investigated the 

energetically favorable geometries of (111) (100), (110), and (211) surfaces for the commonly used 

metals in CO2RR such as Cu, Ag, Au, and Pd with adsorbed CO2RR-related RIs, including *COOH, 

*H, and *OOH, key RIs for CO2RR itself, competing HER, and competing ORR from traces of 

air/oxygen present in CO2, respectively. Optimized geometries of RI-bound metal surfaces are shown 

in Figure 4.5a and Figure A.9-A.11. I found that the *H tends to adsorb at a three-fold or four-fold 

hollow site, except for the case of (110) facet where it prefers a bridge site; the *OOH interacts with 

the metal surfaces through both oxygen atoms; and the *COOH prefers a stabilization via forming C-
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M and O-M bonds. I note that the calculations of the *H on Pd surfaces was not performed due to the 

complexity of simulating Pd–H interactions associated with the formation of palladium hydride.139,140 

To further understand the binding strength between the RIs and the metal surfaces, the binding energies 

of the studied RIs were calculated according to equation 2.2 based on the optimized geometries of the 

metal surfaces bound with the RIs (Figure 4.5b).  

Note that the formation of adsorbed surface species is not only dependent on the binding energy, but 

also on other factors such as chemical potentials. However, in an aqueous electrolyte at ambient 

conditions typical for CO2RR, the influence of chemical potentials on the presence of *H and *OOH is 

minor to that of binding energies. To illustrate it, I considered the formation of *OOH (for ORR) and 

*COOH (for CO2RR) as an example. Assuming both O2 and CO2 reach their saturation (23 ppm and 

615 ppm, respectively),141 the resulting correction to the binding energy difference between the *OOH 

and the *COOH is estimated to be 0.08 eV, while the absolute binding energy difference is about 1 eV 

(Figure 4.5b). Therefore, the binding energy is an appropriate parameter for describing the formation 

of adsorbed surface species during CO2RR.  

The binding energy results in Figure 4.5b revealed that the interaction between a RI and a metal 

surface strongly depends on the nature of the RI. Specifically, *OOH showed the most negative binding 

 

Figure 4.5: The interaction of different intermediates with various metal surfaces. (a) the optimized 

geometries of absorbed *H, *OOH and *COOH on Cu surfaces of (111), (100), (110) and (211), and 

(b) the binding energies of *H, *OOH and *COOH on (111), (100), (110) and (211) surfaces of Cu, 

Ag, Au and Pd. White, H atom; red, O atom; gray, C atom; dark/light blue, Cu atom in outmost/inner 

layer. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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energy on all studied facets of different metals, followed by *H, and finally by *COOH, which suggests 

that RIs of *OOH and *H from side reactions during CO2RR can interact more strongly with the metal 

surfaces compared to the interaction between metal surfaces and CO2RR reaction intermediate 

(*COOH), and therefore affect the structure of the metal surfaces more significantly. Moreover, the 

preferable adsorption of *OOH and *H can compete with the adsorption of *COOH and disturb the 

selectivity of CO2RR. In this regard, considering the contribution of *OOH is particularly important 

due to its binding being the strongest on all studied metal surfaces (Figure 4.5b).  Besides *OOH, *H 

also has stronger interactions with metal surfaces than the interaction between the metal surfaces and 

*COOH. The formation of *H is unavoidable in aqueous conditions in which CO2RR is generally 

carried out. So, it has been a challenge to inhibit the competing HER against CO2RR in aqueous 

electrolytes. Furthermore, the formation of *H on metal surfaces is also needed for the hydrogenation 

steps in CO2RR process. As a good candidate of CO2RR catalyst, it should be able to balance the 

formation of *COOH and *H. On this subject, Cu is the best choice among studied metals since the 

 

Figure 4.6: The influence of the reaction intermediates and metal materials on vacancy formation 

energy. The (111), (100), (110), and (211) surfaces of Cu, Ag, Au, and Pd were studied with and 

without adsorbed RIs. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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difference between binding energies of *H and *COOH on Cu surfaces is smaller compared to that on 

other metals. Due to the moderate binding affinity to the CO2RR intermediate and H atom, Cu is able 

to stabilize CO2RR intermediates and its further hydrogenation simultaneously, which may contribute 

to its unique ability to produce a variety of hydrocarbons and oxygenates during the CO2RR, in 

agreement with earlier studies.142 In addition to the nature of the RIs, our results indicated that the 

material composition and facet type of the metal can alter the observed binding energy of RI by about 

0.5 - 1.0 eV (Figure 4.5b). Among the studied metals, Pd and Cu have more negative binding energies 

to the studied RIs compared to Ag and Au, suggesting a generally stronger interaction of the RIs with 

Pd and Cu metal surfaces. The various facets of a certain metal also show different binding energies to 

the RIs, with high-index facets showing more negative binding energies, consistent with chemical 

intuition as the metal atoms on high-index facets are generally more undercoordinated.  

To understand the impact of the adsorbed RIs on the chemical bonds of RI-bound metal atom with 

its neighbors in the lattice, I then explored both the thermodynamic and kinetic aspects of extracting a 

metal atom on different crystallographic facets of the studied metals with and without surface-bound 

RIs. The thermodynamic profile was first assessed by calculating the vacancy formation energy (𝐸𝑉𝐹), 

shown in Figure 4.6. I found the adsorbed RIs can greatly affect 𝐸𝑉𝐹 on all studied metal surfaces. 

Among those RIs, *COOH and *OOH are prone to reduce the 𝐸𝑉𝐹 by around 0.25 eV on the majority 

 

Figure 4.7: Comparison of the adsorption structures for *OOH and *COOH on Cu(111), Ag(111), 

Au(111), and Pd(111) without vacancy.  Reprinted with permission from ref. [132]. Copyright 2022, 

Royal Society of Chemistry. 
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of the studied metals and therefore promote the process of extracting a metal atom from the surface 

thermodynamically. Note that a more obvious 𝐸𝑉𝐹 drop (around 0.75 eV) is observed on *COOH- and 

*OOH-bound Au surfaces, suggesting Au surfaces are more affected by *COOH and *OOH 

thermodynamically compared to other three metals. The large 𝐸𝑉𝐹 drop may be attributed to the relative 

inertness of the neighboring Au atoms around the catalytic center compared to those in other metals. 

As shown in Figure 4.7, on both the *OOH- and *COOH-bound Au(111) surfaces, the Au-O bond 

length (Figure 4.7c and g) is longer than the corresponding M-O bond lengths on other metal surfaces. 

This indicates a stronger interaction between RI and Au catalytic center and therefore more interference 

between RI and the valence electrons of the Au catalytic center from the bound RIs than that on other 

metals, leading to a lower 𝐸𝑉𝐹 on *COOH- and *OOH-bound Au surfaces. Furthermore, a negative 

𝐸𝑉𝐹 is observed in the case of OOH-bound Au(110) surface with a single-atom vacancy, suggesting 

that this structure is more favorable thermodynamically than the other structures. This may be due to 

the stronger interaction between the removed Au atom and Au(110) surface than that on other metals. 

For instance, as shown in Figure 4.8, the distance between the removed atom and the metal surface is 

much shorter on OOH-bound Au(110) surface (Figure 4.8c) than that on Ag*OOH (Figure 4.8b) despite 

the two metals having very similar valence electron configurations and atomic radii. This stronger 

 

Figure 4.8: Comparison of the adsorption structures for *OOH and *COOH on Cu(111), Ag(111), 

Au(111), and Pd(111) with single-atom vacancy.  Reprinted with permission from ref. [132]. 

Copyright 2022, Royal Society of Chemistry. 
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interaction in gold could lower the energy of OOH-bound Au(110) surface with vacancy and eventually 

lead to a negative 𝐸𝑉𝐹 . Interestingly, *H exhibited a more complex behavior in terms of 𝐸𝑉𝐹  on 

different metal materials: *H can either reduce the 𝐸𝑉𝐹 on (111) and (110) surfaces or increase it on 

(100) and (211) surfaces for Cu, Ag, and Au. This difference in the effect of *H RI on 𝐸𝑉𝐹 is likely due 

to the inconsistent binding motif it adopts in the explored cases. Furthermore, 𝐸𝑉𝐹 substantially varied 

on different metals, with Pd surfaces having relatively higher 𝐸𝑉𝐹 than the surfaces of other metals, i.e., 

the VF is less favoured on Pd compared to other metals.  

To further elucidate the process of VF, I also assessed the kinetic aspects of extracting a metal atom 

from the metal surface by calculating the energy barriers of single-atom VF process on different 

crystallographic facets of the studied metals with and without surface-bound RIs. (Figure 4.9, A.12-

A.15) There are multiple ways for generating a single-atom vacancy on metal surfaces. One of the 

conceptually simplest approaches is to move a surface atom over a bridge site to its nearest adsorption 

site, referred to as “one-atom mechanism” below (Figure 4.9a). To have a more comprehensive profile 

of VF process, I also considered another plausible VF mechanism, referred to as “two-atom 

 

Figure 4.9: The influence of the RIs and metal nature on the one-atom and the two-atom VF 

mechanisms: the schematic of the two VF mechanisms (a) and the associated energy barriers (b) on 

(111), (100), (110), and (211) surfaces of studied metals with and without adsorbed RIs. Reprinted 

with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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mechanism”, in which one atom (atom 1) moves up toward a three-fold site, while another neighboring 

atom (atom 2) moves toward the original position of the first atom (atom 1 Figure 4.9b). I compared 

the energy barriers for these two VF mechanisms on the same metal surfaces with and without adsorbed 

RIs in Figure 4.10, with their corresponding detailed kinetic energy profiles of VF shown in Figure 

A.16-A.19.  The results revealed that the VF of one-atom mechanism had higher energy barrier 

compared to that of two-atom mechanism on most of the metal surfaces without adsorbed RIs, making 

the two-atom mechanism more likely in this case. This trend correlates with the fact that the two-atom 

mechanism minimizes the travel distance the migrating atom has to travel by, in contrast to the one-

atom mechanism. However, for RI-bound metal surfaces, the trends in the energy barrier showed a 

more complex behavior with either the one-atom or the two-atom mechanism having the higher energy 

barrier. This result suggests that the adsorbed RIs may have a significant influence on the VF 

 

Figure 4.10:  Comparison of the kinetic barriers for the two VF mechanisms on (111), (100), (110), 

and (211) surfaces of Cu, Ag, Au, and Pd.  Reprinted with permission from ref. [132]. Copyright 2022, 

Royal Society of Chemistry. 
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mechanism, and in some cases can decrease the barrier toward VF. Geometrically, the adsorbed RIs 

can facilitate the migrating atom to move over the bridge site, and therefore make the one-atom 

mechanism VF more accessible on the metal surfaces with adsorbed RIs. Similar to the trends observed 

in the relative VF energies, I found that the surface-bound RIs (*H, *OOH, and *COOH) reduced the 

energy barriers of VF in both mechanisms, with *OOH and *COOH having a more pronounced effect 

than *H (Figure 4.9c, d). In addition, VF processes were found to have lower energy barriers on high-

index surface such as (110) and (211) compared to (111) and (100), implying that the high-index 

surfaces are less stable compared to their low-index counterparts both kinetically and 

thermodynamically.  

 

 

 

 

 

Figure 4.11: The comparison of atomic mobility on metal surfaces under different reaction conditions. 

(a) The migration pathway of a metal adatom on Cu(111) surface without and with different adsorbed 

RIs (*H, *OOH, and *COOH). (b) The energy barriers of surface adatom migration on (111), (100), 

(110), and (211) surfaces of studied metals with and without adsorbed RIs. White, H atom; red, O 

atom; gray, C atom; dark blue, Cu atom. Reprinted with permission from ref. [132]. Copyright 2022, 

Royal Society of Chemistry. 
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Figure 4.13:  Optimized geometry structures for initial, transition and final states of migration for Cu 

atom and intermediate-bound Cu atoms of Cu*H (HER), Cu*OOH (ORR), and Cu*COOH (CO2RR) 

on the Cu(110) surface. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 

 
Figure 4.12: Optimized geometry structures for initial, transition, and final states of migration for Cu 

atom and intermediate-bound Cu atoms of Cu*H (HER), Cu*OOH (ORR), and Cu*COOH (CO2RR) 

on the Cu(100) surface. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure 4.14: Optimized geometry structures for initial, transition and final states of migration for Cu 

atom and intermediate-bound Cu atoms of Cu*H (HER), Cu*OOH (ORR), and Cu*COOH (CO2RR) 

on the Cu(211) surface. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry.  
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To further understand the impact of RIs on the atomic mobility, I assessed the kinetic energy barriers 

for the migration of a metal adatom on different metal surfaces with and without the bound RI. The 

migration pathway of the surface adatom with and without the bound RI on different Cu surfaces is 

shown in Figure 4.11a and Figure 4.12-4.14. The same migration pathway was considered on different 

surfaces of the other metals in this study, Ag, Au, and Pd. The surface adatom was considered to be 

moving from one energetically favorable surface site to another one nearby by moving directly over a 

bridge site. Similar to the trends observed in the thermodynamic and kinetic analysis of VF, I found 

that the surface atom migration can be significantly affected by the nature of adsorbed RIs and the facet 

and material of the metal during CO2RR electrolysis. The results indicated that the bound RIs reduce 

the energy barriers of the surface atom migration on different surfaces of the studied metals to varying 

degrees (Figure 4.11b), with *COOH having the most pronounced effect (ca. 0.1 eV drop), followed 

by *OOH (ca. 0.04 eV drop), and finally *H (ca. 0.03 eV drop) as shown in Figure 4.15. Note that 

energy barrier drops on Au surfaces are different compared to that on other metal surfaces, with a 

decrease of 0.12 eV, 0.1 eV and 0.09 eV for *COOH, *OOH, and *H, respectively. As discussed before, 

the difficulty of surface atom migration is another factor that can determine the structural stability of 

metal surfaces, which can be characterized by the energy barrier of surface atom migration: a metal 

surface with a higher migration energy barrier tends to be more stable than that with a lower barrier.  

Our results suggested the adsorbed RIs can contribute to the acceleration of the surface atom migration, 

 

Figure 4.15:  Average values of adatom migration energy barriers on studied four metal surfaces for 

Cu, Ag, Au, and Pd without and with different adsorbed RIs (*H, *OOH, and *COOH). Reprinted 

with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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thereby promoting atomic mobility and lowering the structural stability on metal surfaces. Moreover, 

among the studied metals, Pd exhibited the highest (least favorable) migration energy (1.18 eV – 1.29 

eV) with Au, Ag, and Cu having lower and similar migration energy barriers (0.30 eV – 0.44 eV) in 

Figure 4.15. As suggested by our results, Pd catalysts should have a higher stability than the other three 

metals including Au, Ag, and Au under CO2RR electrolysis, which is consistent with the existing 

experimental observations.63,71 For Au, Ag, and Au, they shared a similar structural stability. 

Additionally, the migration energy barrier also varied on the different surfaces of all the fcc metals 

studied here, with (100) and (110) surfaces having relatively higher kinetic barriers than (111) and 

(211) surfaces. 

Considering real nanoscale electrocatalysts attainable experimentally, which typically have complex 

nanomorphology and a high number of undercoordinated sites, the calculations for single-atom VF and 

migration may not fully reveal the nuances of atomic mobility in the realistic catalysts during CO2RR. 

Specifically, possible processes include VF, migration of multiple atoms, and the mutual interactions 

between the migrating atoms and their neighbors in the lattice. Therefore, the structures and surface 

behavior description presented above serve only as ideal, hypothetical models to the real catalytic 

systems, allowing me to roughly assess the comparative surface stability of different compositions and 

facets in the presence of different RIs. The complexity of multi-atom mechanisms makes it very 

difficult to study the impact of surface reactions on the structural behavior of realistic catalysts by using 

the DFT calculations of the VF and atom migration. In contrast, molecular dynamic (MD) simulation 

is a powerful tool to monitor the structural dynamics of a complex multiatomic surface structure69 and 

the influence of adsorbed species.70 Previously, the displacement of atoms in MD simulations has been 

used to evaluate the atomic mobility in metal materials.138  Thus, to have a more comprehensive 

understanding of the atomic mobility induced by adsorbed RIs in a multiatomic system, I investigated 

the dynamical behavior and the displacement of metal atoms on a complex metal surface with and 

without bound RIs using AIMD simulations. To reflect the complexity and atomic coordination of 

shaped nanoparticle surface features, I built a surface model comprised of a metal cluster bound to an 

extended metal surface. The 13-atom metal cluster and its interface with the substrate was used to 

represent highly undercoordinated features of a nanoparticle. The number of atoms was set at 13 

because a cluster with more atoms becomes too computationally demanding.   
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The snapshots of the trajectories for the morphology evolution of the studied metal clusters with and 

without bound RIs are shown in Figure 4.16a and Figure 4.17. For Cu clusters, I observed the a 

*COOH-bound Cu atom was extracted from Cu cluster faster (at around 0.5 ps) than a bare Cu atom or 

a Cu atom bound with the other RI (*H or *OOH). In addition to the RI-bound Cu atom, Cu atoms 

around it also moved from their original positions when RI-bound Cu atom was separated from the 

metal cluster. A similar trend was observed on the other metal clusters. Therefore, the atomic mobility 

in the metal clusters was difficult to evaluate by only visualizing the morphology change. To 

qualitatively assess the atomic mobility, the averaged displacement of metal atoms in the cluster was 

considered to evaluate the atomic mobility in a metal cluster. The material of the metal exhibited a great 

impact on the averaged displacement of the cluster metal atoms during MD simulation. The results 

revealed the averaged displacement ranges of a Cu, Ag, Au, and Pd cluster atoms were 1.9-2.7 Å, 1.1-

 

Figure 4.16: AIMD simulations of the metal cluster supported on extended metal surfaces. (a) 

Snapshots during the trajectories of AIMD for Cu cluster and H-, OOH- and COOH-bound Cu cluster 

on the Cu (111) surface. (b) The change of the averaged displacements of atoms in Cu, Ag, Au, and 

Pd clusters with and without bound RIs with time. White, H atom; red, O atom; black, C atom; dark 

blue, Cu atom. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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2.1 Å, 1.3-1.6 Å, and 1.0-1.2 Å, respectively. (*OOH-bound Pd cluster a is special case and is discussed 

in the text below.) The variation in the averaged displacement on different metals reflects the difference 

in the atomic mobilities on these metals, with Pd having the lowest atomic mobility, followed by Au, 

Ag, and finally Cu. In addition, smaller averaged displacement ranges for Au and Pd clusters suggest 

that the atomic mobility in these metal clusters is less affected by the RI compared to Cu and Ag 

clusters.  

Furthermore, the averaged displacement of cluster atoms was also sensitive to the nature of the 

adsorbed RI. The averaged displacements of *COOH-bound and *OOH-bound metal clusters were 

greater than that of *H-bound clusters on all metals. Interestingly, I found that the averaged 

displacements in the Cu and Pd clusters with bound *OOH were larger than in the Cu and Pd clusters 

with bound *COOH, respectively, resulting from the O-O bond cleavage and the formation of *O or 

*OH species, which further facilitated the atomic mobility. The displacement increased sharply after 

the cleavage of O-O bond at 1.5 ps and 1.0 ps on Cu and Pd clusters with adsorbed *OOH, respectively 

 

Figure 4.17: Snapshots during the trajectories of AIMD for Ag, Au, Pd clusters with and without 

adsorbed reaction intermediates of *H, *OOH, and *COOH. Reprinted with permission from 

ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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Figure S22.  Snapshots during the trajectories of AIMD for Ag, Au, Pd clusters with and without adsorbed reaction intermediates 
of *H, *OOH, and *COOH. (option 1)
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(Figure 4.16b). This suggests that, compared to *COOH, a more pronounced reconstruction in metal 

nanoparticle catalysts can be induced by *O and *OH species formed via cleavage of the O–O bond 

from the *OOH adsorbate, highlighting detrimental effects of O2 presence on the catalyst stability 

during CO2RR electrocatalysis. Note that the Ag cluster without bound RI showed greater averaged 

displacement than Ag clusters bound with RIs: this trend is associated with the top-middle Ag atom in 

the cluster going down to the bottom of the cluster and pushing other Ag atoms way from their original 

position, which does not affect the overall morphology of the metal cluster.   

In addition to the average displacement, the displacement of the cluster center of mass (COM) (Figure 

4.18) was also considered to evaluate the movement of cluster atoms. The COM results showed a 

similar trend as observed in the study of average displacement in terms of the effect of the RI and the 

material on the atomic mobility. It should be noted that the displacements in Figure 4.16b and 4.18 

 

Figure 4.18: The change of the center of mass (COM) for Cu, Ag, Au, and Pd clusters with and without 

bound RIs with time. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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were obtained from a single trajectory and are intended as an illustration of the mobilities. To further 

support the displacement results, a time averaging method was used to estimate the ensemble average 

properties, including MSD, RDF, and Lindemann index, which can quantitatively measure the atomic 

mobility and order (Figure C.1-C.15). The MSD of the substrate atoms exhibited the typical features of 

 
Figure 4.19: The temperature change of metal cluster and slab as a function of simulation time. 

Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry.     
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the solid state with nearly periodic distributions with low amplitude, while the MSD of the cluster atoms 

displayed liquid-state-like features, with larger amplitude and linear slopes at longer times, indicative 

of diffusive behavior. I found that the MSD of the cluster atoms depend on the RIs and materials, 

reflecting the effect of the latter on atomic mobility. The computed radial distribution functions also 

revealed that the substrates exhibit ordered solid behavior while the clusters display disordered liquid 

behavior. As shown in Figure C.1c-C.15c, RDFs of the substrates had broadened peaks with zero 

probability of finding a particle between peaks due to the regular spatial distribution of the atoms. 

However, RDFs of the clusters have non-zero separations between peaks as the atoms have higher 

mobility. Furthermore, I also found that the clusters have higher Lindemann indices than the substrates, 

further suggesting a higher atomic mobility of the metal cluster than that of the substrate. A sharp 

increase in Lindemann index was observed for Cu and Pd clusters after the adsorption of *OOH (from 

0.067 to 0.112 for Cu; from 0.038 to 0.052 for Pd), which supports the significantly increased atomic 

mobility induced by *OOH on Cu and Pd clusters as demonstrated in Figure 4.16 and 4.18. 

We used our estimated kinetic temperatures in order to assess the heat transfer between RIs and the 

metal slab. Results are shown in Figure 4.19 for all the systems under investigation. For the case of 

 

Figure 4.20: The heat capacities of Cu, Ag, Au, and Pd cluster systems. Reprinted with permission 

from ref. [132]. Copyright 2022, Royal Society of Chemistry.   
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copper, I observe that at short times, the RIs and have the same kinetic temperature. This is because, 

initial velocities are sampled from a Maxwell-Boltzmann distribution. As time evolves, the thermostat 

stears the velocity components, and overall kinetic energy, towards the target temperature. This 

equilibration process is accompanied by structural changes and large differences are observed between 

the kinetic temperatures of the cluster/RIs and that of the slab at around 500 fs and beyond. This is 

indicative of slow energy or inefficient energy transfer between the cluster/RIs and the slab for the case 

of copper. Only at around 2 ps does the kinetic temperature of the cluster/RIs appear to have reached 

the target temperature of 300 K. In the case of Au, the temperature equilibration process appears more 

efficient with less overall fluctuations. A similar situation is observed for Ag while Pd exhibits more 

pronounced fluctuations in the presence of RIs but lesser in the case of a surface cluster. I also estimated 

the heat capacities of the various systems and present our results in Figure 4.20. As a general trend, I 

observe that the presence of RIs increases the heat capacity in all cases as these RIs increase energy 

fluctuations. This observation is also consistent with the pronounced kinetic temperature fluctuations 

discussed above. Because of the limited length of our MD trajectories, the magnitude of our standard 

errors prevents a quantitation comparison of the effects of different RIs for a given metal. 
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4.6 Comparison of the atomic mobility on Cu, Cu3Pd and Pd facets during 

HER, ORR and CO2RR electrolysis 

Considering the importance of the bimetallic electrocatalysts in CO2RR, I investigated the influence of 

the CO2RR-related RIs on the atom mobility in a model bimetallic catalyst, with the aim to develop a 

better understanding of the mobility trends. Specifically, considering a unique role of Cu in CO2RR 

along with its higher propensity towards atomic mobility as described above, I chose a Cu-based alloy 

in order to verify whether its structural stability would be improved compared to pure Cu. To this end, 

as Pd is comparably more stable against migration compared to Cu, I selected the Cu3Pd system, which 

has been experimentally shown to be a promising CO2RR electrocatalyst137. In order to evaluate the 

stability of the Cu atom in this alloy, the RI was considered to bind with Cu atom on the surface. Among 

various facets, Cu3Pd(100) was selected as a case study in this work, considering that Cu(100) facet 

and bimetallic Cu3Pd systems are of a great interest in the field of CO2 RR due to its selectivity to C2 

products.137,143–145 To see whether the stability of Cu(100) surface can be enhanced by introducing Pd 

element, I calculated the energy barrier for the VF processes and the adatom migration on Cu3Pd (100) 

surface with and without adsorbed RIs *H, *OOH, and *COOH (Figure 4.21). Our calculations 

 

Figure 4.21: The influence of reaction intermediates on the energy barrier of VF processes and adatom 

migration on the (100) surface of Cu3Pd alloy. The schematic and energy barriers for the VF via the 

one-atom mechanism (a) and via the two-atom mechanism (b), and the adatom migration on Cu3Pd 

(100) surface with and without RIs (c). For the comparison purpose, the corresponding energy data on 

Cu(100) and Pd(100) surface are also included. Dark blue, Cu atom; dark cyan, Pd atom. Reprinted 

with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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revealed that the adsorbed RIs can reduce the energy barrier for the two VF mechanisms and the atom 

migration on the Cu3Pd (100) surface, similarly to the trends observed on the pure metal surfaces 

discussed above. More importantly, I found that the energy barrier of two-atom-mechanism VF and 

atom migration increased on Cu3Pd (100) compared to that on Cu (100) (Figure 4.21 and 4.22), which 

suggests that optimizing the composition of bimetallic catalysts can not only tune the activity and 

selectivity of the catalysts, but also improve the structural stability of the catalysts. 

  

 

Figure 4.22: The comparison of the lowest energy barriers of VF process and atom migration on 

Cu(100) and Cu3Pd(100) surface.  Reprinted with permission from ref. [132]. Copyright 2022, Royal 

Society of Chemistry. 
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4.7 Summary 

In summary, I elucidated the influence of adsorbed reaction intermediates and the materials 

composition on the structural reconstructions in the common cathodic electrocatalysts during CO2RR 

electrolysis by conducting a detailed computational study of thermodynamic, kinetic, and structural 

dynamics aspects of the atomic mobility in these electrocatalysts. Based on static DFT calculations, the 

adsorbed reaction intermediates tend to promote the atomic mobility in the metallic electrocatalysts by 

accelerating (1) the thermodynamics of vacancy formation; (2) the kinetic barriers of vacancy formation 

through two pathways; (3) the kinetic barriers of the atom migration on the metal surfaces. Depending 

on the nature of the adsorbed reaction intermediates, they facilitate the atomic mobility in varying 

degrees. For instance, *COOH has a more pronounced effect than *H, while *OOH could induce a 

more pronounced effect than *COOH, especially when the O-O bond breaks on metal surfaces. In 

addition, the AIMD simulations revealed that Pd has the lowest atomic mobility, then sequentially 

followed by Au, Ag, and Cu. This work highlights the side reaction intermediate such as *OOH can 

not only cause the waste of the input energy, but also facilitate the structural reconstruction in the 

cathodic electrocatalysts during CO2RR. I also found that alloying less stable Cu with Pd renders a 

material with decreased atomic mobility of Cu surface atoms compared to pure Cu, which illustrates 

that alloying can not only be used to tailor the catalyst activity and selectivity, but also to improve their 

structural stability. These findings provide a more comprehensive picture of the atomic mobility trends 

in the commonly used CO2RR metal electrocatalysts and the influence of the RIs under electrolysis 

conditions. The extended surface mobility assessment discussed here enables the evaluation of the 

atomic mobility in a cathodic catalyst of a new composition and provide guidance for experimental 

design of more stable electrocatalysts for industrial applications. 
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Chapter 5 

Continuum level mechanistic description of structural changes in 

CO2RR electrocatalysts: Electrochemical physics  

Partially reprinted with permission from Nature Catal. 2021, 4, 479. Copyright 2021, Springer Nature. 

Contribution: designed and carried out the DFT calculations and the FEM simulations, assisted in 

manuscript writing. 

5.1 Introduction 

As introduced in Chapter 4, the migration energy barriers and vacancy formation energies together, can 

be used to predict the relative stability of the surface atomic structures in various metals under different 

electrolysis conditions. However, these thermodynamic and kinetic aspects consider random hoping of 

surface atoms and do not reflect any locality or directionality of atomic mobility on the nanoscale. 

Conversely, the experimental data implied that in some localities of complex nanoscale electrocatalysts 

the atoms were hopping about more than in other otherwise identical features, suggesting that the 

impacts exerted on them are associated with the applied bias. Moreover, the experimental evidence 

revealed structural changes at the interfaces of the particles with the substrate and each other,(Figure 

3.11 and 3.12) where the electrolysis is hindered due to apparent mass-transport limitations, further 

suggesting the presence of additional driving forces for atomic migration, which are related to the 

electrochemical behavior of the nanoparticles. To understand the origins of the locality and 

directionality of atomic mobility in nanocatalysts during electrolysis, one needs to study how the 

nanoscale shapes structurally participate in the electrochemical process.  

Electrochemical physics effects on nanoscale can not only affect the atomic migration, but also 

impact the activity and selectivity of nanoparticle-based electrodes in surface reactions due to their 

complex nanostructures.  For instance, high-curvature nanoscale features in complex nanostructures 

can generate high electric fields (E-fields) in the electrolyte adjacent to their surface under an applied 

bias, which can increase the CO2 concentration by accumulating the electrolyte cations in their vicinity 

and therefore promote the CO2RR performance.13  Moreover, the distribution of reaction species can 

also be affected by the nanoscale geometry of electrocatalysts: for example, nanocavities in 

nanostructured electrodes can confine the reaction intermediates during the CO2RR electrolysis, 

steering the reaction towards more valuable multi-carbon products.14 These specific electrocatalytic 
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effects illustrate the significance of optimizing the geometry of catalytic nanostructures in improving 

the electrocatalytic performance of these materials.  

However, the theoretical studies in this area have been given considerably less attention in 

comparison to the ab initio studies on the atomic structure design mentioned above. Typically, 

modelling above-mentioned electrochemical physics effects on nanoscale requires continuum 

descriptions of migration, diffusion and reaction processes in the electrolyte and current flow in the 

electrode by solving a set of partial differential equations with certain boundary conditions.71,146 As a 

result, currently there is a lack of established best practices and consistent protocols in setting and 

solving the necessary equations for determining the distributions of the local E-field, current density 

and active species at electrodes with complex nanoscale morphologies. In addition to being a 

challenging area to navigate for electrochemists, the computational analysis of these physicochemical 

parameters at electrocatalytic interfaces can lead to misleading data when performed without sufficient 

understanding of the underlaying phenomena and the assumptions of the applied computational models, 

thereby hindering rational development of electrocatalysts on nanoscale. 

To get the quantitative spatial analysis of physicochemical properties adjacent to and in the 

morphologically complex electrocatalysts, a set of partial differential equations has to be solved 

spatially (in 1D, 2D or 3D depending on how complex the structure is) using numerical method. Bohra 

et al.146 and Chen et al.147 simulated the distribution of E-field on the electrode surfaces using their 

custom numerical codes. What is more convenient is to use well-established numerical solvers of 

multiphysics problems developed for these purposes. Various numerical methods developed for solving 

partial differential equations can be used to perform the spatial analysis of the electrochemical 

parameters on nanoscale at continuum level, including finite difference method, finite volume method 

and finite element method (FEM). Finite difference method provides the least acceptable approximate 

for minimal computation cost while finite volume method provides best approximate with high 

computational cost. FEM provides acceptable approximation with lower computations. In addition, 

FEM advantages in dealing with arbitrary geometries, which makes the FEM being the best-known 

numerical engineering tool for modelling various multiphysics systems and processes. Therefore, FEM 

has been increasingly applied to electrocatalytic systems to quantitatively and spatially describe their 

electrocatalytic performance on nanoscale. There are more than 40 software packages that implement 

the FEM, with MATLAB, ANSYS and COMSOL Multiphysics being the most commonly used 

packages for the FEM simulations. Recent literature provides numerous examples of FEM being 
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applied to compute spatial distribution of E-field,41–44,71–74 electron density,13,39,40,75 reaction current 

density (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒),13,45,71,75 electrolyte ion density,13,40,72,75,76 and concentration distribution of other 

species14,77–80 (Figure 5.1-5.5).  

Figure 5.1summarizes the E-field simulations performed for various nanostructured electrodes using 

the FEM method, covering geometries of nanoneedles,42,71–73 nanorods,72 nanoflakes,44 nanoprisms,41 

 

Figure 5.1: Computed distribution of E-field distribution near the surface of various nanostructured 

electrodes. (a) Au nanoneedle with tip radii of 5 nm, 10 nm, and 15 nm.42 (b,c) Bismuth nanoflakes 

with sharp coner and edge: (b) three-dimensional and (c) two dimensional.44 (d) CdS  nanoparticle, 

rod, and needles.72 (e,f) CuO nano-prism with different (e) corner angle and edge length and (f) 

applied potential.41  (g) nanostructured Au-Bi2O3 fractals.73 (h) Ni foams with different ridges and 

groove.74 (i) MoS2 nanoflower sheets without and with intercalated graphene sheets.43 Reprinted 

from the data of  the cited papers by the permission from The American Chemical Society, Elsevier, 

John Wiley and Sons, Royal Society of Chemistry, The Chinese Academy of Sciences. 
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nanogrooves,74 and nanoflowers43. Most of these simulations were performed at applied potentials 

between -0.25 V to -1.2 V vs SHE, with only one example using an applied potential up to -3 V vs SHE 

(Figure 5.1g). The electrolytes used in the simulations were 1 M KOH, 0.5 M H2SO4 (Figures 5.1g, i) 

and 0.1 M KHCO3 (Figures 5.1a-f,h). Widespread distributions of E-field with relatively low 

magnitudes (105 V/m to 108 V/m) were observed in the examples in Figure 5.1. However, based on the 

Debye length theory,148 the interfacial E-field should be confined within 1 nm to 2 nm from the 

electrode surface, with a large magnitude (at least over 108 V/m), at the potentials and the electrolyte 

concentrations applied in these simulations. This inaccuracy can be ascribed to a widespread 

simplification of the interface, where electric double layer (EDL) is not considered in the simulations.  

In addition to the E-field simulations, there is also a number of examples in the literature of applying 

FEM for studying the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  for various nanostructured electrodes including nanoneedles,13,45 

nanocones,13,45 nanorods,13,45 nanocages,75 branched nanoparticles71 and nanoframes71 (Figure 5.2). 

 

Figure 5.2: Computed distribution of current density near the surface of various nanostructured 

electrodes. (a) Au needle, Au rod and Au hemispherical particle.13 (b) Fluorine doped carbon 

electrodes including fluorine-doped cagelike porous carbon (F-CPC) and fluorine-doped carbon 

sphere (F-CS).75 (c,d)  Indium electrodes including (c) an In porous foam and (d) In tip, rod and 

dendrite.45 Reprinted from the data of the cited papers by the permission from Springer Nature, The 

American Chemical Society, and John Wiley and Sons. 
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Although these simulations shown in Figure 5.2a-d were performed under similar conditions: in 0.5 M 

KHCO3 electrolyte with an applied potential in the range of -1.0 V to -1.4 V vs SHE, the calculated 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  still varied widely, from 10-9 A/cm2 to 105 A/cm2. Instead, one would expect the resulting 

values to be similar when simulations are performed under similar conditions. The discrepancy in 

simulated and expected values of 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 can be remedied by applying more advanced electrode 

kinetics models.  

The information about the structure of the EDL and the electrode kinetic properties are very 

important for modelling the E-field and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 of a nanoscale electrode numerically, as discussed 

above. EDL formed at the electrode surfaces due to the accumulation of the counter-ions, which has a 

strong shielding effect on the potentials generated near the electrode surface and, thus, significantly 

affects the distribution of the interfacial potential and E-field.71 Furthermore, the electrode kinetics, 

which determines the kinetic rate of the electrolysis reactions processing at the electrode-electrolyte 

interface and, consequently, plays an important role in the distribution of 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒.13,71 In addition to 

 

Figure 5.3: Computed distribution of K+ density distribution on the surface of various 

nanostructured electrodes. (a) CdS needles with different gaps.72 (b) Au needle.13 (c) Fluorine doped 

carbon electrodes including fluorine-doped cagelike porous carbon (F-CPC) and fluorine-doped 

carbon sphere (F-CS).75 (d) Cu@Sn electrodes including Cu@Sn nanocone and bulk Sn.40 (e)  Cu 

dentrites (Cu-D) and Cu particles (Cu-P).76 Reprinted from the data of the cited papers by the 

permission from John Wiley and Sons, Springer Nature, The American Chemical Society, and 

Royal Society of Chemistry. 
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the E-field and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒, another crucial electrochemical physics effect in nanoscale electrocatalysts 

is the structural transformations induced by the high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  via electromigration. The crucial 

parameters for simulating the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 are the morphology and electric conductivity of the nanoscale 

electrocatalysts, as 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 obeys ohm’s law in metal.71 Understanding the key parameters affecting 

these electrochemical physics effects would help understand the state-of-the-art approaches and 

associated essential equations for describing these electrochemical effects, and further establish the 

protocols of modelling these electrochemical phenomena using FEM. 

The aim of this chapter is to summarize the current status and recent advances in the theoretical 

models used for the E-field, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 simulations using FEM, propose the protocols for 

reliable simulations of these electrochemical effects, and study the electrochemical performances 

various nanostructured electrodes with complex morphologies. In section 2 of this chapter, I discuss 

the setup of the FEM simulation domains and the interfaces of Comsol Multiphysics required for the 

 

Figure 5.4: Computed distribution of electron density on the surface of  various nanostructured 

electrodes. (a) CuPd electrodes including 7-nm CuPd tetrapods, 50-nm CuPd tetrapod, and CuPd 

nanoparticle.39 (b) Au electrodes including Au needles, Au rods and Au particle.13 (c) Fluorine 

doped carbon electrodes including fluorine-doped cagelike porous carbon (F-CPC) and fluorine-

doped carbon sphere (F-CS).75 (d) Cu@Sn electrodes including Cu@Sn nanocone and bulk Sn.40 

Reprinted from the data of the cited papers by the permission from John Wiley and Sons, Springer 

Nature, The American Chemical Society, and Royal Society of Chemistry. 
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simulations performed in this chapter. In section 3, I introduce the fundamentals relevant to the essential 

electrochemical phenomena at the electrode-electrolyte interface, the classical theories for modelling 

these electrochemical effects, and the advanced modifications to these classical theories to account for 

the steric effect of the solution species and field-dependent dielectric function of the electrolyte. In 

section 4-6, I describe a protocol for simulating the E-field, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 under different 

electrolysis conditions. In section 7, I demonstrate simulations on the specific electrode models with 

complex shapes that represent nanoparticle-based electrodes. In section 8, I compare the 

electrochemical performances, especially the current density, of various nanostructured electrodes 

including anchored nanostar, nanostar, core-cages and frames. In section 9, I discuss the application 

scope of the models involved in this work as well as their limitations. This chapter provides a useful 

 

Figure 5.5: Computed concentration of species on various nanostructured electrodes. (a-f) Species of 

CO2, C1, C2, and C3 around multi-hollow Cu2O electrode: the concentration distribution of (a) CO2, (b) 

C1, (c) C2, (d) C3, and the species C2/C1 ratio as a function of (e) different catalysts and (f) number of 

holes, Color scale, in mol/L.77 (g) hydroxide ion (OH-) around c-wrinkle cavities with different D 

parametesr ranging 400nm to 2.2 um.78  (h) Species of CO, CH4 and C2H4 around copper-porphyrin 

frameworks, Color scale, in mol/m3. 79 (i) Species C2/C1 concentration ratio over single 1-shell, 2-shell 

and 3-shell hollow multi-shell structured copper.80 (j) CO, C2 and C3 concentrations on the Cu 

nanocavity electrode, color scale, in mmol/L. Reprinted from the data of the cited papers by the 

permission from The American Chemical Society, Royal Society of Chemistry, Elsevier, and John 

Wiley and Sons. 
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departure point for electrocatalysis researchers to begin implementing FEM in their work and will 

facilitate a wider adoption of computational studies and rational design of nanoscale effects in 

electrocatalysts to further improve the performance of the electrocatalysts for CO2RR and other clean 

energy conversion reactions.   

5.2 Multiphysics simulations and electrode model 

As an illustrative study object in this chapter, I selected an electrode formed by a branched nanoparticle 

(“nanostar”) placed on a substrate to reflect the complexity of the physical features in electrodes 

comprised of geometrically shaped nanoparticle electrocatalysts (Figure 5.6a). This nanostar model 

with complex morphology has a complicated distribution of E-filed and current density. Generally 

speaking, simulating electrochemical behaviour in a 3D model of a nanoscale electrocatalyst is 

computationally demanding. However, often it is sufficient to consider a 2D model to elucidate certain 

geometric trends. Thus, the FEM simulations in section 5.4-5.5 shown in this chapter are performed 

using a 2D model, with a simulation domain setup shown in Figure 5.7a. Since our reaction of interest 

is the electrochemical reduction of CO2, I consider that the nanostar particle placed on a substrate 

represents a working electrode and a cathode, where a negative potential or current density is assigned 

as a boundary condition for the simulation. A planar electrode is used for the anode throughout this 

chapter. Since the anode is far away from the cathode, the composition of the solution near the anode 

is not affected by the cathode, therefore, the concentration of each species, such as the electrolyte and 

CO2, is set to be constant at the working electrode.  

 

Figure 5.6: the electrode geometries used in this work: (a) 2D nanostar, (b) 2D nanocone, and (c) 3D 

branched nanoparticle. 

 



 

100 

Briefly, the electrochemical cell is a 5000 nm × 5000 nm square with a 50 nm-thick substrate placed 

at the bottom as shown in Figure 5.7a. A nanotar electrode is placed at the middle of the substrate. The 

shape of the nano-star electrode is generated from the function: Rstar(𝑟, 𝜃; 𝑅0, 𝑟0) = 𝑟0 + (𝑅0 −

𝑟0) cos2 5𝜃

2
 , with two parameters, R0 and r0, being 100 nm and 50 nm, respectively. The distance of 

the star center above the substrate surface is 83.66 nm, which is slightly smaller than the geometric 

height of the star center. As a result, the contacts of the nano-star with the substrate surface are two 

segments of ca. 3.6 nm rather than two points. The Stern layer is a uniform layer that is 0.33 nm above 

the electrode surface, as is indicated by the blue border in Figure 5.7b. The material for the nano-

electrode and substrate is chosen gold. The electrolyte is 0.5M KHCO3 aqueous solution saturated with 

CO2 (38 mM). The temperature of the system is 293.15 K and the electrolyte is unstirred. 

As a model CO2 electrolysis reaction, I selected CO2 reduction to CO (equation (5.1)) on a gold 

cathode and 0.5 M KHCO3 as the electrolyte (unless otherwise specified), in which water is used to 

balance this reaction assuming the electrolyte pH to be 7.2.45 Since the electrocatalytic behaviour of 

nanoscale catalysts is of the main interest, reaction 1 is confined to the nanoparticle surface. Therefore, 

I only construct an electric double layer (EDL) at the interface of the nanoparticle and the electrolyte 

based on the Gouy-Chapman-Stern model, with the thickness of the Stern layer determined by the 

radius of the solvated ions in the studied solution (Figure 5.8). In this simplification, the model loosely 

represents a repeat unit of an electrode comprised of a layer of nanoparticles placed on a substrate. It is 

 

Figure 5.7: (a) FEM simulation domain setup and (b) the dimension of the nanostar electrode. 
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worth noting that considering multiple nanoparticles placed on a substrate in direct contact with each 

other can reveal electrochemical behaviour at the interfaces between the particles, which is often 

important to consider for both catalyst activity and stability studies. An accurate simulation of EDL is 

the key to exploring the E-field behaviour of a nanoparticle-based electrode under electrolysis 

conditions: various EDL models and their nuances are discussed in the section 5.3.1. In addition, the 

correct description of the thermodynamic and kinetic properties is important for revealing the 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 of a nanostructured electrode: the details of the thermodynamic and kinetic properties of 

CO2RR are discussed in section 5.3.2. For the comparative analysis and an illustration of the geometry 

effects, a 2D nanocone (Figure 5.6b), a 3D nanostar (Figure 5.6c) and other 3D models, including 

anchored nanostar, core-cages, frames, are also discussed in this chapter. A simulation domain similar 

to that for 2D nanostar electrode in 3 dimensions is applied for 3D models. All FEM simulations in this 

 

Figure 5.8: Schematic diagram of the Gouy-Chapman-Stern model  
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work were performed in COMSOL Multiphysics package based on the finite-element-method solver 

(https://www.comsol.com/). For different purposes described in the text, six interfaces are applied in 

the simulation, including ‘Primary Current Distribution’, ‘Secondary Current Distribution’, ‘Tertiary 

Current Distribution’, ‘Transport of Diluted Species’, ‘Electrostatics’, as well as ‘Electric Currents’, 

and the details of these interfaces and the corresponding electrochemical theories are also discussed.  

𝐶𝑂2(𝑎𝑑𝑠) + 𝐻2𝑂(𝑙) + 2𝑒− ⇋ 𝐶𝑂(𝑎𝑑𝑠) + 2𝑂𝐻−(𝑎𝑞) 5.1 

 

5.3 Fundamentals of the electrode-electrolyte system 

The electrode-electrolyte interface affects the reaction rates and product selectivity of many 

electrocatalytic processes. Careful optimization of the electrode-electrolyte interface is essential for 

improving the reaction efficiency towards desired high-value products, which requires basic knowledge 

of this catalytic interface. The two crucial processes that occur at the catalytic interface during the 

electrolysis are: the formation of EDL and the electrocatalytic reaction (here I consider the 

electroreduction of CO2 to CO) at the electrode-electrolyte interface. Accurate simulations on these two 

processes enable understanding of the impact of the catalytic interface in electrocatalysis. Typically, 

the structure of EDL is characterized in terms of the potential profile and the concentration profile of 

each ionic species within the electrolyte domain, while the electroreduction is usually characterized by 

the Faradaic current density at the electrode surface. In principle, the EDL formation and 

electroreduction occur simultaneously at the electrode-electrolyte interface for a given applied 

potential. To simplify the problem, I ignore the electrolysis when simulating the EDL formation and 

vice versa, which leads to two sets of FEM simulations below. In this section, I discuss theories and 

models for simulating the EDL and electroreduction current.  

5.3.1 Theories and models for EDL simulations 

The term “double layer” comes from the pioneering works of Helmholtz, and refers to the simultaneous 

aggregation or depletion of electrons within the electrode and counter-ionic species in the vicinity of 

the electrode surface under an applied potential,149 as demonstrated in Figure 5.8. To model EDL using 

FEM, I require the potential profile (𝜙) and the concentration profile of 𝐾+ (𝑐𝐾+) and 𝐻𝐶𝑂3
− (𝑐𝐻𝐶𝑂3

−) 

within the electrolyte. Depending on the arrangement and the conformation of the solvated ionic 

species, several EDL models have been proposed in the literature. The earliest model is the Helmholtz 
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model149, which presumes that a single layer of solvated counter-ions is formed at the surface of the 

electrode. The capacitance is assumed to be constant in the Helmholtz model. However, earlier 

experiments150 demonstrated that the capacitance of EDL is potential- and ion-concentration-

dependent. To account for this interdependence, the Gouy-Chapman (GC) model151,152 proposes a 

diffuse layer around the electrode in which the counter-ions are accumulated and the co-ions are 

depleted to balance the charge on the electrode. Although the GC model accounts for the dependence 

of the EDL capacitance on the potential and ion concentration, it still fails to describe EDL at large 

potentials. The predicted capacitance by GC model rises very rapidly at an extreme potential, which is 

against the flattening capacitance observed experimentally.153 The reason for the unlimited rise in the 

GC model is that the location of the ions is not restricted to the solution, the point charges can approach 

the electrode surface arbitrarily closely, which is not realistic since the ions have a finite size and cannot 

approach the surface any closer than the ionic radius. To better describe the EDL capacitance, Stern 

suggested a combination of the Helmholtz model with the Gouy-Chapman model154, forming the Gouy-

Chapman-Stern (GCS) model (Figure 5.8), which considers a presence of a Stern layer and a diffuse 

layer and defines a plane of the closest approach for the centres of the ions to the electrode surface, 

called the outer Helmholtz plane (OHP). In the GCS model, the ions in the Stern layer are assumed to 

have a full hydration shell. However, the hydration shell could be partially shed, leading to the chemical 

adsorption of these ions on the electrode surface, also referred to as “specific adsorption”. More 

advanced models are required when specific adsorption occurs.155 However, the capacitance predicted 

by the GCS model is consistent with the experimental observations due to accounting for finite size 

ions in the Stern layer.156 Therefore, below I are focusing on the applications of the GCS model and 

discuss the theory behind it in more detail. 

As discussed above, EDL is formed due to the accumulation of the ionic species in the vicinity of the 

electrode, therefore, an accurate description of the distribution of ionic species within EDL is the first 

important step for modelling EDL. In the GCS model, the distribution of ionic species in the diffuse 

layer at equilibrium is determined by the Boltzmann distribution (equation (2.22)). The unevenly 

distributed charged ionic species could generate a non-uniform potential in the diffuse layer, which is 

denoted as 𝜙(𝒓). The local potential profile 𝜙(𝒓) is related with the charge density 𝜌(𝒓) as described 

by the Poisson equation (equation (2.23)). To solve the 𝜌(𝒓) and 𝜙(𝒓) numerically, equation (2.22) has 

to combined with equation (2.23) to get the equation (2.24), which is the well-known Poisson-

Boltzmann (PB) equation.101 For a symmetric binary electrolyte, in which the valence charge (𝑧+) and 
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bulk concentration (𝐶+
∗ ) of the cation are equal to that (𝑧− and 𝐶−

∗) of the anion (𝑧+ = −𝑧−, 𝐶+
∗ = 𝐶−

∗ ), 

equation (2.24) can be simplified to a hyperbolic function (equation (2.25)). 

I have discussed the equations that govern the ion distribution and the potential profile within the 

diffuse layer considered in the GCS model, which is the region beyond the OHP in Figure 5.8.  Another 

important element in the GCS model is the Stern layer, i.e., the region between the electrode surface 

(M) and OHP (Figure 5.8). As defined in the GCS model, OHP is the closest proximity of ions to the 

electrode, therefore, the Stern layer contains no charged species but water. Thus, the charge density at 

OHP, 𝜎𝑂𝐻𝑃, is given by equation (2.26) 

In addition to PB model I focused on above, another model for describing the potential and ion 

concentration distribution profiles in the EDL is Poisson-Nernst-Plank (PNP) model. In contrast to the 

PB model, the PNP model can not only simulate EDL at equilibrium, but also outside of equilibrium 

when EDL is dynamically changes due to the external perturbation.  The detailed description of the 

PNP model is introduced below. As I did for the PB model, I first discuss the distribution of ionic 

species in diffuse layer at the steady-state conditions, which is described by the Nernst-Plank (NP) 

equation. Provided that the magnetic interaction and convection are absent, and the electrolyte is inert 

(i.e., no electrolysis is associated with the ionic species), the resulting NP equation is shown in equation 

(2.27). Similarly to the PB model, equation (2.27) has to combine with the Poisson equation given by 

equation (2.28) to solve 𝐶𝑖(𝒓) and 𝜙(𝒓) numerically. The combination of equation (2.27) and equation 

(2.28) is the so-called PNP model.103 As seen in equation (2.27), the ion concentration change with 

reaction time is accounted in the PNP model, suggesting that the dynamic evolution of the EDL 

structure can be captured by the PNP model, in contrast to the PB model that only describes the 

equilibrium state of EDL. Note that if 𝐽𝑖(𝒓) is set to 0, one can find that the ion concentration follows 

the Boltzmann distribution, i.e., the results obtained from the MPB and GMPNP models become 

identical.  

For the PB and PNP equations, one of their major drawbacks is the absence of the steric effect 

consideration, which can lead to the over-accumulation of the ions close to the electrode surface under 

conditions of a high electric potential or a high electrolyte concentration. One way to incorporate the 

steric effect into the PB and PNP equations is to account for the effective solvent diameter of each 

species in the simulations. Once the size effect of the species is considered in the simulations, the 

number of particles that can be accommodated in a specific space is fixed, therefore, the space has a 

maximum value with respect to the concentration of the species. For all studied species, they can coexist 
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in a certain area and affect distributions of one another. For example, if one position in a space is 

occupied by one species, another species cannot occupy that position anymore. Mathematically, the 

maximum concentration of the species in the space can be expressed by equation (2.29). If one further 

assumes that the effective solvent diameter of all species is the same (and is denoted 𝑎), the entropy of 

the electrolyte system considering the steric effect is expressed by equation (2.30). 

To take into account the steric effect, equation (2.30) is incorporated into the PB and PNP models as 

demonstrated in the works of Borukhov et al.104 and Kilic et al.103, generating modified PB (MPB) and 

PNP (General Modified PNP, or GMPNP) models. For a symmetric binary electrolyte where 𝑧+ =

−𝑧− = 𝑧, the resulting MPB and GMPNP equations become equation (2.31) and (2.33), respectively. 

For the detailed derivation process of the MPB and GMPNP model, please refer to Appendix D. A 

notable change in equation (2.31) and (2.33) compared to their precursor equation (2.24) and (2.27) is 

the inclusion of the repulsive terms at a high ion concentration. The repulsion terms originate from the 

last term of equation (2.30), which is used to take the concentration of pure solvent into account.  

Furthermore, the electrolyte dielectric permittivity, 𝜀𝑟, is assumed to be constant in the MPB and 

GMPNP equations. However, 𝜀𝑟  of polar electrolytes is known to significantly decrease as E-field 

increases, especially when it is over 107 𝑉/𝑚 . To account for the dependence of the dielectric 

permittivity on E-field, the Booth model, equation (2.34) or (2.34a), can be employed, which was first 

proposed in work of Booth on studying the effective dielectric constant of water when orientation 

polarization of water molecules becomes saturated under high applied E-fields.102,105,106 Lastly, it should 

be noted that the potential is only first-order continuous at the OHP in GCS model, which means the 

OHP electric field, ∇𝜙𝑂𝐻𝑃, calculated from the diffuse layer and ∇𝜙𝑂𝐻𝑃 calculated at the Stern layer 

may not be the same. 

To summarize, in this subsection I first compared three structure models for depicting EDL: the 

Helmholtz, GC and GCS models, with the GCS model adopted in this chapter due to its accuracy in 

predicting the EDL properties. I also discussed the PB and PNP models used for describing the ion and 

potential distribution in EDL. Furthermore, I highlighted the limitation of the PB and PNP models, 

specifically, the lack of the steric effect consideration, and introduced the strategy to incorporate the 

steric effect into the simulations by using the MPB and GMPNP models. Finally, I comment on the 

absence of the E-field dependence of the electrolyte permittivity in the MPB and GMPNP models and 

the way to solve this issue by adopting the Booth model.  
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5.3.2 Theories and models for 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 simulations 

Electrolysis occurs at the surface of the electrode and serves as a converter from electron current inside 

the circuit to ionic current within the electrolyte. The behaviour of such converter depends mostly on 

the thermodynamic and kinetic properties of the half-cell reaction at the electrode surface. To elucidate 

these properties, the reaction energy profile of the electroreduction is required. A reaction energy profile 

is usually established in three steps: first, one needs to identify the initial state, the final state, and the 

possible intermediate states along the reaction process. Then the thermodynamic properties of the 

reaction are obtained via calculations (or measurements) of the relative free energies of the states. 

Lastly, the kinetic properties are obtained once the activation energy for each reaction step is 

determined (e.g., from transition state calculations) or approximated. 

For CO2RR considered in this chapter, I treat it as a one-step reaction with no reaction intermediates. 

The associated states for the reaction profile are shown in Figure 5.9a. Firstly, the 𝐶𝑂2  molecules 

diffuse along the concentration gradient to the vicinity of the electrode and are then adsorbed at the 

electrode surface to facilitate the electron transfer. The second and most crucial step is electroreduction, 

in which each 𝐶𝑂2 molecule receives two electrons and is reduced to 𝐶𝑂. The 𝑂𝐻− generated during 

this process leaves the electrode surface due to the electrostatic repulsion and constitutes the ionic 

current within the electrolyte. Lastly, the adsorbed 𝐶𝑂 leaves the electrode surface into the bulk of the 

electrolyte. The half-cell reaction presented in Figure 5.9a involves the adsorption of 𝐶𝑂2 , the 

electroreduction, the migration of 𝑂𝐻−, and the desorption of 𝐶𝑂. The associated free energy change 

of these steps constitutes the overall free energy change of the half-cell reaction, Δ𝐺𝑟, which is usually 

 

Figure 5.9: (a) the simplified CO2RR pathway, (b) the dependencies of the electroreduction 

equilibrium, (c) The response of the electroreduction energy barriers to the applied overpotential. 
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expressed in electrochemistry in terms of the electrode potential, 𝜙, as shown in equation (2.36). The 

dependence of Δ𝐺𝑟 on the electrode potential 𝜙 is illustrated in Figure 5.9b. When 𝜙 becomes more 

negative, 𝐺𝐶𝑂2
 increases and therefore Δ𝐺𝑟  decreases, resulting in a more favourable reduction 

reaction. For a half-cell reaction, its electrode potential,𝜙, is governed by the Nernst equation (equation 

(2.37)-(2.39))  

While the electrode potential of a half-cell reaction, 𝜙 , is the thermodynamically determined 

potential to drive an electrochemical reaction, a different potential, 𝜙′ , is required to drive the 

electrochemical reaction in practice. The potential difference between the thermodynamic potential 𝜙 

and the experimental potential 𝜙′ is called an activation overpotential, 𝜂, which determines the reaction 

rate and, consequently, the reaction current, as demonstrated in Figure 5.9c. When a negative 𝜂 is 

applied to a cathode, the electroreduction reaction would change in two ways: firstly,  the free energy 

change of this reaction becomes negative, meaning that the rate of the electroreduction reaction is 

increased; secondly, the activation energy barrier of the forward reaction is reduced by |𝛼𝑛𝐹𝜂|, while 

that for the backward reaction increases by |(1 − 𝛼)𝑛𝐹𝜂|. These two changes together speed up the 

forward reaction and increase the reaction current at the electrode surface. More specifically, the 

dependence of the reaction current on the activation overpotential 𝜂  can be characterized by the 

Generalized Butler-Volmer (G. B-V) equation, (equation (2.40)).  

There are several key parameters in equation (2.40) that should be highlighted. The first parameter 

is the exchange current, 𝑖0, which is derived from the magnitude of the forward and backward reaction 

rates, and is thus related to the activation energy barrier (denoted by T in Figure 5.9c) when the net 

current is zero at equilibrium. The 𝐶(0, 𝑡) and 𝐶∗ terms denote the concentration of a species at the 

electrode surface and in the bulk electrolyte, respectively, while the ‘O’ and ‘R’ subscripts represent 

the oxidized and reduced forms of the reagent during electroreduction. For CO2RR studied here, ‘O’ 

stands for 𝐶𝑂2 and ‘R’ stands for 𝐶𝑂. Note that since 𝐶𝑂 has a very low solubility in water, I assume 

𝐶𝐶𝑂 = 𝐶𝐶𝑂
∗  at equilibrium. The transfer coefficient, 𝛼, denotes the skewness of the energy curve, which 

determines the symmetry of the energy barrier for the reaction in Figure 5.9c. Typically, in most 

systems, the transfer coefficient is between 0.3 and 0.7, and it can usually be approximated by 0.5 in 

the absence of experimentally determined accurate values. The 𝛼 value is set to be 0.5 in throughout 

this chapter, which corresponds to a symmetric energy barrier in Figure 5.9c. The parameter of 𝑛 is the 

number of electrons transferred per half-cell reaction, 𝑇 is the temperature, and 𝐹, 𝑅 are the Faradaic 

constant and the ideal gas constant, respectively. In addition to the G. B-V equation, several other 
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versions of equations describing the electrode kinetics exist, including the standard Butler-Volmer (S. 

B-V), linearized Butler-Volmer (L. B-V), and the Tafel equation (Figure 5.10). These simplified models 

can be used in some specific reaction conditions to get accurate results in reaction current simulation 

while lowing the requirements for computational resources. The mathematical forms of the latter three 

models are shown in equation (2.41-2.43): equation (2.41) and (2.42) describe S. B-V and L. B-V, 

respectively, while equation (2.43) describes Tafel equation.101 

The S. B-V model in equation (2.41) can be derived from equation (2.40) by assuming the reagent is 

present in high concentration in the vicinity of the electrode and thus 
𝐶

𝐶∗ = 1 for both the oxidized and 

the reduced species. This model is a good approximation for depicting the kinetic performance of an 

electrode in an electrochemical cell, where the surface concentration of the reactant does not vary 

significantly from the bulk values due to the efficient mass transfer (e.g., well-stirred solution) or low 

current conditions. The L. B-V model in equation (2.41) can be obtained from equation (2.42) when 

the activation overpotential 𝜂 is small, such that 𝑒𝑘𝜂 ≈ 1 + 𝑘𝜂. When the electrode kinetics is fairly 

fast, the electrolysis reactions are typically performed at low overpotentials to avoid the effect of mass-

 

Figure 5.10: the interconnection between generalized Butler-Volmer (G. B-V) equation, standard 

Butler-Volmer (S. B-V) equation, linearized Butler-Volmer (L. B-V) equation and Tafel equation, and 

the associated conditions for linking B-V equation with other equations.   
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transfer limitations. In this case, the L. B-V model is efficient to describe the electrode kinetic 

performance. The Tafel equation in equation (2.43) is obtained by ignoring the backward reaction (the 

1 − 𝛼  term) in equation (2.41) when the activation overpotential 𝜂  is high. Thus, when electrode 

kinetics is sluggish and high overpotentials are required for the electrolysis, the Tafel equation is a 

reasonable choice for modelling the electrode kinetics.    

To summarize, in this section, I first discussed the influence of the reaction thermodynamics on the 

reaction current, and the interconnection between the reaction thermodynamics, the reaction free energy 

change (Δ𝐺𝑟), the electrode potential (𝜙), and the ratio of the reactant and product concentrations 

(𝐶𝐶𝑂2
/𝐶𝐶𝑂 

). I also illustrated the impact of the electrode kinetics on the reaction current and the 

connection between the electrode kinetics and the reaction energy barrier (T) and overpotential (𝜂). 

Furthermore, I introduced the commonly used electrode kinetics models for describing the dependence 

of the reaction current on the overpotential, including the G. B-V, S. B-V, L. B-V, and the Tafel 

equations. 

5.3.3 Theories and models for 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆 simulations 

To enable the practical application of CO2RR technology, advanced electrocatalysts should not only be 

improved in terms of their activity and selectivity, but also be made more stable in long-term 

electrolysis. The structural stability of nanoscale electrocatalysts is closely related to the current density 

in the electrode (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 ).71 Consider that in an electrocatalytic reaction the electrons generated 

during the anodic electrochemical reaction have to flow through the anodic catalysts to cathodic 

catalysts via an external circuit, and then go through the interface of the cathodic catalyst to participate 

in the electrochemical reactions on its surface. If these electrons have to flow through a narrow 

constriction, such as the one at the interface between a branched particle and a flat substrate, it leads to 

high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 , or so-called current crowding in these constricted areas. Sufficiently high current 

crowding can result in the mass transport of solid metal matter via electromigration (EM)157 and Joule 

heating effects158, which can further lead to the deformations and sintering in nanoscale features of an 

electrode with such geometric features. More specifically, the mass transport via EM is caused by the 

momentum transfer between the current carriers and the metal atoms on their scattering. The number 

of the current carriers scattering aginst the metal atoms can be increased by high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒, thus, EM 

generally occurs at the areas with current crowding. Typically, EM on surfaces can be observed at ≥ 10 

A/cm2, and it is associated with the mobility of under-coordinated surface atoms.157 The composition 

of the material and presence of any phase impurities can further accelerate EM. In addition to the EM, 
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the heat produced by the passage of the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 through the metal due to the resistance, also named 

as Joule heating, can also lead to the atomic movement in solid metal material. This phenomenon occurs 

only when the metal atoms obtain enough thermal energy to diffuse due to localized temperature rise 

caused by Joule heating, with the diffusion degree depending on the achievable temperature.158 Among 

the complex nanostructured catalysts used for CO2RR, there are often limited contact areas at the 

interfaces of the catalysts with the substrate and each other, constricting the current path and potentially 

leading to EM. Considering the effects described above and the increasing complexity of nanoscale 

electrocatalysts, investigating the local 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 in these structures is instrumental for understanding 

and optimizing their structural stability. Suggested by our previous work,71 FEM simulation is also a 

powerful tool to study the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 distribution as well as its dependence on the electrode shape and 

the applied bias. The current density in a metal obeys Ohm’s law, therefore, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  is solved 

according to equation (2.44).  
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5.4 FEM simulations of E-field behavior 

The distribution of E-field at the electrode-electrolyte interface is one of the crucial metrics in 

evaluating the electrochemical performance of the electrode. The interfacial E-field could significantly 

impact the reactivity of the electrode in CO2RR by accelerating the electron transfer. Moreover, E-field 

can greatly affect the adsorption energy of an adsorbate that is uncharged, but has a significant dipole 

moment and/or a large polarizability. More recently, Liu et al. demonstrated that E-field generated by 

nanofeatures with high curvature can also promote CO2RR by concentrating K+ ions at the electrode 

surface and thereby enhancing CO2 adsorption and decreasing the thermodynamic energy barrier for 

CO2RR.13 Accurate E-field simulations could accelerate the development of electrode nanostructures 

with superior performance in CO2RR and other clean energy reactions. In this section, I highlight the 

key parameters that need to be considered for the E-field simulation and relevant theoretical models 

proposed to date.  

5.4.1 Potential reference for E-field simulation: point of zero charge 

Accurate simulations of E-field rely on the correct evaluation of the surface charge density on the 

electrode surface, therefore, it has to be simulated first. For the surface charge density simulation, the 

potential at the point of zero charge (PZC) of the electrode has to be introduced. For an electrode at the 

potential of PZC, the surface charge density of the electrode is zero, and, consequently, no EDL is 

present at the electrode-electrolyte interface.159,160 Therefore, the potential can be assumed to be 

constant throughout the entire domain, providing a natural reference potential for the surface charge 

density study. For PZC reference, the surface charge on the electrode surface is generated only due to 

the variation of the applied potential, since no initial surface charge is present on the electrode surface 

at the potential of PZC. Thus, the surface charge density can be described by equation (2.26). Other 

potential references such as standard hydrogen electrode (SHE) can also be used, 51 however, for any 

reference potential other than PZC, the surface charge of an electrode consists not only of the charge 

generated due to the applied potential variation, but also of the initially existing surface charge, which 

generally remains unknown in the most cases. To describe surface charge density accurately and 

conveniently, the applied potentials refer to PZC in this chapter. Note that the PZC of an electrode 

depends on the electrode material, crystal facet, as well as the electrolyte composition. For a single 

crystalline metallic surface, PZC can be well described by the DFT-based molecular dynamics proposed 

by Le at al. in 2017.51 However, for a polycrystalline metallic surface, PZC is not a known value, but 

is estimated using the minimum of the measured differential capacitance.146 Here, I assume the PZC 
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for Au electrode is 0.5 V vs SHE, which corresponds to the PZC of Au(111) surface. 51 Thus, for 

example, when the potential applied at the cathode in our E-field simulations is -0.3 V vs SHE, it 

translates to -0.8V vs PZC. 

5.4.2 Effect of the EDL and relative permittivity of the electrolyte on computed E-field 

profile 

Next, the consideration of the EDL is a must for the E-field simulation to accurately describe the spatial 

distribution of E-field due to the significant impact of the EDL on the potential distribution. To explain 

the implications of not taking into account EDL on the E-field behaviour, I provide an illustrative 

 

Figure 5.11: The potential (𝝓) and electric field (𝑬) distribution for nanostar electrode simulated 

under different conditions: (a, d) without considering the formation of EDL, (b,e) accounting for 

the effect of EDL using modified Poisson-Boltzmann (MPB) model, and (c, f) accounting  for the 

effect of EDL using MPB model and the electrolyte field-dependent dielectric permittivity using 

Booth model. (d) potential drop from catalyst surface (x=-0.33 nm), (h) electric field drop from 

OHP (x=0). The results in this figure are for applied potential of -0.8 V vs. PZC with the electrolyte 

of 0.5 M KHCO3.   
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example using a gold nanostar electrode, shown in Figure 5.11. As the magnitude of E-field is a 

negative gradient of potential 𝜙, 𝐸 =  −∇𝜙, I first calculate the potential distribution for the nanostar 

electrode without and with EDL. These calculations show that the potential drop is very slow when 

EDL is not taken into account in the simulation (Figure 5.11a and d). In contrast, a sharp drop in 

potential is observed (Figure 5.11b and d) when EDL is considered using the GCS model with the space 

charge density in the diffuse layer described by the MPB equation to account for the effect of finite ion 

size in the electrolyte solution (see details in section 5.3.1). More specifically, when EDL is not 

considered (Figure 5.11e and h), it results in large hotspots of E-field with a relatively low magnitude 

(~ 10−3 𝑉 𝑛𝑚⁄ ) near the tips of the nanostar facing the anode, while the simulation using MPB model 

(Figure 6f and h) results in a narrow distribution of E-field with a relatively high magnitude ( 

~0.9 𝑉 𝑛𝑚⁄ ). According to the experimental observations and Debye length theory, for 0.5 M KHCO3, 

E-field is confined within 1-2 nm from the electrode surface with the magnitude over 0.1 V/nm,148,156,161 

suggesting that the results obtained from MPB model are more accurate.  

The relative permittivity (𝜀𝑟) of a polar electrolyte is another crucial factor that can impact 𝜙 and E-

field, since 𝜀𝑟 is the function of E-field, which decreases as E-field increases (especially for E-field 

over 10−2 𝑉 𝑛𝑚⁄ ). The Booth model (equation (2.34)) accounts for this interrelationship between 

permittivity and E-field, therefore integrating equation (2.34) in the simulation provides more accurate 

values of E-field, as illustrated in Figures 5.11g,h. Specifically, while MPB model results without 

applying Booth model show a wider distribution of E-field with lower magnitudes (Figure  5.11f ,h) 

compared to the results obtained from the model corrected by the Booth model, the integration of the 

Booth model corrects the results by screening the potential more efficiently (Figure 5.11c, d). 

Compared to the results obtained from MPB, the potential decreased more significantly (Figure 5.11c, 

d), leading to the E-field screened in a narrower region but with a higher magnitude (~ 1.8 V/nm). This 

E-field screening when applying the Booth model can be ascribed to the polarization of water molecules 

induced by E-field and, consequently, a uniform orientation of water molecules, which can screen the 

potential more effectively and confine the E-field to the electrode surface. According to the 

experimental observations, E-field at OHP is on the order of 0.1 - 1 V/nm in the potential range of -1 

to 0 V vs Ag/AgCl, for Mn2+ cations.161 For K+ cation that I consider in the simulations presented here, 

a higher E-field than 1V/nm could be generated due to the smaller effective solvation radius of K+ 

compared to that of Mn2+, which is in line with our simulations results when using MPB method 

corrected with the Booth model (~1.8 V/nm). This experimentally observed high E-field suggests that 

the widely reported E-field distributions with low magnitude (~ 10−3 𝑉 𝑛𝑚⁄ ) in Figure 5.1 and Figure 
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5.11a,e are not reasonable in magnitude, which resulted from not accounting for EDL in the 

simulations. 

5.4.3 Impact of the electrolyte nature and concentration on computed E-field profile  

Another important parameter of an electrochemical system that affects the accuracy of E-field 

simulations is the electrolyte, or more specifically for cathodic electrocatalysis, the nature and the 

concentration of the cations in the electrolyte. To illustrate the dependence of the E-field distribution 

on the electrolyte, I compared the impact of three electrolytes: KHCO3, NaHCO3, and LiHCO3, on E-

field using the combination of the MPB and the Booth models (Figure 5.12). The influence of different 

cations in the electrolyte solution on E-field originates from their different solvated size and hydration 

number. The hydration number of each cation reflects its polarizability towards the surrounding water 

molecules and, therefore, affect the relative permittivity of the electrolyte. Bohra et al. introduced a 

simplified approach to describe the dependence of the relative permittivity of an electrolyte on the 

hydration number and the concentration of cations.146 Although this approach accounts for the impact 

 

Figure 5.12: The effect of (a) cation size and (b) electrolyte concentration on the electric field at 

OHP (𝐸𝑂𝐻𝑃). 0.5 M electrolyte of KHCO3, NaHCO3, and LiHCO3 are compared in (a). KHCO3 

with different concentrations are compared in (b). The results in this figure are obtained using MPB 

& Booth for nanostar electrode with applied potential of -0.8 V vs. PZC.  

 

 

 

 



 

115 

of the hydration number on the relative permittivity of the electrolyte and E-field, it assumes the 

permittivity linearly changes with E-field. The impact of E-field on the permittivity results from the 

dependence of the orientational polarization of water molecules on E-field. The orientational 

polarization of water is nearly saturated when E-field is higher than 1 V/nm, suggesting a non-linear 

relation between the permittivity and E-field. To accurately describe the dependence of permittivity on 

E-field, the Booth model considers the water saturation effect at high E-field. Therefore, the Booth 

model is applied in the examples shown in Figure 5.11c,g, 5.12 and 5.13 to describe the dependence of 

permittivity of the electrolyte medium on E-field. The effect of the hydration number of a cation is not 

considered in this model, i.e., this example only considers the impact of the solvated cation size on the 

E-field. The trend of the solvated sizes of the examined cations in aqueous media follows the order 

𝐾+ < 𝑁𝑎+ < 𝐿𝑖+, which is the inverse of the trend for the corresponding neutral atoms sizes due to 

the difference in the hydration properties among alkali metal cations.161,162 In the context of the 

combined MPB and Booth model, the solvated size of a cation affects the surface charge density 

(equation (2.26)) and the steric limit of the ion concentration (equation (2.29)). The simulation results 

show that K+ has the strongest E-field at the OHP, then followed by Na+ and Li+ in that order (Figure 

5.12a). This trend can be explained by the solvated sizes of the studied cations. Since K+ has the smallest 

solvated size among these three cations, it can reach the highest ion concentration at OHP compared to 

that of Na+ and Li+ according to the steric limit of the ion concentration (equation (2.29)). Therefore, 

K+ can cause the sharpest potential drop and generate the highest electric field at the OHP. In addition, 

the bulk concentration of the electrolyte can also affect E-field at the OHP by affecting the space charge 

density distribution (equation (2.31) and (2.33)). I also compare the E-field at OHP in KHCO3 

electrolyte at different concentrations (0.1 mM-500 mM). The results show that the E-field at the OHP 

increases with increasing bulk concentration of the electrolyte, and gradually saturates when the 

concentration is over 100 mM (Figure 5.12b) due to the ionic strength change of the electrolyte with its 

concentration. Specifically, the ionic strength is proportional to the inverse square root of the electrolyte 

concentration. When the electrolyte concentration is over 100 mM, the ionic strength increases slowly, 

leading to a slow increase in the rate of the potential drop and, therefore, a gradual saturation of E-field. 

5.4.4 Comparison of the PNP, GMPNP, and MPB models in E-field simulation 

There are many examples in the literature where the PNP and GMPNP models13,146 are applied instead 

of the MPB model discussed above to obtain the spatial distribution of E-field of the EDL when it is 

perturbed from equilibrium. The PNP and GMPNP models were developed to describe linear-response 
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dynamics of EDL perturbed from equilibrium, while MPB can only describe the equilibrium of the 

EDL. To demonstrate the limitations and applicability of these three models, their main features are 

summarized in Table 5.1. The “numerical stability” describes whether a theoretical model can find the 

solution of the potential or E-field for an electrode model (“stable” refers to a converging solution, and 

unstable refers to failure to find the numerical solution); the “ computational efficiency” refers to the 

time required for a theoretical model to get a solution (the convergence speed). The MPB model is very 

stable and efficient in numerical simulations while simultaneously considering the steric effect of the 

ions. However, it is only applicable to a system at equilibrium state and with a symmetric electrolyte, 

i.e., an electrolyte with an equal number of cations and anions upon dissociation (e.g., KHCO3 and 

KOH). In contrast, the PNP model can treat a dynamic system without the electrolyte nature limitation. 

At the same time, the PNP model is stable and efficient numerically. However, the ion steric effect is 

not considered in the PNP model, which makes it only valid for low electric potentials, because the ions 

tend to over-accumulate on the electrode surfaces at high potentials in the PNP model. Compared to 

the MPB and PNP models, the advantage of the GMPNP model is that it can deal with a dynamic 

system with an asymmetric electrolyte (i.e., an electrolyte with an unequal number of cations and anions 

upon dissociation) within a wide range of applied potential, making this model the most numerically 

accurate of the three models. The downside of the GMPNP model is that solving it numerically is highly 

computationally demanding due to its mathematical complexity and is not stable in 2D or 3D 

simulations. The magnitudes of E-field at OHP calculated using the GMPNP, MPN and PNP models 

are compared in Figure 5.13. These results correspond to a 1D electrode with applied potential of -0.4 

V vs PZC and 0.5 M KHCO3 as the electrolyte. In order to calculate E-field, the space charge density 

and potential distribution are first calculated using these three models in Figure 5.14. The concentration 

Table 5.1: Comparison of the major features of PNP, GMPNP, and MPB. 
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of K+ at OHP (~14M) obtained from the PNP model is about three times higher than that obtained from 

the GMPNP and MPB (~5M) due to the lack of the steric effect consideration in the PNP model. In the 

PNP model, K+ is over-accumulating at OHP, which strongly screens the electric potential generated 

by the electrons at the electrode surface. As shown in Figure 5.14, the potential at OHP obtained from 

the PNP equation (equation (2.27) and (2.28)) is about -0.084 V, which is lower than those obtained 

from the GMPNP and MPB equations (about -0.112 V and -0.110 V, respectively). The faster potential 

drop in the PNP equation then leads to a higher E-field at OHP (about 0.96 V/nm), compared to the 

results obtained from the GMPNP and MPB models (about 0.870 V/nm and 0.875 V/nm, respectively). 

The over-estimated E-field becomes even more pronounced when using a more negative potential or a 

higher concentration of the electrolyte. For the configurations considered here, the results obtained 

from the GMPNP and MPB models are very similar as I performed the simulations for a system with 

symmetric electrolyte at the equilibrium state. However, the GMPNP model can only be used for 1D 

simulations, while the MPB model can be applied for 2D and 3D simulations as seen in Figure 5.11 

 

Figure 5.13: Comparison between the electric field results obtained from Poisson-Nernst-Planck 

(PNP) model, a generalized modified PNP (GMPNP) model and modified Poisson-Boltzmann model 

for (a) electric field at OHP and (b) electric field drop with the distance from OHP. Subscript OHP 

means the measurement at OHP. Considering the difficulty in solving GMPNP numerically, all results 

are obtained using a planar model with the applied potential of -0.4 V vs PZC and the electrolyte of 

0.5 M KHCO3 
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and 5.20. As summarized in Table 5.1, for given operation conditions, the main differences between 

the GMPNP and MPB equations are in the efficiency and stability of numerical computations associated 

with the mathematical equations of the GMPNP and MPB models and the numerical algorithms used 

for solving these equations. 

       

  

 

Figure 5.14: Comparison between results obtained from Poisson-Nernst-Planck (PNP) model, a 

generalized modified PNP (GMPNP) model and modified Poisson-Boltzmann model for (a,c) space 

charge density (𝝆), (b,d) potential (𝝓). Subscript OHP means the measurement at OHP. Considering 

the difficulty in solving GMPNP numerically, all results are obtained using a planar model with applied 

potential of -0.4 V vs PZC and the electrolyte of 0.5 M KHCO3. 
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5.5 FEM simulations of 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 behavior  

The reaction current density in the electrolyte (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 ) near the electrode surface is another 

important indicator for evaluating the electrochemical performance of an electrode, as it reflects the 

reaction rate of the electroactive species on the electrode surface. Therefore, a high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 on the 

surfaces of an electrode indicates a high electrochemical activity at these areas, which can be regarded 

as an electrochemical activity indicator to guide the electrocatalyst design. However, the measurement 

of the local 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  at the nanoscale electrodes are very difficult experimentally under the 

electrolysis conditions. Moreover, the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 depends on the interplay of multiple factors such as 

electrode kinetics, solution resistance, reactant concentration, and mass transfer. Thus, the material and 

morphology of the electrode, the nature and concentration of the electrolyte, and the nature and 

concentration of the reactants used in electrolysis all affect the magnitude and the spatial distribution 

of the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 , which makes it challenging to accurately determine it even using cutting-edge 

experimental tools. On the other hand, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 can be calculated using computational simulations, 

which is an instrumental approach for establishing understanding of the impact of these parameters on 

the local 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  profile at the electrocatalysts with complex nanoscale morphology.13,71 The 

obtained structure-performance relationships and trends can be used to inform further improvements in 

the activity of CO2RR electrocatalysts. In this section, I introduce the commonly used four types of 

models for the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  simulations for an electrochemical cell: primary current density (𝐽𝑃𝑟𝑖 ), 

secondary current density (𝐽𝑆𝑒𝑐), and tertiary current density (𝐽𝑇𝑒𝑟), as well as one additional modelling 

approach based on combining 𝐽𝑆𝑒𝑐 with the mass transport effect (𝐽𝑆𝑒𝑐+𝑀). More specifically, I compare 

the essential effects accounted for in these modelling approaches and highlight the impact of the 

electrode kinetics and the bulk concentration of the electrolyte and CO2 on the spatial profile of 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒. 

5.5.1 Comparison of various 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 modelling approaches 

First, let us consider the simplest model (𝐽𝑃𝑟𝑖) for describing the spatial distribution of the current 

density, which accounts only for losses due to the solution resistance and treats the solution resistance 

as a constant. In the 𝐽𝑃𝑟𝑖  simulation, the electric potential in the electrolyte (𝜙𝑙 ) at the electrode-

electrolyte interface is defined as: 𝜙𝑙 = 𝜙𝑠 − 𝐸𝑒𝑞, where the 𝜙𝑠 is the external applied potential on the 

electrode and 𝐸𝑒𝑞 is the equilibrium potential for CO2RR; the current density 𝐽𝑃𝑟𝑖 is set to be: 𝐽𝑃𝑟𝑖 =

−𝜎𝑙∇𝜙𝑙 , where 𝜎𝑙  denotes thee conductivity of the electrolyte, which is set to be constant in  𝐽𝑃𝑟𝑖 
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simulation. The electrode kinetics, mass transport, and electrolyte composition variation effects are not 

involved in the 𝐽𝑃𝑟𝑖  simulation, making it only applicable to electrochemical systems where the 

electrolyte concentration is uniform and the electrochemical reactions are sufficiently fast without 

activation overpotentials. Due to these assumptions, the electrochemical reactions in the 𝐽𝑃𝑟𝑖 simulation 

are not kinetically limited, which implies the reaction rate increases linearly with the externally applied 

potential 𝜙𝑠 and can vary in a wide range. Consequently, I observed a very high value of the 𝐽𝑃𝑟𝑖 (about 

100 𝐴/𝑐𝑚2) around the tips of the nanostar electrode at a potential of -0.3 V vs SHE (Table 5.2) 

because of omitting the kinetics limitations in the reaction proceeding at the electrode-electrolyte 

interface. 

In contrast to 𝐽𝑃𝑟𝑖 , the 𝐽𝑆𝑒𝑐  model accounts for the influence of the electrode kinetics on the 

electrochemical reactions as well as the solution resistance effect. The electrode kinetics effect is 

incorporated in the 𝐽𝑆𝑒𝑐 simulation by introducing the overpotential 𝜂 when solving the 𝜙𝑙: 𝜙𝑙 = 𝜙𝑠 −

𝐸𝑒𝑞 − 𝜂. The current density 𝐽𝑆𝑒𝑐 is solved by using various Butler-Volmer equations as discussed in 

section of 5.3.2. As the electrode kinetics effect is included in the 𝐽𝑆𝑒𝑐  model, the electrochemical 

reactions are considered to be kinetically limited, and the current density is restricted by 𝜂 instead of 

linearly changing with 𝜙𝑠. At high local current densities, 𝐽𝑆𝑒𝑐 would introduce a high local activation 

overpotential 𝜂 as discussed in the section 5.3.2, in which case that the electrochemical reactions are 

limited by the activation potential and can only proceed at a finite rate. As shown in Table 5.2, 𝐽𝑆𝑒𝑐 on 

Table 5.2: Essential effects accounted in the simulation of primary, secondary, tertiary current density 

and secondary current density coupled with mass transport effect, respectively. All results are obtained 

for applied potential of -0.3 V vs SHE with the electrolyte of 0.5 M KHCO3. All scale bars, 50 nm.  

 

 

 

 

 

 

 𝑱𝑷𝒓𝒊 𝑱𝑺𝒆𝒄 𝑱𝑻𝒆𝒓 𝑱𝑺𝒆𝒄+𝑴 

Electrode 
kinetics 

 ✓ ✓ ✓ 

Mass 
transport 

  ✓ ✓ 

Electrolyte 
variation 

  ✓  
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the electrode surface is less extreme than 𝐽𝑃𝑟𝑖 (0.25 𝐴 𝑐𝑚2⁄ 𝑣𝑠 100 𝐴 𝑐𝑚2⁄ ) in which the electrode 

kinetics effect is not involved. Thus, 𝐽𝑆𝑒𝑐  is suitable for modelling the electrochemical reactions in 

which the activation overpotential cannot be ignored while the concentration overpotential is negligible. 

The electrode kinetics effect involved in the 𝐽𝑆𝑒𝑐  model can be described by different current-

overpotential 𝐼(𝜂) relations as seen in Figure 5.10. The discussion about these options for the electrode 

kinetics effect are covered in the section 5.3.2. 

Although the effect of the electrode kinetics is accounted for in the 𝐽𝑆𝑒𝑐 model, some essential effects 

are still missing in this model, such as the mass transport and electrolyte composition variation effects. 

The mass transport effect refers to the influence of the reactant transport on the rate of the 

electrochemical reaction, especially when there is a depletion of the reactant at the electrolyte-electrode 

interface. The electrolyte composition variation effect means the impact of the electrolyte composition 

change on the electrochemical reaction, the solution resistance, and the electrode kinetics. To account 

for all these essential effects in the simulation, the 𝐽𝑇𝑒𝑟 model should be applied. The mass transport 

and electrolyte composition variation effects are considered in the 𝐽𝑇𝑒𝑟  simulation by solving the 

Nernst-Planck equations (equation (2.27)) for all species concentrations. The simulations results 

obtained using the 𝐽𝑇𝑒𝑟 model are compared to those obtained using the 𝐽𝑃𝑟𝑖 and 𝐽𝑆𝑒𝑐 models in Table 

5.2. In addition to the reduced magnitude of 𝐽𝑇𝑒𝑟 compared to that of 𝐽𝑃𝑟𝑖 with the correction of the 

electrode kinetic effect, 𝐽𝑇𝑒𝑟 also shows a more even distribution at the electrode surface compared to 

𝐽𝑆𝑒𝑐  due to the consideration of the mass transport effect and the electrolyte composition variation 

effect. The application of 𝐽𝑇𝑒𝑟 produces more accurate results in the case of a complex electrochemical 

environment with a significant varication of the electrolyte composition, non-linear resistive losses, and 

reactant-transport-limited electrochemical reaction. However, solving the 𝐽𝑇𝑒𝑟 is very computationally 

heavy, especially for 3D models.  

To balance the computational time and accuracy, another option for solving 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 is to use a 

variation of 𝐽𝑆𝑒𝑐  corrected to account for the mass transport effect, which I refer to as 𝐽𝑆𝑒𝑐+𝑀 . The 

electrolyte composition variation effect is ignored in the 𝐽𝑆𝑒𝑐+𝑀 model. This model is a good choice of 

simulating 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 in CO2RR, considering that inert electrolytes are typically used in this case, and 

therefore their composition does not vary. To understand the accuracy of 𝐽𝑆𝑒𝑐+𝑀, I compare the results 

obtained from 𝐽𝑆𝑒𝑐+𝑀 to that of 𝐽𝑇𝑒𝑟 in Table 5.2. The results show that they are very similar to 𝐽𝑇𝑒𝑟 in 

terms of the magnitude and distribution of the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  , suggesting that the 𝐽𝑆𝑒𝑐+𝑀  is a good 

alternative to 𝐽𝑇𝑒𝑟, as it is easier to solve numerically compared to 𝐽𝑇𝑒𝑟, since solving the Nernst-Planck 
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equations for all species concentrations is avoided in 𝐽𝑆𝑒𝑐+𝑀. Instead, I only need to solve the Nernst-

Planck equations for the reactive species. 

5.5.2  Comparison of various electrode kinetic models in 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 simulations 

As discussed above, the electrode kinetics is one of the crucial factors in the 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 simulations, 

as it modifies the reactions in the simulations by introducing the kinetic limitations, which is one of the 

key features in the realistic electrolysis reactions. Choosing an appropriate electrode kinetics model 

according to the studied electrochemical setup is crucial for getting reliable results in the 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 

simulations while minimizing the complexity of the model and, therefore, the associated computational 

resources. Mathematically, the electrode kinetics is introduced in the numerical simulations by using 

various 𝑰(𝜼) equations as shown in Figure 5.10. The selection of the 𝑰(𝜼) equation depends on several 

factors, including the mass transport of the reactants, the applied overpotential. In this section, I 

compare the effect of various 𝑰(𝜼) relations on the profile of  𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 and discuss the conditions 

under which they can be applied.  

Among all studied 𝑰(𝜼) relations, the G. B-V equation (equation (2.40)) is a generalized 𝑰(𝜼) form, 

which is valid for the cases with and without mass transport limitations under a wide range of 

overpotentials. However, a generalized form is not always necessary for a given system, and a 

simplified version can be applied instead to reduce the time and memory storage requirements for the 

simulations. For instance, when there is no depletion of the reactant on the electrode surface, the mass 

transport effect in the electrode kinetic expression does not have to be considered. Therefore, in this 

case the concentration term in equation (2.40) can be ignored, simplifying it to the S. B-V equation 

(equation 2.41). To illustrate the validity of this simplification, I compare the results obtained from the 

G. B-V equation and the S. B-V equation in the cases with and without the depletion of the reactant 

(CO2). As shown in Figure 5.15, when there is abundant CO2 at the electrode surface for the 

electrochemical reaction at the potential of -0.3 V vs SHE (Figure 5.15a and b), the 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 obtained 

from the G. B-V equation is similar to that obtained from the S. B-V equation (Figure 5.15c and d). 

However, when there is a depletion of CO2 at the electrode surface at a more negative potential of -0.6 

V vs SHE (Figure 5.15e and f), neglecting the mass transport effect in the electrode kinetics expression 

of the S. B-V equation results in a 20-fold higher current density than that obtained from the G. B-V 

equation at the potential of -0.6 V vs SHE (Figure 5.15g and h). This result demonstrates that the S. B-

V equation is an accurate simplification of the G. B-V equation only when the electrochemical reaction 
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is controlled by interfacial dynamics instead of the mass transport (that is, when the solution is well-

mixed, or the current is kept sufficiently low to prevent the variation in the surface concentrations of 

reagents compared to the bulk values). In addition, the S. B-V equation can be further simplified to 

other electrode kinetics expressions such as the L. B-V equation (equation (2.42)) and the Tafel 

equation (equation (2.43)), depending on the activation overpotential, 𝜼. For small values of 𝜼, the S. 

B-V equation can be rearranged as the L. B-V equation, (equation (2.42)), in which the current is 

linearly dependant on 𝜼, while for large values of 𝜼, the standard B-V equation can be rearranged as 

the Tafel equation, (equation (2.43)), in which the contribution of the backward reaction to current is 

negligible. The net reaction current is the difference in the currents generated in the forward reaction 

and the backward reaction. When a large overpotential is applied, the reaction rate of the forward 

reaction is much larger than that of the backward reaction, therefore, the backward reaction can be 

ignored and does not contribute to the reaction current, which is the case described by the Tafel 

 

Figure 5.15: Comparison between results of current density obtained from G. B-V equation and S. B-

V equation. The results from G. B-V are (a, e) CO2 concentration drop from catalysts surface, (b, f) 

CO2 concentration distribution and (c, g) current density distribution. Current density distributions 

from S. B-V equation are shown in (d, h). Applied potential of -0.3 V vs SHE is assigned to cathode in 

(a-d) while -0.6 V vs SHE used in (e-h). The results in this figure are obtained using Tertiary current 

density.  
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equation. Figure 5.16 shows the 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 calculated using the three models under different 𝜼, with 

the equilibrium potential of CO2 reduction to CO set to be -0.11 V vs SHE. At the applied potential of 

-0.15 V vs SHE (𝜼 = 0.04 V), one can see that the electrode kinetics models of the S. B-V equation and 

the L. B-V equations yield very similar results in the 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 simulation (Figure 5.16a and b), while 

at the applied potential of -0.6 V vs SHE (𝜼 = 0.49 V), the magnitude of 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 obtained from  S. 

B-V equation is 5 order higher than that obtained from L. B-V equation (Figure 5.16d and e). In 

contrast, the current densities obtained from the S. B-V equation and the Tafel equation are similar only 

at -0.6 V vs SHE when 𝜼 is large (Figure 5.16d and f).  

 

Figure 5.16: Comparison between results of current density obtained from (a, d) S. B-V equation, (b, 

e) L. B-V equation and (e, f) Tafel equation.   Applied potential of -0.15 V vs SHE is assigned to 

cathode in (a-c), while -0.6 V vs SHE used in (d-f). The results in this figure are obtained using Tertiary 

current density.  
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5.5.3 Other essential factors in 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 simulations 

In addition to the effects of the electrode kinetics discussed above, other important factors that 

noticeably affect the calculated 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 in the course of CO2RR include the bulk concentration of 

CO2 and the electrolyte composition. Specifically, CO2RR on the electrode surface can be influenced 

by the bulk concentration of CO2, which affects the Gibbs free energy of CO2 and the reaction rate of 

CO2RR (Figure 5.9b), and also can introduce limitations of the CO2 mass transport to the electrode 

surface. In addition to the bulk concentration of CO2, CO2RR electrolysis is also affected by the bulk 

concentration of the electrolyte, as it determines the solution resistance and the transport of the ionic 

species. To demonstrate the influence of CO2 and electrolyte concentrations on the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒,  𝐽𝑇𝑒𝑟 

simulations were performed for a nanostar electrode in the solution with various concentrations of CO2 

and KHCO3 at -0.3 V vs SHE. The results indicate that  𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  first linearly increases with 

increasing CO2 concentration while it remains below 10 mM, and then slowly increases until the CO2 

 

Figure 5.17: Effect of CO2 concentration on the magnitude and distribution of current density in 

electrolyte. (a) The magnitudes of current density at OHP ( 𝐽𝑂𝐻𝑃 ) are compared using different 

concentrations of CO2 from 3 mM to 38 mM.  The distribution of current density is shown in (b), (c), 

(d) and (e) for 8 mM, 18 mM, 28 mM and 38 mM CO2, respectively. The results in this figure are 

obtained using Tertiary Current Density with the electrolyte of 500 mM KHCO3 and the applied 

potential of -0.3 V vs SHE. 
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concentration reaches saturation at 38 mM (Figure 5.17a); the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  for the bulk CO2 

concentrations of 8 mM, 18 mM, 28 mM, and 38 mM are shown in Figure 5.17c-e. This trend suggests 

that a higher CO2 bulk concentration can increase the rate of the CO2RR that occurs at the electrode 

surface, highlighting the significance of keeping the reaction medium saturated with CO2 during the 

electrolysis.  

Similarly, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  at the electrode surface also increases with increasing the bulk electrolyte 

concentration. However,  𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 reaches a steady state when the concentration of the electrolyte is 

over 100 mM due to the negligible composition variation in the electrolyte with a high bulk 

concentration at -0.3 V vs SHE (Figure 5.18). Note that 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 greatly depends on the nature and 

concentration of the electrolyte not only due to the above-mentioned factors, but also because of (1) the 

electrolyte blocking of the catalytic sites, (2) the chemical interactions between cations and reaction 

intermediates, (3) the alteration of the interfacial water structure: the water molecules in the first 

monolayer lie mostly flat on the surface and form a hydrogen bonding network, which can impact 

chemical processes and the distribution of ions.153 Advanced theories such as DFT and molecular 

 

Figure 5.18: Effect of electrolyte concentration on the magnitude and distribution of current density 

in electrolyte. (a) The magnitudes of current density at OHP (𝐽𝑂𝐻𝑃) are compared using different 

concentrations of KHCO3 from 0.1 mM to 500 mM.  The distributions of current density are shown in 

(b), (c), (d) and (e) for 0.1 mM, 1mM, 10mM and 100mM KHCO3, respectively. The results in this 

figure are obtained using Tertiary Current Density with applied potential of -0.3 V vs SHE.  
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dynamics simulations are required to study these factors, which is beyond the scope of the work 

presented in this thesis.  

5.6 FEM simulations of 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆 behavior  

In contrast to thermal catalysis, electrocatalysis is a more complex process, involving charge transfer 

throughout a solid catalyst, rather than only at the surface-active sites. The flow of electrons in an 

electrocatalyst could affect the structural stability and cause structural evolution differently compared 

to the degradation processes occurring in thermal catalysts. Studying the electron flow in 

electrocatalysts with complex nanomorphology by mapping the current density distribution within the 

electrode ( 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒)  can be used to predict the locations of structural instability in these 

nanomaterials.71 Specifically, the electron flow in an electrode affects the structural transformation by 

driving the mass transport of solid metal matter via electromigration (EM) and/or Joule heating.157,158 

EM is a migration process of metal atoms under applied current caused by the electron wind force, 

which is a transfer of momentum to the metal atoms from current carriers on their scattering. In the 

case of nonuniform 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒, EM can be described as a force driving atomic species from higher to 

lower current density regions to minimize current crowding. The occurrence of EM depends on the 

magnitude of the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 since the current intensity determines the number of the current carriers 

scattering against the metal atoms. Generally, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 ≥ 104 A/cm2 are required to cause EM inside 

the metal, where it is significantly faster along the grain boundaries than in the bulk.46 At the same time, 

EM on surfaces and in thin films can be observed at 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒≥ 10 A/cm2, as it is associated with the 

mobility of less coordinated surface atoms.46 In addition, the nanostructure regions with high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 

and, subsequently, high local power,71 can be subject to a local temperature increase by Joule heating, 

which can additionally promote the surface mass transport of the solid catalyst material. This process 

occurs only when the metal atoms obtain enough thermal energy to diffuse when the localized 

temperature rises caused by Joule heating, with the diffusion degree depending on the achievable 

temperature.47 Joule heating may be more prominent and therefore should be evaluated in electrodes 

composed of nanoparticles with insulating surface modifiers or when substrates with low thermal 

conductivity are used. Regardless of whether the mass transport is induced by EM or Joule heating, 

they are all closely related to the profile of 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 . Thus, accurate 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  simulations are 

necessary for understanding the structural transformations driven by the electron flows in the solid 

electrocatalysts.  
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To demonstrate what information is provided by simulating 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 in nanostructured electrodes, 

I employed a nanostar and nanocone electrode models. The nanostar model represents a repeat unit in 

the electrodes comprised of a layer of branched nanoparticles placed on a substrate, while the nanocone 

model reflects the repeat unit of high-surface-area electrodes obtained by electrodeposition. The 

simulations of 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 performed for the nanostar and nanocone models reveal an uneven distribution 

of 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 in the metal (Figure 5.19). Specifically, in the nanostar geometry, which has small contact 

areas with the substrate, the current path is constricted in the metal at the interface with the substrate 

(Figure 5.19a). Considering that electrocatalysis reactions processing on the electrode surfaces require 

sufficient supply of electrons to the electrode-electrolyte interface, a large quantity of electrons has to 

pass through the narrow constrictions at the interface between the nanostars and the substrate, resulting 

in current crowding (i.e., high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 ) in these constrictions.  In contrast, for the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 

distribution in a structure that does not have narrow features, e.g., a cone with 120-nm-wide base sitting 

on a flat substrate, I observe a comparatively uniform 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 distribution in the metal without current 

crowding (Figure 5.19b). The current crowding in these electrocatalysts could drive the mass transport 

of solid metal matter via EM, resulting in deformations and sintering in nanoscale features.71 This 

example shows that accurate 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 simulations are instrumental in revealing the current crowding 

areas prone to structural changes in morphologically-complex electrocatalysts. These simulations can 

 

Figure 5.19: Comparison between the results of current density in electrode for nanostar and nanocone. 

The results in this figure obtained using an average current density of 1 mA/cm2 for cathode as 

boundary condition.  
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be used to guide the design of high-performance electrocatalysts by mitigating the negative effects (e.g., 

deformation) or exploiting the positive effects (e.g., in situ activation) of the structural transformations 

induced via EM. 
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5.7 Electrochemical simulations for 3D model 

Considering the heavy computational demands of 3D simulations, in this chapter I focus on E-field, K+ 

concentration, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒, and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 simulations using a 2D model, which for many geometries of 

electrocatalysts is an appropriate simplification. The discussed theories used in these simulations are 

 

Figure 5.20: Simulations performed for 3D branched nanoparticle: (a) potential, (b) electric field, (c) 

K+ concentration and (d) current density in metal (𝑱𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒) and adjacent electrolyte (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆). 

𝑱𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 is shown as color map. 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 is shown as groups of cyan arrows, where the size and 

direction of each arrow represent the magnitude and direction of the current at the spatial position of 

the arrow, respectively. The results in (a), (b) and (c) are obtained from MPB & Booth model with the 

electrolyte of 500 mM KHCO3 and potential of -0.8V vs PZC, the reaction current density (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆) 

in (d) is calculated using 𝑱𝑺𝒆𝒄+𝑴. 

 

 

 



 

131 

equally valid for 3D models and can be easily transferred to 3D simulations. As an illustrative example, 

the results of simulations for a 3D branched nanoparticle (or nanostar) are shown in Figure 5.20. 

Specifically, Figure 5.20a-c and d correspond to the simulations based on the combination of the MPB, 

Booth and 𝐽𝑆𝑒𝑐+𝑀 models. To accurately compare the applicability of these theoretical models in both 

3D and 2D simulations, the above-mentioned simulations were also performed for a 2D nanostar 

 

Figure 5.21: Simulations performed for 2D nanostar nanoparticle. (a) The potential (𝝓), (b) electric 

field (E-field) (c) K+ concentration and (d) current density in metal (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆) and adjacent electrolyte 

(𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆). The results in (a), (b) and (c) are obtained from MPB & Booth model with the electrolyte 

of 500 mM KHCO3 and potential of -0.8V vs PZC, the reaction current density (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆) in (d) is 

calculated using 𝑱𝑺𝒆𝒄+𝑴. 
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(Figure 5.21) with the same dimensions as the 3D nanostar (Figure 5.20a-c) at the same conditions, i.e. 

in 500 mM KHCO3 electrolyte and the applied potential of -0.8 V vs PZC. As shown in the results 

obtained from 3D simulations using the MPB and Booth models in Figure 13a-c, the potential sharply 

drops on the branched nanoparticle surface (Figure 5.20a), leading to high E-field in the electrolyte 

(about 1nm) close to the surface of the nanoparticle (Figure 5.20b), which can be ascribed to the 

screening effect of accumulated K+ on the electrode surface (Figure 5.20c). The results of the potential 

and E-field in 3D simulations are very similar to those obtained in 2D simulation in Figure 5.21a-c. In 

addition, when the 𝐽𝑆𝑒𝑐+𝑀  model and Ohm’s law were applied to the 3D model to calculate the 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 (Figure 5.20d), the results are also similar to those obtained for 2D model in 

Figure 5.21d: high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 appears in the electrolyte at the round tips of the nanostar, while the 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 showed the current crowding in the area of contact between the metal with the substrate. 

Although applying the combination of the MPB, Booth and 𝐽𝑆𝑒𝑐+𝑀 models in 2D and 3D simulations 

generally generates very similar results under the same conditions, there are still some differences 

between the results obtained in 2D and in 3D. First, the maximum E-field at OHP obtained in 3D model 

(Figure 5.20b) is about 2.0 V/nm with that of around 1.9 V/nm observed in 2D model (Figure 5.21b). 

Second, the hotspots of 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 in 3D model are larger than those in 2D model. The discrepancies in 

the E-field and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 can be ascribed to the differences in structural representation between 2D and 

3D models. Specifically, an equivalent of a 2D model in 3D is a product of extrusion of the 2D planar 

structure along its normal vector. For example, a 2D nanocone structure represents a 3D ridge as 

opposed to a 3D tip; similarly, the sharp features seen in the 2D model in Figure S7 correspond to 

extended ridges in 3D, and not to the vertices of a 12-armed nanostar seen in Figure 13. Therefore, one 

should be careful when simplifying a 3D model with a 2D model if high-precision results are required. 

Generally, for 3D structures with uniform extendibility along one dimension, such as cylinders, cuboids 

and ridges, can be well represented by corresponding 2D slices. More geometrically complex 3D 

objects, such as 3D branched nanoparticles and nanoframe structures, require accurate 3D 

representations to produce more accurate numerical results in the simulations. 
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5.8 Electrochemical performance of various nanostructured electrodes 

In the previous sections, I discussed the advanced theoretical models used for the E-field, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒, 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 simulations using FEM and their application scopes. In this section, I am going to use these 

theoretical models, especially the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 simulations, for studying the local current 

behavior of the real electrochemical nanostructures under CO2RR electrolysis conditions, which 

combined with the experimental observations (discussed in Chapter 3) and DFT calculations (discussed 

in Chapter 4) would provide a comprehensive mechanistic understanding of the structural 

transformations observed in the nanostructures under bias conditions that were discussed  in Chapter 3.  

In Chapter 3, I found that the morphological changes of the well-defined gold and palladium 

nanoparticles CCs and BNPs can be accelerated by the RIs of the electrolysis reactions, with the extent 

and rates of structural transformations depending on the material of the nanostructures and the nature 

of the electrocatalytic reactions at their surfaces. The RIs- and material-dependent morphological 

changes in the nanoparticles can be well described by the DFT calculations of migration energy barriers 

and vacancy formation energies together (Figure 4.1). As demonstrated in Chapter 4, the plot in Figure 

4.1 shows the comparatively higher stability of the surface atomic structures in the top-right corner, 

whereas the structures in the bottom-left corner are relatively more likely to reconstruct. However, these 

thermodynamic and kinetic aspects consider random hoping of surface atoms and do not reflect any 

locality or directionality of atomic mobility on the nanoscale. Conversely, the experimental data 

implied that in some localities of complex nanoscale electrocatalysts the atoms were hopping about 

more than in other otherwise identical features, suggesting that the impacts exerted on them are 

associated with the applied bias. Moreover, the experimental evidence revealed structural changes at 

the interfaces of the particles with the substrate and each other, where the electrolysis is hindered due 

to apparent mass-transport limitations, further suggesting the presence of additional driving forces for 

atomic migration (Figure 3.11 and 3.12). To understand the origins of the locality and directionality of 

atomic mobility in nanocatalysts during electrolysis, I studied how the nanoscale shapes structurally 

participate in the electrochemical process. I performed spatial FEM simulations of the current-density 

distributions in both the metal (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒) and the adjacent electrolyte (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒), using geometric 

models constructed based on the experimentally studied BNPs and CCs and setting 0.1 A cm−2 as a 

boundary condition for the average current density at the anode (Figure 5.22). 

The magnitude and direction of the current flow in the electrolyte in the vicinity of the electrocatalyst 

surface (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒) are shown as a group of yellow arrows in Figure 5.22a–e for a range of gold 
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models acting as a cathode and supported on a substrate of the same mate- rial. In all of the examined 

structures, the surfaces of the geometries away from the substrate and facing the electrolyte 

corresponded to high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  values, suggesting that these areas participate most actively in 

electrocatalysis. In addition, the surface areas with high curvature displayed the highest 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 

values, in agreement with earlier reports on the role of curvature in ultramicro- and nano-electrodes on 

their electrochemical behaviour32,33. The angle of the BNP branches with respect to the substrate was 

 

Figure 5.22: Computed current-density distributions of various gold nanoshapes. The current-density 

distribution within the metal structures (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆 ) is shown as colour maps; the current-density 

distribution in the electrolyte at the nanostructure surface (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆) is shown as groups of yellow 

arrows, where the size and direction of each arrow represent the magnitude and direction of the current 

at the spatial position of the arrow, respectively; the average (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆)  was set at 0.1 A cm−2. a–e, 

Structures shown are the symmetric branched (a), anchored branched (b), CC (c), thick (d) and thin (e) 

frames. f, A 2D-slice of the structure a showing the computed current density in a BNP and the 

surrounding electrolyte for an apparent comparison of current-density magnitudes in both the metal 

(𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆) and the adjacent electrolyte (𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆). g,h, BNP dimer (g) and CC dimer (h), where the 

two particles are in direct contact, showing the locations of current crowding at the interfaces between 

the particles and between a particle and the substrate. In h, the left CC is hidden from the view to reveal 

the 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆 distribution in the planes of contact, where the inset shows the full geometry of the 

corresponding CC dimer. All scale bars, 25 nm. Reprinted with permission from ref. [71]. Copyright 

2021, Springer Nature. 
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found to be crucial to the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 behaviour, with the branches perpendicular to the substrate (that 

is, pointing directly towards the anode) having the highest 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  accumulation at the tips. 

Consequently, these highly electrocatalytically active features with adsorbed reaction intermediates 

increase the likelihood and rate of atomic migration in these features, in contrast with the areas of the 

 

Figure 5.23: Effects of geometry, material, and interelectrode distance on computed current density 

and E-field. a, Computed current density distribution in Pd BNPs. b-d, average current density within 

the Debye length, 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆   (b), average current density within the electrode, 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆  (c) and 

average E-field within the Stern layer (d), as the function of the distance between anode and cathode. 

e, Computed current density distribution in a Au CC tetramer with the geometry shown in the inset; 

three CCs in the front of the structure are hidden from the view to reveal the current distribution at the 

interfaces between the particles and at the particle-substrate interfaces. In (a) and (e) 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆  is 

shown as colour maps, and 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 at the nanostructure surface is shown as a group of yellow 

arrows, where the size and direction of each arrow represent the magnitude and direction of current at 

the spatial position of the arrow, respectively. Scale bars are 25 nm. Reprinted with permission from 

ref. [71]. Copyright 2021, Springer Nature. 
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structure closer to the substrate, where the reacting species also become depleted due to mass-transport 

limitations. These trends imply that there is less electrochemical activity at the base of the structure 

near the substrate, suggesting that other factors facilitate structural changes in these features. 

The current-density calculations also revealed an uneven distribution of current density in the metal 

(𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒), as seen from the colour plots in Figure 5.22a–e. Specifically, in the BNP geometry (Figure 

5.22a), which has a small contact area with the substrate, there is consider- able current crowding in 

the metal at the interface with the substrate. The same effect is present in palladium BNPs (Figure 5.23). 

In the four branches of BNPs at the interface with the substrate, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 is orders of magnitude higher 

than the average 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 associated with the electrochemical activity at the particle surface (Figure 

5.22f and 5.23b–d). This 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 crowding occurs because the current path is constricted, with these 

areas of limited contact acting as bottlenecks for the carrier flow. Similar 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  hotspots are 

observed in geometric constrictions of CCs and other frame geometries (Figure 5.22c–e) and at the 

interfaces between BNPs (Figure 5.22g) or CCs (Figure 5.22h and 5.23e), as well as between a CC and 

the substrate (Figure 5.22h and 5.23e). 

Constricted current flow in micro- and nano-electronics is known to lead to the mass transport of 

solid metal matter resulting in deformations and sintering in nanoscale features, which is described by 

the theory of electromigration.157 Conceptually, EM is a migration process of metal atoms under applied 

current caused by the electron wind force, which is a transfer of momentum to the metal atoms from 

current carriers on their scattering. In the case of nonuniform current density distribution, EM can be 

described as a force driving atomic species from higher to lower current density regions to minimize 

current crowding. Generally, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 ≥ 104 A/cm2 are required to cause EM inside the metal, where 

it is significantly faster along the grain boundaries than in the bulk. At the same time, EM on surfaces 

and in thin films can be observed at ≥ 10 A/cm2, as it is associated with the mobility of less coordinated 

surface atoms2. 

In addition, the nanostructure regions with high current density and, subsequently, high local power 

(Figure 5.24 and 5.25), can be subject to a local temperature increase by Joule heating, which can 

additionally promote the surface mass transport of the electrocatalyst material3. However, I found that 

the temperature increase via Joule heating was negligible in the systems studied in this work (Figure 

5.26), due to significant heat dissipation into the substrate metal film. I note that Joule heating may be 

more prominent and therefore should be evaluated in electrodes composed of nanoparticles with 

insulating surface modifiers or when substrates with low thermal conductivity are used. 
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As EM is not concerned with the surface electrochemistry per se, it is not generally considered in the 

field of electrocatalysis. However, in our electrochemical experiments I found that metal mass transfer 

was pronounced in the areas that showed a high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 value: that is, the interfaces of the geometries 

with the substrate and each other. Based on the FEM simulations, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 values in these areas can 

reach 10–103 A cm−2, depending on the geometry (Figure 5.22f), while the average 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 value 

within the Debye length is 10−1 A cm−2 (Figure 5.23b). The alignment of our experimental observations 

with the locations of 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  hotspots suggests that EM is a driving force behind the structural 

transformations in high 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  regions.  

 

Figure 5.24: Computed power density distribution (shown as colour map) in Au nanostructures of 

different shapes. The left CC in a dimer in (f) is hidden from view to show the power distribution at 

the interface between the CC and the substrate, and at the interface between the two CCs; the inset 

shows the geometry of the dimer. Scale bars are 25 nm. Reprinted with permission from ref. [71]. 

Copyright 2021, Springer Nature. 
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The particle-particle and particle-substrate interfaces represent noticeable defects from a 

crystallographic perspective. While I employed nanoparticle synthesis methods that yield single 

crystalline nanoparticles,163 inevitable lattice discontinuities at their interfaces make these areas 

crystallographically similar to grain boundaries. In the case of CCs, the surfaces of synthesized particles 

are not perfectly flat, in contrast to the idealized FEM geometric models (Figure 5.22c,h); thus, the 

imperfect contact at the particle- particle interface may result in even more pronounced current stressing 

than seen in Figure 5.22. In addition, these NP surface imperfections may contain traces of adsorbates 

remaining from the synthesis, even though the majority of them was removed. Since the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 

threshold for EM is a function of not only the metal nature and geometry, but also these nuances at the 

interfaces, it is difficult to be estimated quantitatively. However, it is reasonable to expect that Pd is 

more stable against EM than Au as the atomic mobility kinetics and thermodynamics simulations 

discussed in the DFT section generally show higher stability of Pd against surface mobility than Au 

(Figure 4.1a). 

 

 

Figure 5.25: Computed current density (a) and power density (b) distributions in Pd BNPs. (a) 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  in are shown as groups of arrows, where the size and direction of each arrow represent 

the magnitude and direction of current at the spatial position of the arrow; 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  is shown with 

a colour map. (b) Power density distribution is shown as a colour map. Scale bars are 25 nm. 

Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 
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Figure 5.26: The change of averaged temperature of Au BNPs with the average current density 

with the substrate temperature of 293.15 K as the reference temperature. Reprinted with 

permission from ref. [71]. Copyright 2021, Springer Nature. 
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5.9 Applicability and limitations of the discussed models 

The combination of ab initio and experimental studies have proven to be successful strategies for 

improving the activity and selectivity of electrocatalysts CO2RR and other electrocatalytic processes of 

intense interest by guiding the design of their atomic surface structures including the surface 

composition and defects.1 Considering the plethora of nanoscale geometries attainable for 

electrocatalyst thanks to the progress in synthetic nanochemistry, it is essential to consider rational 

catalyst design not only on the atomic scale, but also on nanoscale, in order to further enhance the 

activity, selectivity, and stability of these materials. As I have discussed in this chapter, optimizing the 

nanoscale shape of the electrocatalysts enables tunability of the E-field, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒, and 

this structural design is gaining increasing attention in the electrocatalysis community. To conclude the 

systematic discussion of the established theoretical models for the FEM simulations of E-field, 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒, and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 that are applicable on the nanoscale, in this section I focus on summarizing 

the applicability and limitations of these models. 

5.9.1 Potential and E-field simulations 

In section 5.4, I presented three EDL models for simulating the potential and E-filed distribution in the 

vicinity of a nanoscale electrode under electrolysis conditions, including the PNP, GMPNP and MPB 

models. These models can reveal the influence of the nature and concentration of the electrolytes on 

the screening effect of the potential and E-filed distribution in the EDL. Among the three models, the 

PNP model can describe the EDL that deviates from the equilibrium state without electrolyte limitations 

(i.e., regardless whether the electrolyte is symmetric or asymmetric). However, due to the lack of the 

ion steric effect, the PNP model can only be applied in circumstances where low electric potentials or 

low-concentration electrolytes are used. In contrast, the ion steric effect is accounted for in the GMPNP 

model, making the GMPNP model applicable at even more extreme electric potentials or in highly 

concentration electrolytes. Similarly, the MPB model also considers the steric effect of the ions 

distributed in EDL, therefore, the MPB model is also suitable for describing EDL at higher electric 

potentials or in concentrated electrolytes. The difference from the PNP and GMPNP models is that the 

MPB model only works for the EDL with symmetric electrolyte (such as KHCO3 and KOH) and at 

equilibrium state. Among these models, MPB is the most applicable model when studying the potential 

and E-field distribution for a nanostructured electrode used for CO2RR electrolysis since the symmetric 

electrolytes such as KHCO3 and KOH are commonly used in CO2RR and the electrochemical 

performances of an electrode at equilibrium state is of the main interest. However, in the literature, the 
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EDL model is often not incorporated in these simulations. Consequently, large hotspots of the E-filed 

on the electrode surface are observed in some of the simulation examples shown in Figure 5.1, which 

is due to the lack of the electrolyte screening effects as demonstrated in Figure 5.11a and 5.11e. Once 

the EDL model is considered in the simulations of Figure 5.11f, 5.11g and 5.20d using MPB model, 

the E-filed is screened within a narrow area adjacent to the electrode surface. Furthermore, Bohra et al. 

applied the GMPNP model to simulate the EDL, which resulted in accurate profiles of the potential and 

E-field at the electrode surface, however, this model is only limited to 1D simulation due to its 

mathematical complexity and numerical instability. In this chapter, I demonstrated that in order to 

model EDL for a 2D or 3D nanostructure, the MPB model is the best available option, as it accurately 

describes the potential and E-field distributions at the nanostructured electrodes with complex 

morphology (Figure 5.11 and 5.20).  

5.9.2  𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒍𝒚𝒕𝒆 simulations 

In section 5.5, I summarized four classes of the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 simulations: primary current density (𝐽𝑃𝑟𝑖), 

secondary current density (𝐽𝑆𝑒𝑐), tertiary current density (𝐽𝑇𝑒𝑟), and 𝐽𝑆𝑒𝑐 combined with mass transport 

effect (𝐽𝑆𝑒𝑐+𝑀). Each model has its own applicability scope in the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 simulations, depending 

on the essential effects considered (Table 5.2). For instance, 𝐽𝑃𝑟𝑖  simulations are valid to use in 

electrochemical systems with fast electrolysis reactions and the absence of mass transport limitations, 

as the activation overpotentials, mass transport and electrolyte composition variation can be ignored in 

this case. When modelling electrochemical reactions with slow kinetics in which the activation 

overpotential cannot be ignored while the mass transport limitations and electrolyte composition 

variation are negligible, 𝐽𝑆𝑒𝑐 is suitable. When electrochemical reactions proceed with slow kinetics in 

electrolytes with limited mass transfer, 𝐽𝑇𝑒𝑟  is appropriate for their modelling, as activation 

overpotentials, mass transport and electrolyte composition variation are considered in this type of 

simulations. Lastly, 𝐽𝑆𝑒𝑐+𝑀  is very similar to 𝐽𝑇𝑒𝑟  except that the electrolyte composition variation 

effect is not accounted for in 𝐽𝑆𝑒𝑐+𝑀. Typically, inert electrolytes are commonly used in CO2RR and 

their composition variation can be ignored. Furthermore, considering a higher numerical efficiency 

compared to 𝐽𝑇𝑒𝑟, 𝐽𝑆𝑒𝑐+𝑀 is the best option for simulating the 3D spatial distribution of 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 of 

nanostructured electrodes with complex morphology.  

In the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 simulations, the electrode kinetics is a crucial factor for accurately describing the 

current density because they determine the electron transfer rate between electrode and reactants. For 
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accurate 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒results and efficient computation, an appropriate electrode kinetics model should 

be selected according to the reaction conditions. To this end, in section 5.3.2, I discussed various 

electrode kinetic models: generalized Butler-Volmer (G. B-V), standard Butler-Volmer (S. B-V), 

linearized Butler-Volmer (L. B-V) and Tafel equation and highlighted their application scopes. Among 

these, G. B-V model is the most general form, which can be applied for the cases with and without 

mass transport limitation under a wide range of overpotentials. However, G. B-V model is 

computationally heavy due to its complex mathematical formula (equation (2.40)), which can be 

simplified to different forms under certain conditions to reduce the demand for computational 

resources.  When the surface concentrations of the reactants do no vary significantly from the bulk 

values, G. B-V model can be simplified to S. B-V model (equation (2.41)), in which the mass transport 

effect is ignored. Furthermore, when a small overpotential is applied in an electrochemical reaction 

where the absence of reactant concentration variation is still valid, S. B-V model can be further 

simplified to L. B-V model (equation (2.42)), in which 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 is assumed to be linearly changing 

with the overpotential. When a large overpotential is applied, S. B-V model can be simplified to Tafel 

equation (equation (2.43)), in which the contribution of the backward reaction to current is negligible 

due to the fact that the reaction rate of the forward reaction is much larger than that of the backward 

reaction under a large overpotential. If the electrode kinetics model is not selected correctly for a 

reaction, the resulting 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 varies in a wide range even under similar operation conditions as 

shown in Figure 5.2 (10-9 A/cm2 to 105 A/cm2). The inconsistency of results is associated with 

inappropriate electrode kinetics model leading to underestimation or overestimation of the  𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 

response to the applied overpotentials in a given reaction.  

In Table 5.2, I summarize the essential effects accounted for in different classes of the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 

simulations: 𝐽𝑃𝑟𝑖 , 𝐽𝑆𝑒𝑐 , 𝐽𝑇𝑒𝑟  and 𝐽𝑆𝑒𝑐 , and their impacts on 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 . In Figure 5.15 and 5.16, I 

compare different options of the electrode kinetics models in the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 simulations under different 

conditions as well as their influences on 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒. The selection of the class of the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 and 

the electrode kinetic models has significant impact on the obtained 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  profile. To obtain 

reliable 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  results, one should carefully select the electrode kinetics model and the type of 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 according to the operation conditions of the electrochemical cell under study.   
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5.9.3 𝑱𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆 simulations 

The current crowding in the metal can cause the structural transformation of electrocatalysts as 

described by the EM theory. Studying the electron flow in electrocatalysts with complex 

nanomorphology allows us to evaluate whether there are any current crowding areas that may lead to 

structural instability in these electrocatalysts. The profile of the electron flow within the electrocatalysts 

can be described by the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 simulations. In contrast to the E-field and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 simulations, 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 is comparatively easier to solve since it follows the Ohm’s law and changes linearly with the 

applied potential in a metal. Despite the simplicity of the model, it is applicable for evaluating the 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  distribution in the electrodes with a specific nanoscale morphology and predicting the 

intensity and locations of the possible current crowding. By avoiding or taking the advantage of the 

current crowding, the data obtained from the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 simulations can be used to improve stability of 

electrocatalysts by adjusting their structural geometry or to devise systems capable of in situ activation 

via geometric restructuring.   

5.9.4 Other considerations 

The theoretical models introduced in this chapter capture some of the essential features of the electrode-

electrolyte system, providing an essential reference framework for the studies of E-field, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒, 

and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  spatial distributions in the context of electrocatalysis. However, this theoretical 

framework is established based on the electrostatic continuum theories without considering the 

quantum effects, which limits their quantitative accuracy.103,104,146 In this subsection, I summarize some 

important effects observed experimentally or theoretically in electrolysis studies that are not considered 

in the theoretical models introduced in this chapter: the chemical interaction of the electrolyte cations 

with the electrode surface and reaction intermediates,13 the influence of the interfacial E-filed on the 

neutral species with high dipole moment164 and, finally, the quantitative description of the 

electromigration induced by the current crowding.165 

Cations in the electrolyte solution are not only electrostatically attracted to the cathode, but can also 

chemically interact with the electrode and the reaction intermediates. The chemical interactions can 

greatly affect the reaction profile of the electrocatalysis. For example, Liu et al. established that 

adsorbed K+ lowers the thermodynamic barriers for the reduction of CO2 to CO on the Au electrode 

due to the interaction between K+ and the reaction intermediates of CO2RR.13 Stoffelsma et al. 

demonstrated that oxidation of CO can be promoted by Li+, which is ascribed to the stabilization of 
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*OH on Pd induced by Li+.166 Furthermore, the electronic structure of the electrode surface can be 

altered when cations directly interact with the electrode surface, which can also affect the electron 

transfers between the electrode and reactants.  

The interfacial E-field does not only affect the distribution of the cations and reactants, but also the 

adsorption free energies of the uncharged reaction intermediates with high dipole moments and 

polarizability, which in turn affects the activation barriers for the reaction steps involving such reaction 

intermediates.164 Specifically, Chen et al. found that the adsorption free energies of *CO2 and *COOH 

intermediates can be enhanced by 1 eV under E-field of -1 𝑉/Å compared to those without applied E-

field during CO2RR catalysis.167 The impact of E-field on the adsorption free energy is associated with 

the large dipole moment and polarizability of *CO2 (0.96 Å and 0.76 𝑒 Å/𝑉, respectively), which leads 

to its stabilization induced by the electrostatic interactions between *CO2 and E-field. Furthermore, in 

the theoretical models covered in this chapter, E-field is assumed to have a homogeneous distribution 

in the planes parallel to the electrode surface. However, Frumkin suggested that potential gradients in 

the planes parallel to the electrode surface should be considered due to the discrete nature of the ionic 

charge.168 Frumkin’s hypothesis was validated by the study of Chen et al., which reveals a 

heterogeneous distribution of E-field at the planes parallel to the electrode surface in the presence of 

K+ and *CO2 using DFT calculations.167 These examples underscore the importance of accounting for 

heterogeneous E-field distributions in the presence of the cations while the E-field distribution can be 

assumed to be homogeneous in the areas without cations.  

As discussed in section 5.6, current crowding within the catalyst morphology can lead to its structural 

transformations in electrocatalysts with complex nanoscale geometries via EM. The EM-induced 

atomic diffusion is driven by the momentum transfer between the electrons and metal ions comprising 

the electrocatalyst, with the locality and directionality of the EM-induced atomic diffusion resulting in 

the directional structural changes in the nanostructured geometries of electrocatalysts.157 These 

directional effects are strongly correlated with the profile of the current carrier flow, which can be 

obtained from the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  simulations. Furthermore, there are many non-directional EM-induced 

phenomena that cannot be described by the basic 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 simulations discussed in this chapter, as 

they require considering the compositional variation of the material on the atomic and nanoscale. 

Examples of these phenomena include EM due to supersaturation of alloys,169 

electrorecrystallization,170 grain rotation,171 dislocation generation172–175. These non-directional EM-

induced mass transport in electrocatalysts can have significant impacts on the structural stability of 
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nanostructured electrodes. The accurate description of these phenomena requires advanced theories that 

can incorporate ab initio modelling, continuum-level electromigration modelling and statistical 

compact modelling. In micro- or nanoscale solid-state electronics, theoretical methods have been 

developed to some extent for describing the mass transport induced by EM. For example, Lin et al. 

demonstrated the formation of hillocks and voids induced by EM on Cu materials using a combination 

of X-ray diffractometry, DFT and FEM methods.176 Ceric et al. proposed a method for achieving 

realistic simulations of EM behavior by combing the ab initio method with continuum-level 

electromigration model and the kinetic Monte Carlo model via effective valence.165 However, EM-

induced mass transport in electrocatalysts, a key parameter affecting the structural stability of 

electrocatalysts, has not been investigated. Only recently have I reported for the first time the extent 

and rate of EM in metal electrocatalysts determined by the shape and material of the nanostructures 

under bias conditions using DFT and FEM calculations.71 While DFT calculations were performed in 

our work, the DFT was not integrated with describing and characterizing EM processes. To build more 

predictive computational tools for assessing EM in electrocatalysts, future work in this domain will be 

on integration of atomic-scale (e.g. DFT), continuum-level (e.g. FEM) and statistical compact (e.g. 

Monte Carlo) simulations for quantitatively describing the influence of EM on the structures of the 

electrocatalysts during the electrolysis conditions. 
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5.10  Summary 

In this chapter, I summarized the state-of-the-art theoretical models for simulating the E-field, 

𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  of a nanoscale electrode under electrolysis conditions, established the 

protocols of these electrochemical physics effect simulations. More importantly, I demonstrated the 

current-density profiles in nanoparticle-based cathodes with complex nanoscale morphologies 

influence directional metal mass transfer and enable specific structural transformations in these 

materials by applying these theoretical models for studying the real electrochemical systems.  

Specifically, for E-field simulations, I illustrated the significant screening effect of the EDL on the 

E-field distribution, which can be further enhanced by adopting the field-dependent dielectric function 

of the electrolyte in the simulations. Moreover, for 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  simulations, I discussed the effect of 

electrode kinetics, mass transport and electrolyte composition variation on the 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒 distribution 

and magnitude by comparing different classes of 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  simulations and electrode kinetic models. 

In particularly, the electrode kinetics and mass transport play an important role in describing the effect 

of electron transfer and reactant transport on the rate of the CO2RR, respectively, while the electrolyte 

composition variation can be ignored since inert electrolytes are typically used in this case, and 

therefore their composition does not vary. Furthermore, for 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒  simulations, I introduced the 

approach of describing the current density in nanostructured electrodes and demonstrated that current 

crowding can occur at the narrow constrictions in the nanostructures when electrons pass through these 

constrictions to supply the surfaces with electrons for the electrolysis reactions. 

In addition, I applied the current density simulations (𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒  and 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒) for various real 

electrochemical nanoparticles with complex morphologies, demonstrating that these current-density 

profiles are geometry-dependent and thus can be modified by the nanoparticle shape design. Generally, 

in shaped cathodic electrocatalysts, nanoscale curvatures facing the anode form hotspots for 

electrolysis, which can also promote surface reconstruction by ARIAM. At the same time, geometric 

constrictions in the cathodic nanostructures lead to current-crowding hotspots in the metal that lead to 

EM. Structural transformations to minimize the hotspots of both types can occur as long as the surface 

metal atoms can break the bonds with their neighbours and overcome the energy barrier for surface 

migration. Finally, I discussed the limitations of the theoretical models discussed in this chapter, 

highlighting the importance of developing advanced multiscale modelling approaches that integrate 

atomic-scale (e.g. DFT), continuum-level (e.g. FEM) and statistical compact (e.g. Monte Carlo) 

simulations in quantitatively simulating the electrochemical physics effects of the nanoelectrocatalysts.  
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The work introduced in this chapter would navigate electrochemists to conduct appropriate the 

electrochemical physics effects simulations for analyzing activity and stability of the 

nanoelectrocatalysts, contributing to a wider adoption of FEM simulations in rational design of 

advanced electrocatalysts.  
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Chapter 6 

Conclusions and future work 

The work presented in this thesis focused on the structural dynamics of complex nanostructured 

electrodes and the factors affecting their structural transformations under CO2RR or HER electrolysis 

conditions, as well as the multiscale simulation approaches of evaluating their structural stability. First, 

by experimentally exploring structural changes in shape-defined nanoparticle electrocatalysts, this 

thesis demonstrated that the conditions of electrolysis, the nature of the electrocatalyst material and the 

current density distribution are the important factors determining the extent of and trends in structural 

transformation of electrocatalysts under electrolysis conditions. The mechanistic descriptions of the 

impact of the factors mentioned above on the structural transformation were established using DFT and 

FEM simulations. Chapter 3 showed the experimental observations of the structural transformations in 

Cu(II)-derived copper electrodes during the oxidation state changes, and well-defined Au and Pd 

branched and core-cage nanoparticles without oxidation state changes, and demonstrates the influences 

of the nature of the environment, nanostructure material and electrolysis reactions on the structural 

transformations in the electrocatalysts. Chapter 4 explored the impact of the reaction intermediates on 

the atomic mobility of the metals, including Cu, Ag, Au, Pd, and Cu3Pd, at atomic scale using DFT and 

MD simulations, and illustrates that the RIs could accelerate the atomic mobility by lowering the 

vacancy formation energy and migration energy barrier of metal atoms on the surfaces. Chapter 5 

proposed the protocols for reliable simulations of the E-field, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑡𝑒, 𝐽𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒, and explored the 

current density behavior in various real electrochemical nanostructures with complex morphologies, 

including anchored nanostar, nanostar, core-cages and frames,  demonstrating that the current-crowding 

hotspots at the constricted areas in the metal could leads to the structural transformation in the 

electrocatalyst via EM. 

This thesis explored the influence of nanostructured metallic electrocatalysts’ shape and composition 

on their structural stability. To better understand the intrinsic trends, more shapes and compositions of 

the electrocatalysts have to be explored, which is especially important for the bimetallic electrocatalysts 

considering their structural complexity compared to single metals. In literature, various bimetallic 

electrocatalysts, e.g., CuPt, CuAu, CuSn, AuPt, AuFe, have been synthesized, with either mixed alloy 

or phase-segregate. Furthermore, these bimetallic electrocatalysts also have very complex nanoscale 

morphologies, e.g., nanocube, hollow, or double-shelled structures, which combined with various 

possibilities of compositions and phase-segregation make it very challenging to reveal structure-
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stability relationship for the bimetallic electrocatalysts. To quantitatively assessing the influence of the 

shape of the bimetallic electrocatalysts on their structural stability, future work in this domain will be 

on integration of atomic-scale (e.g., DFT), continuum-level (e.g., FEM) and statistical compact (e.g., 

Monte Carlo) simulations for quantitatively describing the influence of EM on the structures of the 

bimetallic electrocatalysts during the electrolysis conditions. In addition to the shapes, the structural 

stability of the bimetallic electrocatalysts with more compositions and phases also need to be 

investigated using DFT and MD simulation, which combined with the advanced EM simulations would 

contribute to a more comprehensive understanding on the structure-stability relationship of the 

bimetallic electrocatalysts.  

Furthermore, this thesis proposed how to predict the influence of the RIs and nanostructure materials 

on the atomic mobility of the metals by calculating their energy profiles of the VF and atom migration. 

However, to have a deeper understanding on the influence of above-mentioned parameters on the 

atomic mobility, a general model of linking the electronic structures of the transition metal catalysts 

with their structural stability under the electrolysis conditions is required. In Chapter 4, the DFT 

calculations showed Pd with higher stability than Au, Ag and Cu, with the later three metal sharing 

similar stability, which can be ascribed to the more valence electrons of Pd than that of Au, Ag and Cu, 

suggesting a crucial role of the valence electron of the metals in determining their atomic mobility. 

More future work will be on developing valence-electron based descriptor for evaluating the atomic 

mobility of metal-based electrocatalysts.  

In addition to the RIs, current density distribution and nanostructure materials mentioned above, there 

are other factors that may affect the structural dynamics in the electrocatalysts under electrolysis 

conditions. One of the important factors is the electrolytes, which have shown significant influences on 

the selectivity and activity of the electrocatalysts during CO2RR by affecting the adsorption of CO2 and 

the interfacial E-field distributions. However, the influence of the electrolytes used for CO2RR on the 

structural stability of the electrocatalysts has not been explored yet. The electrolyte ions distribute very 

close to the electrode surfaces, with both chemical and physical interactions with electrocatalysts in the 

course of CO2RR electrolysis. Therefore, the nature and concentration of the electrolyte could affect 

the interactions of the electrolyte ions with electrocatalysts, and further impact the structural dynamics 

of the electrocatalyst. In order to have a comprehensive understanding in the mechanisms of the 

structural dynamics in electrocatalysts, the influence of the electrolyte on the structural behavior of 

electrocatalysts have to be explored.  
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Appendices 

Appendix A: Optimized geometry structures 

A.1 Optimized geometry structures for initial, transition and final states of 

metal atom migration 

 
Figure A.1: Optimized geometry structures for initial, transition and final states of migration for Au 

atom and intermediate-bound Au atoms of Au-COOH(CO2RR) and Au-H(HER) on Au(111) surface 

respectively. The olive color atoms represent Au substrate surfaces, with yellow, grey, red and white 

color atoms representing hooping Au, C, O and H atoms respectively. Reprinted with permission from 

ref. [71]. Copyright 2021, Springer Nature. 
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Figure A.2: Optimized geometry structures for initial, transition and final states of migration for Au 

atom and intermediate-bound Au atoms of Au-COOH(CO2RR) and Au-H(HER) on Au(100) surface, 

respectively. Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 

 

Figure A.3: Optimized geometry structures for initial, transition and final states of migration for Au 

atom and intermediate-bound Au atoms of Au-COOH(CO2RR) and Au-H(HER) on Au(110) surface, 

respectively. Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 
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Figure A.4: Optimized geometry structures for initial, transition and final states of migration for Au 

atom and intermediate-bound Au atoms of Au-COOH(CO2RR) and Au-H(HER) on Au(211) surface, 

respectively. Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 

 

Figure A.5: Optimized geometry structures for initial, transition and final states of migration for Pd 

atom and intermediate-bound Pd atom of Pd-COOH(CO2RR) on Pd(111) surface respectively. The 

lavender color atoms represent Pd surfaces, with teal, grey, red and white color atoms representing 

hooping Au, C, O and H atoms, respectively. Reprinted with permission from ref. [71]. Copyright 2021, 

Springer Nature. 
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Figure A.6: Optimized geometry structures for initial, transition and final states of migration for Pd 

atom and intermediate-bound Pd atom of Pd-COOH(CO2RR) on Pd(100) surface, respectively. 

Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 

 

Figure A.7: Optimized geometry structures for initial, transition and final states of migration for Pd 

atom and intermediate-bound Pd atom of Pd-COOH(CO2RR) on Pd(110) surface, respectively. 

Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 
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Figure A.8: Optimized geometry structures for initial, transition and final states of migration for Pd 

atom and intermediate-bound Pd atom of Pd-COOH(CO2RR) on Pd(211) surface, respectively. 

Reprinted with permission from ref. [71]. Copyright 2021, Springer Nature. 
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A.2 Optimized geometry structures for reaction-intermediate-adsorbed metal 

surfaces 

 

Figure A.9: Optimized geometries of Ag(111), Ag(100), Ag(110), and Ag(211) surfaces without (top 

panels) and with (bottom panels) absorbed *H, *OOH and *COOH. Reprinted with permission from 

ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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Figure A.10: Optimized geometries of on Au(111), Au(100), Au(110), and Au(211) surfaces without 

(top panels) and with (bottom panels) absorbed *H, *OOH and *COOH. Reprinted with permission 

from ref. [132]. Copyright 2022, Royal Society of Chemistry. 

 

Figure A.11: Optimized geometries of Pd(111), Pd(100), Pd(110), and Pd(211) surfaces without (top 

panels) and with (bottom panels) absorbed *OOH and *COOH. Reprinted with permission from ref. 

[132]. Copyright 2022, Royal Society of Chemistry. 
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A.3 Optimized geometry structures for metal surfaces with single atom 

vacancy 

 

Figure A.12: Optimized singe-atom vacancy on Cu(111), Cu(100), Cu(110), and Cu(211) surfaces 

without (top panels) and with (bottom panels) absorbed *H, *OOH and *COOH. Reprinted with 

permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 

 

Figure A.13: Optimized singe-atom vacancy on Ag(111), Ag(100), Ag(110), and Ag(211) surfaces 

without (top panels) and with (bottom panels) absorbed *H, *OOH and *COOH. Reprinted with 

permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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Figure A.14: Optimized singe-atom vacancy on Au(111), Au(100), Au(110), and Au(211) surfaces 

without (top panels) and with (bottom panels) absorbed *H, *OOH and *COOH. Reprinted with 

permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 

 

Figure A.15: Optimized singe-atom vacancy on Pd(111), Pd((100), Pd((110), and Pd((211) surfaces 

without (top panels) and with (bottom panels) absorbed *OOH and *COOH. Reprinted with permission 

from ref. [132]. Copyright 2022, Royal Society of Chemistry. 

 



 

 235 

Appendix B: Calculated energy barriers 

 
Figure B.1: Calculated kinetic barriers of two VF mechanisms on Cu(111), Cu(100), Cu(110), and 

Cu(211) surfaces. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure B.2: Calculated kinetic barriers of two VF mechanisms on Ag(111), Ag(100), Ag(110), and 

Ag(211) surfaces. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure B.3: Calculated kinetic barriers of two VF mechanisms on Au(111), Au(100), Au(110), and 

Au(211) surfaces. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure B.4: Calculated kinetic barriers of two VF mechanisms on Pd(111), Pd(100), Pd(110), and 

Pd(211) surfaces. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Appendix C: Calculated MSD, RDF, and Lindemann index 

 

Figure C.1: Profiles of time-averaged mean-square displacement (TA-MSD) and radial distribution 

function (RDF) for Cu cluster supported on Cu(111) surface.  (a) TA-MSDs for cluster Cu atoms. TA-

MSD for the first 2 most mobily cluster atoms is shown in solid line, with the rest shown in dash line.  

(b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann index of the metal cluster 

and substrate. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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Figure C.2: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for H-bound Cu cluster supported on Cu(111) surface.  (a) TA-MSDs for 

cluster Cu atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of H. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure C.3: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for OOH-bound Cu cluster supported on Cu(111) surface.  (a) TA-MSDs for 

cluster Cu atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and  RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of OOH. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure C.4: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for COOH-bound Cu cluster supported on Cu(111) surface.  (a) TA-MSDs 

for cluster Cu atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of COOH. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure C.5: Profiles of time-averaged mean-square displacement (TA-MSD) and radial distribution 

function (RDF) for Ag cluster supported on Ag(111) surface.  (a) TA-MSDs for cluster Ag atoms. TA-

MSD for the first 2 most mobily cluster atoms is shown in solid line, with the rest shown in dash line.  

(b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann index of the metal cluster 

and substrate. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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Figure C.6: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for H-bound Ag cluster supported on Ag(111) surface.  (a) TA-MSDs for 

cluster Ag atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of H. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure C.7: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for OOH-bound Ag cluster supported on Ag(111) surface.  (a) TA-MSDs for 

cluster Ag atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of OOH. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure C.8: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for COOH-bound Ag cluster supported on Ag(111) surface.  (a) TA-MSDs 

for cluster Ag atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of OOH. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 

 



 

 247 

 

Figure C.9: Profiles of time-averaged mean-square displacement (TA-MSD) and radial distribution 

function (RDF) for Au cluster supported on Au(111) surface.  (a) TA-MSDs for cluster Au atoms. TA-

MSD for the first 2 most mobily cluster atoms is shown in solid line, with the rest shown in dash line.  

(b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann index of the metal cluster 

and substrate. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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Figure C.10: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for H-bound Au cluster supported on Au(111) surface.  (a) TA-MSDs for 

cluster Au atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of H. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure C.11: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for OOH-bound Au cluster supported on Au(111) surface.  (a) TA-MSDs for 

cluster Au atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of OOH. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure C.12: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for COOH-bound Au cluster supported on Au(111) surface.  (a) TA-MSDs 

for cluster Au atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of COOH. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure C.13: Profiles of time-averaged mean-square displacement (TA-MSD) and radial distribution 

function (RDF) for Pd cluster supported on Pd(111) surface.  (a) TA-MSDs for cluster Ag atoms. TA-

MSD for the first 2 most mobily cluster atoms is shown in solid line, with the rest shown in dash line.  

(b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann index of the metal cluster 

and substrate. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of Chemistry. 
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Figure C.14: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt  for OOH-bound Pd cluster supported on Pd(111) surface.  (a) TA-MSDs for 

cluster Au atoms. TA-MSD for the first 2 most mobily cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of OOH. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Figure C.15: Profiles of time-averaged mean-square displacement (TA-MSD), radial distribution 

function (RDF), and vvt for COOH-bound Pd cluster supported on Pd(111) surface.  (a) TA-MSDs for 

cluster Au atoms. TA-MSD for the first 2 most mobile cluster atoms is shown in solid line, with the 

rest shown in dash line.  (b) Averaged TA-MSD for all substrate metal atoms. (c) RDF and Lindemann 

index of the metal cluster and substrate, and the RDF of the reaction intermediate. (d) vvt for reaction 

intermediate of COOH. Reprinted with permission from ref. [132]. Copyright 2022, Royal Society of 

Chemistry. 
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Appendix D: Derivation of PB, PNP, MPB and GMPNP models 

Derivation of the Poisson-Boltzmann (PB) equation 

In the Poisson-Boltzmann model, the distribution of ionic species, 𝜌(𝒓), at equilibrium follows the 

Boltzmann distribution: 

𝜌(𝒓) = ∑ 𝜌𝑖(𝒓)

𝑖

= ∑ 𝑧𝑖𝐹𝐶𝑖
∗𝑒

−(
𝑧𝑖𝐹𝜙(𝒓)

𝑅𝑇
)

𝑖

 (D1) 

Here 𝑧𝑖 and 𝐶𝑖
∗ are the charge and the bulk concentration of the 𝑖𝑡ℎ ion species, 𝜙(𝑟) is the electric 

potential within the electrolyte, 𝑇 is the temperature of the system, 𝐹 is the Faraday constant, and 𝑅 is 

the ideal gas constant. Note that 𝑧𝑖 is positive for cations and negative for anions. The second 

ingredient of the model is the Poisson’s equation: 

∇ ∙ (𝜀0𝜀𝑟∇𝜙(𝒓)) = −𝜌(𝒓) (D2) 

In equation D2, 𝜀0 and 𝜀𝑟 are the vacuum permittivity and the relative permittivity of the media (in 

aqueous solutions, 𝜀𝑟 is the relative permittivity for water). Substitute equation D1 into D2, one 

obtains the Poisson-Boltzmann (PB) equation: 

∇ ∙ (𝜀0𝜀𝑟∇𝜙(𝒓)) = − ∑ 𝑧𝑖𝐹𝐶𝑖
∗𝑒

−(
𝑧𝑖𝐹
𝑅𝑇

𝜙(𝒓))

𝑖

 (D3a) 

For symmetrical binary electrolyte (𝑧+ = −𝑧− = 𝑧, 𝐶𝑐𝑎𝑡𝑖𝑜𝑛
∗ = 𝐶𝑎𝑛𝑖𝑜𝑛

∗ = 𝐶∗), the PB equation can be 

further simplified to a hyperbolic form: 

∇ ∙ (𝜀0𝜀𝑟∇𝜙(𝒓)) = 2𝑧𝐹𝐶∗ sinh (
𝑧𝐹

𝑅𝑇
𝜙(𝒓)) (D3b) 

 

Derivation of the Poisson-Nernst-Planck (PNP) equation (without magnetic force) 

The principle of the PNP model is mass conservation. For any point in electrolyte within a time period, 

the concentration change of a species equals the difference between the species flow inside the point 

and that flow outside. In the context of electrolysis, only the diffusion and the electric migration are 

usually considered, resulting in the following differential equation: 

𝜕𝐶𝑖(𝒓)

𝜕𝑡
= −∇ ∙ 𝑱𝒊(𝑟) = −∇ ∙ (−𝐷𝑖𝛻𝐶𝑖(𝒓) −

𝐷𝑖𝑧𝑖𝐹𝐶𝑖(𝒓)

𝑅𝑇
𝛻𝜙(𝒓)) (D4) 

In equation D4, 𝐽𝑖 , 𝐶𝑖 , and 𝐷𝑖  are the flux, the concentration, and the diffusion coefficient of the 

𝑖𝑡ℎ species, while the definition of other variables follows those in the derivation of PB equation. In 
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this work, we are interested in an equilibrium state, in which the concentration of ionic species does 

not change with respect to time. This gives the PNP equation: 

𝜕𝐶𝑖(𝒓)

𝜕𝑡
= ∇ ∙ (𝐷𝑖𝛻𝐶𝑖(𝒓) +

𝐷𝑖𝑧𝑖𝐹𝐶𝑖(𝒓)

𝑅𝑇
∇ϕ(𝐫)) = 0 (D4a) 

 

The Lattice Gas Approximation103,104 

In both the PB and the PNP model, the ions are treated as point charge and thus can aggregate to form 

unphysically high ion concentration at high electrode voltage. To correct this, the size of the ions is 

introduced to the PB and the PNP model via the lattice gas approximation. In this approximation, the 

electrolyte is divided into small cubic cells of size 𝑎. Each cell is assumed to have only three possible 

contents: a cation, an anion, or solvent. To better validate this assumption, the parameter 𝑎 is chosen 

close to the diameter of the ionic species. Given the logic of the lattice gas approximation, it is worth 

noting that despite the parameter 𝑎 being usually referred to as the ‘diameter of the ionic species’, it is 

actually associated with the fineness of the three-state cell, and is chosen according to the size of the 

ions. In additionally, methods derived using the lattice gas approximation only applies to the electrolyte 

systems whose cations and anions are of similar size.  

Using the lattice gas approximation, the internal energy, 𝑈, and the entropy, 𝑆, of an electrolyte system 

can be written as follows: 

𝑈 = ∫ 𝑑𝒓 (−
𝜀

2
|∇𝜓|2 + 𝑧+𝑒𝐶+𝜓 + 𝑧−𝑒𝐶−𝜓 − 𝜇+𝐶+ − 𝜇−𝐶−) (D5) 

In equation D5, the definition of 𝑧, 𝐶, and 𝜓 follows those in the previous derivation. The chemical 

potential is denoted in 𝜇. 𝑒 is the elementary charge. The 𝜀 parameter is the product of 𝜀0 and 𝜀𝑟 for a 

given medium. The ‘+’ and the ‘-‘ subscript denotes the property of cationic and anionic species, 

respectively. 

The first term in equation D6 is the electric self-energy, while the following two terms arise from charge 

separation of ionic species under external electric potential. The last two are the chemical potential of 

ionic species. 

The entropy of the system can be obtained from the Gibbs entropy: 

−𝑆 = 𝑘𝐵 ∑ 𝑝𝑖 ln(𝑝𝑖)

𝑖=(+,−,𝑤)

 (D6) 

In equation D6, 𝑘𝐵 is the Boltzmann’s constant, and 𝑝𝑖 is the probability of the system in the ith state. 

According to the lattice gas approximation, a cell has three states. The probability of the cell being 
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occupied by a cation, an anion, and water is denoted 𝑝+, 𝑝−, and 𝑝𝑤. Obviously, 𝑝+ and 𝑝− can be 

calculated from the concentration of the ionic species, and 𝑝𝑤 can be calculated from the fact that the 

three probabilities sum up to unity. 

𝑝+ = 𝐶+𝑎3 

 𝑝− = 𝐶−𝑎3 

 𝑝𝑤 = 1 − 𝑝+ − 𝑝− 

(D7a) 

(D7b) 

(D7c) 

The Gibbs entropy of the electrolyte system is: 

𝑆 = −𝑘𝐵 ∑(𝑝+ ln 𝑝+ + 𝑝− ln 𝑝− + 𝑝𝑤 ln 𝑝𝑤)

𝑐𝑒𝑙𝑙

 

= −
𝑘𝐵

𝑎3
∫ 𝑑𝒓 [𝐶+𝑎3 ln(𝐶+𝑎3) + 𝐶−𝑎3 ln(𝐶−𝑎3)

+ (1 − 𝐶+𝑎3 − 𝐶−𝑎3) ln(1 − 𝐶+𝑎3 − 𝐶−𝑎3)] 

(D8) 

 

The Helmholtz free energy of the system is 

𝐹 = 𝑈 − 𝑇𝑆 (D9) 

 

For an equilibrium state, 𝐹 should be minimized with respect to the change of the electric potential and 

the ion concentrations, thus 

𝜕𝐹

𝜕𝜓
= 0,

𝜕𝐹

𝜕𝐶+
= 0,

𝜕𝐹

𝜕𝐶−
= 0 (D10) 

 

Derivation of Modified Poisson-Boltzmann (MPB) Equation104 

In the following derivation, we evaluate the three equations in equation D10 to establish the MPB 

equation. For the simplicity of the mathematical derivation, we consider symmetric binary electrolyte 

of charge z (𝑧+ = −𝑧− = 𝑧), and bulk concentration 𝐶∗.  

1) Evaluating ∂F/∂ψ=0  

Since 𝐶+, 𝐶−, and 𝜓 are three independent variables, 𝑆 does not have dependence on 𝜓, thus ∂S/∂ψ=0. 

At low electric potential, 𝜕𝜀/𝜕𝜓 = 0, too. Thus, the Helmholtz free energy becomes: 

𝜕𝐹

𝜕𝜓
=

𝜕𝑈

𝜕𝜓
= ∫ 𝑑𝒓 [(−

1

2
(|∇𝜓|2

𝜕𝜀

𝜕𝜓
− 2𝜀∇2𝜓) + 𝑧𝑒𝐶+ − 𝑧𝑒𝐶−)] = 0 (D10a) 

Assume low electric potential such that ∂ε/∂ψ=0, we get the Poisson’s Equation: 

𝜀∇2𝜓 = −𝑧𝑒[𝐶+ − 𝐶−] (D10b) 
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2) Evaluating ∂F/∂C+=0 and ∂F/∂C-=0: 

𝜕𝐹

𝜕𝐶+
=

𝜕𝑈

𝜕𝐶+
− 𝑇

𝜕𝑆

𝜕𝐶+
= ∫ 𝑑𝒓 (𝑧𝑒𝜓 − 𝜇+ − 𝐶+

𝜕𝜇+

𝜕𝐶+
+ 𝑘𝐵𝑇 ln

𝐶+𝑎3

1 − 𝐶+𝑎3 − 𝐶−𝑎3
) = 0 (D10c) 

 

Similarly: 

𝜕𝐹

𝜕𝐶−
=

𝜕𝑈

𝜕𝐶−
− 𝑇

𝜕𝑆

𝜕𝐶−
= ∫ 𝑑𝒓 (−𝑧𝑒𝜓 − 𝜇− − 𝐶−

𝜕𝜇−

𝜕𝐶−
+ 𝑘𝐵𝑇 ln

𝐶−𝑎3

1 − 𝐶+𝑎3 − 𝐶−𝑎3
) = 0 (D10d) 

 

Furthermore, we assume 𝜇+ and 𝜇− are constants, which is 𝜕𝜇±/𝜕𝐶± = 0. When there is no external 

electric potential (𝜓 = 0), the equilibrium state of the electrolyte can be described as 𝐶+ = 𝐶− = 𝐶∗. 

Meanwhile, the derivative of 𝐹 with respect to 𝐶+ and 𝐶− are both 0. Substituting the condition into 

equation D10c and D10d, one get: 

𝜕𝐹

𝜕𝐶+
|

𝐶+=𝐶∗

= −𝜇+ + 𝑘𝐵𝑇 ln
𝐶∗𝑎3

1 − 2𝐶∗𝑎3
= 0 (D10e) 

𝜕𝐹

𝜕𝐶−
|

𝐶−=𝐶∗

= −𝜇− + 𝑘𝐵𝑇 ln
𝐶∗𝑎3

1 − 2𝐶∗𝑎3
= 0 (D10f) 

 

Solve equation D10e and equation D10f, one gets 

𝜇+ = 𝜇− = 𝑘𝐵𝑇 ln
𝐶∗𝑎3

1 − 2𝐶∗𝑎3
 (D10g) 

 

Substitute equation D10g back to equation D10c, one gets 

𝑧𝑒𝜓 − 𝑘𝐵𝑇 ln
𝐶∗𝑎3

1 − 2𝐶∗𝑎3
+ 𝑘𝐵𝑇 ln

𝐶+𝑎3

1 − 𝐶+𝑎3 − 𝐶−𝑎3
= 0 (D10h) 

 

Rearrange equation D10h, one can eventually get 

𝑧𝑒𝜓

𝑘𝐵𝑇
= ln (

𝐶∗𝑎3

1 − 2𝐶∗𝑎3

1 − 𝐶+𝑎3 − 𝐶−𝑎3

𝐶+𝑎3
) 

𝑒
−

𝑧𝑒𝜓
𝑘𝐵𝑇 =

𝐶+

𝐶∗

1 − 2𝐶∗𝑎3

1 − 𝐶+𝑎3 − 𝐶−𝑎3
 

𝐶+ = 𝐶∗𝑒
−

𝑧𝑒𝜓
𝑘𝐵𝑇

1 − 𝐶+𝑎3 − 𝐶−𝑎3

1 − 2𝐶∗𝑎3
  

 

 

 

 

(D10i) 
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Similarly, one can obtain 

𝐶− = 𝐶∗𝑒
𝑧𝑒𝜓
𝑘𝐵𝑇

1 − 𝐶+𝑎3 − 𝐶−𝑎3

1 − 2𝐶∗𝑎3
 (D10j) 

 

In principle, by aligning equation D10i and D10j, one can solve for 𝐶+ and 𝐶−. The mathematical 

procedure to obtain the solution is listed in Entry D of the Derivation Entries. The solution is: 

𝐶+ =
𝐶∗𝑒

−
𝑧𝑒𝜓
𝑘𝐵𝑇

1 − 2𝐶∗𝑎3 + 𝐶∗𝑎3𝑒
−

𝑧𝑒𝜓
𝑘𝐵𝑇 + 𝐶∗𝑎3𝑒

𝑧𝑒𝜓
𝑘𝐵𝑇

 (D10k) 

𝐶− =
𝐶∗𝑒

𝑧𝑒𝜓
𝑘𝐵𝑇

1 − 2𝐶∗𝑎3 + 𝐶∗𝑎3𝑒
−

𝑧𝑒𝜓
𝑘𝐵𝑇 + 𝐶∗𝑎3𝑒

𝑧𝑒𝜓
𝑘𝐵𝑇

 (D10l) 

 

Substitute equation D10k and D10l into equation D10b, we get the formula of the MPB model for 

symmetrical binary electrolyte of charge 𝑧 and concentration 𝐶∗. 

𝜀∇2𝜓 = −𝑧𝑒[𝐶+ − 𝐶−] 

= −𝑧𝑒 [
𝐶∗𝑒

−
𝑧𝑒𝜓
𝑘𝐵𝑇 − 𝐶∗𝑒

𝑧𝑒𝜓
𝑘𝐵𝑇

1 − 2𝐶∗𝑎3 + 𝐶∗𝑎3𝑒
−

𝑧𝑒𝜓
𝑘𝐵𝑇 + 𝐶∗𝑎3𝑒

𝑧𝑒𝜓
𝑘𝐵𝑇

] 

= 2𝑧𝑒𝐶∗ [
sinh (

𝑧𝑒𝜓
𝑘𝐵𝑇

)

1 − 2𝐶∗𝑎3 + 2𝐶∗𝑎3 cosh (
𝑧𝑒𝜓
𝑘𝐵𝑇

)
] 

 

(D10m) 

 

Derivation of the Generalized Modified Poisson Nernst Planck (GMPNP) equation103 

We start from the chemical potential established in equation X10c and equation X10d with the 

assumption that the chemical potential are constants (𝜕𝜇±/𝜕𝐶± = 0). The expression for chemical 

potential is then: 

𝜇± =
𝜕𝐹

𝜕𝐶±
= ±𝑧𝑒𝜓 + 𝑘𝐵𝑇𝑙𝑛 (

𝐶±𝑎3

1 − 𝐶+𝑎3 − 𝐶−𝑎3
) (D11) 

 

The GMPNP model relies the following postulate for near equilibrium mass transport: 
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𝜕𝐶±

𝜕𝑡
= ∇ ∙ 𝐽± = ∇ ∙ (𝑏±𝐶±∇𝜇±) = 0 (D12) 

In equation D12, 𝐽± and 𝑏± is the flux and the mobility of the ionic species. Substituting equation 

D11 into equation D12: 

𝐽± = 𝑏±𝑐±∇ (±𝑧𝑒𝜓 + 𝑘𝐵𝑇𝑙𝑛 (
𝑐±𝑎3

1 − 𝑐+𝑎3 − 𝑐−𝑎3
)) 

= 𝑏±𝑐± (∇(±𝑧𝑒𝜓) + 𝑘𝐵𝑇∇ (𝑙𝑛 (
𝑐±𝑎3

1 − 𝑐+𝑎3 − 𝑐−𝑎3
))) 

=
±𝑧𝑒𝐷±𝑐±∇𝜓

𝑘𝐵𝑇
+ 𝐷±𝑐±∇𝑙𝑛 (

𝑐±𝑎3

1 − 𝑐+𝑎3 − 𝑐−𝑎3
) 

=
±𝑧𝑒𝐷±𝑐±∇𝜓

𝑘𝐵𝑇
+ 𝐷±𝑐± (

∇𝑐±

𝑐±
+

𝑎3(∇c+ + ∇𝑐−)

(1 − 𝑐+𝑎3 − 𝑐−𝑎3)
) 

=
±𝑧𝑒𝐷±𝑐±∇𝜓

𝑘𝐵𝑇
+ 𝐷±∇𝑐± + 𝐷±𝑐± (

𝑎3(∇c+ + ∇𝑐−)

(1 − 𝑐+𝑎3 − 𝑐−𝑎3)
) 

 

(D12a) 

In equation D12a, 𝐷± = 𝑘𝐵𝑇𝑏± is the diffusion coefficient of the ionic species. See Entry E of the 

Derivation Entries for more details on the derivation of equation D12a. For an equilibrium state, the 

total flux of the ionic species should be 0, which gives 

±𝑧𝑒𝐷±𝑐±∇𝜓

𝑘𝐵𝑇
+ 𝐷±∇𝑐± + 𝐷±𝑐± (

𝑎3(∇c+ + ∇𝑐−)

(1 − 𝑐+𝑎3 − 𝑐−𝑎3)
) = 0 (D12b) 

 

Note that the Poisson equation is still valid 

𝜀∇2𝜓 = −[𝑧+𝑒𝐶+ − 𝑧−𝑒𝐶−] (D13) 

 

The GMPNP model is then established by solving the equation set composed of equation D12b and 

D13. 

 

 

 

 

 


