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Abstract

We examine the problem of providing differential privacy for nearest neighbor queries.
Very few mechanisms exist that achieve this, most notable geo-indistinguishability in the
context of location privacy. However it uses an extended definition of differential privacy
and restricts the sensitivity of queries.

This work presents a new mechanism for DP nearest neighbor queries that is general to
many applications and is based on tree data-structures and traversal. The biggest challenge
with existing local differential private solutions is poor utility, requiring the addition of a
restriction on the sensitivity of queries. We provide two variations, one which uses a
similar restriction and one that does not. We explore different tree traversal algorithms.
We evaluate our method on artificial datasets as well as real world location data. The
results show that the variant using a restricted sensitivity does not perform better than
geo-indistinguishability, while the unrestricted variant offers a method with good utility.
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Chapter 1

Introduction

A key algorithm in data science is to solve the nearest neighbors problem. This consists
of finding the nearest value to an input among a set of data points. The nearest neigh-
bors problem is fundamental to numerous data applications such as machine learning and
pattern recognition, spatial network problems and various other statistical problems [10].
However often times these applications use sensitive data. For example, imagine a hospital
would like to find patients with similar symptoms to evaluate treatment outcomes. These
patients might not want to be identified as part of this patient group. As such, much effort
has been put into developing nearest neighbor algorithms that protect privacy.

An increasingly common method to ensure data privacy is differential privacy which
essentially ensures that the output of an analysis done on a set of data is approximately the
same whether any one data point is included or not [20]. It is a fairly well established notion
with groups like Apple [13], Google [22], the US Census Bureau [36], and Microsoft [10]
using it to ensure the privacy of user’s data. Most of the work done in ensuring differential
privacy in nearest neighbor algorithms focus on protecting the privacy of the data set the
algorithm searches rather than the value the algorithm would like to find the neighbor of
[27, 46, 41, 50]. Little to no research has been conducted to protect the individual querying
the dataset as applications assume that this query is public.

A specific construction of differential privacy, local differential privacy, provides a path
towards such a guarantee. This model assumes that the data owners do not trust a third
party to aggregate their unprotected data and thus ensure differential privacy of their data
themselves. This typically results in an overall loss of utility due to a large amount of
noise being included in any aggregate analysis of such protected data. Combining local
differential privacy with nearest neighbor algorithms would allow us to protect an individual
query’s privacy.

A natural application at the intersection of nearest neighbors and local differential pri-
vacy is location privacy. For example, imagine someone would like to know what restau-
rants are nearby without sharing their exact location with the location service. Geo-
indistinguishability [2], which ensures differential privacy given a location radius, is, to



our knowledge, the only differentially private mechanism which protects an individual lo-
cation querying a larger dataset. However it necessitates a high level of privacy which
consequently translate to low utility [43].

In this thesis, we propose a new method for performing nearest neighbor searches while
preserving the privacy of the querying data point. We do so by leveraging a common
data structure used for nearest neighbors, k-d trees. These binary trees arrange multi-
dimensional data in an easily searchable format [5, 25]. During a non-private nearest
neighbor traversal of these trees, every node is compared to the querying value to determine
which direction the traversal will continue in. Our method ensures that these comparisons
are done privately via the exponential mechanism [37]. This mechanism implements a
differentially private selection by which all possible outcomes are evaluated using a utility
metric, and one is selected using a probability distribution that maximizes the chances
that the “best” element is chosen.

We evaluate the utility of our method and its variants on artificially generated data
as well as real world datasets. We conduct an experimental evaluation against geo-
indistinguishability. We demonstrate that a variant of our construction achieves usable
utility with no restriction on a location radius.

The remainder of the thesis is organized as follows: In Chapter 2 we introduce differ-
ential privacy and nearest neighbor algorithms and datastructures. We define our problem
and provide the security definition in Chapter 3. We identify relevant literature in Chapter
4. In Chapter 5 we detail our private nearest neighbor algorithm and its variants. Finally,
in Chapter 6 we evaluate our solution against geo-indistinguishability.



Chapter 2

Preliminaries

2.1 Differential privacy

Differential privacy (DP) is a concept of privacy that is becoming more and more popular.
It was first established by Dwork et al. [20] and allows for analysis of data while maintaining
the privacy of the data owners. The guarantee provided by differential privacy is such that
the output of an analysis done on a database is approximately the same whether a single
user is in the database or not. Large organizations like Microsoft [16], Google [22], Apple
[13], and the US Census Bureau [36] have all used differential privacy to ensure privacy of
users or citizens.

A common use of differential privacy is the centralized model, where many users give
their data to a trusted party. That party then does some analysis that ensures differential
privacy and then shares the result of the analysis. We will now define (¢, d)-differential
privacy [21], an extension of e-differential privacy [19].

Definition 2.1 A randomized algorithm M : D +— R is (¢, 6 )-differentially private if for
all neighboring datasets D, D" € D, and all Y C R,

PrM(D) € Y] < e“Pr{M(D') € Y] + &

The e parameter determines how private a mechanism M is, where a smaller value
corresponds to a more private mechanism. The § parameter accounts for the probability of
failure of the guarantee. When ¢ = 0, we can say that M is e-differentially private. When
0 # 0, we say that M has approximate differential privacy. It is standard to consider cases
where 6 < 1/N where N is the size of the database [21]. We say two databases D and D’
are neighboring if they differ in at most one data point. That is, one data point in D is
replaced by another in D’

Differential privacy includes this concept of neighboring databases within the definition
itself. DP uses PriM(x) = Z] < e @) Pr{M(2') = Z] as its definition where dj,(z, 2') is
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the Hamming distance between neighboring datasets and is thus always 1 (so we exclude
it when talking about traditional DP). As we will explain later, we can use a different
distance metric for different variations on DP.

A very common method to achieve differential privacy is to add random noise to the
output of a function. In order to do this, we need to bound the output of this function
with the notion of sensitivity.

Definition 2.2 (Definition 3 [21]) For f : D+~ R, the Ll-sensitivity of f is
Af = max |[f(D) - f(D)]

D,D'eD

for all D, D’ differing in at most one element.

There are many noise distributions that can be added to a function to ensure differential
privacy. A very common one is the Laplace distribution.

Definition 2.3 (Laplace Distribution [21]) The Laplace Distribution (centered at 0)
with scale b is the distribution with probability density function:
1 |z
L b) = — ——
ap(lt) = o exp(—1)
As a shorthand we denote Lap(b) to be a Laplace distribution with scale b. The differ-
entially private mechansim that makes use of this distribution is the Laplace Mechanism

[21].

Definition 2.4 (Laplace Mechanism [21]) Given any function f : D — R, the Laplace
mechanism is defined as:

Mp(z, f(-),€) = f(z) + (Y1,..., Yx)

where Y; are independent and identically distributed random variables drawn from Lap(Af [€).

We specifically focus on a type of differential privacy called local differential privacy
(LDP). In this model, the user does not trust any central party to handle their data and
must ensure the privacy of their data themselves. They accomplish this by randomizing
their data before a third party accesses it. Local DP is considered the strongest differential
privacy construction. However it suffers from a loss of utility since every piece of data is
randomized so any aggregate computation based off of this data will suffer from a large
amount of noise. Oftentimes, large companies will use local differential privacy to collect
information for web browsing information (Google’s RAPPOR system [22]) or usage and
typing history (Apple [13]). These are all applications where a large amount of data is
accumulated, so the influence of all the noise is reduced when looking at large trends.

Along with local differential privacy, we are interested in differentially private selection.
Omne mechanism that provides a DP method for selection is the exponential mechanism [37].
We now define the exponential mechanism.



2.1.1 Exponential Mechanism

Introduced by McSherry and Talwar [37], the exponential mechanism is a commonly used
method for differentially private selection. A main component of the mechanism is a utility
function for which we need to calculate its sensitivity. Given a set of candidate items H
and a utility function v : D X ‘H +— R, the goal is for the mechanism is to output an item
h € H such that u(D, h) is maximized while preserving differential privacy. The sensitivity
of such a function is

Definition 2.5 ([21]) The sensitivity of a utility function u : D X H +— R is:

A® = max max_|u(D,h) —u(D', h)|
heH D,D'eD

Definition 2.6 (Exponential mechanism [37]) For any utility function u(D,h), the
exponential mechanism outputs h € H with probability:

eu(D,h)

eu(D,i
Z ea;p( Qé<u))>

i€H

Prlh] =

where A is the global sensitivity of u(D, h).

Lemma 2.7 (Theorem 6 [37]) The exponential mechanism guarantees e-differential pri-
vacy.

2.1.2 Post processing

Often times, once a value has been calculated via some DP mechanism, more computations
are made using it. For example, say that many users share a differentially private count
of how many hours they play a game with the game publisher. That central party then
sums all those values to share with the public how many hours their game has been played.
Because each individual value was differentially private, that summed value is also private.

Definition 2.8 (Post-Processing [21]) Let M : X" — Y be a (¢,0)-differentially pri-
vate mechanism. Let f : Y — Z be an arbitrary randomized mapping. Then f o M 1is
(¢, 6 )-differentially private.



2.1.3 Composition

We can use a DP mechanism multiple times, resulting in the privacy budget increasing.
We can compute the final privacy budget via composition.

Theorem 2.9 (Basic composition [21]) Given M = (My, ..., M},), a series of e-differentially
private algorithms, their composition My, k(x) = (My(x), ..., Mk(x)) is ke-differentially
private.

This is not a particularly tight bound on €, so we next look at advanced composition,
introduced by Dwork and Roth [21].

Theorem 2.10 (Advanced composition [21]) For all €,§,0" > 0, the class of (€,0)-
differentially private mechanisms satisfies (€', kd + 08')-differentially privacy under k-fold
adaptive composition for:

€ = /2kin(1/0")e + ke(ef — 1)

Advanced composition is applicable to any (e, §)-differentially private mechanism. For
this research we use the exponential mechanism, so we can use composition techniques that
result in an even tighter bound on e. Specifically we can use bounded range composition,
introduced by Durfee and Rogers [18].

Definition 2.11 (Range-Bounded [18]) Given a mechanism M that takes a collection
of records in X to outcome set'Y, we say that M is e-range-bounded if for any y,y" € Y
and any neighboring databases x,x" we have:

PriM(x) =y _ PriM(x) =y
PriM(x’) =y] = PriM(x) =y

where we use the probability density function instead for continuous outcome spaces.

Lemma 2.12 (Lemma 4.3 [18]) The exponential mechanism (Definition 2.6) is e-BR.

Durfee and Rogers [18] proved a tighter composition bound using this form of DP. This
bound was later improved upon by Dong et al. [17] by computing the supremum of the KL
divergence.

Theorem 2.13 (Proposition 4 [17]) If mechanisms M; are €¢;-BR fori = 1,2, ..., c then
their n-fold adaptive composition is (€,0)-DP with

‘ c c €; €; 1 c )
¢ = min Zei,z@_w_1_1n(1_€_&_))+ LS @m/e)
i=1 i=1

i=1




2.2 Geo-indistinguishability

The focus of this research is on differentially private nearest neighbor searches. As we
will describe in Chapter 3, a major application for this is private location searches. In
this scenario, a user would like to use their location to retrieve some information from
a database. For example, someone in Toronto would like to look up nearby restaurants.
However, they do not want to reveal their exact location to the database owner. Instead
of revealing their exact position x, they reveal an approximate location z. They do so by
adding noise to their location, similar to the Laplace mechanism. In fact, adding noise in
two dimensions (2D-LDP), is an effective way of ensuring the privacy of a location.

What does location privacy really mean? Does a user want to ensure that their data
is private within the range of their neighborhood or rather their entire city? The range
within which to protect a user’s privacy can vary depending on use case and location. This
is where geo-indistinguishability (geo-ind) comes in [2]. Under this scheme, the level of
privacy is evaluated within a radius. We say that a user has €*-privacy within r if any two
locations separated by at most r produce analyses with “similar” distributions where the
“level of similarity” depends on €* [2]. €* represents the level of privacy for a radius where
the smaller €* is the more private it is.
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Figure 2.1: Example of geo-indistinguishability

Definition 2.14 ([2]) A mechanism satisfies e-geo-indistinguishability (e-geo-ind) iff for
any radius r > 0, the user enjoys er-privacy within r.

We define ¢ = %, where €* is the privacy level, r is the privacy radius, and € is the
privacy parameter that is used in DP protocols. Notice that the level of privacy is inversely

proportional to what the radius r and privacy value € are. That is, say we want to achieve
the same privacy level €* for two different radii vy > ry. This results in ¢; = ;—1 and ey = j—2

For ¢, since ry is big, we have the same privacy level €*, but within a large radius. For e,
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since ry is smaller, we have the same privacy level €*, but within a small radius. The actual
privacy parameter used in the protocol €1, €5 are different to reflect these guarantees. The
user is always protected no matter what r is, however, the level €* = er of privacy changes.

Definition 2.15 (Geo-Indistinguishability [2]) A mechanism M satisfies e-geo-indistin-
quishability iff for all x,x’

Pr[M(z) = Z] < e“@PrM(z') = Z]

where d(z,x") < r is the Euclidian distance between x and z'.

Geo-indistinguishability essentially means that the distance between the distributions
of the output of M(x) and M(z’) should be at most €* = ed(x,2"). Notice the similarity
between geo-indistinguishability and differential privacy. In fact geo-indistinguishability is
a generalized variant of DP that uses a specialized metric between datasets (in this case
Euclidian distance instead of Hamming distance). This is known as eztended differential
privacy [9] and can be considered as a relaxation of local differential privacy.

It is important to note that when discussing € in geo-indistinguishability, we are assign-
ing it a unit of measurement. € is the privacy assigned to one unit of measurement and is
affected by what that unit is. Since r is a physical quantity with some unit of measurement,
e must have the inverse of that unit of measurement in order to fulfill €* = er. If distances
are in meters and €* = 0.1, then the privacy parameter € for points a kilometer away is
€*/1000m = 0.0001m~!. If we now make the unit of measurement kilometers, ¢ must now
be 0.1km™! to keep the same level of privacy [2].

Andrés et al. [2] describe how to implement geo-indistinguishability and we direct the
reader to their paper for further information. We implement geo-indistinguishability in
Chapter 6 to compare our method to it.

2.3 Tree data-structures

The algorithms described in this research are based off of tree data-structures. Specifically
we work with Binary Search Trees (BST) and k-d trees [5]. In this section, we will describe
what each of these data-structures are.

2.3.1 Balanced Binary Search Trees

A binary search tree is simply a data structure representing a binary search of a sorted
1-dimensional array. They are a well established data-structure [34].



Definition 2.16 (Binary Search Tree [47]) A binary search tree (BST) is a binary
tree where each node has a comparable key (and an associated value) and satisfies the
restriction that the key in any node is larger than the keys in all nodes in that node’s left
sub-tree and smaller than the keys in all nodes in that node’s right sub-tree.

We describe the insert procedure for a BST with Algorithm 1.

Algorithm 1 Insert operation for BST

Inputs: tree - Root node of existing BST
k - Value to be added

1: function INSERT(tree, k)

2 if tree is empty then return CREATENODE(k)

3 CurrNode < tree

4 if £ == CurrNode.key then return CurrNode > No duplicates
5: if k < CurrNode.key then > Key goes in left sub-tree
6 if CurrNode.left == Null then

7 CurrNode.left <~ CREATENODE(k)

8 else

9 INSERT(CurrNode.left, k)

10: else > Key goes in right sub-tree
11: if CurrNode.right == Null then

12: CurrNode.right <~ CREATENODE(k)

13: else

14: INSERT(CurrNode.right, k)

9
N @)
(2) N
@/ \@ /@\ /@\
@ @ (b) Balanced BST

) Unbalanced BST

Figure 2.2: Example of unbalanced and balanced binary search tree

We explain in detail the nearest neighbor search procedure of a BST in Section 2.5.1.
Since the purpose of using a BST is to perform a search operation, it is advantageous for us

9



to specifically use balanced binary search trees (Figure 2.2). Such trees balance themselves
after every insert or delete operation to minimize the height of the tree. This is done by
having the parent node of two sub-trees be the median element of all the elements of the
sub-trees. The height of a balanced BST is logo N where N is the number of elements in
the tree. As such the search algorithm has O(logs N') operations which is quite efficient for
a search algorithm.

2.3.2 K-d trees

A k-d tree is a multi-dimensional extension of a binary search. In fact, a binary search
tree is essentially a 1-dimensional k-d tree. A k-d tree organizes k dimensional data into a
tree. To describe the construction of a k-d tree we will first define some notation as first
explained by Bentley [5].

1. Each node has an associated “discriminator” which is an integer between 0 and k£ — 1.
2. The k keys of a node G are referred to as Ko(G), ..., Kx-1(G).

3. The left sub-tree of a node G is LEFT(G) and the right sub-tree is RIGHT(G).
The discriminator for G is DISC(G).

The properties of a k-d tree are as follows:

1. For any node G and j = DISC(G), then for any node L € LEFT(G), K;(L) <
K5(G).

2. Similarly, for any node R € RIGHT(G), K;(R) > K;(G).

3. All nodes on the same level of the tree have the same discriminator. The root node has
a discriminator of 0, the root’s children have 1, and so on until £—1 is reached. At that
point the discriminators cycle back to 0. We can define NEXTDISC(i) =i+ 1 (mod k)
where NEXTDI1SC(DISC(P))= DISC(RIGHT(P)) and DISC(LEFT(P))

Fig 2.3 shows an example of a 2-d tree. We can also represent it in a planar form
(Fig 2.4). Notice that nodes B, D, E,G are all to the left of A in the planar example.
This is because their Oth elements are smaller than A’s Oth element. Using the planar
representation we can see how k-d trees partition a space efficiently.

When constructing the tree, we are adding node () and are evaluating node P where
j = DISC(P) and would like to determine what is SUCCESSOR(P, Q), a function that
determines which, if any, of P’s children to move on to. If K;(Q) # K;(P) then we
compare K;(Q) and K;(P) and return either LEFT(P) or RIGHT(P) depending on the

10



Discriminator

0 @ 50, 50

Figure 2.3: Tree representation of k-d tree

(0,100) (100,100)

E (40, 85) F (70, 85)
J

B (10, 70)

G (10, 60) A (50, 50)"

+D (25, 20) C (80, 15)

(0,0) (100,0)

Figure 2.4: Planar representation of k-d tree

result. If K;(Q) = K;(P), then both keys are equal and a special procedure must occur.
A “superkey” of P is defined as

S;j(P) = K;(P)K;+1(P)...K_1(P)Ko(P)...K;_1(P)

If S;(Q) < S;(P) then SUCCESSOR(P, Q)= LEFT(P), and if S;(Q) > S;(P) then Suc-
CESSOR(P, Q)= RIGHT(P). If S;(Q) = S;(P) are equal then () is not added to the tree
as we do not allow duplicates.

Now that we have stated the properties of a k-d tree, we present the insert procedure
in Algorithm 2.

Algorithm 2 Insert operation for k-d tree

Inputs: root - Root node of existing k-d tree
() - Node to be added

11



1: function INSERT(Q, root)

2 if root is empty then > Check for empty tree
3 Q.left, Q.right <— Null, Null

4 Q.disc «+ 0

5: return ()

6: else

7 P < root

8 notEqual <+ False

9: for0<i<k—-1do > Check for duplicates
11: notEqual < True

12: if notEqual then

13: V Successor returns either the left or right child
14: ChildNode <« SuccEessor(P, Q)

15: if ChildNode = Nulll then

16: Q.right, Q.left <— Null, Null

17: Q.disc - NExTDi1sc(Disc(P))

18: P.ChildNode + @

19: else

20: P < ChildNode

21: return INSERT(Q,P)

22: else

23: return P

The disadvantage of this construction is that it is not optimized for searching since the
worst case height of a k-d tree is N, the total number of elements. Similarly to the BST we
want to work with a balanced k-d tree. Friedman et al. [25] built upon this construction to
define a balanced k-d tree by ensuring that equal numbers of nodes are found in both sub-
trees of any node. We use this construction for our analysis. In fact, our set up entails a
party building a k-d tree from an array of k dimensional values. Algorithm 3 demonstrates
how to build a balanced k-d tree from an existing array.

Algorithm 3 Build £-d tree from array

Inputs: P - List of values
k - Dimension of elements
d - Discriminator
1: function CREATE(P, k, d)
2: if P is empty then

3: V Creates a node object. First element is the value, 2nd and 3rd are the left
and right children, and last is the discriminator for the node

4: return CREATENODE(Null, Null, Null, d)

5: SORT(P, d) > Sorts P by the dth element of every value

12



median < |len(P)/2]

loc < P[median]

left <~ CREATE(P[:median], k, d + 1 (mod k))
right - CREATE(P[median+1:], k, d + 1 (mod k))
10: return CREATENODE((loc, left, right, d)

We explain in detail the search procedure for k-d trees in Section 2.5.2. The benefits
of k-d trees are mostly felt when & (the number of dimensions) remains relatively small
with respect to the height of the tree. When k approaches N (the number of elements),
the search becomes near linear. Generally k-d trees are advantageous when N >> 2F[2(].

Different types of neighbors We take this opportunity to discuss two different defi-
nitions of neighbors. The first is the more standard concept of neighbors, the values that
are closest to one another. For example, in Figure 2.4 the neighbors of G are B, A, and E.
We will call this definition the true neighbors of a value. Notice that these nodes are not
directly next to GG in Figure 2.3. The second concept refers to the more literal neighbors of
a node in a tree. We call this the tree neighbors of a node. For example, the tree neighbors
of G might be D, E, and B (depending on how far away we are looking). Notice that true
neighbors and tree neighbors may overlap but are not necessarily the same.

2.4 Nearest neighbors (NN)

The nearest neighbors problem has been extensively explored and is fundamental to nu-
merous applications such as spatial network problems (geographical information systems),
artificial intelligence and pattern recognition, outlier detection, and various statistical prob-
lems [10]. In its most basic form, the problem is as follows: given a set of points P and a
query point ¢, find the closest point in P to the query point gq.

Algorithm 4 Brute force NN algorithm

1: currentNN <« 0
2: for 0 <7< ndo

3 d + CoMPUTEDISTANCE(P[i], q)
4 if d < d,, then

5: Ay < d

6: currentNN < P[i]

7: return currentNN

Given a set of n points P, a query point ¢, and an initial minimum distance d,, = oo,
the simplest algorithm to do this is Algorithm 4.
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Variations on the nearest neighbor problem exist. The k-nearest-neighbor (kNN) prob-
lem involves finding the k nearest objects to the query point. The reverse-nearest-neighbor
(rNN) problem involves finding all points in a dataset for which ¢ is their nearest neighbor.

[40]

2.5 Tree based NN algorithms

In this chapter, we discuss nearest neighbor search algorithms involving trees in one and
multiple dimensions. The simplest nearest search algorithms involve some form of a binary
search. Binary trees (Section 2.3) are an intuitive way of representing data for a binary
search.

2.5.1 1-Dimensional Data

A basic example of a nearest neighbor algorithm involves a 1-dimensional array of data.
The data are organized into a binary search tree (Section 2.3.1) where parent nodes are
the medians of their sub-trees and smaller values are placed in the left sub-tree with bigger
ones in the right sub-tree.

The nearest neighbor algorithm (Algorithm 5) starts at the root of the tree and calcu-
lates the distance from the node to the search value. In the 1-dimension case this is the
absolute value of the difference between both values. A record of the closest node found so
far is kept. The search continues by traversing to the children of the parent node. If the
search value is greater than the parent, then the next node considered is the right child.
If the search value is smaller, then the left child is considered. The distance between the
chosen child and the search value is calculated. If it is smaller than any previous distance
found, then the child is saved as the nearest neighbor found so far. The search continues
as described until it arrives at a leaf. At that point the nearest neighbor found along the
way is the true nearest neighbor for the data. If at any point, the distance between a node
and the search value is 0, then the algorithm stops and returns that node.

Algorithm 5 1D Nearest neighbor search

Inputs: data - Input array of data to search through
@ - Value to find nearest neighbor of
1: function 1DGETCLOSEST(data, Q)
2: P < CREATEBINARYSEARCHTREE(data) > Returns the root node of a BST
3 bestDistance < MAXINT
4: bestNN <— MAXINT
5: while P.isLeaf == False do
6
7

distance < |Q — P.datal|
if distance < bestDistance then
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8: bestDistance < distance
9: best NN < P.data

10: if ) < P.data then

11: P« P.leftChild

12: else

13: P « P.rightChild

14: return bestNN, bestDistance

There are many variations on the nearest neighbor algorithm. As mentioned in Chapter
2, finding approximate nearest neighbours or k-nearest neighbors are common use cases.
A 1-dimensional binary search tree is also a k-d tree of 1-dimension.

2.5.2 K Dimensional Data

Oftentimes nearest neighbor searches are done on data that have more than 1-dimension.
There are many NN algorithms for data with k£ dimensions optimized for different use
cases. Approximate nearest neighbors and k-nearest neighbors are often used in machine
learning and computer vision applications [15]. We specifically focus on using k-d trees as
they are a simple way of representing k& dimensional data for ease of search.

Algorithm 6 K-d Tree Nearest neighbor search

Inputs: P - Root node of k-d tree to search through
@ - Value to find nearest neighbor of

d - Tree depth

k - Dimension of data

1: function KDGETCLOSESTPOINT(P, @, d, k)
2 if P is None then

3 return None

4: axis <— d (mod k)

5: vV Check which direction is most promising
6

7

8

9

if Qlazis] < P.datalaxis] then
subtree < P.left
oppositeSubtree <— P.right

: else
10: subtree <— P.right
11: oppositeSubtree <+ P.left

12: V Recursively get the best point from the subtree

13: subtreeBest «+— KDGETCLOSESTPOINT(Q, subtree, d + 1, k)
14: best < CHOOSECLOSEST(Q, subtreeBest, P.data, k)

15: bestDistance <+— GETDISTANCE((Q, best, d)

16: distanceToSection < |Q[axis] — P.datalazis||
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17: vV Check whether unexplored sub-tree is worth a visit

18: if bestDistance > distanceT oSection then

19: subtreeBest +— KDGETCLOSESTPOINT(Q, oppositeSubtree, d + 1, k)
20: best < CHOOSECLOSEST((), subtreeBest, best, k)

21: return best

To find a nearest neighbor using a k-d tree, a similar traversal as the 1-dimensional
case is done with an additional backtracking portion added (Algorithm 6). The root is
visited, with the distance between the search value and the root being recorded. The
distance metric used depends on use cases, but for location data, the Euclidian distance
is used. Using whichever discriminator was used to build that level of the tree, the node
is compared to the search value. Depending on the result of the comparison, the traversal
will continue to the left or right until a leaf is found while keeping track of the best node
found (Lines 5-14). Once a leaf is reached, the backtracking process begins.

At every level, the difference between the search value and the node at the appropriate
discriminator for that tree depth is calculated (Line 16). If this distance is smaller than
the best distance found in the sub-tree, then that implies that there is a chance that the
opposite sub-tree (the one that was not chosen originally) has a point that is closer and is
worth a visit. The algorithm looks at that sub-tree using the same process and calculates
the best node in that sub-tree. Then the best node in this new sub-tree is compared to the
original best node found in the original sub-tree and the best of the two is chosen. This
process of checking the sub-tree not originally visited is repeated up until the root of the
tree is visited. At that point the algorithm releases the best node found overall.

The worst case complexity of the nearest neighbor search using k-d trees is O(NV) as
we may need to search the whole tree. However it has an average runtime of O(log N).

Algorithm 7 Helper for 6. Get Euclidian distance

Inputs: p; - Node

po - Node

k - Dimension of data
1: function GETDISTANCE(py, po, k)
2 preSqrDistance < 0
3: for i =0 k do
4
5

preSqrDistance < preSqrDistance + (pi[i] — pa[i])?

return +/preSqrDistance

Algorithm 8 Helper for 6. Get closest point between two choices

Inputs: point - Value to get closest node of
p1 - Node

po - Node

k - Dimension of data
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1: function CHOOSECLOSEST (point, p1, ps, k)
2 d; < GETDISTANCE(point, p;, k)
3: dy < GETDISTANCE(point, ps, k)
4: if d1 S dg then
5 return p;
6 else

7 return p,
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Chapter 3

Problem statement

In this chapter we will describe scenarios where a differentially private nearest neighbors
search would be useful. In all of these scenarios we assume a client with some kind of data
they would like to keep private and a server with a dataset that the client will query. We
will also describe the security protocol we need.

3.1 Use cases

Location privacy Perhaps the most obvious use case is in location privacy [35, 3]. In
this scenario a user would like to use their position x to query nearby locations from the
server. For example, someone in Toronto might want to know what restaurants are nearby
while keeping their exact location private. For this use case data have two dimensions.
Geo-indistinguishability is one mechanism that achieves this.

Time A one dimensional use case involves events. Say a user has an event that occurs
at time x and would like to know what other events are occurring adjacent to their event.
This is of particular interest in the field of epidemiology where public health officials would
like to identify clusters of disease occurring at the same time [3].

Encodings While the focus of this research is on systems in low dimensions, possible fu-
ture applications could be nearest neighbor searches for encodings. For example, a complex
object like a PDF document could be encoded in some fashion. The client asks the server
to identify whether it is likely that their document is malicious. The server does this by
finding the most similar documents to the client’s and checking whether these documents
are malicious to classify the client’s document. A large area of application is bio-metrics
like fingerprint matching [30)].
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3.2 Security definition

The communication between server and client is not the focus of this research. We will
describe the security model we assume for the two party computation scheme in this section.
We assume the server is honest but curious.

The ideal functionality (Algorithm 9) of the protocol is such that the client C inputs
its value x. The server S inputs the tree P it creates from its data. Both the client and
server give their inputs to a trusted third party (TTP) 7. This TTP computes the nearest
neighbor z,, of the client value and sends both the nearest neighbor and the tree to the
client. The server gets no output.

Algorithm 9 Tree traversal functionality F

Parameters: Client C - has a value =
Server S - has a tree P

1: function FUNCTIONALITY

2: Csends x to T, S sends P to T

3: T sends z,, and P to C

Let II be the protocol and F be the functionality Il implements. We claim that our
protocol is secure by the indistinguishable computation differential privacy definition, a
notion presented by Mironov et al. [35].

Definition 3.1 (IND-CDP-2PC [29]) A 2-party protocol 11 for computing function f
satisfies (ea(k), €p(k))-indistinguishable computationally differential privacy (IND-CDP-
2PC) if VIEWY (D, ) satisfies eg(rk)-IND-CDP, i.e. for any probabilistic polynomial-time
(in k) adversary T, for any neighboring databases (Dp, D'y) differing in a single row,

PriT(VIEWY (D4, Dg)) = 1] < e Pr[T(VIEW (D4, D)) = 1] + negl(x)

The real world implementation of this functionality is straightforward. The server gives
its tree to the client and the client does all of the computation. The view of the server
is just the tree. Practically, this would create a very large communication burden due to
the fact that the server is sharing the entire database with the client. We implement the
functionality via a more interactive protocol.

We execute the protocol IT as in Algorithm 11. During the protocol, the server sends
individual nodes of the tree to the client, starting with the root. The client computes a bit
indicating which subtree the server should consider next to the server. This bit is calculated
based off of the client’s data and the node value. For example, if the client’s data is smaller
than the node value, then the bit would indicate the left sub-tree. However, this bit is
computed via the exponential mechanism, ensuring that the client’s data is differentially
private and introducing randomness. The server continues on to the next node indicated
by this bit and repeats the process until a leaf is found.
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For this protocol, the view of the server VIEW is the full tree as well as the messages
between the server and client, in this case the indicator bit the client sends to the server.
The views of the server are computationally indistinguishable (as defined by IND-CDP-
2PC) from the view of the simulator of F since the client communicates a bit to the server
that was generated via a differentially private mechanism. It is not sufficient for the server
and client to use a 2-party protocol to traverse the server’s tree; they must do so while
ensuring differential privacy for the client’s data.
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Chapter 4

Related Work

4.1 Extended local differential privacy

Local differential privacy is the guarantee that an individual does not have to trust any
third party with their non-private data. It is mainly used to collect a lot of data and extract
some aggregate analysis from it [22, 13, 36]. To our knowledge very little work has been
done in protecting a user’s data when used to query information from a larger database.
A relaxation of differential privacy, extended differential privacy [9], allows for more broad
uses of distance metrics and improves the utility of differentialy private mechanisms.

The existing work done with extended differential privacy consists of work in the cen-
tralized model [31, 23] or aggregating data in the local model [53]. Weggenmann et al. [52]
use extended differential privacy for directional data. Geo-indistinguishability [2] is the
most common use of extended local differential privacy for the sake of querying a central
database. The metric it uses is the Fuclidian metric which limits its use to location-based
queries. Fernandes et al. [241] propose a technique using angular distance which is optimal
in high dimensional spaces.

4.2 Differentially private nearest neighbors

When discussing the nearest neighbors problem with differential privacy, the majority if
not all of the work so far is focused on keeping the database differentially private. The
search value is typically shared in plaintext and no effort is made to keep it private. To
our knowledge, no nearest neighbors scheme exists which ensures differential privacy for
the search value.

Gursoy et al. [27] propose a radius neighbors classifier that provides differential privacy
to k-NN classifiers. Rauch et al. [10] specifically work on differentially private outlier
detection using k-NN and data partitioning. Nearest neighbors classification is a large
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component of machine learning research. Papernot et al. [11] demonstrated PATE, a
general approach to providing DP guarantees for training data. Zhu et al. [50] present a
DP k-NN method for computer vision.

4.3 Differentially private location data

Location-based services (LBSs) are very useful but also have a high potential of violating
privacy [50]. To address privacy concerns, LBSs have attempted to protect users’ privacy.
However most of the proposed solutions are not optimal. Some have lower accuracy [12],
others create a lot of network traffic (e.g., by creating dummy requests [19]), and others
don’t integrate well with LBSs [12]. Anonymization techniques like k-anonimity, l-diversity,
and t-closeness have been applied to location data [39, 55] however these techniques assume
that the background knowledge the adversary has is limited or known in advance.

Location generalization [11] combined with differential privacy shows promise for im-
proving accuracy and privacy. Dewri [15] added differential privacy to k-anonymity, a
mechanism that shares k values to a LBSs in an attempt to obfuscate the true location of
the user.

Andres et al. [2] proposed the notion of geo-indistinguishability, a differentially private
method of achieving location privacy. They specifically implement geo-indistinguishability
using the Laplace mechanism. Primault et al. [13] evaluated geo-indistinguishability and
demonstrated that only the highest levels of privacy successfully obfuscated a user’s point
of interests (POIs). However high levels of privacy result in low accuracy of results. Geo-
indistinguishability alternatives using linear optimization [7], remap and coarse grid mech-
anisms [10], and a multi-step algorithm alongside spatial indexing [I] have also been pro-
posed. For all these methods, there is a tradeoff between utility and computation cost.

Private spacial decomposition (PSD) [14, 28] is another technique for differential private
publishing of location data. It entails using spatial histograms by partitioning data into
cells and each cell keeps a record of how many data points are within it. PSD techniques
can be classified under data-dependent [54, 14, 51, 32] and data-independent methods [15].
However PSD requires the use of a trusted server.

Of the available location differential private preserving methods, only geo-indistinguishability
collects and publishes microdata [33]. PSD and local differential privacy utilize aggregate
data. Geo-indistinguishability is the only technique to allow privacy-preserving location-
based query processing.
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Chapter 5

Differentially private tree-based NN
algorithms

5.1 DP basic tree traversal (basic DP-TT)

Several modifications to the nearest neighbor algorithms are made in order to make the
whole process differentially private. We will describe the process using the problem state-
ment from Chapter 3. Recall that we have a client and server who would like to cooper-
atively find the client’s nearest neighbors in the server’s data. However the client would
like its data to remain differentially private. We call the method described in this section
DP-Tree Traversal or (basic) DP-TT.

Overview As a preface to this chapter, we describe the overview of node selection.
During the non-private NN traversal, at every node a decision must be made about which
sub-tree to consider next. To do this privately, we avoid using complex methods like
oblivious indexing or private information retrieval by letting the server index in plain.

Our concept is that every decision made is differentially private with respect to the
client. Specifically, the client communicates to the server what to do in a DP way. Since
the server’s privacy is not the concern in this method, the client does not have to share
any of its data with the server. In fact, we use simple communication that implements our
security protocol (Section 3.2) where the server sends relevant nodes to the client in plain.
The client uses these nodes in a DP protocol (described below) and generates a bit that
it shares with the server. This bit indicates which sub-tree to look at next. Since this bit
is differentially private and is the only thing the client shares with the server, the entire
process is DP while the server can plainly access its database.
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5.1.1 Setup

Server. The server creates a modified k-d tree with its data. Recall that a 1-d tree is a
binary search tree.

Algorithm 10 Build a modified k-d tree from array

Inputs: P - List of values
k - Dimension of elements
d - Discriminator
1: function CREATE(P, k,d)
2: if P is empty then
3: V Creates a node object. First element is the value, 2nd and 3rd are the left
and right children, and last is the discriminator for the node
return CREATENODE(Null, Null, Null, d)
if len(P) == 1 then
return CREATENODE(P[0], Null, Null, d)
SORT(P, d) > Sorts P by the dth element of every value
median < |len(P)/2]
loc < P|median]
10: left < CREATE(P[:median], k, d + 1 (mod k))
11: right - CREATE(P[median:], k, d 4+ 1 (mod k))
12: return CREATENODE(loc, left, right, d)

The k-d tree is modified such that all data is found in the leaves of the tree. Algorithm
10 demonstrates how to build such a tree from a starting array. The inner nodes are
still the medians of the sub-tree (meaning they are part of the data), but the data is not
considered added to the tree until it is found on a leaf. A tree with N leaves has a height
of logy(N) + 1.

There is no guarantee that all data is included in the inner nodes. In the non-private
NN algorithm with a k-d tree, a record of the best node found so far is kept and released
once all backtracking is completed. In our scheme, the server has no way of knowing which
node is better than another (since any information regarding the client is kept private) and
no such record can be kept. Thus once a leaf is reached, the server has no way of knowing
whether to backtrack or which of the traversed nodes to reveal to the client. In fact, our
private construction does not include backtracking. By ensuring that all data is found in
leaves, the server uses reaching a leaf as the end point of the algorithm. It can release the
leaf it found and be sure that all data is able to potentially be found.

Recall that we have two different concepts of neighbors: true and tree neighbors. Now
that all data nodes are found in the leaves, we amend the tree neighbors to be only leaves
close to a the relevant node.

Client. The client does need to do anything in particular to prepare for the protocol.
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5.1.2 Process

The server evaluates the client’s data x relative to the root of the tree using some utility
metric. We consider two different utility functions. The first is a distance metric (Algorithm
13) which calculates the Euclidian distance between the client data and the current tree
node’s children. In k dimensions, say x is the client’s data and h is either the left or right
children’s data.

We use DP-TT-DIS to refer to the DP-TT algorithm using the distance metric. The sec-
ond utility metric (Algorithm 14) uses a simple comparison metric that evaluates whether
the client data x is greater than or smaller than the tree node. This comparison is done
on the element h at the discriminator the k-d tree is built on at that tree depth.

ug(z, h) = x[i] < hli]

We use DP-TT-CMP to refer to the DP-TT algorithm using the comparison metric.
Since both of these utility functions are calculated via a 2 party protocol, the result of
these functions are kept secret from the server, so the server does not know the result. The
client is allowed to see the result and uses the exponential mechanism [37] to determine
which direction the algorithm should go in.

Tree traversal (Algorithm 11) Using the exponential mechanism and either utility
metric, the client communicates to the server which sub-tree is should consider next. The
server moves on to the appropriate node and repeats the process until it reaches at leaf. A
that point the server shares the value of the leaf with the client.

Algorithm 11 Simple Tree Traversal Algorithm

Inputs: P - Root node of k-d tree

@ - Client value

€ - Privacy value

A - Sensitivity
1: function NNSEARCH(P, Q, ¢, A)
2 while P.isLeaf = False do
3: leftChild <+ P.left
4: rightChild < P.right
5
6
7

DPQuery +— EMQUERY(Q, P.data, leftChild.data, rightChild.data, A, ¢)
if DPQuery = 0 then
P «+ leftChild
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8: else if DPQuery = 1 then
9: P < rightChild

10: return P

Algorithm 12 Exponential Mechanism (Distance)

Inputs: P - Parent value

Q@ - Client value

L - Left child value

R - Right child value

¢ - Privacy value

A - Sensitivity

function EMQUERY(Q, P, L, R,
: L., R, < UtiLitY(P, L, R, Q

1: A, 6)
2:

3: leftProb < exp(ZLle)

4

5

2% A

rightProb « exp(Sh)

totalProb < leftProb + rightProb
leftProb
0 wp

. _ " total Prob
6: X = . right Prob

P total Prob
7: return X

Algorithm 13 Utility (Distance)

Inputs: P - Parent value
Q@ - Client value
L - Left child value
R - Right child value
1. function UTILITY (P, L, R, Q)

2: leftDis <— EUCLIDIANDISTANCE(L, Q)
3: rightDis < EUCLIDIANDISTANCE(R, Q)
4: vV Differences are inverted since bigger distances are worse, but utility function

rewards high numbers.

5: L, < rightDis
6: R, < leftDis
7 return L,, R,

Algorithm 14 Utility (Randomized Response)

Inputs: P - Parent value
Q@ - Client value

L - Left child value

R - Right child value
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1: function UTiLITY (P, L, R, Q)
2 trueAns <+ P < ()
3 if trueAns == 1 then
4: L,+0
5: R, + 1
6 else

7 L,+1
8 R,+0
9

return L,, R,

5.2 Privacy

We will now show that DP-TT is differentially private with respect to the client’s data.
As a reminder, the server’s privacy is not considered as we do not restrict the client from
making arbitrary number of queries which can reveal the entire tree. We operate in an
open system where the client can make infinite queries.

As stated by Lemma 2.7, the exponential mechanism is e-differentially private (e-DP).
We apply the exponential mechanism as many times as the tree considered is tall. At
every level of the tree, a decision of which sub-tree to consider next must be made. Every
decision consists of using the exponential mechanism.

We use Theorem 2.13 to calculate the overall € of the mechanism. The number of
compositions is equal to the height of the tree minus 1. The height of the tree is log,(N)+1
for a tree with N leaves (created from a database of NV elements), so the total number of
compositions is log,(N). If all ¢;’s are equal and we say that ¢ = log,(/N), then this results

m:
i o om((—= ) e m(1)s)
= min | ————1—-In| ——— —ce; In
€ Ce;, 1 — e—ca 1 — e—ca 2661

5.3 Limitations

Beyond the randomness introduced by using differential privacy to select the sub-trees
to traverse to, the modifications made to the traversal algorithms themselves reduce the
starting accuracy. The backtracking process used by k-d trees is not used as it introduces
further inaccuracy for a higher privacy budget.

Backtracking For DP-TT, backtracking is a double edged sword. On one hand, allowing
the protocol to backtrack would necessitate additional protections to preserve differential
privacy. In fact, backtracking would entail an additional two comparisons per node which
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need to be executed via a DP method. The first is to check whether it is worth backtracking
into the opposite sub-tree. If so, the second is to compare the best node in the sub-tree
with the current best node. On the other hand, the hopes of backtracking are to improve
the accuracy of the protocol.

However, backtracking is initiated when the sub-tree that was not visited shows promise
relative to the best value found so far. The issue is that with DP-TT, there is no guarantee
that the best value found so far is accurate. So we would be comparing a potentially inac-
curate best distance with the backtracking distance, and then employing the exponential
mechanism to choose between them which further introduces inaccuracy. At worst, the
exponential mechanism would be used two more times per node than the basic method,
which increases the final privacy budget. We will demonstrate in Chapter 6 that this trade-
off is not favorable. We choose not to implement backtracking in DP-TT and instead opt
to explore other methods to increase the accuracy.

5.3.1 Mitigating limitations

An inherent level of randomness is introduced when using a DP mechanism to decide
which sub-tree to visit next. There is always a probability that the “wrong” sub-tree will
be visited. In some cases this lowers accuracy, however in cases where the correct answer
requires backtracking, this can be an advantage. For example, suppose that we have a
k-d tree and in the non-private mechanism, the right sub-tree would have eventually been
chosen as the optimal sub-tree via backtracking (meaning that initially the left sub-tree
would have been considered optimal). Now imagine that in the private mechanism, the
exponential mechanism resulted in the “wrong” sub-tree being selected, that is the un-
noised answer would be to go the left sub-tree, but the right sub-tree is instead chosen.
This is actually beneficial as it increases the likelihood that the true answer is found.

Further, to increase the likelihood that the correct answer is found, we introduce parallel
traversal, splitting, early stopping, and releasing neighborhoods.

5.4 DP complex tree traversal (complex DP-TT)

In this section we will discuss modifications to basic DP-TT described in Section 5.1. All
of these different algorithms are evaluated in Chapter 6.

As mentioned before, to increase the likelihood of outputting a correct answer, we can
simply increase the number of values outputted. In this case, the server shares all of the
values retrieved through the tree traversal process with the client.

The first way to do this is by splitting off the search threads. Instead of the search only
looking at one sub-tree, the search splits off into two threads, each taking one sub-tree.
Within this there are multiple ways to use this multiple thread strategy. We evaluate

28



several such mechanisms. The other way of increasing the number of values is by releasing
neighborhoods.

For all of these mechanisms, recall that the number of compositions for one simple
traversal of the tree is one fewer than the height of the tree.

Parallel traversal The first mechanism is splitting at the top a certain number of times
s (Algorithm 15). The search threads do not use the exponential mechanism at the top of
the tree and just split off into multiple threads. Once the requisite number of splits has
occurred, the DP traversal starts, resulting in several parallel traversals. This increases
the number of times composition occurs and increases the final privacy budget. If s splits
occur at the top of the tree of height log, N + 1, the total number of compositions ¢ that
occur is
¢ = (logy N — s) *2°

We will refer to this variant as DP-TT PX where X is the number of splits at the top.

Figure 5.1: Example of parallel traversal (DP-TT P2). Green nodes indicate a use of
the Exponential mechanism. Blue nodes indicate the search thread splitting. Highlighted
nodes indicate nodes shared to the client.

Algorithm 15 Parallel Tree Traversal Algorithm DP-TT P

Inputs: P - Root node of k-d tree

Q@ - Client value

€ - Privacy value

A - Sensitivity

S - Number of splits remaining
1: function NNSEARCHPARALLEL(P, Q, €, A, S)
2 while P.isLeaf = False do
3: if S ==0 then
4: leftChild < P.left
5
6
7

rightChild <— P.right
DPQuery + EMQUERY(Q, P.data, leftChild.data, rightChild.data, A, ¢)
if DPQuery = 0 then
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8: P <+ leftChild

9: else if DPQuery = 1 then

10: P < rightChild

11: else

12: Lr <+ NNSEARCHSPLITTOP(P.left, Q, ¢, A, S — 1)
13: Rpr <+ NNSEARCHSPLITTOP(P.right, Q, e, A, S — 1)
14: return Lr + Rp

15: return P

Early stopping The second consists of one search thread stopping before it reaches a
leaf, then splitting at the bottom of the tree (Algorithm 16). The DP traversal occurs
and then a certain number of levels before the end of the tree, the search threads split
off. This actually decreases the number of times composition occurs given that only one
thread uses the exponential mechanism, and the exponential mechanism is not used when
splitting occurs. If s splits occur at the bottom of the tree of height log, N + 1, the total
number of compositions ¢ that occur is

c=1logy, N —s

Note that the result of early stopping are a set of tree neighbors. That is, they are not
necessarily nearest neighbors in the database, but in the tree they are neighbors. We will
refer to this variant as DP-TT EX where X is the number of splits at the bottom.

Figure 5.2: Example of early stopping traversal DP-TT E2. Green nodes indicate a use of
the Exponential mechanism. Blue nodes indicate the search thread splitting. Highlighted
nodes indicate nodes shared to the client.

Algorithm 16 Early Stopping Tree Traversal Algorithm DP-TT E

Inputs: P - Root node of k-d tree
Q@ - Client value

€ - Privacy value

A - Sensitivity

S - Number of splits remaining
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1: function NNSEARCHEARLYSTOP(P, Q, ¢, A, S)

2 while P.isLeaf = False do

3 if P.height > S then

4: leftChild <— P.left

5: rightChild <~ P.right

6 DPQuery «+— EMQUERY(Q, P.data, leftChild.data, rightChild.data, A, ¢)
7 if DPQuery = 0 then

8 P <+ leftChild

9: else if DPQuery = 1 then

10: P+ rightChild

11: else

12: Lg < NNSEARCHSPLITBOTTOM(P left, Q,¢, A, S — 1)
13: Rp <~ NNSEARCHSPLITBOTTOM(P.1right, Q, €, A, S — 1)
14: return Ly + Ry

15: return P

Greedy splitting The third method uses the exponential mechanism at every level, but
also splits off at every level (Algorithm 17). The exponential mechanism determines which
sub-tree to continue to and the server creates two threads. One goes down the chosen
path and will continue to split. The other goes down the sub-tree not chosen and will
not continue to split. This results in as many outputs as the height of the tree minus 1
and increases the final € value due to more compositions occurring. For a tree of height
log, N + 1, the total number of compositions ¢ is

logy N
(logy N)(logy N + 1)
= k=14+24+..+1 N =
c ,;1 + 24 ...+ log,y 5

We will refer to this variant as DP-TT GS.

Figure 5.3: Example of splitting traversal (DP-TT GS). Green nodes indicate a use of the
Exponential mechanism. Highlighted nodes indicate nodes shared to the client.

This method is essentially the implementation of backtracking assuming that every
opposite sub-tree is worth investigating.
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Algorithm 17 Greedy Splitting Tree Traversal Algorithm DP-TT GS

1:
2
3
4:
5:
6
7
8
9

10:
11:

12:
13:
14:
15:
16:
17:
18:
19:

20:

Inputs: P - Root node of k-d tree

Q@ - Client value

¢ - Privacy value

A - Sensitivity

continueSplit - Indicates whether search thread should split

function NNSEARCHGREEDYSPLIT(P, ), ¢, A, continueSplit)
while P.isLeaf = False do

leftChild « P.left
rightChild < P.right
DPQuery <+~ EMQUERY(Q, P.data, leftChild.data, rightChild.data, A, €)
if continueSplit = False then
if DPQuery = 0 then
P <+ leftChild
else if DPQuery = 1 then
P <+ rightChild
else
if DPQuery = 0 then
Lg < NNSEARCHSPLITBOTTOM(P.left, Q, €, A, True)
Rp < NNSEARCHSPLITBOTTOM(P.1right, Q, €, A, False)
return Ly + Ry
else
Ly < NNSEARCHSPLITBOTTOM(P.left, @, ¢, A, False)
Rp <+ NNSEARCHSPLITBOTTOM(P.1right, @, €, A, True)
return Lr + Rp

return P

Neighborhoods The last way of increasing the number of values outputted is by releas-
ing the found value as well as the B true neighbors of that found element (Algorithm 18).
This is done by using the non-private nearest neighbors algorithm. This does not change
the final e value due to post-processing (Definition 2.8). We will refer to this variant as
DP-TT NX where X is the number of values in a neighborhood.

Algorithm 18 Tree Traversal Algorithm w/ NN DP-TT N

Inputs: P - Root node of k-d tree

Q@ - Client value

€ - Privacy value

A - Sensitivity

B - Number of neighbors to the found result to release

1: function KNNSEARCH(P,Q, ¢, A, B)

2:

originalTree < P
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while P.isLeaf = False do
leftChild <— P.left
rightChild < P.right
DPQuery + EMQUERY(Q, P.data, leftChild.data, rightChild.data, A, ¢)
if DPQuery = 0 then
P <« leftChild
else if DPQuery = 1 then
10: P < rightChild

11: V Finds the B nearest neighbors to P
12: return KNN(P, B, originalTree)

Finding the B nearest neighbors of the value found through the DP mechanism does
not change the privacy guarantee. We evaluate all of these modifications in Chapter 6 and
combine splitting with sharing neighborhoods.
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Chapter 6

Experimental evaluation

6.1 Setup

The purpose of the experimental evaluation is to assess the feasibility and accuracy of the
DP guarantee of DP-TT. As such, the specifics of the communication between the client
and server are left to future work (Section 3.2). We assume that through some secure
method, the server is able to communicate relevant node values to the client and the client
can communicate indicator bits to the server. A simple way to implement this is a 2-party
computation where both parties send values in plain to each other (since server privacy is
not a concern).

We run experiments on artificially generated random data. We run DP-TT on 1-
dimensional data, uniformly drawing 100,000 and 1,000,000 values sampled from a 0 to 1
billion normal distribution. We also run it on two dimensional data, uniformly drawing
100,000 and 1,000,000 pairs of values sampled from a 0 to 1 billion normal distribution.
When discussing this data we do not specify a unit of measurement as any unit could be
applied.

We also run the experiments on the real world datasets Gowalla and Brightkite [11].
We restrict the points of interest to two locations, San Francisco, California and Austin,
Texas. For San Francisco, the specific region is between the latitude coordinates (37.5395,
37.7910) and longitude (-122.5153, -122.3789) which encompasses a high density of points
in San Francisco (SF). For Austin, the specific region is between the latitude coordinates
(29.833, 30.838) and longitude (-96.700, -98.592) which encompasses a high density of
points in Austin as well as a lower density around Austin. We quantize the area into 500
x 200 cells and consider the center of the cells as our dataset. In total, the SF dataset has
6890 points and the Austin dataset has 4305.

We compare our method (TT) to geo-indistinguishability (GEO) as to our knowledge
it is the only known method which protects an individual query with DP (Section 4). We
accomplish this by using the Laplace mechanism in 1-dimension and the planar Laplace
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mechanism in two dimensions [2]. We use the final € value calculated via Bounded Range
composition (Theorem 2.13) for DP-TT as the privacy level €¢* for GEO. Recall that the
Laplace mechanism (Definition 2.4) requires the sensitivity of the function the noise is being
added to. In our case, the function is the raw search value, so the sensitivity is the maximum
difference between values which is equivalent to 1 billion. As we will demonstrate, using
this global sensitivity leads to bad accuracy, which is why geo-indistinguishability is useful.

Following the principles of geo-indistinguishability, we vary the r value in the privacy
level guarantee allowing us to demonstrate the accuracy of the local mechanism given
certain privacy levels. For example, for our distance metric experiments we set ¢ = 1.
We vary r such that 1,000,000,000 < r» < 1,000. When r = 1,000,000, the privacy
parameter is € = €*/r = 0.000001. When r = 1,000 the privacy parameter ¢ = 0.001.
To demonstrate the accuracy that is attained when d(z,2") < r, we set the sensitivity of
the Laplace mechanism to be smaller than its global sensitivity. Recall that the Laplace
mechanism adds noise drawn from Lap(A f/e*) where f is the “position” value in our case,
so Af is the sensitivity. For GEO and the distance metric DP-TT, we vary the sensitivity
such that 1,000,000,000 < Af < 1,000 incrementing by a degree of magnitude at every
interval.

Communication comparison A key difference between DP-TT and GEO is the com-
munication cost. GEO only requires one round of communication. DP-TT is an interactive
protocol and requires as many rounds as times the exponential mechanism is used. Specif-
ically, for basic DP-TT, log, N rounds are necessary. Figure 6.1 shows the percentage
of data points sent by the various DP-TT variants as well as the naive approach of the
server sending the entire tree to the client. We can see that the relationship between the
percentage of data points and the size of the database is near linear.

107! -

10-3

1075 4
— hnaive

—— basic
—— parallel
— early
—— greedy

% data points communicated (log)

1077 4

T T T T T
103 10° 107 10? 1011
Database size (log)

Figure 6.1: Accuracy of basic private NN search for 1D (DP-TT-DIS and GEO)

Distance utility (DIS) In order to replicate this concept of bounding the r value of
geo-indistinguishability in our DP-TT-DIS method, we similarly bound the sensitivity of
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the utility function of the Exponential mechanism. Recall that the utility metric in &
dimensions, where x is the client’s data and h is either the left or right children’s data is:

In the worst case the sensitivity of uy is 1 billion, but we bound this sensitivity similar
to GEO.

Comparison metric (CMP) This metric is independent of distances so we do not
bound any sensitivity. The sensitivity is 1, given that the output of this utility metric is a
boolean bit.

6.2 Results

We evaluate two types of accuracy. The first is the raw accuracy (NN Acc). This refers to
the percentage of the time that the true nearest neighbor of the search value is found. The
second is the top & accuracy (Top 5 Acc). This is a broader accuracy metric and measures
how often any of the five closest neighbors are found. If any number of those 5 neighbors
are found, then the top 5 accuracy is the same as if only one had been found.

For example, if three results are returned by DP-TT and of those three, one is the
true nearest neighbor and another is the second closest nearest neighbor, then the raw
accuracy and top 5 accuracy are the same (100%). However, if only the second closest
nearest neighbor is among the three results, then the raw accuracy is 0% while the top 5
accuracy is 100%.

6.2.1 Distance metric (DIS)

For GEO and the DP-TT-DIS, we set € = 1 and vary the sensitivity such that 1,000, 000, 000
< Af < 1,000 incrementing by a degree of magnitude at every interval. Both GEO and
DP-TT-DIS generate noise proportional to €¢/Af so we use this as our experiment vari-
able. Notice that ¢ and Af can vary relative to one another and achieve the same noise
distribution.

Figures 6.2 and 6.3 show the accuracy of basic DP-TT-DIS (Section 5.1) relative to
GEO in 1 and 2-dimensions. As mentioned above, the x-axis represents the varying of the
sensitivities. Overall, increasing the size of the database lowers the accuracy per privacy
radius.

Notice that in 1-dimension GEO is as good as DP-TT-DIS but at a higher privacy
radius. The top 5 accuracy of GEO for a database of size 100k is about 90% with a privacy
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Figure 6.3: Accuracy of basic private NN search for 2D (DP-TT-DIS and GEO)

radius of 100,000 while DP-TT-DIS achieves that same accuracy at a privacy radius of
1,000. In 2-dimensions, we notice that adding a dimension degrades the accuracy by quite

a bit. The top 5 accuracy plateaus around 30%, but is larger than in 1-dimension at higher
privacy radii (Figure 6.4).

We can see that DP-TT-DIS does work but with a higher € or smaller sensitivity than
GEO. We also notice that as the size of the database increases, the accuracy at the same
privacy radius decreases. We next evaluate increasing the number of values output by
introducing splitting and releasing the nearest neighbors of the found values. We present
graphs for the database of size 100k as the database of size 1 million exhibits the same
trends, just shifted to lower privacy radii.
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Figure 6.4: Comparing accuracy of DP-TT-DIS for 1 and 2-dimensions

Parallel traversal

When evaluating any DP-T'T variant that returns multiple values such as parallel traversal
or neighborhoods, we correspondingly increase the number of times GEO is run. Specifi-
cally, for the parallel traversal method evaluated next, we run GEO as many times as the
number of final values released by DP-TT-DIS P.
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Figure 6.5: Accuracy of DP-TT-DIS P for database of size 100k in 1-dimension

Figures 6.5 and 6.6 show the performance of DP-TT-DIS P with parallel traversals of
the tree. When there are 0 splits of the thread, this is equivalent to basic DP-TT-DIS. In
all scenarios, GEO performs better than DP-TT-DIS. In 1-dimension (Figure 6.5), we can
see that parallel traversals does not improve the accuracy of DP-TT-DIS, in fact the more
splits at the top, the worse the accuracy at the same privacy radius. We attribute this to
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Figure 6.6: Accuracy of DP-TT-DIS P for database of size 100k in 2-dimensions

the fact that the final € composition factor is 2° times bigger, where s is the number of
splits.

However in 2-dimensions (Figure 6.6), parallel traversal overtakes basic DP-TT-DIS.
We attribute this to the fact that backtracking is more essential to a 2-d tree than to a BST
(for 1-dimensions). Since basic DP-TT-DIS initially performs better than having parallel
traversals, we believe that there comes a point where the privacy cost is sufficiently small
enough that having more threads is beneficial. The 2-dimensional search exhibits a similar
plateau behavior as basic DP-TT-DIS and the raw accuracy plateaus at 40%.

We next evaluate early stopping of the search thread.

Early stopping

For the DP-TT-DIS E, to fairly evaluate GEO, instead of running GEO as many times as
the number of values outputted, we run GEO once and find the neighbors for the output.
The number of the neighbors is equivalent to the number of values outputted by the tree.
We make this decision due to the fact that the values outputted by the search thread
splitting at the bottom will all be tree neighbors. We recognize that in 1-dimension, tree
neighbors are equivalent to true neighbors, but in higher dimensions that is not the case.
However this is the fairest comparison we could implement.

Figures 6.7 and 6.8 show the performance of DP-TT-DIS E. Here we notice that the
earlier the splits occur the higher the accuracy at the same level of privacy. We attribute
this to the fact that since the splits happen at the bottom, it reduces the final value of
¢ while increasing the number of values outputted. Further, since these values are tree
neighbors, it removes the inaccuracy that the last few levels would have incurred had they
gone through the standard path selection. In 1-dimension, DP-TT-DIS E achieves high
accuracy, but in 2-dimensions, it plateaus around 40%.
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Figure 6.8: Accuracy of GEO and DP-TT-DIS E for database of size 100k in 2-dimension

Greedy splitting

We next evaluate greedy splitting at every level. Similar to parallel traversal, GEO is run

for as many times as values outputted by the tree since those values are not tree or true
neighbors.

Figure 6.9 shows DP-TT-DIS GS for a database of size 100k in 1 and 2-dimensions.

Once again we notice that the accuracy of the 2-dimensional database plateaus earlier than
in 1-dimension.
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Figure 6.9: Accuracy of GEO and DP-TT-DIS GS for database of size 100k in 1 and
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Neighborhoods

We now evaluate releasing neighborhoods of values found by the tree. This does not change
the final € value compared to basic DP-TT.
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Figure 6.10: Accuracy of DP-TT-DIS N for database of size 100k in 1-dimension

Figures 6.10 and 6.11 show the performance of releasing neighborhoods. In 1-dimension
there is a small benefit to releasing a larger neighborhood while in 2-dimensions releasing
a neighborhood of 20 values roughly doubles the accuracy from releasing 5 of them.
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Figure 6.11: Accuracy of DP-TT-DIS N for database of size 100k in 2-dimensions

Combining neighborhoods with splitting

We now combine releasing neighborhoods as well as splitting at every level (DP-TT-DIS
GS-N). For comparison to GEO, we run GEO as many times as DP-TT splits and then
for every value found we find the neighborhood of that value.
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Figure 6.12: Accuracy of DP-TT-DIS GS-N for database of size 100k in 1-dimension

Figures 6.12 and 6.13 show the performance for DP-TT-DIS GS-N. In 1-dimension, we
see a marginal benefit to releasing a larger neighborhood. In 2-dimension, we see that the

raw accuracy benefits the most from a larger neighborhood while the top 5 accuracy does
not show much improvement.
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Figure 6.13: Accuracy of DP-TT-DIS GS-N for database of size 100k in 2-dimensions

Comparing methods

We now compare all these methods and identify the best one.

100  —=— splitting 100 1 —e— Splitting
—=— 20 NNs —e— 20 NNs
—— 8 levels, parallel —— 8 levels, parallel
80 8 levels, early 80 4 8 levels, early
—s— basic —s— basic
—s+— 20 NNs, splitting —s— 20 NNs, splitting
g 604 £ 60
> >
o =
c s
5 5
S 40 S 40
< <
201 20 A
01 04
T T T T T T T T T T T T T T T T
0% 107 10°% 10°% 10% 10°7F 102 107! 1% 107 10°% 10°% 10*% 107 1072 107!
Eps/Sensitivity Eps/Sensitivity
(a) Raw accuracy (b) Top 5 accuracy

Figure 6.14: Comparing different tree methods for database of size 100k in 1-dimension

Figures 6.14 and 6.15 show the comparison between the different methods explored. In
1-dimension, we note that early stopping 8 levels early (DP-TT-DIS E8) performs most
optimally while parallel traversal (DP-TT-DIS P8) performs the worst. Looking up the
neighborhood of found values (DP-TT-DIS N20) performs about the same whether splitting
is implemented or not. We note that splitting at every level performs worse than releasing

neighborhoods, suggesting that the benefit seen in the combined approach stems from the
neighborhood and not the splitting.

In 2-dimensions, early stopping (DP-TT-DIS ES8) and releasing a neighborhood (DP-
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Figure 6.15: Comparing different tree methods for database of size 100k in 2-dimensions

TT-DIS N20) perform better at a higher privacy radius but are overtaken by the combined
splitting and neighborhood approach (DP-TT-DIS GS-N). The basic method performs the
worst in the long term but is better than the parallel traversal initially. Greedy splitting
(DP-TT-DIS GS) performs badly at higher privacy radii, but overtakes neighborhoods in
terms of top 5 accuracy. The combined splitting and neighborhood method achieves the
highest accuracy of about 85% at the privacy radius of r = 10, 000 which is about 0.001%
of the global sensitivity given a privacy level ¢* = 1. Here the combined method shows
signs of benefiting from both aspects of splitting and neighborhoods.

It is important to note that each of these DP-T'T variants result in a different amount
of results released by the server. DP-TT-DIS ES8 results in at most 2® = 256 results.
DP-TT-DIS GS and DP-TT-DIS N20 results in at most ([log, N + 1]) % 20 results, which
in the case of a database of 100k is 360 results. Only splitting at every level results in
[logy N + 1] or 18 (for database of size 100k) results.

Applying methods to real world datasets

We run the experiments on the SF and Austin datasets and compare them.

Figure 6.16 shows the comparison of all the variants previously tested. They exhibit
the same trends as the 2-dimensional dataset in that the combined greedy splitting and
neighborhood method preforms best, along with the greedy splitting and parallel traversal.

6.2.2 Comparison metric (CMP)

We now evaluate DP-TT using the comparison metric (DP-TT-CMP). This metric is dis-
tance independent so comparing it to geo-indistinguishability is more difficult. We use the
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Figure 6.17: Accuracy of DP-TT-CMP and GEO for database of size 100k in 1 and 2-
dimensions

same parameters for GEO as previously stated. Comparison DP-T'T relies solely on € so we
vary it with the following values [0.01,0.1,1,1.5,2,3,4,5,7,10,12,17] and graph the final
e value calculated with bounded range composition.

GEO performs much worse due to the fact that it is used with global sensitivity. In
order to get a better comparison, we will plot GEO keeping e constant and varying the
bounded sensitivity (Figure 6.17) and present GEO’s scale at the top of graphs.

Figure 6.18 shows that the accuracy degrades as the size of the database increases. The
e value necessary to achieve a reasonable accuracy for DP-TT-CMP is quite large. This is
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Figure 6.18: Accuracy of DP-TT-CMP for database of size 100k and 1M in 1 and 2-

dimensions

not surprising as the € used at every node is composed [log, (V)] times. The 2-dimensional
search does not achieve 100% accuracy and plateaus at 80% accuracy. The raw metric is

half as accurate as the top 5 metric.

Parallel traversal
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Figure 6.19: Accuracy of DP-TT-CMP P for database of size 100k in 1-dimension

As Figures 6.19 and 6.20 show, parallel traversal does not provide any benefits. In
fact, the privacy budget used by DP-TT-CMP P8 is so large that the PO and P4 lines
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Figure 6.20: Accuracy of DP-TT-CMP P for database of size 100k in 2-dimensions

are flattened to near vertical when they actually plateau when graphed on an appropriate
scale.

Early stopping
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Figure 6.21: Accuracy of DP-TT-CMP E for database of size 100k in 1-dimension

We also look at stopping the search thread early at the bottom (DP-TT-CMP E). In
order to fairly compare this method to GEO, we include the nearest neighbors to the found

value in GEO such that as many values are included in GEO as output by DP-TT-CMP
E.
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Figure 6.22: Accuracy of DP-TT-CMP E for database of size 100k in 2-dimensions

Figures 6.21 and 6.22 show that the earlier the thread stops and splits, the higher the
accuracy. This also means that more values are outputted by DP-TT-CMP E (2° values
with s the number of splits). In 2-dimensions, stopping 8 levels early allows the traversal
to achieve 100% accuracy for a final € = 100.

Greedy splitting
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Figure 6.23: Accuracy of DP-TT-CMP GS for database of size 100k in 1 and 2-dimensions

The final method we explore is greedy splitting at every level (DP-TT-CMP GS).
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Figure 6.23 shows that the 1-dimension mechanism achieves high accuracy while the
2-dimension mechanism achieves a maximum of 40% top 5 accuracy.

Neighborhoods

We also looked at releasing the neighborhoods of the found value (DP-TT-CMP N).
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Figure 6.24: Accuracy of DP-TT-CMP N for database of size 100k in 1-dimension
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Figure 6.25: Accuracy of DP-TT-CMP N for database of size 100k in 2-dimensions

Figures 6.24 shows that in 1-dimension the size of the neighborhood makes little to
no difference in the accuracy of the mechanism. Figure 6.25 shows that the size of the
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neighborhood improves the raw accuracy but has a less important impact when it comes
to top 5 accuracy.

Combining neighborhoods with greedy splitting

Finally, we looked at combining both greedy splitting and neighborhoods (DP-TT-CMP
GS-N).
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Figure 6.26: Accuracy of DP-TT-CMP GS-N for database of size 100k in 1-dimension

Eps/Sensitivity (GEO)

Eps/Sensitivity (GEO)

1077 106 107° 1074 1073 1077 1076 107° 1074 1073
L L L L . L L L L
100 —— 5 NNs (TT) 100 R Lt —— 5 NNs (TT)
.- —— 10 NNs (TT) —— 10 NNs (TT)
—s— 20 NNs (TT) —s— 20 NNs (TT)
80 4 --+- 5 NNs (GEO) 80 4 --+- 5 NNs (GEO)
-+ 10 NNs (GEO) -+ 10 NNs (GEO)
--+- 20 NNs (GEO) -+ 20 NNs (GEO)
60 |
40
20
oA

0 200 400 600 800 1000

Final epsilon (TT)

(a) Raw accuracy

1200

500 1000 1500
Final epsilon (TT)

(b) Top 5 accuracy

2000 2500

Figure 6.27: Accuracy of DP-TT-CMP GS-N for database of size 100k in 2-dimensions

Figure 6.26 shows that adding neighborhoods to splitting at every level does not change
the accuracy based on neighborhood size. Figure 6.27 shows that the size of the neighbor-
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hood improves the raw accuracy but has a less important impact when it comes to top 5
accuracy.

Comparing methods

We now compare all methods. We exclude the parallel traversal mechanism as it performs
worse than basic DP-TT-CMP.
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Figure 6.28: Comparison of DP-TT variants for database of size 100k in 1-dimension
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Figure 6.29: Comparison of DP-TT variants for database of size 100k in 2-dimensions

Figures 6.28 and 6.29 show the comparison of the different DP-TT-CMP variants. We
note that early stopping provides the most benefit for the smallest privacy budget for both
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dimensions. The raw accuracy for basic DP-TT-CMP is about half as accurate as the top

5 metric. However all other methods have comparable top 5 and raw accuracies.

Applying methods to real world datasets

We run the experiments on the SF and Austin datasets and compare them.
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Figure 6.30: Comparison of DP-TT-CMP methods for real world dataset
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Figure 6.31: Comparison of best DP-TT-CMP methods for real world dataset

Figure 6.30 shows the comparison of all the variants previously tested. They exhibit
the same trends as the 2-dimensional dataset in that the early stopping and neighborhood



methods perform best. We remove the worst performing methods to more clearly see the
behavior of the best methods in Figure 6.31.

6.2.3 Analysis

In this section we evaluated geo-indistinguishability relative to the tree traversal methods
we propose using two different metrics, distance and comparison. Geo-indistinguishability
and the distance based DP-TT are more easily comparable as they both use distance
metrics to randomize results. For both metrics, the parallel traversal method performs
worse than basic DP-TT.

Distance metric In 1-dimension, the distance metric achieves usable accuracy, but at
a lower privacy radius than geo-indistinguishability does. Of all DP-TT-DISs we tried
(Figure 6.14), early stopping (E) was the most effective. This is due to more values being
released for a lower privacy budget. However, releasing neighborhoods (N), which achieves
a similar guarantee of releasing more values at no cost to the privacy budget does not
perform as well. In terms of raw accuracy, basic DP-TT-DIS and parallel traversal (P)
perform the worst of the compared methods.

Unlike in 1-dimension, in 2-dimensions, greedy splitting with neighborhoods performs
the best overall. We attribute this to the fact that the 1-dimensional traversal of a tree does
not require backtracking to find the correct value, but in higher dimensions backtracking
is necessary. In 1-dimension the benefits of splitting are outweighed by the extra privacy
cost it incurs. In 2-dimensions, splitting, which simulates backtracking, demonstrates its
benefits by performing relatively well. Neighborhoods also performs reasonably well and
the combination of splitting and neighborhoods performs the best.

Comparison metric The comparison metric achieves usable accuracy as well, but at the
cost of a high privacy budget. In 1-dimension, the best method identified, early stopping,
achieves a 95% accuracy for a database of size 100k at a privacy budget of ¢ = 50. To
achieve a similar accuracy, GEO requires a €*/Af value of about 1075. If we assume an
¢* = 50 for GEO, the sensitivity would need to be 5,000,000 which is 0.5% of the global
sensitivity. So to achieve a 95% accuracy for a protection radius of 5,000, 000, the privacy
parameter is e = 50/5, 000,000 = 107°.

Unlike with the distance metric, there is no difference between which variant works best
for 1-dimension versus 2-dimensions. We attribute this to the way that the privacy budget
is calculated. For the distance metric the privacy level of €* makes little difference until
an order of magnitude of change occurs since the privacy parameter is calculated from e*
and the radius. For example, € = ¢*/A = 107" versus ¢ = 3 * 10~* makes comparably
little difference relative to € = 107* and € = 107°. So spreading out the privacy budget
among several threads does not impact the final epsilon budget by a lot relatively. For the
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comparison metric, our results show that the methods that spend all their privacy budget
on one thread (early stopping, basic, and neighborhoods) perform the best compared to
the methods that spend more on overall.

Real world data We tested our methods on two real world datasets and note that the
behavior seen with our artificial data carries over to these datasets.

Takeaways As is typical of differentially private mechanisms, privacy and utility compete
against one another. We propose two methods which achieve usable utility for different
privacy budgets. DP-TT-CMP provides a method that does not require any bounding of a
distance metric. DP-TT-DIS provides a method that does require bounding of a distance
metric but is not better than geo-indistinguishability.

For the comparison metric, the poor performance of the greedy splitting method con-
firms that backtracking would not be beneficial as the addition to the privacy budget
outweighs any increase in utility. However for the distance metric, greedy splitting might
have an advantage in 2-dimensions. While greedy splitting simulates the behavior of back-
tracking, it notably does not add to the privacy cost (as it does not require additional uses
of the exponential mechanism) unlike backtracking. From our evaluation, we conclude that
distance is not a good choice to help us choose an optimal tree traversal, as the privacy
cost outweighs the utility benefits.

6.3 Conclusion

In this research we propose a new method for differentially private nearest neighbor search
relative to the search value. Previous work focused on preserving the privacy of the
database being searched rather than the searched value. DP nearest neighbor search is
a common application for location privacy with the most common implementation being
geo-indistinguishability.

We identify two potential metrics for our method, one using distance and the other a
simple comparison. We evaluate these metrics along with several variations on a DP tree
traversal method and identify a few variations with better accuracy. One metric (distance)
does not achieve as good accuracy as geo-indistinguishability for a similar privacy level.
The other metric (comparison) is distance-independent, and is thus not tied to any notion
of privacy levels for location privacy. However to achieve high accuracy, the privacy budget
is quite high.

The comparison metric is advantageous as it does not rely on the notion of extended
DP or relaxed local DP and to achieve similar accuracy geo-indistinguishability requires a
relatively small privacy level.
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In future work, more complex tree traversal algorithms could be explored in order
to maximize utility and minimize the privacy budget. More complex nearest neighbor
algorithms and datastructures could be explored as well.
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